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ABSTRACT

In this paper we consider a new approach for domain-specific sentiment lexicon
extraction in Russian. We propose a set of statistical features and algorithm combination
that can discriminate sentiment words in a specific domain. The extraction model is
trained in the movie domain and then utilized to other domains. We evaluate the quality
of obtained sentiment vocabularies intrinsically. Finally we combine the sentiment
lexicons from five domains to obtain one general lexicon for the product meta-domain.
We demonstrate the robustness of the extracted lexicon in the cross-domain sentiment
classification in Russian.

TITLE AND ABSTRACT IN RUSSIAN

H3Baeuenne CiroBaps OuenouHnoii Jlekcuku Ha Pycckom
S3bike nis Mera-O6aactu ToBapos

B panHOII paboTe paccMaTpuUBaeTCs HOBBIA IOAXOJ, K W3BJIEYEHUIO IIPEAMETHO-
OPHMEHTHPOBAHHOTO CJIOBAPS OIEHOYHOM JIEKCHKU Ha PYCCKOM s13bIKe. MBI Ipe/iyiaraemMm
KCIIOJIB30BATh COBOKYIIHOCTh CTATUCTHYECKUX ¥ JIMHTBUCTHYECKHUX IIPU3HAKOB,
MMO3BOJISAIONINX BBISBJIATh OIEHOYHBIE CJIOBA, U KOMOWHUPOBATH 3TH IPH3HAKUA C
IIOMOIIBI0 AJITOPUTMOB MAIIMHHOTO OOyueHusi. Mojiesib U3BJIEUEHHS] CO3JAeTCs ISt
IpeIMeTHOM 061acTé GUIBMOB, a 3aTEM IIPUMEHSIETCS B IPYTUX IIPEAMETHBIX 00J1aCTsX.
Mbl OIlEHMBaeM KadecTBO IIOJIyYE€HHBIX CJIOBAapeil OLIEHOYHBIX CJIOB IIOCPE/ICTBOM
pyuHOU pazmeTku. HakoHen, Mbl coOMpaeM U3 OTZAEJBHBIX CJIOBapel OOIIMi CI0Baphb
OIIEHOYHBIX CJIOB, pacCMaTpHBasi ero Kak OIEHOYHBIA CJI0Baph B IIUPOKOH 06JacTh
TOBapoB. MBI JIEMOHCTPHUPYEM I10JIE3HOCTH ITOJIyYEHHOTO OOIIEro JIEKCHKOHA B 3a/1aue
IepeHoca MOJIeJId aHaJM3a TOHAJIBHOCTH C OAHOU O0JIaCTH Ha JIPYTYIO /IS OT3BIBOB
10JIb30BATEJIe HA PYCCKOM SI3BIKE.
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B nociennee Bpems 6osbivie ycuuivsi ObUIM HANIPABJIEHBI HA PEIIeHNe 33/1a4d aHaInu3a
MHEHHUH B Pa3JIMYHBIX IPEJAMETHBIX O0JIACTSAX. ABTOMATH3UPOBaHHBIE IIOAXOABI K
aHAJIN3Y TOHAJIBHOCTH MOTYT OBITh IIOJIE3HBI JUI TOCY/IapCTBEHHBIX OPraHOB U
MTOJINTUKOB, KOMIIAHMHM M IPOCTHIX IoJsib30Baresell. OAHONW W3 Ba)KHEHIIUX 3a7ad,
SIBJIAIONIENCS OCHOBOM /IJIsI aHAyIM3a MHEHHH B TeKCTaX, HAIMCAHHBIX HA PAa3IMYHBIX
A3BIKAX, ABJIAETCSA CO3/IJaHUE CJIOBApE OIEHOYHBIX CJIOB.

MHorHue HCCIeIoBaTeNd CO3/IAl0T CJI0BAapH OOIIeyIoTPeOUTEbHBIX OIEHOUHBIX CJIOB
JUIS1 CBOUX fI3BIKOB. BMecTe ¢ TeM M3BECTHO, UTO B PA3HBIX IIPEIMETHBIX 00JIACTAX MOTYT
MPUMEHATHCS JIOCTATOYHO pa3Hble Ha0Ophl OIIEHOYHBIX BbIpaXKeHWH. HakoHer,
IpeZiMeTHbIe 06JIaCTH MOTYT UMETh CXO/ICTBO MEXKy COOO0M B HCIOJIb3yeMOI OIIeHOUHOM
snexcuke. Tak, Takue OIEHOYHBIE CJIOBA KaK He200All WIH 310 OJUHAKOBO
HeNPUMEHHMbI KO BceM 00JIaCTsAM OLeHKH Ka4eCcTBa TOBAPOB.

B pgaHHON paGoTe MBI HCCJIEAYEM HOBYIO HAEIO Pa3pabOTKH PYCCKOTO CJIOBapsi
OLIEHOYHOH JIEKCUKH JIJISI IIUPOKOU 06s1acTi TOBapoB. [Ipu 5TOM Ba)KHO IO/TYEPKHYTh,
YTO B HACTOsIIIlee BPeMsi HeT OOIECTBEHHO JOCTYIIHOTO PYCCKOSI3BIYHOTO CJIOBApPS
OLIEHOYHOH JiekcuKu. Hamr metos Gasupyercss Ha OOydeHHH aJrOpuTMa HU3BJIEYEHUS
PYCCKOIl OLIEHOUHOH JIEKCHMKH B OJHOW IpeJMEeTHOW 06JacTH, W 3aTeM IepeHoce
00yueHHON MOJIeJIM Ha Jpyrve MpeAMeTHble 00siacTd. Mbl MOKa3bIBae€M, YTO MOJIEJIb
U3BJIEYEHUs] OLIEHOYHOU JIEKCHKH MOXKET OBbITh IEepeHeceHa Ha Jpyrhe IpeiAMeTHbIE
obyiacTd, €ecu HMEIOTCSl Bce HeoOXOoAuMble /il paboThl CHUCTEMBI AaHHBIE. MBI
MpUMeHsieM Hallly MOZEJIb K HECKOJbKAM IIPeAMETHBIM O00JIaCTAM U 3aTeM U3
OIIEHOYHBIX CJIOBaped OT/IeJIbHBIX IPEMETHBIX ObOJiacTeil cobupaeM eIUHBIA CJIOBaph
OIIEHOYHOU JIEKCUKH, pacCCMaTPHBasl €ro Kak CJIOBaph OLIEHOYHOH JIEKCUKH B IIMPOKOH
006J1aCTH TOBAapOB.

V3BjleyeHre OLIEHOYHBIX CJIOB B 33/JaHHOW IIPeMeTHOU O0JIaCTH OCHOBAHO Ha
HECKOJIPKHX TEKCTOBBIX KOJUIEKIIHX: KOJIJIEKIIHU OT3BIBOB O IPOAYKTaX C OLEHKAMHU
[I0JIb30BaTeNel, KOJUIEKIIMM ONMCAHUN MNPOAYKTOB M KOHTPACTHOH KOJIJIEKIUH
(HampuMep, HOBOCTHAs KOJUIEKIH:). Takie KOJUIEKIIHH MOTYT OBITh aBTOMATHYECKH
copMupoBaHsI [ pa3HBIX IPEAMETHBIX 00J1acTeil. Kpome TOro, MBI IPEAIOJIOKIIIH,
YTO MOXKHO BBIZIEJIUTH HEKOTODBIE YaCTH KOPIyca MHeHUH (HampuMmep, o ¢puapmax), B
KOTOPBIX KOHIEHTPAlMsA OEHOYHBIX CJIOB BBINIE: IPEAJIOXKEHUA, 3aKAaHYNUBAIOIIIUECsA Ha
«!» WIN «..»; KOPOTKHE IpeIJIOKEHUs He Ooyiee YeM H3 7 CJIOB; INPEIJIOKEHHUA,
cozieprkamye ¢I0Bo «(GuabM» 6e3 JPYrux CyIIeCTBUTEJBHBIX. YCJIOBHO HA30BEM 3TOT
KOPILYC — MaJIBI KOpIIyC.

J1 KQK0ro ¢J10Ba B KOJUIEKIIUM OT3BIBOB MBI BBIYUCIISEM Ha6op CTaTUCTUYECKUX U
JIMHTBUCTUYECKHUX ITPU3HAKOB.

Jlia oOydeHWsl aJrOPUTMOB HAM HEOOXOAMMO pPa3MeYeHHOEe MHOKECTBO CJIOB. JIjist
STOrO Mbl BPYYHYI0 Pa3METWIM MHOMKECTBO BCEX CJIOB C YACTOTOW BBIIE TPEX W3
npeaMeTHOU ob6sacté o ¢rbMax (18362 cyoBa). MBI OTHOCHJIM CJIOBO K KaTerOPUH
OLIEHOYHBIX B CJIydae €M MOIJIM IPE/ACTABUTh €ro B KAKOM-JIUOO OIIEHOYHOM
KOHTEKCTe.

Ms! pemanu 3azady kiaccuduKauup Ha [Ba Kijacca: pasfiejieHne BCeX CJIOB Ha
OLIEHOYHBIE U HeOIleHOYHble. JUIss STUX IeJedl HCIOJIB30BAIUCH CJIEAYIOLINE
asroputmbl:  Logistic Regression, LogitBoost u Random Forest. Bce mapameTpbl
aJITOPUTMOB GBLIH BHICTABJIEHBI B COOTBETCTBHHU C UX 3HAYEHUSMH 10 YMOTYAHHUIO.
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Vcronb3ysi [aHHbIE AITOPUTMbI, MBI IOJIYYHMJIH CIHCKH CJIOB, YIODSZOYEHHbIE IO
BEPOSITHOCTH OLIEHOYHOCTH CJIOB. JIJIs1 OIlEHKU Ka4yecTBa 3THX CIIMCKOB HCIIOIb30BaIACh
Mmepa Precision@n. Jly1si cpaBHeHMsI KauecTBa PabOTHI CHCTEMBI B Pa3HBIX [IPEAMETHBIX
006J1aCTAX MBI HCIIOI30BAIM 3HAYEHHE N = 1000.

MpbI 3aMETUJIH, YTO U3BJIEUEHHBIE CIIUCKH OIIEHOUHBIX CJIOB CYI[ECTBEHHO Pa3INYarOTCs
B 3aBHCHMOCTH OT JITOPUTMA. I103TOMY MBI PEIIUIN BBIYUCIUTD CPeIHEE OT 3HAUEHUI
BEPOSITHOCTEH B Ka)K/IOM H3 CIHCKOB. B pe3ysbraTe KadyeCcTBO aBTOMATHYECKOTO
WU3BJIEYEHHS OLEHOYHBIX CJIOB B 00s1actu GuibMoB Precision@1000 coctaBmio 81.5%.

JI1s1 MCIIOJIB30BAaHUS CHCTEMBI B HOBOW IIPeMETHOU 00JIacTH Heo6XoAuMo cobpaTh
AQHAJIOTUYHBIA HA0Op KOJUIEKIMH, KaKk ¥ IpeAMeTHOH obsactu o ¢uibmax. Msl
IIPUMEHUIIN MOJIEb U3BJIeYEeHNUs OIIEHOYHBIX CJIOB B TAKUX 00JIACTAX, KaK KHUTH, UTPHI,
nudpoBbie KaMepbl, MOOWIbHBIE TeIe(OHBI.

Jl1s1t Toro uTo6BI cCOOpaTh 0606IIEHHBIN CIIUCOK OIIEHOYHOM JIEKCUKH B 00JIaCTH TOBAPOB,
MbI IPUMEHUIH (HOPMyYJIy, HOOLIPSIOUIYI0 HAXOXK/EHHE OLEHOYHOrO CJI0BAa B Hayase
HauOOJIBIIET0 KOJIMYECTBA IOJIYYEHHBIX CIHCKOB OLIEHOYHOH JIEKCHKH B Pa3HBIX
IpeMeTHBIX 06s1acTsaX. KauecTBO MOJIyd4eHHOro CIHUCKa COCTaBUIO P@1000 = 91.4%.

JInsl IpOBEPKU IIOJIE3HOCTH IIOJIyYEHHOTO OOOOLIEHHOIO CIIHMCKA OIIEHOYHBIX CJIOB B
MeTa-00J1acTH TOBAPOB MBI IIPOTECTUPOBAJIM €r0 B 3a/1aue [epeHoca CUCTEMbI aHAIN3a
TOHAJIBHOCTH C OJ{HOI 06J1aCTH Ha JPYTYIO.

JI7l TeCTUPOBaHUS MBI B3sUIM IO 1000 IOJIOXKUTEIBHBIX U 1000 OTPHLATEIBHBIX
OT3bIBOB B UETHIPEX IPEAMETHBIX obstacTsax. Mbl 06ydanu kaaccuuKaTop TOHATBHOCTH
B OJHOH 06;1acTH Ha TpeX pas3HBIX HabOpax NMPU3HAKOB: BCEX CJIOBAX, W3BJIEUECHHOMY
CIMCKY OIEHOYHBIX CJIOB BTOU IpPeJMETHOW 06sacTh U OOOOIIEHHOMY CITHCKY
OLIEHOYHBIX CJIOB. [lajiee MbI NPHUMEHsUIM OOY4YeHHbIH KiaccUbUKATOp Ha JPyroi
npeaMeTHOU obsiacTu. Beero 6bUI0 paccMOTpEHO 9 map IpeAMeTHBIX obsacreil. Bpuio
[I0Ka3aHO, YTO B cpegHeM KiaccubuKaTop, OOydeHHBIH Ha OOOOIEHHOM CIIHCKe
[IPeAIMETHBIX 00JIacTel, JIydlile IEPEHOCUTCS Ha HOBYIO IIPEIMETHYIO 00J1acTb.

Takum 06pa3oM, B Halleid paboTe Mbl CO3AAIU PYCCKOSBBIYHBIN CIIHCOK OIIEHOYHBIX
CJIOB /ISl IIMPOKOM 00JIaCTH TOBapOB M IIOKA3aJd €ro II0JIe3HOCTh B 3ajadax,
CBSI3AHHBIX C HACTPOWKOH CHCTEM aHAJIN3a TOHAJIHHOCTH HA HOBYIO IPEAMETHYIO
o6stactb. MBI IUTAHUPYEM OIYOJIMKOBATH ITOJIyYEHHBIH CIHCOK OLEHOYHBIX CJIOB, H TO
OyzieT mepBbIi OOIECTBEHHO AOCTYIIHBIN CIIMCOK OLIEHOYHOH JIEKCHKHU ISl PyCCKOTO
SA3BIKA.

595



1 Introduction

Over the last few years a lot of efforts were made to solve sentiment analysis tasks in
different domains. Automated approaches to sentiment analysis can be useful for state
bodies and politicians, companies, and ordinary users. Most of these efforts concern
English, where a lot of resources and tools for natural language processing and especially
for sentiment analysis exist.

One of the important tasks, considered as a basis for sentiment analysis of documents
written in a specific language, is a creation of its sentiment lexicon (Abdul-Mageed et al.,
2011; Peres-Rosas et al., 2012).

Usually authors try to gather general sentiment lexicons for their languages. However a
lot of researchers stress the differences between sentiment lexicons in specific domains.
For example, “must-see” is a strongly opinionated word in the movie domain, but
neutral in the digital camera domain (Blitzer et al., 2007). For these reasons, supervised
learning algorithms trained in one domain and applied to other domains demonstrate
considerable decrease in the performance (Ponomareva & Thelwall, 2012; Read &
Carroll, 2009; Taboada et al., 2011).

To overcome this issue various adaptation methods are proposed, like ensembles of
classifiers (Aue & Gamon, 2005) or graph-based approaches (Wu et al., 2009).
Nevertheless such approaches usually do not work well for domains whose lexicons
differ significantly and recent studies are focused on bridging the gap between domain-
specific words (Pan et al, 2010). Indeed, sentiment lexicons adapted to a particular
domain or topic have been shown to improve task performance in a number of
applications, including opinion retrieval (Jijkoun et al., 2010), and expression-level
sentiment classification (Choi & Cardie, 2009). In addition sentiment word extraction
from a text collection enables to find slang and non-vocabulary words, which can be
strong sentiment predictors.

Stressing the differences in sentiment lexicons between domains, one should understand
that domains can form clusters of similar domains. So a lot of sentiment words relevant
to various product domains are not relevant to the political domain or the general news
domain and vice versa. For example, such words as evil or villain are not applicable to
all product domains. Therefore we suppose that gathering a specialized sentiment
lexicon for the product meta-domain can be useful for researchers and practitioners.

In the current study we focus on the novel idea of construction of Russian sentiment
lexicon for the product meta-domain. At this moment we should also emphasize that no
publicly available Russian sentiment lexicon exists. Our method is based on training of
the supervised algorithm for sentiment lexicon extraction in one domain and further
transfer of the model to other domains. We show that in comparison with supervised
sentiment classifiers, our sentiment lexicon extractor can be transferred to other
domains if all necessary data are available. The trained sentiment lexicon extraction
model is applied to an extensive number of domains and then extracted lexicons are
summed up to the single list of sentiment words. So we obtain the generalized
sentiment lexicon for the group of domains.
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We opt to focus on recognizing sentiment words without any polarity scores. It is
pointed in the research papers that the two-stage approach is often beneficial, in which
on the first stage we determine main sentiment bearers in a text and on the second stage
classify them according to the polarity (Pang and Lee, 2008). Thus such sentiment
lexicons can be very useful for more accurate processing of user opinions.

We evaluate the extracted general lexicon intrinsically, by manually labelling of word
lists, and extrinsically, by transferring of sentiment classifiers based on our general
lexicon to domains without any labelled data. The results demonstrate the effectiveness
of our constructed general sentiment lexicon.

The reminder of this article is organized as follows. In Section 2 we observe state-of-the-
art methods for the sentiment lexicon generation, Section 3 describes the data
collections and features involved in the model, in Section 4 we utilize our approach for
four other domains and combine sentiment word vocabularies from all of them in
Section 5. Finally, in Section 6 we conduct the experiments on the cross-domain
sentiment classification involving extracted sentiment words.

2 Related work

The related works can be divided into two categories: the creation of a sentiment lexicon
for a specific language, and the creation of a sentiment lexicon for a specific domain.

2.1 Creation of sentiment lexicons for specific languages

There are four main methods that are exploited by researchers to develop the sentiment
lexicons for their languages: use of translated English sentiment resources, use of
language-specific wordnets aligned to Princeton WordNet, use of corpora-based
techniques similar to the techniques proposed for English sentiment lexicon extraction,
use of electronic dictionaries of specific languages.

In (Mihalcea et al., 2007) two methods for translating sentiment lexicons to Romanian
are proposed. The first method uses bilingual dictionaries to translate an English
sentiment lexicon gathered using OpinionFinder (Wiebe & Riloff, 2005) and obtain
4,983 Romanian sentiment words. The evaluation of randomly chosen units shows the
percentage of the sentiment words in the list is around 50%; besides, the low coverage of
existing Romanian sentiment expressions is revealed. The second method is based on
parallel corpora. The corpus on the source language is annotated with sentiment
information, and the information is then projected to the target language. The problems
arise due to mistranslations, e.g. because irony is not recognized.

Researchers in (Banea et al., 2008) propose to use a monolingual dictionary to acquire a
sentiment lexicon from 60 manually selected seeds, equally sampled from verbs, nouns,
adjectives and adverbs. To filter erroneous entries the LSA similarity measure is used.

In (Perez-Rosas et al., 2012) a method to derive Spanish lexicons by using manually or
automatically annotated data available in English is presented. The multilingual sense-
level aligned WordNet structure is used to generate a highly accurate (90%) polarity
lexicon comprising 1,347 entries, and one with accuracy (74%) encompassing 2,496
words.
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(Clematide & Klenner, 2010) begin their work with German polarity lexicon from 8000
polarity words obtained from GermaNet, a WordNet-like lexical database. Revealing
rather low coverage of German novels by polarity-bearing adjectives from this list, they
expand the set of 2899 German sentiment adjectives extracting coordinated adjectives
pairs similar to (Hatzivassiloglou & McKeown, 1997).

To enhance the quality of dictionary-based methods for the general sentiment
vocabulary generation in other languages, (Steinberger et al., 2011) create two source
sentiment vocabularies: English (2400 entries) and Spanish (1737 entries). Both lists are
translated by Google translator to the target language. Only overlapping entries from
each translation are taken into further consideration. The set of target languages
comprises six languages including Russian. The extracted Russian list of sentiment
words contained 966 entries with accuracy of 94.9%.

In comparison with these approaches we create a Russian lexicon for a very broad
domain - meta-domain of products and services, for which we do not use any
dictionaries - only users' reviews, and in this paper we show usefulness of this general
lexicon.

2.2 Development of sentiment lexicons for specific domains

In many studies domain-specific sentiment lexicons are created using various types of
propagation from a seed set of words, usually a general sentiment lexicon (Kanayama &
Nasukawa, 2007; Lau et al., 2011; Qiu et al., 2011). In such approaches an important
problem is to determine an appropriate seed lexicon for propagation, which can heavily
influence the quality of the results. Besides, the propagation often lead to unclear for a
human sentiment lists. So, for example, in (Lau et al., 2011) only 100 first obtained
sentiment words were evaluated by experts, precision@100 was around 80%, what
means that the intrinsic quality of the extracted 4000 lexicon (as announced in the
paper) can be quite low.

Another approaches apply statistical measures based on domain-specific corpora to
extract domain-specific sentiment words: x2 (Jijkoun et el., 2010), divergence from
randomness (DFR), which measures the divergence between a term's probability
distribution in a set of relevant and opinionated documents and its probability
distribution in a set of relevant documents (He et al., 2009) etc.

The sentiment lexicon extraction method proposed in this paper exploits a set of
statistical and linguistic measures, which can characterize domain-specific sentiment
words from different sides. We combine these features into a single model using
machine learning methods. Then we train it on one domain and show that such a model
can be effectively transferred to other domains for extraction of their sentiment lexicons.

3 Extraction of sentiment lexicon in a specific domain
In the current study a new supervised method for domain-specific sentiment lexicon
extraction is presented. We train our model in one domain and then apply it to several

others. Finally, we combine the extracted word lists to construct a general lexicon of
sentiment words typical for products and services.
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Our approach is based on several text collections, which can be automatically formed for
many domains, such as: a collection of product reviews with authors’ evaluation scores, a
text collection of product descriptions and a contrast corpus (for example, a general
news collection). For each word in the review collection we calculate a set of linguistic
and statistical features using the aforementioned collections and then apply machine
learning algorithms for term classification.

Our method does not require any seed words, and is rather language-independent,
however, lemmatization (or stemming) and part-of speech tagging are desirable.
Working with Russian language, we use a dictionary-based morphological processor,
including unknown word processing. Below in the text we will speak only about
lemmatized words.

3.1 Data preparation

We collected 28, 773 movie reviews of various genres from the online recommendation
service www.imhonet.ru. For each review, user’s score on a ten-point scale was
extracted. We called this collection the review collection.

Example of the movie review:

Nice and light comedy. There is something to laugh - exactly over the humour, rather
than over the stupidity... Allows you to relax and gives rest to your head.

We also required a contrast collection of texts for our experiments. In this collection the
concentration of opinions should be as little as possible. For this purpose, we collected
17, 680 movie descriptions. This collection was named the description collection.

One more contrast corpus was a collection of two million news documents. We had
calculated a document frequency of each word in this collection and used only this
frequency list further. This list was named the news corpus.

3.2 Collections with higher concentration of opinions

We suggested that it was possible to extract some fragments of reviews from the review
collection that had higher concentration of sentiment words. These fragments may
include:

e Sentences ending with a “!”;

e Sentences ending with a “...”;

e Short sentences, no more than seven word length;

e Sentences containing the word «movie» without any other nouns.

We called this collection the small collection.

3.3 Statistical features

Our aim is to create a high quality list of sentiment words based on the combination of
various discriminative features. We propose the following set of features for each word:

e Frequency-based
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o Collection frequency f(w) (i.e. number of occurrences in all documents
in the collection)

o Document frequency
o Frequency of capitalized words
o Weirdness
o TFIDF
e Rating-based
o Deviation from the average score
o Word score variance
o Sentiment category likelihood for each (word, category) pair
We will consider some of them in more detail.

Frequency of capitalized words. The meaning of this feature is the frequency (in the
review corpus) of each word starting with the capital letter and not located at the
beginning of the sentence. With this feature we are trying to identify potential proper
names, which are always neutral.

Weirdness. To calculate this feature two collections are required: one with high
concentration of sentiment words and the other — contrast one. The main idea of this
feature is that sentiment words will be «strange» in the contexts of the contrast
collection. This feature is calculated as follows (Ahmad et al., 1999):

P (w)
Py (W)

where Ps(w) — probability of the word in a special corpus, Pg(w) — probability of the
word in a general corpus. Here and further we consider maximum likelihood estimation
of the probabilities. Instead of the collection frequency one can use the document
frequency for the probability calculation.

Weirdness =

Weirdness was calculated using the following collection pairs: opinion-news, opinion-
description, description-news with document frequency and small-description, opinion-
description with collection frequency.

TFIDF. We use TFIDF variant described in (Callan et al., 1992), based on BM25
function. We calculate TFIDF using the collection pairs: small-news, small-description,
opinion-news, opinion-description, description-news.

3.4 Rating-based features

As we mentioned above we had collected user’s numerical score (on a ten point scale) for
each review. Let C = {1...10} to be the set of rating categories in the review collection.
First, we want to give some definitions, which we will use further.

Definition 1.
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i.  The probability of a rating category ¢ given a word w:
f(w,c)
Do fwe)
ii.  The probability of a word w given a rating category c:
f(w,c)
D W)

P(clw) =

P(w|c)=

Definition 2.

i An expected category for a given word:
E(clw)= Zciec ¢ -P(ci|w)
ii.  An expected category in the review collection:
E(c)= Zc,ec ¢ -P(c)

Using our definitions we suggest the following features:

Deviation from the average score.
Dev(w) = |E(c|w)—E(c)|

This feature can discriminate words appearing in a wide range of rating categories.

Word score variance. One more useful predictor is word score variance. If a word has
small variance then it might be used in reviews with similar scores and has high
probability to be a sentiment word.

Var (w) = E(c® |w) — E(c| w)?

Scaled likelihood. To get some intuition about how likely a word is to appear in each
sentiment class we define a scaled log-likelihood:

P(w|c
Lhc(w) = log u
P(w)
Scalability is required to be comparable between words. We have also added some
features aggregating Lhc values like maximum and average.
3.5 Morphological Features

Some linguistic features were also added to our system because they can play crucial role
in improving the sentiment lexicon extraction.

e Four binary features indicating the word part of speech (noun, verb, adjective
and adverb)
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e Two binary features reflecting POS ambiguity (i.e. word can have various
parts of speech depending on a context) and the feature indicating if this
word is recognized by the POS tagger.

e Predefined list of prefixes of a word (for example, Russian prefixes “ne”,

“bes”, “bez” etc. similar to English “un”, “in”, “im” etc.)

The last feature is a strong predictor for words starting with negation.

3.6 Algorithms and evaluation

To train supervised machine learning algorithms we needed a set of labeled sentiment
words. For our experiments we manually labeled words with the frequency greater than
three in the movie review collection (18362 words). We marked up a word as a sentiment
one in case we could imagine it in any opinion context in the movie domain. All words
were tagged by two assessors. If there was a disagreement about the sentiment of a
specific word, the collective judgment after discussion was used as a final ground truth.
As a result of our assessment procedure we had obtained the list of 4079 sentiment
words in the movie domain.

We solved the two class classification problem: to separate all words into sentiment and
neutral categories. For this purpose Weka! data mining tool was used. We considered the
following algorithms: Logistic Regression, LogitBoost and Random Forest. All
parameters in the algorithms were set to their default values. For each experiment 10
fold cross-validation was used.

Using this algorithms we obtained word lists, ordered by the predicted probability of
their opinion orientation. To measure the quality of these lists the Precision@n metric
was used. This metric was very convenient for measuring the quality of list combinations
and it could be used with different thresholds. To compare quality of the algorithms in
different domains we chose n = 1000. This level was not too large for the manual
labeling and demonstrated the quality in an appropriate way.

The results of classification are in Table 1.

Logistic Regression | LogitBoost | Random Forest Average

75.7% 75.3% 72.4% 81.5%

TABLE 1 — Precision@1000 of word classification

We noticed that the lists of sentiment words extracted by the algorithms differ
significantly. So we decided to average word probability values in these three lists. The
result of this summation can be found in the last column of the Table 1.

As the baseline for our experiments we used the lists ordered by frequency in the review
collection and deviation from the average score. Precision@1000 in these lists was
26.9% and 35.5% accordingly. Thus our algorithms gave significant improvements over
the baselines. All the other features can be found in Table 2.

! http://www.cs.waikato.ac.nz/ml/weka/
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Let us look at some examples of sentiment words with the high probability value in the
sum list: Trogatelnyi (affective), otstoi (trash), fignia (crap), otvratitelno
(disgustingly), posredstvenniy (satisfactory), predskazuemyi (predictable), ljubimyj
(love) etc.

Feature Collection Precision @1000
TFIDF small — news 38.5%
TFIDF small — descr 36.4%
TFIDF review — news 30.5%
TFIDF review — descr 39.8%

Weirdness review — news (doc. count) 31.7%
Weirdness review — descr (doc. count) 48.1%
Weirdness small — descr (frequency) 49.1%
Weirdness review — descr (frequency) 46.6%

Dev review 35.5%

Var review 21.5%

Lhe review 33.0%
Frequency review 26.9%
Frequency small 31.9%
Document Frequency review 27.8%

TABLE 2 — Precision@1000 for different features
4 Model adaptation

In the previous section we described the construction of the sentiment lexicon extraction
model for the movie domain. The next step of the current research is utilizing this model
in four other domains and combining obtained results to form a general sentiment
lexicon for the product meta-domain.

Review Collection | Description Collection Source

Books 23, 883 22,321 Imhonet

Games 7,928 1,853 Imhonet
Digital Cameras 10, 208 920 Yandex Market
Mobile Phones 30, 620 890 Yandex Market

TABLE 3 — The characteristics of the data collections

603



4.1 Additional datasets

We collected2 data in the four domains: books, computer games, mobile phones and
digital cameras. The structure of the datasets is the same as for movie domain. Data
collection characteristics for each domain can be found in Table 3.

In further experiments we use the same news corpus as for movie domain.

4.2 Model utilization and evaluation

For all words in a particular field (excluding low frequent ones) we computed feature
vectors (see Sections 3.3-3.5) and constructed a domain word-feature matrix. We
applied our classification model, which was trained in the movie domain, to these word-
feature matrixes and manually evaluated the first thousand of the most probable
sentiment words in each domain. The results of the evaluation are in Table 4.

Average
Books 86.0%
Games 72.2%
Digital Cameras 62.0%
Mobile Phones 73.2%

TABLE 4 — The results of domain adaptation

Despite the drop in some other domains the quality of sentiment word extraction
continues to be much higher than the quality level of single features (Table 2). So we can
conclude that the sentiment lexicon extraction model is robust enough to be transferred
to other domains.

5 Developing the Russian lexicon for product meta-domain

To construct the general sentiment lexicon for products and services we combine
sentiment word lists from five domains. We want to boost words that occur in many
different domains and have high weights in each of them. We propose the following
function for the word weight in the resulting list:

1 0S, (W
R(w) = max( prob, (w))- > =+ 1~ Pos, (W)
o " &\
where D — is the domain set with five domains, d is the sentiment word list for a
particular domain and |d | is the total number of words in this list. Functions probq(w)
and posa(w) are the sentiment probability and position of the word in the listd .

The Precision@1000 of the obtained sentiment word list is 91.4%. The inter-rater
agreement between the two Russian annotators is measured at 0.84 (k = 0.63).

?Review data collections in the book and digital camera domains are obtained from Russian
Seminar of Information Retrieval Methods (www.romip.ru)
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As a baseline for our method of construction of the general sentiment lexicon for product
meta-domain, we take the combined weirdness list (review — descr) as rather simple,
but high quality one. We construct it from weirdness lists in the same manner as
described in the beginning of the section. The Precision@n plots of the extracted lexicon
and weirdness list combination are depicted on Figure 1.

| — general weirdness
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FIGURE 1 — Precision@n depending on #words

The first ten most probable sentiment words are: bespodobniy (matchless), kleviy
(cool), obaldenniy (astounding), neponiatniy (incomprehensible), neprivichniy
(unusual), srednenkiy (mediocre), posredstvenniy (moderate), neploho (not bad),
otlichneishiy (splendiferous), nenuzhniy (unnecessary). This sentiment lexicon is clean
enough to be used in various sentiment analysis tasks.

This meta-domain list of sentiment words consists of words really used in users’ reviews
and its creation does not require any dictionary resources. We plan to make it available
for further research in sentiment analysis of Russian texts.

6 Lexicon evaluation on the cross-domain sentiment classification
task

6.1 Experimental setup

To evaluate usefulness of our meta-domain sentiment list we test it in the cross-domain
sentiment classification task as described for example in (Blitzer et al., 2007; Bollegala et
al., 2011; Pan et al., 2010). In these studies the dataset consisting of Amazon product
reviews for four different product types (books (B), DVDs (D), electronics (E) and
kitchen appliances (K)) is used. There are 1000 positive and 1000 negative reviews
selected randomly and labeled for each domain. Domain-adaptation algorithms are
trained on the one domain (source domain) and tested on the other domain (target
domain).

We do not compare our approach with these approaches because we do not make any
efforts to adapt a classifier to a new domain. We use the similar setup to show the
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generalization abilities of the sentiment word lists. In these experiments we try to
demonstrate the influence of our meta-domain list on the sentiment classification
quality in a new domain without any labeled data.

So we randomly take 1000 positive and 1000 negative labeled Russian reviews from four
domains: movies (M), books (B), mobile phones (P) and digital cameras (C). The
reviews with user’s score 9-10 are considered as positive and reviews with authors’ score
1-4 are considered as negative.

Taking pairs of the domains, we train a sentiment classifier in one domain (source
domain) and then transfer the classifier to the other domain (target domain). We treat a
review text as a bag-of-words and use the following features for classification:

e All frequent words of the source domain (Full List),

e Sentiment words from the generated sentiment lexicon of the source domain
(Source Domain Lexicon),

e Words from the meta-domain sentiment lexicon, excluding the sentiment
vocabulary of the target domain during the extraction (General Lexicon).

In this task we utilize the LIBLINEAR realization of the support vector machine (SVM)
classification algorithm with the default parameter values.

Additionally we include TFIDF weights for each feature, as it is pointed to give higher
quality of the classification in comparison with the binary weights and we also take into
account the polarity influencers, which can revert or magnify the polarity of the
following words. The specific details can be found in (Chetviorkin & Loukachevitch,
2011).

We performed experiments with the proposed feature sets on the 9 domain pairs: B—C,
M—-C, P—~C, B—»>P, M—P, C—P, M—B, P—B, C—B where the letter before an arrow
corresponds with the source domain and the letter after an arrow corresponds with the
target domain. We do not consider cross-domain sentiment classification with the movie
domain as a target one, because we manually labeled and trained the sentiment word
extraction model in it, and the results of the classification can be unclear.

For domain specific and general sentiment lexicons we explored different word quantity
thresholds: {1000, 2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000, 10000} and
report the results with each of them (see Figure 2 and 3).

6.2 Metrics

We denote by A(S,T,L) the accuracy obtained during the transfer from source domain
S to target domain T of the sentiment classifier trained using the lexicon L. The main
point of comparison in the current research is the accuracy A(S,T,FL), which
corresponds to the accuracy obtained by the baseline lexicon, i.e. all frequent words
from the source domain.

Thus we can define the main measure in the current experiment:

A(S,T,L)=A(S,T,L)-A(S,T,FL)

606



This is the difference between the accuracy obtained with the lexicon L and baseline
lexicon FL, during the transfer from source domain S to target domain T. We also use
the averaged variant of this measure:

AL =1 AT

| (5T)eD
In our case |D| =9.

6.3 Main results

We report all results in this section using first 4000 words in the general lexicon and
domain specific lexicons. This is the maximum amount of words with rather reliable
intrinsic precision values ~70% in the general lexicon (see Section 5). We also provide
the results of cross-domain sentiment classification quality with the other threshold
values in general and domain specific lexicons on the Figure 2 and 3.

On all tasks the general sentiment lexicon performs on bar or better than the other
feature sets. In Table 5 and Table 6, we summarize the comparison results of cross-
domain classification using different feature sets.

A B->C | M->C | P->C B->P | M->P | C->P | M->B | P->B C->B
FL 74.0 72.55 78.65 70.05 70.5 79.9 78.15 65.1 66.5
SDL 76.1 75.2 75.55 73.45 71.15 78.85 79.0 64.3 66.9
GL 76.1 75.7 81.9 73.35 72.55 79.8 78.05 66.6 67.2

TABLE 5 — The accuracy of cross-domain classification

A B->C | M->C | P->C | B->P | M->P | C->P | M->B | P->B | C->B | A

SDL | 2.1 2.65 -3.1 3.4 0.65 | -1.05 | 0.85 -0.8 0.4 | 0.57

GL 2.1 3.15 3.25 3.3 2.05 -0.1 -0.1 1.5 0.7 1.76

TABLE 6 — The difference with baseline of cross-domain classification

The results demonstrate the effectiveness of the general meta-domain sentiment lexicon.
In the Table 6 one can see that for some domain pairs our lexicons show significantly
better results than the baseline. The average difference over all domain pairs between
FL (baseline) and GL is 1.76%.

In some domain pairs the difference is very small or even negative. We connect this issue
with the similarity of the domain lexicons in general (Ponomareva & Thelwall, 2012) and
sentiment lexicons in particular. Sometimes sentiment words from one domain can be
utilized in the other one, but not vice versa.
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We suppose that such a general lexicon for the product meta-domain can serve as a good
source of sentiment seed words to generate domain-specific vocabularies in a lot of
specific domains.

80 —4—B->C 80 —4—B->C
—8-M>C —a—M->C
——P>C ——P>C
75 75
———B->P ——e=B->P
——M-P ——M->P
70 ——C>p 70 ——C>P

——M->B —0—M->B
5 " T P 65 W,M ek
8 / v N B

1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

FIGURE 2- The dependence of the FIGURE 3 - The dependence of the
classification quality on the threshold in classification quality on the threshold in
the general lexicon the domain specific lexicons

Conclusion and perspectives

In this paper, we described a method for sentiment lexicon extraction for any domain on
the basis of several domain-specific text collections. We utilized our algorithm in
different domains and showed that it had good generalization abilities. We combined
sentiment lexicons from various domains and constructed the general meta-domain
sentiment lexicon for products and services. This lexicon was evaluated intrinsically,
with P@1000 = 91.4% and extrinsically in the cross-domain classification task. The
sentiment classification algorithm based on the meta-domain sentiment lexicon
outperformed all baselines and proved usefulness of the constructed resource. Besides,
this meta-lexicon can be a useful source of sentiment seeds for sentiment lexicon
extraction in new domains of products and services.

We extracted such a general lexicon for Russian language, for which sentiment analysis
resources practically do not exist. We plan to make our general lexicon for the product
meta-domain publicly available.
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