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Abstract

Moderation is essential for maintaining and im-
proving the quality of online discussions. This
involves: (1) countering negativity, e.g. hate
speech and toxicity, and (2) promoting posi-
tive discourse, e.g. broadening the discussion
to involve other users and perspectives. While
significant efforts have focused on addressing
negativity, driven by an urgency to address such
issues, this left moderation promoting positive
discourse (henceforth positive moderation)
under-studied. With the recent advancements
in LLMs, positive moderation can potentially
be scaled to vast conversations, fostering more
thoughtful discussions and bridging the increas-
ing divide in online interactions.

We advance the understanding of positive
moderation by annotating a dataset on 13 mod-
eration properties, e.g. neutrality, clarity and
curiosity. We extract instructions from profes-
sional moderation guidelines and use them to
prompt LLaMA to generate such moderation.
This is followed by extensive evaluation show-
ing that (1) annotators rate generated higher
than professional moderation, but still slightly
prefer professional moderation in pairwise com-
parison, and (2) LLMs can be used to estimate
human evaluation as an efficient alternative.

1 Introduction

Moderation is helpful and at times crucial for main-
taining healthy and constructive discussions. Pro-
fessional moderators not only police unproductive
behavior, but also ask questions that help clarify
and enhance the quality of discussions, as seen in
Fig. 1 (A). They also encourage greater engage-
ment from different participants. In political delib-
eration, moderators act as facilitators (Park et al.,
2012; Trénel, 2009), making sure different perspec-
tives are heard and productively debated (Innes,
2004). Moderation is also vital in other contexts
(Deng et al., 2023; de Lima et al., 2019).
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...The real issue 
with remote 
work for me 
isn't just the 

logistics; it's the 
lack of social 
interaction...

user comment
LLM

A

B

Thank you for your 
comment! Could organizing 

a mix of virtual and in-person 
social events help in this...

Great point! Let's hear from 
others...How important is 
social interaction to your 
overall job satisfaction...

instructions

guidelines
moderator

professional moderation

generated moderation

Figure 1: Moderation (A) professional moderator
replies to a user comment based on moderation guide-
lines. (B) LLM is prompted with instructions based on
moderation guidelines to generate a reply

In its various forms, the target of moderation can
be either countering the negative or fostering the
positive, or sometimes both. While content moder-
ation deals with the policing of negative behavior
in online settings (e.g. hate speech, misinforma-
tion, or abuse), positive moderation is implemented
with interventions that target or foster positive be-
havior (e.g. constructiveness, inclusivity, empathy,
cf. Sec. 2). Traditionally, much of the focus in
NLP has been on studying content moderation that
deal with negative aspects determined harmful or
detrimental. Much less focus has been put on posi-
tive moderation despite its importance in reducing
conflicts among users (Strandberg et al., 2017), in-
creasing participant satisfaction (Mansbridge et al.,
2006), and ultimately enhancing users’ perception
of discussion quality (Black et al., 2011; Dillard,
2013; Kuhar et al., 2019; Boulianne et al., 2020).

Recent advances in Large Language Models
(LLMs) allow for moderation to be conducted at
scale (Small et al., 2023), opening new avenues
for enhancing online discussions. Moderation can
then act as a transparent signal to guide discus-
sions and preemptively counter negativity (e.g. by
ensuring that all perspectives contribute to the dis-
cussion). While positive moderation remains a task
with limited data available, leveraging task-specific
instructions to prompt models has proven effective
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in addressing such tasks (Brown et al., 2020). In
this context, our research analyzes positive mod-
eration and its generation with a special attention
given to the evaluation.

We investigate generating positive moderation
using instructions derived from professional moder-
ation guidelines to prompt LLaMA models (Fig. 1).
We complement our modeling experiments with
two annotation studies which allow us to better
understand the phenomenon and evaluate the gen-
eration. The first (Figure 2: A) annotates moder-
ation properties identified in professional guide-
lines, such as neutrality, clarity, and curiosity. We
use data from two sources, one with professional
moderation comments (Park et al., 2012), and the
other derived from the subreddit r/ChangeMyView
which covers a variety of topics (Falk et al., 2024).
The annotation is done on professional modera-
tion comments from the first data source mixed
with generated moderation from both, resulting in
400 samples with 13 fine-grained annotation layers.
The annotators score generated moderation higher
than professional on all properties, demonstrating
the success of using instructions based on moder-
ation guidelines for prompting. Further analysis
shows that the score for professional moderation
is more highly correlated with it addressing actual
issues in the user comments as compared to gener-
ated moderation. This suggests the high scores for
the latter might be assigned based on form and not
content. We validate this in a second annotation
study, a pairwise preference evaluation (Figure 2:
A′), showing that annotators still slightly prefer
professional moderation in pairwise comparisons.

Relying only on human evaluation creates a bot-
tleneck for further generation experiments. To ad-
dress this, we explore automatic evaluation (auto-
eval). Experiments that use the data collected from
annotators as gold scores demonstrate the effective-
ness of prompting smaller-scale LLMs to estimate
those scores. Additional experiments show that we
can estimate the individual evaluation of annotators
by building persona prompts based on data from
a questionnaire taken by annotators (Figure 2: B).
The questionnaire collected data about annotators’
expectations in online discussions and their expec-
tations from moderators. Employing auto-eval, we
conduct further experiments on moderation genera-
tion that show better generation performance when
incorporating Chain-of-Thought (CoT) prompting
or when incorporating more details about modera-
tion properties.
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Figure 2: Evaluation (A) using annotators to score
moderation properties (B) using LLM prompted with
instructions based on moderation guidelines to generate
overall score (A′) preference evaluation

The contributions of this work encompass mul-
tiple levels. First, at the level of the investigated
phenomenon, this is the first study targeting gener-
ation for positive moderation – and it additionally
integrates recent development in LLMs with a thor-
ough human evaluation. Second, at the level of re-
sources, it contributes to alleviate the low-resource
limitations in the study of positive moderation by
collecting a significant amount of annotations in
two different scenarios (assessment vs. preference);
releasing data with non-aggregated, fine-grained
annotations, and user preferences, as well as gen-
eration and evaluation instructions1. Third, on the
methodological level, our extensive evaluation ex-
periments comparing human annotators and LLMs
(including annotator personas) contribute to current
research on alleviating evaluation bottlenecks with
LLMs, and on a better understanding of the poten-
tial and limitations of LLMs in subjective tasks.

2 Related Work

Work focused on the generation of content moder-
ation interventions includes counter-narrative gen-
eration (Hengle et al., 2024; Chung et al., 2021)
and the employment and evaluation of LLMs as
moderators (Cho et al., 2024; Kolla et al., 2024).
Formulation of explainable moderation decisions
(Mullick et al., 2023; Švec et al., 2018; Kumar et al.,
2024) is also related.

The research landscape on NLP-supported fa-
cilitative and positive moderation, on the other
hand, has focused generally on analysis rather than
generation, e.g., investigating the effect of human
moderation on deliberation qualitatively (Skousen

1code & data: https://github.com/imanjundi/mod-gen-eval
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et al., 2020) or empirically (Esau et al., 2017), or
trying to predict the need for moderator interven-
tion from comment features (Falk et al., 2021; Falk
and Lapesa, 2023; Park et al., 2012), with Falk and
Lapesa (2023) considering the link between differ-
ent argument and deliberative quality dimensions
and the need for moderation. Samory (2021) also
highlights the greater similarity between approved
and removed content compared to other content
that moderators did not review.

When we turn to related work on interventions, it
immediately appears clear that the space of actions
(and corresponding tasks) for positive moderation
is broader than for content moderation. Related
work ranges over forms of intelligent nudging of
inactive participants (Gelauff et al., 2023), summa-
rizing arguments and generating key points of a dis-
cussion (Khosravani et al., 2024), displaying com-
ments with high constructiveness rankings to facil-
itate engagement (Kobayashi et al., 2021), using
LLMs to facilitate the establishment of common
ground among users (Shaikh et al., 2024). Taken
together, these works represent first steps towards
tasks that are related to positive moderation. There
is, however, a gap in the generation of moderation
interventions that are targeted specifically at the
discourse quality, such as supporting participants
in improving the (deliberative) quality of their com-
ments, broadening the scope of the discussion, and
keeping the deliberative goal present: this is pre-
cisely the gap that this work aims at filling.

Evaluation: While human evaluation remains
the gold standard for generation assessment (Zeng
et al., 2023), automatic evaluation methods have
recently gained prominence. Increasingly, LLMs
are used to approximate human evaluation, as
seen in BERTScore (Zhang et al., 2020) and
other prompting-based methods utilizing GPT mod-
els (Fu et al., 2023; Liu et al., 2023)

3 Data

We conduct our experiments on two datasets: one
with professional moderator comments from a de-
liberative online discussion, and the other with
moderation-like comments made by users.

Regulation Room We use data from Regula-
tion Room2 (regroom), a deliberation platform
that aims to get citizens involved in the regulatory
decision-making process (Park et al., 2012). Par-
ticipants can review detailed information provided

2http://regulationroom.org/

by federal agencies about proposed regulations and
share their comments and opinions. Human mod-
erators oversee and support the discussion. While
their role includes moderation of negative aspects
in the conversation (i.e. policing), it also focuses on
promoting positive aspects such as improving the
quality of a comment, and broadening the discus-
sion by encouraging participation from other users.
In our experiments, we focus on these two modera-
tor functions and filter out any samples that deals
with the moderation of negativity. Moderators fol-
low a moderator protocol (eRulemaking Initiative
et al., 2017), which defines the role of the moder-
ator and theoretical properties and grounds for a
moderator intervention. The regroom dataset con-
tains 3k comments spanning various topics, with
approximately 25% being followed by a modera-
tion comment.

User Moderation The User Moderation
(usermod) dataset (Falk et al., 2024)3 contains a
sample from ChangeMyView dataset (Tan et al.,
2016). The dataset is based on discussions from the
/r/ChangeMyView subreddit, where each thread
is a discussion that aims to effectively change the
view of the original poster (OP) in the thread about
a specific topic. The dataset has more variety of
domains but lacks the professional moderation
that aims at promoting the positive aspects of a
discussion as the platform moderation in Reddit is
focused on handling rule violations. This dataset
has been collected based on the observation that in
online discussions, users themselves sometimes
act as moderators without being instructed to,
based on their general intuitions (e.g., asking for
clarifications, suggesting points for improvement
to other users). Falk et al. (2024) collected 1000
comments annotated for their potential to be a
(user) moderation of their preceding comment.

4 Annotation

We collect data and run an annotation study to
identify moderation properties, evaluate the gen-
eration of moderator comments, and establish the
properties that differentiate generated from pro-
fessional moderation. Annotators were recruited
from Prolific.4 The annotators met specific criteria,
including English fluency, a high school diploma
or higher, and a 100% approval rate on previous
submissions.

3licence: CC BY 4.0 DEED
4www.prolific.com
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Two annotation studies are conducted: the first
(Sec. 4.1) targets the assessment of individual (gen-
erated and professional) moderation comments and
the fine-grained scoring of moderation properties;
the second (Sec. 4.2) is a preference task directly
comparing two moderation replies to the same com-
ment. In both, the annotators were first asked a set
of introductory questions to identify their own
expectations in online discussions and in relation
to moderation (cf. Fig. B.2).

4.1 Moderation Properties Annotation

The dataset for the annotation consisted of 400
comments sampled as follows. We collected 100
professional moderator comments from regroom
(regroom prof). For those same user (preced-
ing) comments, we add model-generated modera-
tor comments (see Sec. 5) (regroom gen). Note
that the human moderation and the generated mod-
eration of the same comment were annotated by
non-overlapping sets of annotators. We also in-
clude model-generated moderator comments for
50 randomly selected user comments on regroom
which were not moderated by experts (nomod), to
investigate if generated moderation is still bene-
ficial. Finally, we include model-generated com-
ments for 150 randomly selected comments from
the User Moderation dataset (usermod).

Each sample was annotated by five annotators.
For each annotation instance, the annotator was pre-
sented with two texts: a preceding comment (i.e., a
user comment in the platform discussion) for con-
text, and a reply comment (i.e., either the human
or generated moderation). Annotators were asked
to evaluate the reply based on several criteria,5

aimed to assess various aspects of the moderator
comment. Additionally, they assessed whether the
reply addressed issues in the preceding comment
and evaluated overall moderation quality and spe-
cific functions like improving discussion quality
and broadening the discussion.

The annotation layers included (a short form is
in parentheses, each annotated on a Likert scale:
strongly disagree → strongly agree):
Fitting (fitting): Whether the moderator reply
made sense as a response to the preceding com-
ment.
Actions Clarity (actions): Clarity of actions sug-
gested by the moderator reply.
Preceding Comment Issues (issues): Identifica-

5Guidelines provided in Figs. A.1 and A.7.

tion of issues in the preceding comment.
Issue Spotting (spotted): Whether the moderator
reply identified issues in the preceding comment.
Addressing Issues (addressed): How well the re-
ply addressed identified issues.
Properties of the Moderator Comment: Evalu-
ated on neutrality (neutral moderator opinion on
topic and comment), clarity (plain language, sim-
ple, clear, avoid overwhelming the user), curiosity
(model a spirit of inquiry and a desire to learn from
and understand user’s experience and views), bias
(comment shows bias towards the user, stereotypes
or prejudices), and encouragement (welcoming, en-
couraging and acknowledging; avoiding evaluative
and/or condescending responses).
Overall Score (score): Overall evaluation of the
reply as a moderator comment: very poor → very
good.
Moderator Functions Addressed: functions of
the moderation reply, i.e., improving quality (qual-
ity) and broadening discussion (broadening).

A sample from the annotation form is provided
in Fig. B.3. The guidelines were refined iteratively
through multiple rounds of annotation and feed-
back, including a pilot study on Prolific.

4.2 Moderation Preference Annotation

We additionally implement a moderation prefer-
ence task, in which participants evaluate and deter-
mine a preferred moderator comment based on the
properties and functions of moderation. Annotators
were shown three texts: a preceding comment and
two moderation (reply) comments to choose from.
This is used to evaluate professional vs. generated
moderation and one generation approach against
another. Each evaluation consists of 100 sample
pairs, each annotated by three annotators. They
are asked to choose their preferred reply, with the
options being: both, reply 1, reply2, or neither6.

We release all annotations in a non-aggregated
format along with annotators’ socio-demographic
variables using a unique, anonymous identifier.7

An option to skip triggering content was provided,
and one annotator utilised this option. In total,
approximately 2,000 annotations were collected
for the first annotation study, and 600 preference
annotations were collected for the second.

6A sample of the annotation form is in Fig. B.5
7See Tbl. D.1 for a summary of annotators and costs.
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5 Models & Instructions

For results to be more reproducible, we use an
open source model for our experiments (LLaMA-
3, the newest model in the LLaMA family of mod-
els (Touvron et al., 2023)). We use nested 4bit
quantization (Dettmers and Zettlemoyer, 2023) and
top-p (nucleus) sampling with the default param-
eters from the original LLaMA codebase. Experi-
ments are done with two model sizes 8B and 70B
and the instruction fine-tuned version is used.

5.1 Generation

Using moderation guidelines, we develop instruc-
tion sets for generation prompts, with a moderator
persona—derived from these guidelines—serving
as the system prompt. Additional experiments ex-
plore variations on these instructions (All instruc-
tions are in Appendix C).

In further experiments, we use a sample of the
professional moderation comments along with the
instructions for supervised fine-tuning (SFT) of
the model. We exclude the samples used for an-
notation/testing, this totals 340 samples. We use
the small 8B model and utilize QLoRA (Dettmers
et al., 2023) for memory-efficient fine-tuning.

5.2 Automatic Evaluation

We prompt LLaMA based on G-Eval (Liu et al.,
2023) to generate an evaluation of the moderation
text. We experiment with different instructions
based on the moderation guidelines, the annotation
forms and answers about discussions/moderation
collected from the annotators. We conduct experi-
ments with both 70B and 8B models, extract scores
from the generated outputs, and calculate the score
as the average over 3 different evaluation outputs
form the model.

6 Results & Analysis

Analyzing and evaluating moderation is challeng-
ing due to its subjective and ambiguous nature. We
use human evaluation as foundation (Zeng et al.,
2023) and complement it with LLM-based auto-
matic evaluation to streamline further experiments.

6.1 Human Evaluation of Properties

Figure 3 shows the average scores obtained through
the annotation for professional and generated
moderation. Overall professional moderation
(regroom prof) is scored on average acceptable

to good. Moderation properties like neutrality, clar-
ity, curiosity, and encouragement are especially
highly scored, indicating they are essential and
pronounced in the moderation comments, both
professional and generated. As for the functions,
moderation aiming at improving the quality of the
comment is slightly less prevalent than broadening
the discussions for professional moderation but is
much more prevalent for the generated.

Focusing on the annotation and the evaluation
of the generated moderation, we see that it con-
sistently and significantly scores higher than pro-
fessional moderation for the overall score and for
all other properties except for bias (where lower
is better). Interestingly, generated comments are
scored as very highly fitting, even more so than the
professional ones. The average length of the gener-
ated moderation text, at 361, is significantly more
than the average length of the professional modera-
tion text at 263. This could have also played a role
in making the generated moderation sound more
detailed and as such scored higher by annotators.

Comments that received no moderation
(regroom nomod) are scored as having issues
slightly higher than the moderated ones. The
generated moderation thereof is scored high overall
and specifically on spotting and addressing those
issues. The scores are also high for usermod gen
although the guidelines used for prompting were
not developed for this dataset. This shows potential
for the results to generalize to other datasets.

The agreement among annotators is measured
using Weighted Krippendorff’s alpha (Artstein and
Poesio, 2008; Antoine et al., 2014) after normaliz-
ing the values and turning them into binary based
on a 0.5 threshold (cf. Table D.2). The agreement
is low (at 0.159) as expected in such subjective
and ambiguous tasks (Falk et al., 2024). As recom-
mended by recent work (Basile et al., 2021; Fleisig
et al., 2024; Uma et al., 2021; Plank, 2022), we do
not attempt to artificially force a higher agreement.
Rather, we analyze the actual data to better under-
stand the task with its complexity 6.2. We also
incorporate annotator personas in the (subjective)
automatic evaluation 6.4.1.

We further calculate Krippendorff’s α for the an-
notations of regroom prof (=0.125) and regroom
mod (=0.056). This might indicate that while almost
all annotators score generated moderation higher
on average (details in Table D.1), they have more
disagreement on the scoring. We look into this in
more detail in our analysis.
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Figure 3: Human Evaluation of Properties. Generated moderation (regroom gen) is scored better than professional
(regroom prof) on all properties (p << 0.05)

generated, highest-score sample: 1.0
Comment: As a visually impaired person I DO NOT believe kiosks access would be beneficial. In fact, I suspect that the plan may ’backfire’, making airport
access more difficult. Not being able to read airport signage, and therefore requiring "meet and assist" assistance to my designated gate, ...
Reply: Thank you for sharing your personal experience as a visually impaired person. Your concerns about kiosks potentially reducing human assistance are
valid. Can others who require ’meet and assist’ services share their thoughts on how airports can balance accessibility with the need for human support?

professional, highest-score sample, score: 0.9
Comment: A similar problem, that should also be addressed, along with the peanut allergy problem, is the case of allowing small domestic pets in the cabin
of a aircraft. People with allergic sensitivity to dog and cat dander are in danger of dying from an acute asthma attack...
Reply: Thank you for your comment, mithrandir. What type of action would be effective; would peanut free zones be enough? (or pet free zones) Could
airlines make certain flights peanut free upon prior request, and use clean planes for those flights?

generated, lowest-score sample, score: 0.5
Comment: The only way that game of thrones would survive is if people would may $29 an episode. Which won’t happen bz people would pirate it. Actually,
currently GoT has around 5 million (legal) viewers, and a $5 million/episode budget, so that would be around $1 per episode. And that’s assming that literally
ALL pirates are dishonest about only pirating it becuse they can’t access HBO..
Reply: Fascinating analysis! Can you elaborate on what you think would be the main factors driving people to pirate Game of Thrones instead of paying for
it? Would it be mainly due to accessibility issues or something else? Additionally, do you think the $1 per episode estimate would be a viable and appealing
option for viewers?

professional, lowest-score sample, score: 0.2
Comment: If you have a problem, it is up to you to have the solution. I say "if" because the vast majority of supposed food allergies are BS - the paranoid
imaginings of overly anxious parents. Has ANYONE ever died from a food allergy on a plane?..
Reply: Any data that you might have about the prevalence or severity of peanut allergies would be useful to the DOT.

Table 1: Samples of Professional & Generated Moderation.

Some examples with highest vs. lowest average
scores across the annotators are shown in Table 1.
The top generated moderation is for a comment that
was not originally moderated and we can see that
the generated moderation is beneficial for broad-
ening the discussion (score 0.95). The lowest gen-
erated moderation example has low scoring also
for addressing issues in the comment (at 0.4) and it
seems indeed to ask questions that show no com-
monsense knowledge (“Can you elaborate on what
you think would be the main factors driving peo-
ple to pirate Game of Thrones instead of paying
for it“). The lowest-scored professional moderator
comment is scored low on a variety of properties
but lowest for curiosity: 1.0 and encouraging: 1.5.
The previous generated example is on the other
hand still scored high on encouraging at 0.75 and
this might be contributing to the highest scores for
the generated moderation where the lowest average

scores are at 0.5.

6.2 Analysis of Moderation Properties

How do moderation properties correlate with
each other and with the score?
We conduct an analysis to further investigate which
moderation properties play a role in the annotators
assigning higher scores to the moderation com-
ments. Looking at the correlation between the
various annotation scores for all samples shown
in Fig. 4a, we can see that the score has the high-
est correlation with the reply being fitting. Other
properties follow closely, “actions are clear”, “ad-
dressed issues” and “encouraging”.

Interestingly, the presence of “issues” in the user
comment is not correlated with the score of the
moderation, suggesting a user’s comment having
issues or not does not relate much to how the an-
notators perceive the moderation comment on it.
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Figure 4: Pearson Correlation between Annotation Layers. High correlation of overall score with fitting

This follows in line with previous findings (Falk
et al., 2021) showing that lower argument quality,
i.e. issues in the comment, is not clearly correlated
with more professional moderation.

Bias is negatively correlated with all moderation
properties and affects how the annotators score a
comment, but even more so, it is negatively corre-
lated with the perceived “curiosity” and “clarity”.
In our annotation scheme, neutrality is related to
the topic and comment, whereas bias is related
to the comment-owner and prejudices in general.
From the strong correlation seen here, it seems
hard to disentangle one from the other, and it might
be that a moderator being perceived as not neutral
on the topic or a user comment might also be per-
ceived as being biased against the comment owner
or the way the user thinks about the topic.

How does generated moderation differ than
professional moderation?

We can see from the correlation scores for regroom
prof in Fig. 4b that the score of professional mod-
eration has higher correlation with spotting “issues”
and “addressing” those issues in comparison to gen-
erated moderation (regroom gen) shown in Fig. 4c.
This suggests that the score for professional moder-
ation is more correlated with deeper properties, e.g.,
spotting and addressing issues, than just surface-
level ones that deal with form, e.g., clarity and
curiosity. The correlation between spotting an is-
sue and addressing it is similar for both profes-
sional and generated though. We can also see that
“addressing” the issues has higher correlation in
professional moderation with the reply being “fit-
ting” and “actions” being clear than is the case in
generated moderation. Other properties that have
higher correlation with the score for professional

moderation are curiosity and clarity. Whereas this
is the case for generated moderation in neutrality
(correlation for the other subsets of the dataset are
in Fig. D.4).

6.3 Human Preference Evaluation
Is generated moderation clearly better? Look-
ing at the examples in Table 1 and other samples, it
seems that the annotators might be rating the gen-
erated moderation high based on surface-level fea-
tures. To further investigate this, we use pairwise
comparisons, which have been shown to improve
annotator judgment of generated text (Karpinska
et al., 2021) and can be more reliable (Kiritchenko
and Mohammad, 2017). We conduct a second an-
notation study on pairs of comments: one written
by a professional moderator and the other gener-
ated by a model. The results in Table 2.8 show
that indeed, when the annotator is presented with
both professional and generated moderation, they
do not have high preference for generated moder-
ation over professional one, but they still prefer
it as often. The annotators also almost never find
both bad (Individual annotator preferences are in
Fig. D.2).

It is important to mention here that the prefer-
ence evaluation does not take away from the pre-
vious results (especially with the small preference
difference here). Both evaluations are important
and complementary as they show that both gener-
ated and professional moderation have desirable
properties. Even if the judgment might be influ-
enced by surface-level properties in the previous

8An annotator who preferred the generated moderation for
98 out of 100 samples was discarded. This is notable because
the choices were randomized, implying the annotator may
have focused on surface-level features and thus consistently
favored the generated moderation.
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results, this is actually important because it also
contributes to how users perceive the moderation.
This further shows that it is important to not limit
the evaluation to a single simple evaluation espe-
cially when considering complex tasks.

gen 41.0%
prof 43.0%
both good 15.0%
both bad 01.0%

Table 2: Human Preference for Professional vs. Gen-
erated Moderation. Professional is slightly preferred
(p = 0.03 < 0.05).

Does fine-tuning help? Given these results, it
seems that both professional and generated moder-
ation have desirable properties that appeal to users.
We therefore experiment with training LLaMA-8B
on a small number (340) of regroom prof train-
ing data (not part of the test set that was used in
annotations and evaluation). We conduct another
human preference evaluation using the SFT fine-
tuned model and the original model to generate
moderation comments. The results in Table 3 show
that the samples generated with the original model
are actually preferred over the ones from the fine-
tuned model (The individual preferences of the
annotators are in Fig. D.3). This could be due to
the small amount of data available for training.

original 49.7%
fine-tuned 15.7%
both good 24.3%
both bad 10.3%

Table 3: Human Preference for original vs. fine-tuned
(LLaMA-8B). Original is preferred (p << 0.05).

6.4 Automatic Evaluation
6.4.1 How to estimate human evaluation?
Conducting further experiments on moderation gen-
eration has human evaluation as a bottleneck. As
such, we turn to using LLMs for automatic evalu-
ation. The focus here is on the evaluation of gen-
erated moderation, one at a time (as opposed to
preference-based evaluation) as this allows us to
streamline further experiments. We adapt the gener-
ation instructions for this purpose. Note that those
were adapted from the moderation guidelines and
were also adapted for the annotation guidelines.
We prompt LLaMA-8B to generate a Likert scale
evaluation of the moderation reply comment and
extract scores based on the generated answer.

Table 4 shows the evaluation scores obtained
from humans vs. LLMs (auto-eval) for the an-
notation sample. Mean Absolute Error MAE in
reference to the scores of the annotators is in Ta-
ble 5 (further metrics in Tables E.3, E.4 and E.2).
We can see that LLMs are prone to evaluating all
moderation higher than the annotators did on av-
erage. The scores are more in-line with the anno-
tators especially for the generated moderation of
regroom, but they are still much higher than the hu-
mans’ for generated moderation of usermod. This
indicates that this is not a consistent pattern in the
evaluation of generated vs. professional modera-
tion. The MAE prediction error for Auto-eval is
always lower than that of a naive (mean) baseline
i.e. the average of the scores. This analysis shows
that LLMs, prompted with instructions based on
moderation guidelines, can be used to estimate and
scale human evaluation.

Auto-eval Human
all 0.799±0.12 0.75±0.25

regroom prof 0.714±0.13 0.63±0.28

regroom gen 0.806±0.09 0.80±0.21

regroom nomod 0.830±0.13 0.79±0.23

usermod gen 0.841±0.12 0.78±0.23

Table 4: Auto-Eval Average Score (LLaMA-8B)

Dataset Mean Auto-eval

all 0.260 0.134
regroom prof 0.174 0.171
regroom gen 0.284 0.098
regroom nomod 0.286 0.148
usermod gen 0.299 0.128

Table 5: MAE Prediction Errors of Auto-Eval
(further metrics in Tables E.3 and E.4)

How to approximate evaluation for each
annotator?
Given the subjectivity of the task, it is interesting
to check how well the human evaluation can be
approximated for each annotator based on their
subjective expectations. To this end, we use the
answers collected from the annotators in the in-
tro questionnaire (Sec. 4) e.g. “What makes a
comment or contribution valuable?„ in the sys-
tem prompt (Sec. C.2), as a kind of persona
prompt (Deshpande et al., 2023), for the gener-
ation of evaluation answers. To further parallel the
annotation setup and make the evaluation more ro-
bust, we replace the evaluation prompt, that was
based on the generation one and, as such, might
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bias the model, with a textual representation of
the annotation form and including an instruction
to “read and think” about the annotation questions
before evaluating the reply. We then calculate the
prediction error based on the individual annotator
whose answers were used for evaluating the sam-
ple. The results in Table 6 show that this approach
indeed helps us approximate the individual answers
not only compared to a naive baseline but also and
especially compared to using previous prompting
that does not include any annotators information.
This allows for a more diverse and fine-grained
estimation of the annotators scores.

Dataset Mean LLaMA-8B +intro

all 0.309 0.612 0.190
regroom prof 0.261 0.557 0.234
regroom gen 0.323 0.606 0.164
regroom nomod 0.325 0.634 0.182
usermod gen 0.327 0.644 0.181

Table 6: MAE of Auto-Eval Per Annotator.
Using answers from annotators to estimate their scores

6.5 Can the Generation be Improved?

After alleviating the human evaluation bottleneck
using automatic evaluation, we conduct further gen-
eration experiments. We adapt detailed information
about moderation properties from the annotation
form and use them as instructions for the gener-
ation (instructions in Sec. C.1). We also include
Chain-of-Thought (Wei et al., 2022) (CoT) as de-
tailed generation steps without examples in our
generation (instructions in Sec. C.1). We use the
basic LLaMA-8B auto-eval from our previous ex-
periments to estimate the performance as shown in
Table 7. We see that adding detailed moderation
properties (+Detailed Prop) leads to better per-
formance. Introducing CoT leads to better perfor-
mance than that, though combining both does not
lead to significant improvement. These findings,
together with the fine-tuning results in Table D.3,
suggest that prompt-based methods may be a better
choice for generation in such a low-resource task
and domain.

LLaMA-70B +Detailed Prop +CoT +Both

regroom gen 0.806±0.09 0.864±0.10 0.881±0.09 0.879±0.10

regroom nomod 0.830±0.13 0.870±0.11 0.892±0.12 0.868±0.10

usermod gen 0.841±0.12 0.866±0.11 0.880±0.10 0.884±0.10

Table 7: Auto-Eval Average Score for Different Gener-
ation Instructions

7 Conclusion

This work made first steps toward the automatic
generation of positive moderation, which facili-
tates the discussion by encouraging positive user
behaviour. Our work showcases the potential for
using LLMs to achieve this purpose in real-world
settings. We envision scenarios where human mod-
erators receive initial suggestions that, though re-
quiring some adjustment to better address issues in
user comments, offer a valuable starting point as
demonstrated in our experiments. By leveraging
the capabilities of LLMs, we can assist in fostering
more thoughtful and inclusive discussions online,
and aim to bridge the divide in increasingly polar-
ized interactions online.

8 Limitations

At the level of evaluation scope, an obvious limita-
tion is the fact that we use only two datasets, and
that additionally they are both on English. Those
were, however, the only suitable candidates for
our focus on positive moderation. The regroomm
dataset has limited data on specific domains in a
deliberative setup. While the usermod covers a
wide range of domains in an online discussion for-
mat. As such, the combination of both provide
a good basis to make first steps towards studying
this phenomena. Future research should explore a
more diverse range of datasets and include multiple
languages to validate and extend our results.

The set of features and measures we annotated
and evaluated, such as neutrality, clarity, and cu-
riosity, are not necessarily exhaustive. While they
provide a solid foundation for understanding the
properties of positive moderation, there may be
other relevant features and measures that were not
considered in this study. Further research should
aim to identify and incorporate additional features
to provide a more comprehensive evaluation of
positive moderation. Another limitations is consid-
ering only the preceding comment which might not
provide the full context needed for the generation
of better moderation as well as for the evaluation
of that moderation. Limiting the context was a
simplification step taken which was shown to be
acceptable by pilot annotation studies and evalua-
tions. Related work (Falk et al., 2021) also showed
that including more context does not significantly
improve a related task, the prediction of whether a
comment is moderated.

The assessment of apt and useful moderation,
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particularly positive moderation, is inherently a
subjective task. This subjectivity poses a challenge
in achieving high inter-annotator agreement, which
can limit the generalizability of our findings. The
nature of the task means that complete consensus
is unlikely, a variability that must be considered
when interpreting our results and deriving broader
conclusions. Our dataset in its non-aggregated fine-
grained annotations can be a basis for further anal-
ysis. Our auto-eval based on annotator persona
could also assist in this.

9 Ethics & Potential Risks

We are aware that text generated with LLMs is
prone to encode bias and stereotypes, and when it
comes to LLM-supported moderation, special atten-
tion should be made so its application does not turn
harmful. This work is, however, the first step to-
wards the understanding, generation and evaluation
of positive moderation and we believe that a thor-
ough understanding of the properties of text gener-
ated by LLMs and of the perceptions of the users
is necessary to develop effective tools to assist pro-
fessional moderation. In addition, while LLMs can
assist in scaling moderation efforts, human modera-
tors remain necessary as they play a critical role in
interpreting nuanced contexts and making complex
ethical decisions in various discussion topics that
automated systems may not handle effectively. As
mentioned in the Conclusion (Sec. 7, our vision is
having LLMs assist professional moderators to get
the best of both worlds.

Beside the implicit biases of LLMs, explicit bi-
ases could also be introduced in the instructions
with or without intention. Those in turn could re-
sults in harmful effects e.g. suppressing or not
fostering certain opinions. Therefore, we propose
that it is important to make the instructions used for
moderation generation transparent similar to how
community guidelines and moderation guidelines
should be transparent.

While the methodological design presented here
is aimed to determine an evaluation of the proper-
ties present in generated moderation, generation
approaches may occasionally misinterpret the con-
text or produce responses that are not aligned with
the platform’s guidelines. This can lead to inef-
fective or even harmful moderation, impacting the
quality of discourse and user experience. This as-
pect should be investigated to determine the impact
on moderation and discourse quality.

Finally, we are aware that using LLMs for mod-
eration involves processing large amounts of user-
generated content, which raises concerns about pri-
vacy and data security. It is essential to ensure that
the data used for training and the content generated
for moderation comply with privacy regulations
and respect user confidentiality.

Our dataset is collected from annotators on pro-
lific after they agree to an extensive consent form
(Fig. B.1). As such, no ethical review was deemed
necessary because no personal or controversial data
was collected from the annotators. The annotators
had also the chance to skip any content they do not
feel comfortable annotating (see the last page in
Annotation Guidelines Fig A.7 and Fig A.1).
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Guidelines for Moderator Intervention Annotation

Background

Moderation on most platforms is generally carried out by expert moderators who are trained

specifically for the role and whose contribution in the platform most often is specifically that of

moderation: maintaining order, ensuring compliance with guidelines, and facilitating productive

discussions. Moderators are guided by specific rules and guidelines that shape their interactions with

users. Identifying the important characteristics of effective moderation is crucial for improving

platform dynamics and user experience.

Main Goal

The goal of this study is to annotate moderator comments and to identify the characteristics and the

role [expert] moderation plays within a discussion.

1. Annotate Moderator Comments:

Systematically annotate moderator comments in various discussions to identify patterns and

strategies used by moderators.

2. Reflect on how well the moderation tackles any issues in user comment:

Identify when moderation is most needed and how effective it is

3. Identify Characteristics of Effective Moderation:

Determine key traits and actions that contribute to successful moderation, such as neutrality,

clarity and empathy.

4. Identify different types of moderator interventions:

Such as conflict resolution, guideline enforcement, user guidance, and promoting positive

interactions.

What is Moderation?1

The goal of moderation in deliberation and argumentation platforms is to create an environment of

informed and thoughtful participation, as well as mentor effective commenting behavior. A moderator

moves participants past “voting and venting” behaviors to effectively contribute the information they

possess. They also make participants feel that their voices have been heard and that they are part of a

forum for [civil] engagement.

Moderators have the role of advocating for the commenting process; as they encourage a

“knowledge building community” that supports commenters’ access to, participation in, and learning

about the process and topic under discussion. Whether the goal of the process is policymaking,

A Annotation Guidelines

Figure A.1: Moderation Property Annotation Guidelines
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converging perspectives, or arguing one’s view, moderation helps commenters to contribute as

individuals as well as collaborate with each other.

Expectation of Moderators

1. Neutrality: Expert moderators are strongly encouraged to remain neutral, avoiding taking a

position on the substance of the discussion, or forming biases or making assumptions about

participants’ comments. However, users are not restricted to this requirement and comments

that do indeed have the role of moderation from a user may (e.g. in the case of clarification

comments) or may not (e.g. signaling erred information to another user) have this

characteristic.

2. Maintaining the norms: Expert moderators are responsible for maintaining the norms of the

platform community and its regulations. Users might mirror this role in subtle ways, such as

reminding others of the goal of the discussion or pointing out inappropriate contributions.

3. Choice of wording: Expert moderators are asked to use plain language, calm tones, avoid

condescending responses, and limit the number of questions. For example:

a. That clarification is available in several forms on the website http:[…]

b. DOT has estimated that the benefits of this discussion will outweigh the costs.

c. This is an interesting suggestion, thanks. Could you provide a little more information

on this, and perhaps a link.

Again, users are not expected to uphold these standards in their comments, however they may

still perform similar contributions to the discussion, with or without a careful choice of

wording.

The Data:

RegulationRoom

RegulationRoom was developed and used in the setting of notice-and-comment rulemaking by federal

agencies. In the complex policy environment of new federal safety and consumer protection

regulations, RegulationRoom enabled historically silent stakeholder groups to participate effectively

in six actual rulemakings. Those stakeholders participated in discussions amongst each other as

normal users of the system whilst a moderator facilitated and supported the discussion. Rulemakers

and participants both agreed that the agency got better and more complete information about the

problems it was trying to solve, while participants got a better understanding of the process, the

competing interests, and the agency’s objectives.

Figure A.2: Moderation Property Annotation Guidelines - Continued
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Change My View

The data you will be annotating is extracted from the online subreddit entitled Change My View.2The

platform is dedicated to civil discourse, aimed at promoting productive conversation to resolve

differences by understanding others’ perspectives.

The format of CMV is as follows. First, a user (original poster, or OP) posts a view, defined as

a particular way of considering or regarding something, an attitude or opinion, on a specified topic

issue, and asks the community to “change my view”. For example:

Users are then able to interact with the OP as comments to argue their perspective in order to change

the OP author’s view. The interaction between users and OP author may be a simple back-and-forth

comment, or may be an extended discussion. At the end of the interaction, if the user’s argument has

successfully changed the OP’s view, the user is awarded a Delta (Δ) by the OP author.

Introductory Questions

The following questions are asked to get a general understanding of the views of the annotator

● As a user, what are your goals/objectives when commenting about a topic?

● What do you feel contributes to a good experience for the users/discussion?

● What makes a comment or contribution valuable?

● What makes a comment or contribution of poor quality, unconstructive or detrimental to the

discussion?

Figure A.3: Moderation Property Annotation Guidelines - Continued
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● As a user, what properties does a helpful moderator comment have?

Annotation Task

The annotator will be shown two texts: the preceding comment (for example, the OP or a post in the

comment thread) and the reply comment. The preceding comment as well as the topic of the OP are

provided to the annotator to offer context. The reply comment is the comment to which the annotation

questions refer. For each reply comment, the annotators are asked a set of questions, described in

detail below:

1. Fitting

Is the reply comment fitting and does it make sense as a reply to the preceding comment? (1-5

scale)

2. Actions clarity

Does the reply make it clear what actions need to be done? (1-5 scale)

3. Preceding comment issues

Based on only the preceding comment, do you see some issues in the original comment? (1-5

scale)

This annotation is ONLY about the preceding comment

4. Issue spotting

Based on the preceding and the reply comment, did the moderator spot the issues in the

original comment? (regardless if you spotted them yourself) (1-5 scale)

This annotation is about BOTH the preceding and reply comment

5. Addressing issues

How well does the reply address any of the above issues?(1-5 scale)

Properties of the moderator comment

6. Neutrality

Remain Neutral on the topic and on the Comment Substance and Commenter’s Viewpoint.

The reply shouldn’t give away the opinion of the moderator on the topic or comment. (1-5

scale)

7. Clarity

Plain language, simple, clear, avoid overwhelming the user e.g. too many questions (1-5 scale)

8. Curiosity

Moderators should model a spirit of inquiry and a desire to learn from and understand

Figure A.4: Moderation Property Annotation Guidelines - Continued

11376



commenter’s experience and views. Try to be interested in the bases upon which each

commenter stakes his or her claims and the lines of reasoning that has led each commenter to

those particular conclusions. (1-5 scale)

9. Bias

Does the reply show some biases towards the commenter? Are there stereotypes or

prejudices? (1-5 scale)

10. Encouraging

Welcoming, encouraging and acknowledging. Avoid Evaluative and/or Condescending

Responses (1-5 scale)

11. Overall score

Based on the above, how good is the reply as a moderator comment?

12. Which moderator function does the comment address and how well?

a. Improving quality

Providing substantive information about about the topic or proposal

Correcting misstatements or clarifying the intended outcome of the discussion

Pointing to relevant information in primary documents or other data

Pointing out characteristics of effective commenting

Asking users to provide more information, factual details, or data to support their statements

Asking users to make or consider possible solutions/alternative approaches (1-5 scale)

b. Broadening discussion

Encouraging users to consider and engage comments of other users

Posing a question to the community at large that encourages other users to respond (1-5 scale)

c. Other moderator function(s)

13. Further comments

free text for any comments the annotator has about this specific example/annotation sample

The first two examples / annotation samples are used to check your comprehension of the questions

and if you do not answer them correctly, you will be asked to return the study and you will be

compensated £1.50 for your time.

Trigger Warning!

As mentioned in the consent form you agreed to, the texts included in this study are produced in an

online debate forum and some topics that are discussed, how they are discussed, and user perspectives

may be uncomfortable or sensitive. First, all texts included do not represent the views of the

researchers conducting the study. Secondly, we provide the option to avoid having to annotate any

Figure A.5: Moderation Property Annotation Guidelines - Continued
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instance that is problematic or uncomfortable for the annotator without penalty of compensation.

To do so, check the corresponding checkbox and answer the annotation questions as outlined

below. Note, although you will have provided answers, if you include the following text, your answers

to this instance will be automatically discarded and not considered in the study.

All question should be answered as “neither agree nor disagree”

Further comments: (please copy and paste)
This content is triggering for me! I am uncomfortable annotating this text and voluntarily
skip this instance. I kindly request not to be penalized for this, as it is not an attempt to
avoid annotation responsibilities.

Figure A.6: Moderation Property Annotation Guidelines - Continued
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Guidelines for Choosing Preferred Moderation

Background

Moderation on most platforms is generally carried out by expert moderators who are trained

specifically for the role and whose contribution in the platform most often is specifically that of

moderation: maintaining order, ensuring compliance with guidelines, and facilitating productive

discussions. Moderators are guided by specific rules and guidelines that shape their interactions with

users. Identifying the important characteristics of effective moderation is crucial for improving

platform dynamics and user experience.

Main Goal

The goal of this study is to evaluate and determine the preferred moderator comment based on the

properties and functions of effective moderation.

What is Moderation?1

The goal of moderation in deliberation and argumentation platforms is to create an environment of

informed and thoughtful participation, as well as mentor effective commenting behavior. A moderator

moves participants past “voting and venting” behaviors to effectively contribute the information they

possess. They also make participants feel that their voices have been heard and that they are part of a

forum for [civil] engagement.

Moderators have the role of advocating for the commenting process; as they encourage a

“knowledge building community” that supports commenters’ access to, participation in, and learning

about the process and topic under discussion. Whether the goal of the process is policymaking,

converging perspectives, or arguing one’s view, moderation helps commenters to contribute as

individuals as well as collaborate with each other.

Expectation of Moderators

1. Neutrality: Expert moderators are strongly encouraged to remain neutral, avoiding taking a

position on the substance of the discussion, or forming biases or making assumptions about

participants’ comments. However, users are not restricted to this requirement and comments

that do indeed have the role of moderation from a user may (e.g. in the case of clarification

comments) or may not (e.g. signaling erred information to another user) have this

characteristic.

2. Maintaining the norms: Expert moderators are responsible for maintaining the norms of the

Figure A.7: Moderation Preference Annotation Guidelines
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platform community and its regulations. Users might mirror this role in subtle ways, such as

reminding others of the goal of the discussion or pointing out inappropriate contributions.

3. Choice of wording: Expert moderators are asked to use plain language, calm tones, avoid

condescending responses, and limit the number of questions. For example:

a. That clarification is available in several forms on the website http:[…]

b. DOT has estimated that the benefits of this discussion will outweigh the costs.

c. This is an interesting suggestion, thanks. Could you provide a little more information

on this, and perhaps a link.

3. Encouraging: Expert moderators are asked to be welcoming, encouraging and acknowledging:

It is important to welcome participants by making them feel appreciated and part of the

community.

Moderator Functions

Although a big part of moderation involves moderating and eliminating negative aspects of the

discussion e.g. policing, our focus is on moderation that promotes positive aspects of the

conversation:

a. Improving quality

Providing substantive information about about the topic or proposal

Correcting misstatements or clarifying the intended outcome of the discussion

Pointing to relevant information in primary documents or other data

Pointing out characteristics of effective commenting

Asking users to provide more information, factual details, or data to support their statements

Asking users to make or consider possible solutions/alternative approaches (1-5 scale)

b. Broadening discussion

Encouraging users to consider and engage comments of other users

Posing a question to the community at large that encourages other users to respond (1-5 scale)

c. Other moderator function(s)

Asking open ended questions, asking for personal experiences.

Figure A.8: Moderation Property Annotation Guidelines - Continued
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The Data:

RegulationRoom

RegulationRoom was developed and used in the setting of notice-and-comment rulemaking by federal

agencies. In the complex policy environment of new federal safety and consumer protection

regulations, RegulationRoom enabled historically silent stakeholder groups to participate effectively

in six actual rulemakings. Those stakeholders participated in discussions amongst each other as

normal users of the system whilst a moderator facilitated and supported the discussion. Rulemakers

and participants both agreed that the agency got better and more complete information about the

problems it was trying to solve, while participants got a better understanding of the process, the

competing interests, and the agency’s objectives.

Change My View

The data you will be annotating is extracted from the online subreddit entitled Change My View.2The

platform is dedicated to civil discourse, aimed at promoting productive conversation to resolve

differences by understanding others’ perspectives.

The format of CMV is as follows. First, a user (original poster, or OP) posts a view, defined as

a particular way of considering or regarding something, an attitude or opinion, on a specified topic

issue, and asks the community to “change my view”. For example:

Figure A.9: Moderation Property Annotation Guidelines - Continued
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Users are then able to interact with the OP as comments to argue their perspective in order to change

the OP author’s view. The interaction between users and OP author may be a simple back-and-forth

comment, or may be an extended discussion. At the end of the interaction, if the user’s argument has

successfully changed the OP’s view, the user is awarded a Delta (Δ) by the OP author.

Introductory Questions

The following questions are asked to get a general understanding of the views of the annotator

● As a user, what are your goals/objectives when commenting about a topic?

● What do you feel contributes to a good experience for the users/discussion?

● What makes a comment or contribution valuable?

● What makes a comment or contribution of poor quality, unconstructive or detrimental to the

discussion?

● As a user, what properties does a helpful moderator comment have?

Annotation Task

The annotator will be shown three texts: the preceding comment (for example, the OP or a post in the

comment thread) and the reply comment 1 and reply comment 2. The preceding comment provides

context and is important in determining which reply is better. The options to choose from are:

a) None: none of the replies is good

Figure A.10: Moderation Property Annotation Guidelines - Continued
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b) Reply Comment 1 is better (than Reply Comment 2)

c) Reply Comment 2 is better (than Reply Comment 1)

d) Both (both replies are equally good)

Trigger Warning!

As mentioned in the consent form you agreed to, the texts included in this study are produced in an

online debate forum and some topics that are discussed, how they are discussed, and user perspectives

may be uncomfortable or sensitive. First, all texts included do not represent the views of the

researchers conducting the study. Secondly, we provide the option to avoid having to annotate any

instance that is problematic or uncomfortable for the annotator without penalty of compensation.

To do so, copy paste the following text:

Further comments: (please copy and paste)

This content is triggering for me! I am uncomfortable annotating this text and voluntarily

skip this instance. I kindly request not to be penalized for this, as it is not an attempt to avoid

annotation responsibilities.

Figure A.11: Moderation Property Annotation Guidelines - Continued
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B Annotation Forms

Figure B.1: A Part of the Consent Form - original contains personal contact information of the researchers and
details related to the party conducting the research
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Figure B.2: Introductory Questions on Annotation Forms
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Figure B.3: Sample from Moderation Properties Annotation Form (Page 1 of 2)
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Figure B.4: Sample from Moderation Properties Annotation Form (Page 2 of 2)
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Figure B.5: Sample from Moderation Preference Annotation Form
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C Instructions

C.1 Generation Instructions

Generation System Prompt: Moderator Role
You are a moderator!
- Moderators help commenters to both contribute as individuals and collaborate with

each other towards consensus. They facilitate dialogue and are recognized as
having authority and expertise. Moderators keep a positive tone and should be
respected by and show respect to all participants.

↪→

↪→

↪→

- Moderators remain neutral at all times. They do not take a position on the
substance of the Discussion and must avoid forming biases on or making
assumptions about participant’s comments.

↪→

↪→

Use questions to encourage more information sharing or to clarify how the users
reached their conclusions.↪→

Avoid repeating, rephrasing or summarizing what the User Comment says.
Do not explicitly state the purpose of your moderation. For example, do not say “to

improve the quality,” or "to broaden the discussion" or anything similar.↪→

Always assist with care, respect, and truth. Respond with utmost utility yet
securely.↪→

Please make sure you read and understand the instructions carefully.

General Generation Instructions
Moderation contains: Welcoming, Encouragement; appreciation of comment, Thanking

users for participating, Encouraging users to consider and engage comments of
other users, Posing a question to the community at large that encourages other
users to respond, Providing substantive information about the proposed rule,
Correcting misstatements or clarifying what the agency is looking for, Pointing
out characteristics of effective commenting, Asking users to provide more
information, factual details, or data to support their statements, Asking users
to make or consider possible solutions/alternative approaches.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

Generate a short moderator comment (around 60 words, maximum 80 words) as a reply
that aims at Moderation of the following User Comment:↪→

[text]

Extra Generation Instructions - CoT
Moderation Steps:
1. Read the User Comment carefully and identify the main topic and key points.
2. Identify any potential issues with the comment.
3. Depending on the presence of issues and their type, do either or both of (a) and

(b):↪→

(a) Make suggestions or ask questions to address these issues and improve the
comment.↪→

(b) Make suggestions or ask questions to engage other users.

Extra Generation Instructions - Based on Detailed Moderation Properties
Moderation Guidelines:
- Reply with a comment that is fitting and makes sense as a reply to the user

comment.↪→
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- Make it clear what actions need to be done.
- Check for any issues in the User Comment and if any, make sure to address them

well.↪→

- Remain neutral on the topic and on the Comment Substance and Commenter’s
Viewpoint. The reply shouldn’t give away the opinion of the moderator on the
topic or comment..

↪→

↪→

- Use simple, clear, plain language and avoid overwhelming the user e.g. with too
many questions.↪→

- show a spirit of inquiry and a desire to learn from and understand commenter’s
experience and views. Try to be interested in the bases upon which each
commenter stakes his or her claims and the lines of reasoning that has led each
commenter to those particular conclusions..

↪→

↪→

↪→

- Avoid biases towards the commenter and avoid stereotypes or prejudices.
- Be welcoming, encouraging and acknowledging. Avoid Evaluative and/or

Condescending Responses.↪→

C.2 Evaluation Instructions
General Evaluation Instructions
- Moderators help commenters to both contribute as individuals and collaborate with

each other towards consensus. They facilitate dialogue and are recognized as
having authority and expertise. Moderators keep a positive tone and should be
respected by and show respect to all participants.

↪→

↪→

↪→

- Moderators remain neutral at all times. They do not take a position on the
substance of the Discussion and must avoid forming biases on or making
assumptions about participant’s comments.

↪→

↪→

Moderation contains: Welcoming, Encouragement; appreciation of comment, Thanking
users for participating, Encouraging users to consider and engage comments of
other users, Posing a question to the community at large that encourages other
users to respond, Providing substantive information about the proposed rule,
Correcting misstatements or clarifying what the agency is looking for, Pointing
out characteristics of effective commenting, Asking users to provide more
information, factual details, or data to support their statements, Asking users
to make or consider possible solutions/alternative approaches.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

Evaluate the Reply Comment as a reply that aims at Moderation of the following User
Comment:↪→

[text]

Reply Comment:

[text]

Evaluate the Reply Comment by choosing from (very poor, poor, acceptable, good,
very good)↪→

Adjusted Evaluation Instructions
Moderation Guidelines:
- Reply with a comment that is fitting and makes sense as a reply to the user

comment.↪→
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- Make it clear what actions need to be done.
- Check for any issues in the User Comment and if any, make sure to address them

well.↪→

- Remain neutral on the topic and on the Comment Substance and Commenter’s
Viewpoint. The reply shouldn’t give away the opinion of the moderator on the
topic or comment..

↪→

↪→

- Use simple, clear, plain language and avoid overwhelming the user e.g. with too
many questions.↪→

- show a spirit of inquiry and a desire to learn from and understand commenter’s
experience and views. Try to be interested in the bases upon which each
commenter stakes his or her claims and the lines of reasoning that has led each
commenter to those particular conclusions..

↪→

↪→

↪→

- Avoid biases towards the commenter and avoid stereotypes or prejudices.
- Be welcoming, encouraging and acknowledging. Avoid Evaluative and/or

Condescending Responses.↪→

Evaluation System Prompt: Annotator Role (Persona)
You are a user who has those answers to the following questions:

As a user, what are your goals/objectives when commenting about a topic?
[annotator answer]

What do you feel contributes to a good experience for the users/discussion?
[annotator answer]

What makes a comment or contribution valuable?
[annotator answer]

What makes a comment or contribution of poor quality, unconstructive or detrimental
to the discussion?↪→

[annotator answer]

As a user, what properties does a helpful moderator comment have?
[annotator answer]
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D Annotation Detailed Results

an extensive consent form

Mean Value or Distribution

Feature Moderation Properties Moderation Preference

age 29 ± 7 33 ± 15
annotation time 3:09 ± 0.20 1:49 ± 0.14
sex female: 14, male: 9 female: 5, male: 2
race white: 15, asian: 6, black: 3, other: 2 white: 6, asian: 0, black: 0, other: 1
average cost per hour 10.49 gbp 10.50 gbp

Table D.1: Socio-demographic and cost variables of the annotators of both annotation studies. Mean Values are
reported with standard deviation.

Krippendorff’s α

score 0.159
fitting 0.075
actions 0.023
issues 0.064
spotted 0.055
addressed 0.088
neutrality 0.070
clarity 0.035
curiosity 0.094
bias 0.013
encouraging 0.057
quality 0.076
broadening 0.020

Table D.2: Inter-annotator agreement for moderation properties annotation. Results are the average weighted
Krippendorff’s alpha for each annotation layer.
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Figure D.1: Score Per-Annotator Almost all users score generated moderation higher on average
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Figure D.2: Preference Per-Annotator of Professional vs. Generated Content (LLaMA-70B) Two users prefer
both equally well and one has a strong preference for generated.
One annotator who selected generated as the preferred moderation 98 out of 100 was discarded. This is still interesting because
the choices were randomized and it seems the annotator picked on surface level features and as such picked the generated
one almost all the time.The results at the right side are from annotations of one author of the paper who also took part in the
annotation for quality assurance.
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Figure D.3: Preference Per-Annotator of original vs. finetuned Generated Content (LLaMA-8B) Users prefer
original to a varying degree over fine-tuned
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Figure D.4: Pearson Correlation between Annotation Layers
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E Experiments Detailed Results

E.1 Experimental Setup
Huggingface transformers9 along with bitandbytes10 were used for our experiments. Two model
sizes were used with 8B and 70B parameters: meta-llama/Meta-Llama-3-8B-Instruct and
meta-llama/Meta-Llama-3-70B-Instruct.
NVIDIA RTX A6000 with 48G memory is used for training and inference. Average inference runtime: 2
hours.

dataset score fitting actions issues spotted addressed neutrality clarity curiosity bias encouraging quality broadening

all .75±.25 .80±.23 .78±.23 .55±.32 .67±.26 .67±.26 .83±.19 .82±.21 .82±.20 .18±.24 .80±.21 .74±.23 .70±.29

regroom prof .63±.28 .70±.27 .68±.27 .51±.32 .59±.27 .56±.28 .79±.21 .76±.25 .72±.27 .20±.24 .72±.25 .63±.27 .65±.29

regroom gen .80±.21 .84±.19 .84±.18 .53±.33 .70±.25 .70±.23 .86±.17 .86±.17 .86±.16 .16±.23 .84±.17 .78±.19 .72±.29

regroom nomod .79±.23 .84±.20 .84±.19 .55±.34 .70±.25 .71±.24 .84±.19 .85±.17 .84±.18 .18±.23 .83±.18 .78±.21 .72±.29

usermod gen .78±.23 .82±.22 .80±.22 .58±.31 .70±.25 .71±.24 .83±.19 .82±.20 .86±.16 .19±.25 .82±.20 .77±.21 .71±.30

Table E.1: Average Scores based on Human Evaluation of Properties. Better scores for generated moderation.

Dataset MAE MSE RMSE

all 0.260 0.082 0.286
regroom prof 0.174 0.042 0.206
usermod gen 0.284 0.091 0.302
regroom nomod 0.286 0.095 0.308
regroom gen 0.299 0.099 0.315

Table E.2: Prediction Errors of Mean Baseline (Aggregated Annotator Data)

Dataset MAE MSE RMSE

all 0.209 0.057 0.239
regroom prof 0.206 0.062 0.249
regroom gen 0.199 0.050 0.222
regroom nomod 0.207 0.057 0.239
usermod gen 0.218 0.059 0.242

Table E.3: Prediction Errors of Auto-Eval (Aggregated Annotator Data, LLaMA-70B)

Dataset MAE MSE RMSE

all 0.134 0.029 0.170
regroom prof 0.171 0.042 0.204
regroom gen 0.098 0.016 0.126
regroom nomod 0.148 0.035 0.187
usermod gen 0.128 0.027 0.166

Table E.4: Prediction Errors of Auto-Eval (Aggregated Annotator Data, LLaMA-8B)

Dataset MAE MSE RMSE

all 0.309 0.125 0.353
regroom prof 0.261 0.097 0.312
regroom gen 0.323 0.133 0.364
regroom nomod 0.325 0.134 0.365
usermod gen 0.327 0.135 0.368

Table E.5: Prediction Errors of Mean Baseline (Individual Annotator Data)

9https://github.com/huggingface/transformers
10https://github.com/bitsandbytes-foundation/bitsandbytes
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Dataset MAE MSE RMSE

all 0.612 0.389 0.624
regroom prof 0.557 0.326 0.571
regroom gen 0.606 0.376 0.613
regroom nomod 0.634 0.420 0.648
usermod gen 0.644 0.430 0.656

Table E.6: Auto-Eval Average Score (Per Annotator Data, LLaMA-8B)

Dataset Mean LLaMA-70B LLaMA-8B

all 0.260 0.209 0.134
regroom prof 0.174 0.206 0.171
usermod gen 0.284 0.199 0.098
regroom nomod 0.286 0.207 0.148
regroom gen 0.299 0.218 0.128

Table E.7: MAE Prediction Errors of Auto-Eval Per Annotator
.

Using intro questions collected from annotators help estimate their scores)

Dataset MAE MSE RMSE

all 0.190 0.066 0.256
regroom prof 0.234 0.096 0.309
regroom gen 0.164 0.049 0.221
regroom nomod 0.182 0.058 0.241
usermod gen 0.181 0.060 0.244

Table E.8: Prediction Errors of Auto-Eval (Individual Annotator Data, LLaMA-8B+intro)

all 0.736±0.097

regroom gen 0.754±0.06

regroom nomod 0.747±0.08

regroom prof 0.683±0.14

usermod gen 0.755±0.07

Table E.9: Auto-Eval Average Score (Per Annotator Data, LLaMA-8B+intro)
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