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Abstract

The grammatical knowledge of language mod-
els (LMs) is often measured using a bench-
mark of linguistic minimal pairs, where the
LMs are presented with a pair of acceptable and
unacceptable sentences and required to judge
which is more acceptable. Conventional ap-
proaches directly compare sentence probabili-
ties assigned by LMs, but recent large language
models (LLMs) are trained to perform tasks via
prompting, and thus, the raw probabilities they
assign may not fully reflect their grammatical
knowledge.

In this study, we attempt to derive more accu-
rate acceptability judgments from LLMs using
prompts and templates. Through extensive ex-
periments in English and Chinese, we compare
nine judgment methods and find two of them,
a probability readout method—in-template LP
and a prompt-based method—Yes/No probabil-
ity computing, achieve higher accuracy than
the conventional ones. Our analysis reveals
that these methods excel in different linguistic
phenomena, suggesting they access different
aspects of LLMs’ knowledge. We also find
that ensembling the two methods outperforms
single methods. Consequently, we recommend
these techniques, either individually or ensem-
bled, as more effective alternatives to conven-
tional approaches for assessing grammatical
knowledge in LLMs. 1

1 Introduction

The grammatical knowledge of language models
(LMs) is often measured using acceptability judg-
ments (Lau et al., 2017; Warstadt et al., 2019).
There are two main categories of acceptability judg-
ment benchmarks, the single-sentence one and the
minimal-pair (MP) one, as detailed in Section 2.
We focus on the latter because it allows us to di-
rectly measure LMs’ grammatical knowledge with-

1Our codes and templates are published at https://
github.com/Yusuke196/llm-acceptability.

out task-specific fine-tuning. Below is an example
of a minimal pair from Warstadt et al. (2020).

(a) These casseroles disgust Kayla.
(b) *These casseroles disgusts Kayla.

Here, sentence (a) is acceptable or grammatically
correct, while (b) is not, as its underlined verb
violates the subject-verb agreement.

Meanwhile, the recent scaling up of model sizes
and training data for LMs has made it possible to
solve a wide range of tasks using few-shot or zero-
shot prompting, without the need for task-specific
fine-tuning (Brown et al., 2020; Liu et al., 2023),
popularizing the term large language model (LLM).
Incorporating learning techniques such as instruc-
tion tuning (Wei et al., 2022) and Direct Preference
Optimization (DPO, Rafailov et al., 2023) further
improved the alignment of LLM outputs with hu-
man preferences. The LLMs trained by these tech-
niques achieve good performance by prompting,
i.e., guidance on what knowledge to elicit.

In this light, various methods can be developed
to obtain more accurate acceptability judgments by
providing LLMs with targeted guidance. However,
as discussed in Section 2, most previous studies
simply input the sentences into the (L)LM, calcu-
late their probabilities, and consider the sentence
with the higher probability as the acceptable one.
Although Hu and Levy (2023) compared multiple
methods of obtaining acceptability judgments from
LLMs (see their Experiment 3b), their probability
readout method and prompting method were lim-
ited to basic ones. As a result, they broadly claim
that prompting is ineffective, whereas our experi-
ments demonstrate that it can be highly effective
with the proper technique.

We contribute to this area by comparing (1) the
conventional sentence probability readout2 meth-
ods, (2) our novel probability readout methods in

2Readout refers to accessing an LLM’s output layer to
compute probabilities of strings (Kauf et al., 2024).

https://github.com/Yusuke196/llm-acceptability
https://github.com/Yusuke196/llm-acceptability


Figure 1: Conceptual illustration of our top methods.
Differences between paired sentences are underlined.
Both methods judge the sentence that results in a higher
(log) probability acceptable. See Section 3 for the de-
tails.

in-template settings, and (3) prompt-based meth-
ods. In the in-template probability readout, we
insert each sentence into a template and use the
LLM to calculate the probability of the complete
string. The template allows us to guide the LLM to
judge the sentence’s grammaticality in a way that
conventional probability readouts cannot. We call
the most basic method in-template LP, where LP
stands for log probability. For prompt-based meth-
ods, we investigate a basic method of asking LLMs
to respond with a choice and Yes/No probability
computing (Yes/No prob comp), where we compute
the normalized probability of “Yes” versus “No”,
inspired by UniEval (Zhong et al., 2022). Figure 1
presents the conceptual illustration of in-template
LP and Yes/No prob comp.

To rigorously compare these methods, we con-
duct experiments using eight LLMs and two MP
benchmarks (one for English and one for Chi-
nese). The results show the effectiveness of the
two methods. In-template LP consistently outper-
forms conventional methods, achieving the highest
accuracies on the Chinese benchmark. Yes/No prob
comp achieves the highest accuracies on the En-
glish benchmark in all but one setting.

Moreover, our analysis demonstrates the follow-
ing key findings. (1) In-template LP and Yes/No
prob comp have different strengths; for example,
Yes/No prob comp is robust against token-length
bias. This indicates that they access different as-

pects of LLMs’ grammatical knowledge, contribut-
ing to a more comprehensive evaluation. (2) En-
sembling the two methods further improves the ac-
curacy, revealing their complementary capabilities.
The highest score, achieved with Qwen2, is 1.6 per-
centage points higher than humans on the English
benchmark. Based on these findings, we recom-
mend the following: if possible, ensemble the two
methods; otherwise, use in-template LP. (3) We
identify a common weakness across all our combi-
nations of the LLMs and methods: they struggle to
make correct judgments on linguistic phenomena
where the unacceptable sentence can be obtained
by shuffling the words in the acceptable one, which
presents a challenge for future work.

2 Related Work

Benchmarks of acceptability judgments can be di-
vided into two categories: single-sentence bench-
marks and MP benchmarks. The single-sentence
benchmarks pose a binary classification of sin-
gle sentences as seen in CoLA (Warstadt et al.,
2019), a dataset composed of sentences each la-
beled acceptable or unacceptable. CoLA was in-
corporated into the natural language understanding
benchmark GLUE (Wang et al., 2018) and has been
used to evaluate a wide range of models, including
LMs. However, single-sentence benchmarks can-
not measure LMs’ grammatical knowledge directly
because they require training a supervised classi-
fier before the evaluation. This makes it difficult
to distinguish between the knowledge of the model
itself and what is learned by training the classifier
(Warstadt et al., 2020).

In contrast, MP benchmarks present minimally
different pairs and the task is to determine which
is the most acceptable sentence, eliminating the
need for a classifier. As another advantage of the
MP benchmark, minimal pairs can be automati-
cally generated in a controlled manner, providing
a sufficient amount of quality data for model eval-
uation (Linzen et al., 2016). In conventional ex-
periments using an MP benchmark, judgments are
made based on sentence probabilities. Models are
evaluated by whether they assign a higher probabil-
ity to the acceptable sentence in each minimal pair.
This method, which we call sentence probability
readout, has been dominantly employed for MP
acceptability judgments across languages (Marvin
and Linzen, 2018; Warstadt et al., 2020; Mueller
et al., 2020; Haga et al., 2024; Xiang et al., 2021;



Someya and Oseki, 2023, inter alia).
Experiments with prompting LLMs have been

conducted on both single-sentence benchmarks and
MP benchmarks. Zhang et al. (2024) compared var-
ious models, including LLMs, on a single-sentence
benchmark. On MP benchmarks, Hu and Levy
(2023) compared the sentence probability readout
and prompting. However, their probability readout
and prompt-based methods relied on basic imple-
mentations, without systematically exploring alter-
native ways to calculate sentence probabilities or
optimize prompting strategies.

Another line of work has studied biases that af-
fect the performance of sentence probability read-
out. For example, it is known that the sentence
probabilities given by LMs tend to decline as the
token length of the sentence grows; normalized
measures such as PenLP (Wu et al., 2016) have
been shown to mitigate some of this bias (Lau
et al., 2020), but they do not eliminate it (Ueda
et al., 2024).

3 Methods

We compare three different groups of methods to
extract acceptability judgments from the LLMs.

3.1 Sentence Probability Readout
In sentence probability readout, we input each sen-
tence of a given pair into a model to obtain the
probabilities assigned to each token. The probabili-
ties are then used to compute a probability score for
each sentence, and the sentence given the higher
score is predicted to be acceptable.

We experiment with three measures to compute
the probability scores: LP, MeanLP, and PenLP.
All of them have been widely used in acceptability
judgments.3 LP is the unnormalized log probability
of the sentence

LP(s) = logP (s) (1)

where s is the input sequence of tokens and P (s)
is the probability assigned to s by the model

P (s) =

|s|∏
i=1

P (ti|t<i). (2)

Because LP tends to get smaller as the sentence gets
longer (Ueda et al., 2024), we also compute two

3SLOR (Kann et al., 2018) is also commonly used, but it
requires building a unigram model using the training data of
the LM. Because the training data of the LLMs we use is not
publicly available, we skip the acceptability measure.

normalized measures, MeanLP and PenLP (Lau
et al., 2020; Wu et al., 2016),

MeanLP(s) =
logP (s)

|s|
(3)

PenLP(s) =
logP (s)

((5 + |s|)/(5 + 1))α
(4)

where α is a hyperparameter to scale the sentence
length, reducing the impact of long sentences and
ensuring a fair comparison across different lengths.
We set α = 0.8 following Lau et al. (2020) and
Ueda et al. (2024). We hereafter refer to the three
judgment methods simply by the name of the cor-
responding measures: LP, MeanLP, PenLP.

3.2 In-template Probability Readout
In-template probability readout follows the same
steps of computing and comparing probabilities as
sentence probability readout. Meanwhile, its in-
put string is built by embedding the sentences in a
template designed to draw focus to their grammati-
cality. The input has two types: in-template single
and in-template comparative. For each type, we
prepare five templates per language because the per-
formance can vary due to minor differences in ex-
pressions within prompts (Zheng et al., 2023). The
templates were created based on those of Flan4(Wei
et al., 2022). For Chinese experiments, we use
translations of English templates. Translations
were generated by DeepL5 and post-edited by a
native Chinese speaker.

In-template single In-template single templates
have one placeholder where the target sentence is
inserted. Table 1 shows an example input.

As the length of the input changes depending on
the length of the target sentence, predictions by in-
template single inputs must also use normalization
techniques. We thus apply each of the three mea-
sures explained above to the method, dubbing the
corresponding methods in-template LP, in-template
MeanLP, and in-template PenLP, respectively. The
final measure depends on whether we base our com-
putations on the whole input string or the target
sentence only. We report the result of the former
because it performed better in our preliminary ex-
periments.

In-template comparative In-template compara-
tive inputs are built by filling two placeholders; we

4https://github.com/google-research/FLAN
5https://www.deepl.com

https://github.com/google-research/FLAN
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Input Type Example Input

Sentence Many girls insulted themselves.

In-template single The following sentence is grammatically acceptable.\n\nMany girls insulted themselves.

In-template comparative The following sentence A is grammatically acceptable while B is not.\n\nA: Many girls
insulted themselves.\nB:Many girls insulted herself.

Table 1: Example English inputs of the readout methods. The target or inserted sentences are in italics. See Table 6
for Chinese versions.

Type Role Example Message

A/B

System Your task is to compare the quality of given sentences.

User
One of the following sentences is grammatically acceptable and the other is not. Which one is
acceptable? Respond with A or B as your answer.\n\nA: Many girls insulted themselves.\nB:
Many girls insulted herself.

Yes/No

System Your task is to evaluate the quality of given text.

User Is the following sentence grammatically acceptable? Respond with Yes or No as your an-
swer.\n\nMany girls insulted themselves.

Table 2: Example English messages for prompting. The target or inserted sentences are in italics. See Table 7 for
Chinese versions.

insert the target sentence into the first one and the
other sentence of the minimal pair into the second.
Table 1 shows an example input. Note that the sec-
ond sentence is supplementary, and our aim here is
to measure the acceptability of the first one.

In-template comparative does not need normal-
ization, because the sum of the token lengths of two
sentences and, thus, the length of the whole input
string is constant, no matter which of the paired
sentences comes first. Hence, we only calculate LP
for the in-template comparative input, referring to
this method as in-template comparative LP.

3.3 Prompt-based Methods

In prompt-based methods, A/B prompting and
Yes/No prob comp, we provide the models with
prompts that include a question. For both meth-
ods, we prepare a system message and a user mes-
sage. The system message describes the task to
be solved, which has been shown to enhance the
performance (Peng et al., 2023). The user mes-
sage includes the main prompt, and we prepare
five versions of each method’s prompt template per
language. Each user message is built by inserting
one or two sentences into a template, as we do for
in-template probability readout. When prompting
a base model, we concatenate the two messages
and append the string \nAnswer: at the end. When
prompting an instruct model, we apply chat tem-

plates6 to maximize the performance, including
control tokens like <|begin_of_text|> in the in-
puts to the model. For Chinese experiments, we
use translations of English templates verified by a
native Chinese speaker.

A/B prompting A/B prompting inputs a prompt
containing the paired sentences to the models and
asks which sentence is acceptable. The prompt
is exemplified in Table 2. The user message con-
tains one acceptable and one unacceptable sentence.
Their order (which sentence goes to A or B) is ran-
domized to eliminate the potential bias from the
order (Pezeshkpour and Hruschka, 2023). We per-
form constrained decoding by outlines7 (Willard
and Louf, 2023) to ensure that the model outputs
either A or B, because our preliminary experiments
without outlines observed many outputs violating
the constraint. We turn off sampling in decoding.

Yes/No probability computing In Yes/No prob
comp, we compute the score of each sentence as
the normalized probability of “Yes” versus “No”
given a prompt asking its acceptability. An exam-
ple prompt is shown in Table 2. We predict the
sentence that resulted in a higher “Yes” probabil-
ity to be acceptable. This method is inspired by
UniEval (Zhong et al., 2022), which is shown to
correlate well with human judgments in evaluat-

6https://huggingface.co/docs/transformers/en/
chat_templating

7https://github.com/outlines-dev/outlines

https://huggingface.co/docs/transformers/en/chat_templating
https://huggingface.co/docs/transformers/en/chat_templating
https://github.com/outlines-dev/outlines


ing natural language generation. We formulate the
probability given a sentence s as follows,

P (“Yes”|s)= PLLM(“Yes”|s)
PLLM(“Yes”|s) + PLLM(“No”|s)

(5)

where PLLM(·) is the probability of a word as-
signed by the model. For the Chinese experiments,
we substitute “是” and “否” for “Yes” and “No”,
respectively, if these words are not segmented into
subwords; otherwise, we employ the same formu-
lation as English experiments.

4 Experimental Setup

Models We use eight state-of-the-art LLMs,
among which Llama-3-70B (Meta, 2024), Mixtral-
8x7B-v0.1 (Jiang et al., 2024), Qwen2-57B-A14B
(Qwen Team, 2024), and Yi-1.5-34B (Young
et al., 2024) are base models, while Llama-3-
70B-Instruct, Mixtral-8x7B-Instruct-v0.1, Qwen2-
57B-A14B-Instruct, and Yi-1.5-34B-Chat are in-
struct models based on the pre-trained counterparts.
These models ranked relatively high in the leader-
board of English language understanding8 or Chi-
nese LLMs9 at the time of model selection. For Chi-
nese experiments, we substituted Yi-1.5 for Mixtral
because Mixtral is not explicitly trained for Chi-
nese tasks, while Yi-1.5 ranked high in the Chinese
LLM leaderboard. We hereafter abbreviate these
models, e.g., to Llama-3, omitting the model sizes
and minor versions. Post-training for the three in-
struct models includes supervised fine-tuning on
an instruction dataset, i.e., instruction-tuning and
DPO. They are publicly available on Hugging Face
Hub. On inference, we perform 4-bit quantiza-
tion using bitsandbytes10 to compress the models.
The computational budgets are described in Ap-
pendix C.

Benchmarks We use two MP acceptability judg-
ment benchmarks: BLiMP (Warstadt et al., 2020)
for English and CLiMP (Xiang et al., 2021) for Chi-
nese. BLiMP is composed of minimal pairs from
67 different paradigms, each containing 1,000 pairs
of sentences. The paradigms are grouped into 12
categories of linguistic phenomena. CLiMP con-
sists of 16 paradigms, each with 1,000 pairs like

8https://paperswithcode.com/sota/
multi-task-language-understanding-on-mmlu

9https://huggingface.co/spaces/BAAI/open_cn_
llm_leaderboard

10https://github.com/TimDettmers/bitsandbytes

BLiMP. The paradigms are grouped into 9 linguis-
tic phenomena. We focus on these two because no
other MP benchmarks contain hundreds or thou-
sands of sentences for each paradigm, to our knowl-
edge, which is important for reliable experiments.
The linguistic phenomena and licenses of the two
benchmarks are detailed in Appendix B.1 and Ap-
pendix B.2, respectively.

Evaluation metric We evaluate the methods by
accuracy. Random chance accuracy is 50%, as the
two classes are balanced in our benchmarks.

5 Results

Table 3 summarizes the results. The statistics of
the in-template probability readout methods and
prompting methods are the average of the five
scores by the five versions of templates.11

Comparison between methods reveals the effec-
tiveness of in-template LP and Yes/No prob comp.
In-template LP achieves significantly higher ac-
curacies than LP in all settings, i.e., benchmark-
model pairs, across languages. On CLiMP, it marks
the highest accuracy for all models. Sentence
probability readout methods—LP, MeanLP, and
PenLP—underperformed in-template LP in all set-
tings, although they have been dominant in previ-
ous studies. This indicates that including guidance
about the task in the input to LLMs improves judg-
ment performance. Meanwhile, Yes/No prob comp
achieves the highest accuracy for five out of six
models on BLiMP; the mean accuracies of Llama-
3-Instruct and Qwen2 exceed that of humans (the
majority vote of 20 crowd workers) reported in
Warstadt et al. (2020), 88.6%.

Methods giving two sentences to the model—
A/B prompting and in-template comparative LP—
consistently underperformed Yes/No prob comp
and in-template LP, respectively, suggesting that
LLMs struggle to handle choice identifiers such
as A and B (See Appendix D.2 for more analysis,
which reveals the low performance of A/B prompt-
ing can be partly attributed to a preference for a
specific choice). This may suggest that making
LLMs select an identifier from multiple choices—a
common approach for classification tasks such as
question answering (Hendrycks et al., 2021)—is

11We conducted paired bootstrap resampling (Koehn, 2004)
to validate whether each of our methods statistically signifi-
cantly improves accuracy compared to LP, the best-performing
conventional method; we performed 1,000 resamplings with
replacement, sampling 67,000 and 16,000 instances each time
for BliMP and CLiMP, respectively.

https://paperswithcode.com/sota/multi-task-language-understanding-on-mmlu
https://paperswithcode.com/sota/multi-task-language-understanding-on-mmlu
https://huggingface.co/spaces/BAAI/open_cn_llm_leaderboard
https://huggingface.co/spaces/BAAI/open_cn_llm_leaderboard
https://github.com/TimDettmers/bitsandbytes


Llama-3 Llama-3-Inst. Mixtral Mixtral-Inst. Qwen2 Qwen2-Inst.

LP 79.6 77.1 82.5 82.3 80.4 79.7
MeanLP 77.1 74.8 79.6 79.4 77.7 77.1
PenLP 79.2 76.8 82.2 82.0 79.9 79.2

In-template LP 84.4∗
±0.5 83.5∗

±0.5 84.0∗
±0.5 83.5∗

±0.9 83.9∗
±0.3 80.1∗

±1.0

In-template MeanLP 82.6∗
±0.7 81.9∗

±0.5 82.6∗
±0.3 82.2±0.8 82.0∗

±0.7 78.7±1.1

In-template PenLP 83.8∗
±0.5 83.0∗

±0.5 83.8∗
±0.4 83.3∗

±1.0 83.2∗
±0.4 79.8±1.1

In-template compar. LP 71.8±4.5 61.8±2.6 72.1±3.2 68.4±1.2 62.7±3.7 58.5±3.8

A/B prompting 77.4±3.6 81.9∗
±3.7 76.5±4.3 80.5±3.5 80.8∗

±1.1 82.5∗
±0.3

Yes/No prob comp 73.6±3.2 88.9∗
±0.3 84.1∗

±1.2 84.0∗
±2.0 89.0∗

±0.2 86.8∗
±0.4

(a) BLiMP

Llama-3 Llama-3-Inst. Yi-1.5 Yi-1.5-Chat Qwen2 Qwen2-Inst.

LP 83.2 80.4 86.8 85.3 85.4 85.4
MeanLP 74.5 71.7 75.9 74.5 74.5 74.3
PenLP 80.3 77.7 84.3 82.3 82.2 82.0

In-template LP 85.7∗
±0.5 82.9∗

±0.3 87.4∗
±0.4 86.8∗

±0.8 87.9∗
±0.3 86.2∗

±0.3

In-template MeanLP 79.9±0.9 77.7±0.6 78.8±1.3 79.4±1.2 77.7±1.2 77.5±1.4

In-template PenLP 83.0±0.5 80.7∗
±0.4 84.0±0.8 83.3±1.1 83.4±0.4 82.9±0.5

In-template compar. LP 68.2±2.4 58.2±3.0 63.9±4.6 61.8±3.4 68.1±4.5 60.6±3.9

A/B prompting 68.0±3.5 69.2±4.0 74.2±3.6 75.5±3.0 77.3±4.2 80.9±1.6

Yes/No prob comp 76.3±1.3 76.9±0.9 78.2±0.9 81.7±0.3 87.2∗
±0.4 83.9±0.4

(b) CLiMP

Table 3: Percentage accuracy (averaged over templates) by method and model. ± denotes standard deviation. The
bold font denotes the best scores. Underlines denote the second best. See Appendix D.1 for the max accuracy. *
denotes scores significantly higher than LP (p ≤ 0.01).
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Figure 2: Top methods’ correlation between the token-length difference (|sacceptable| − |sunacceptable|) and the
accuracy (best template) by model, showing the robustness of Yes/No prob comp. The shadow denotes 95%
confidence intervals.

suboptimal for making full use of LLMs’ knowl-
edge in general; substituting our choice-free meth-
ods could improve performance in other tasks.

6 Analysis

Given the remarkable performance of Yes/No prob
comp and in-template LP, this section further inves-
tigates their strengths and weaknesses.

Yes/No prob comp is robust against token-length
bias. Figure 2 illustrates the correlations be-
tween the token-length difference and the accu-
racy. The token-length difference is |sacceptable| −
|sunacceptable| where sx denotes the token sequence
of either sentence. A level line denotes that the
token-length difference does not affect the method.
Across the models, the following trends are ob-
served. (1) The token-length difference biases the
readout methods. The accuracy of in-template LP
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Figure 3: Accuracy of top methods (best template) and humans, by linguistic phenomenon and model, demonstrating
the difference in strengths between methods. For each benchmark, phenomena where either method wins the other
by at least 1 point for at least five models are underlined.

BLiMP CLiMP

In-template LP −0.118 −0.135
In-template PenLP 0.094 0.182
Yes/No prob comp −0.019 0.051

Table 4: Top methods’ point biserial correlation coeffi-
cient between the prediction success and token-length
difference (averaged over models) by benchmark. The
bold font denotes the value closest to zero.

decreases as the difference grows because the ac-
ceptable sentence is less likely to be given a high
probability. In-template PenLP suffers a reversed
tendency; due to normalization, it becomes weaker
as the unacceptable sentence gets longer than the
acceptable one. (2) Yes/No prob comp is relatively
robust against the bias. Its accuracy does not drop
as much as that of the other methods, even when
the token lengths differ by a large margin.

These observations are quantitatively supported
by the correlation coefficient between the token-
length difference and the dichotomous variable that
gets 1 for a successful prediction and 0 for a failure.
Table 4 shows the average coefficients of Yes/No
prob comp are much closer to zero than those of
readout methods on both benchmarks, demonstrat-
ing its robustness against the token-length bias.
This, in turn, indicates that the readout methods
need better normalization techniques.

In-template readout and Yes/No prob comp
excel in different phenomena. Figure 3 illus-
trates the accuracy of in-template LP, Yes/No prob
comp, and the humans by linguistic phenomenon;
the scores of humans are from Warstadt et al.
(2020) and Xiang et al. (2021). For in-template

LP and Yes/No prob comp, the result of the best-
performing template is shown. Here we find that
the two methods have different strengths. On
BLiMP, Yes/No prob comp excels at phenomena
such as Subject-verb agreement (S-v agr.) and
Binding for most (at least five out of six) mod-
els (See Appendix B.1 for examples of these phe-
nomena). In contrast, in-template LP is superior
in Ellipsis and Quantifiers for most models. On
CLiMP, Yes/No prob comp is good at Coverb and
in-template LP at NP head finality (NP head). This
indicates that each method harnesses different as-
pects of the models’ grammatical knowledge.

Given the aforementioned token-length bias, one
hypothesis to explain this difference would be that
Yes/No prob comp is more accurate in phenomena
with large token-length differences. Our analysis
on BLiMP, however, does not support this, as de-
tailed in Appendix D.3.

Meanwhile, some phenomena are challenging
for both methods. As Figure 3 shows, on BLiMP,
the two methods underperform humans for all mod-
els in Island effects and Quantifiers, which were
shown to be challenging also by Warstadt et al.
(2020). On CLiMP, our methods struggle with phe-
nomena such as Binding and Passive.

Voting ensembles of the top two methods further
improve the performance. Given the different
strengths of in-template LP and Yes/No prob comp,
we ensemble these methods to see if they can com-
plement each other to achieve higher accuracy.

Now we have 10 sets of predictions by the two
methods, as each has five templates. To compare
ensembling single-method predictions and ensem-
bling multi-method predictions on equal terms, we



BLiMP CLiMP

Llama-3 Llama-3
-Instruct Qwen2 Qwen2

-Instruct Llama-3 Llama-3
-Instruct Qwen2 Qwen2

-Instruct

Ensemble P-only 76.0 89.0 89.5 87.0 76.0 76.6 87.6 84.1
Ensemble Mix-P3 82.7 89.7 90.2 87.7 79.1 78.4 89.4 87.1
Ensemble Mix-L3 86.1 86.3 86.7 84.8 87.1 83.8 90.5 89.4
Ensemble L-only 85.1 84.1 84.3 81.0 86.1 83.0 88.4 87.0

In-template LP (oracle) 85.0 84.2 84.1 81.3 86.1 83.2 88.2 86.5
Yes/No prob comp (oracle) 77.8 89.3 89.2 87.4 78.1 78.4 87.5 84.3

Table 5: Percentage accuracy of voting ensembles of in-template LP and Yes/No prob comp, with the oracle (max)
accuracy by single methods (best template). The bold font denotes the best ensemble score. Results on Mixtral and
Yi models are omitted because the same trend is observed; see Appendix D.4 for their results.
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Figure 4: Accuracy on BLiMP by paradigm type, method, and model (best template), showing the difficulty of
word-shuffling paradigms. Each dot represents a paradigm, short bars denote the mean accuracy of the category,
cross markers denote mean human accuracies, and dashed lines denote the chance accuracy.

sample five without replacement from the 10 and
perform majority voting by the five. We prepare
the following four settings, which differ in the bal-
ance between the two methods: P-only, Mix-P3,
Mix-L3, and L-only. P-only and L-only are ensem-
bles of predictions by Yes/No prob comp only and
in-template LP only, respectively. Mix-P3 and Mix-
L3 use three predictions from Yes/No prob comp
and in-template LP, respectively, with two predic-
tions from the other method. We report the mean
accuracy of 10 trials for these settings as the result
is non-deterministic due to sampling.

Table 5 demonstrates that ensembles of the two
methods, either Mix-P3 or Mix-L3, yield the best
results across models, surpassing the oracle (max)
accuracies of methods without ensembling, except
for Mixtral-Instruct on BLiMP. The highest score
by Mix-P3 with Qwen2 is 1.6 points higher than hu-
mans (described in Section 5). This indicates that
the two methods have complementary capabilities.

Word-shuffling paradigms are challenging.
BLiMP’s 67 paradigms can be divided into two

categories based on whether paired sentences of
the paradigm have the same bag of words when
the cases are ignored. We call the paradigms
where this is true word-shuffling paradigms. In
other words, the unacceptable sentence in word-
shuffling paradigms can be obtained by shuffling
the words in the acceptable counterpart. Here, we
focus on BLiMP because CLiMP does not have
word-shuffling paradigms. Following is an exam-
ple pair from a word-shuffling paradigm, coordi-
nate_structure_constraint_complex_left_branch.

(a) What reports did Rose hate and James find?
(b) *What did Rose hate reports and James find?

Figure 4 shows the accuracy by paradigm,
paradigm type—word-shuffling or not, demonstrat-
ing that the word-shuffling paradigms have much
lower accuracy than other phenomena across meth-
ods and models. The accuracy of word-shuffling
paradigms averaged over models and methods is
71.6% compared to 87.9% of other paradigms.
The best accuracy on word-shuffling paradigms,
achieved by Yes/No prob comp with Qwen2, was
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Figure 5: Accuracy on S-v agr. paradigms in BLiMP by attractor type, method, and model (best template), showing
that attractors in a relative clause hinder acceptability judgments.

79.6%, which is much lower than that of the same
method on other paradigms, 91.3%. Note that
such large differences are not observed for hu-
mans according to the data released by Warstadt
et al. (2020); humans’ accuracy on word-shuffling
paradigms and other paradigms are, on average,
83.1% and 89.7%, respectively. This suggests that
word-shuffling paradigms remain a challenge for
the current LLMs, as they have trouble recognizing
word shuffling that corrupts grammar even with our
best-performing method.

Why are word-shuffling paradigms difficult? We
hypothesize that the LLMs are insensitive to the
word order of the inputs. Previously, Sinha et al.
(2021b) demonstrated the word-order insensitivity
of Transformer-based models, such as RoBERTa
(Liu et al., 2019) and BART (Lewis et al., 2020),
in the task of natural language inference. Sinha
et al. (2021a) and Pham et al. (2021) report the
results to the same effect. The Transformer archi-
tecture, which forms the basis of the models they
and we used, may generally struggle to capture the
difference in word order.

Attractors in a relative clause lower the perfor-
mance. Attractors refer to material intervening
agreement dependencies, and previous work has
shown that they can impair acceptability judgments.
Below are examples of different attractor types in
S-v agr., from Warstadt et al. (2020); (a) contains
no attractor, (b) has an attractor as a relational noun,
and (c) has an attractor in a relative clause. Because
subject-verb agreement does not exist in Chinese,
we focus on English here.

(a) The sisters bake/*bakes.
(b) The sisters of Cheryl bake/*bakes.
(c) The sisters who met Cheryl bake/*bakes.

Using such sentence pairs, Warstadt et al. (2020)
and Mueller et al. (2020) investigated the sensi-
tivity of models to mismatches in S-v agr. They
showed an attractor noun of the opposite number

often deteriorates accuracy, particularly when the
attractor is a relational clause, as in sentence (c).

Figure 5 shows both top methods suffer the same
issue across models. The accuracy averaged over
methods and models drops from 94.5% for the
agreement with no attractors to 90.4% for the agree-
ment with attractors in a relative clause. In contrast,
attractors as relational nouns do not necessarily
lower the performance.

7 Conclusion

We investigate how to derive the most accurate ac-
ceptability judgments from LLMs by comparing
nine methods, using eight LLMs and two bench-
marks. Our experiments reveal that in-template
LP consistently outperforms conventional sentence
probability readout methods while Yes/No prob
comp achieves the highest accuracies on the En-
glish benchmark. Our analysis demonstrates that
the two methods excel in different phenomena, sug-
gesting they harness different aspects of LLMs’
grammatical knowledge. We also find that en-
sembling the two methods achieves even higher
accuracy. Consequently, we recommend ensem-
bling the two methods or employing in-template
LP as more effective alternatives to conventional ap-
proaches. Meanwhile, we show that word-shuffling
paradigms remain difficult for all our methods, pos-
ing a challenge for future work.

8 Limitations

In BLiMP and CLiMP, acceptable sentences are
designed to be grammatical or well-formed, and
the sentences in each paradigm were validated by
humans (Warstadt et al., 2020; Xiang et al., 2021).
However, acceptable sentences can be non-sensical
as they are automatically generated without their
senses being considered. For example, the accept-
able sentence in the following pair from the ex-
istential_there_quantifiers_2 phenomenon is non-



sensical; it is difficult to identify what situation is
described in the acceptable sentence, at least with-
out context.

(a) All convertibles weren’t there existing.
(b) *There weren’t all convertibles existing.

To make correct acceptability judgments, our
prompts or in-template inputs guided the LLMs to
focus on acceptability or grammatical correctness.
However, this may be insufficient when making
judgments on phenomena that contain many non-
sensical acceptable sentences like the above. To
address this issue, future work could use prompts
or in-template inputs that clearly instruct the model
to focus only on the form of each sentence and
ignore whether the sentence is sensical.

One of the key findings of this paper is that in-
template LP and Yes/No prob comp excel in dif-
ferent linguistic phenomena. To investigate the
reasons for the differences, we examined a hypoth-
esis that Yes/No prob comp is more accurate in
phenomena where the acceptable sentence is, on
average, longer than the unacceptable one (See
Appendix D.3). Yet the hypotheses were not sup-
ported, leaving the cause of their different strengths
an open question.

Throughout the paper, we focused on experi-
ments in the zero-shot setting, aligning the condi-
tions with conventional probability readout meth-
ods. It is notable that some methods nonetheless
achieved accuracies surpassing humans. However,
providing few-shot examples in in-template LP and
Yes/No prob comp might increase accuracy even
further, which is worth investigating in future work.

Additionally, this paper focused on English and
Chinese acceptability judgments. Although this
was inevitable to secure a sufficient data size per
benchmark, experiments in more languages are
desired for more robust conclusions.
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A Templates and Prompts

Input Type Example Input

Sentence 王玉珍震惊了她自己。

In-template single 以下句子在语法上是可以接受的。\n\n王玉珍震惊了她自己。

In-template comparative 下面的句子 A在语法上是可以接受的，而 B则不可以。\n\n
A：王玉珍震惊了她自己。\nB：王玉珍震惊了他自己。

Table 6: Example Chinese inputs of the readout methods. The target or inserted sentences are underlined. See
Table 1 for English versions.

Type Role Example Message

A/B
System 您的任务是评估给定文本的质量。

User 下列句子中，一个符合语法要求，另一个不符合语法要求。哪个可以接受？请用 A或 B
作答。\n\nA：王玉珍震惊了她自己。\nB：王玉珍震惊了他自己。

Yes/No System 您的任务是评估给定文本的质量。

User 下面的句子符合语法要求吗？请用“是”或“否”回答。\n\n王玉珍震惊了她自己。

Table 7: Example Chinese messages for prompting. The target or inserted sentences are underlined. See Table 2 for
English versions.

B Benchmarks

B.1 Linguistic Phenomena

Field Phenomenon Acceptable Example Unacceptable Example

Morphology

Anaphor agr. Many girls insulted themselves. Many girls insulted herself.
Det.-noun agr. Rachelle had bought that chair. Rachelle had bought that chairs.
Irregular forms Aaron broke the unicycle. Aaron broken the unicycle.
Subject-verb agr. These casseroles disgust Kayla. These casseroles disgusts Kayla.

Syntax

Arg. structure Rose wasn’t disturbing Mark. Rose wasn’t boasting Mark.

Ellipsis Anne’s doctor cleans one important
book and Stacey cleans a few.

Anne’s doctor cleans one book and
Stacey cleans a few important.

Filler-gap Brett knew what many waiters find. Brett knew that many waiters find.
Island effects Which bikes is John fixing? Which is John fixing bikes?

Semantics NPI licensing The truck has clearly tipped over. The truck has ever tipped over.
Quantifiers No boy knew fewer than six guys. No boy knew at most six guys.

Syn. & Sem. Binding Carlos said that Lori helped him. Carlos said that Lori helped himself.
Control/raising There was bound to be a fish escaping. There was unable to be a fish escaping.

Table 8: Minimal pairs from each of the twelve linguistic phenomena covered by BLiMP. Differences are underlined.



Phenomenon Acceptable Example Unacceptable Example

Anaphor
agreement

王玉珍 震惊-了 她自己。
Jane.F shock-PST herself.
’Jane shocked herself.’

王玉珍 震惊-了 他自己。
Jane.F shock-PST himself.
’Jane shocked himself.’

Binding
杨颖 治疗吴宇涛之后 佩服-过 她自己。
Yang.F cure Wu.M after admire-PST herself
’Yang admired herself after she cured Wu.’

杨颖 治疗吴宇涛之后 佩服-过 他自己。
Yang.F cure Wu.M after admire-PST himself
’Yang admired himself after she cured Wu.’

bǎ
construction

王鑫 把 自行车 扔 了。
Wong.M BA bike throw PST
’Wong threw away the bike.’

王鑫 被 自行车 扔 了。
Wong.M PASS bike throw PST
’Wong was thrown away by the bike.’

Coverb
李文清 乘 卡车 到达-了 咖啡店。
Lee.M ride truck arrive-PST coffee shop
’Lee went to the coffee shop by truck.’

李文清 于卡车 到达-了 咖啡店。
Lee.M at truck arrive-PST coffee shop
’Lee went to the coffee shop at truck.’

NP head finality
王梦 正在 卖张红梅 清洗-过-的 推车。
Wong.F PROG sell May.F clean-PRF-ADJ trolley
‘Wong is selling the trolley that Mel has cleaned.’

王梦 正在 卖 推车 张红梅 清洗-过-的。
Wong.F PROG sell trolley May.F clean-PRF-ADJ
‘Wong is selling the trolley that Mel has cleaned.’

Classifier
张杰 正在 穿过 一 家 艺术画廊。
Jay.M PROG pass one CL:INSTITUTION art gallery
’Jay is passing through an art gallery.’

张杰正在 穿过 一 段 艺术画廊。
Jay.M PROG pass one CL:LENGTH art gallery
’Jay is passing through an art gallery.’

Filler gap
图书馆， 我 开车去-过 这个地方。
The library, I drive to-PRF this place
‘The library, I have driven to this place.’

图书馆， 我 开车去-过 博物馆。
The library, I drive to-PRF the museum
‘The library, I have driven to the museum.’

Passive
这些 患者 被 转移-了。
These patient PASS transfer-PST
’These patients were transferred.’

这些 患者 被 下降-了。
These patient PASS fall-PST
’These patients were fell.’

Verb
complement

王慧 的 文章 吓 坏 了 包曼玉。
Wong.F POSS article frighten badly PST Bao.F.
’Wong’s article frightened Bao badly.’

王慧 的 文章 吓 开 了 包曼玉。
Wong.F POSS article frighten openly PST Bao.F.
’Wong’s article frightened Bao openly.’

Table 9: Minimal pairs from each of the nine linguistic phenomena covered by CLiMP. Differences are underlined.
The second line of each example shows a gloss, and the third line is an English translation.

B.2 URLs and Licenses

Name Paper URL License

BLiMP Warstadt et al. (2020) https://github.com/alexwarstadt/blimp CC-BY
CLiMP Xiang et al. (2021) https://github.com/beileixiang/CLiMP Not articulated

Table 10: URLs and licenses of the benchmarks.

C Computational Budgets

For each experiment on a method or a combination of a method and template, we used a single NVIDIA
A6000 GPU with 48GB RAM. The total GPU hours are estimated to be about 126 hours and 21 hours for
the BLiMP and CLiMP experiments, respectively.

https://github.com/alexwarstadt/blimp
https://github.com/beileixiang/CLiMP


D Results and Analysis

D.1 Max Accuracy

Llama-3 Llama-3-Instruct Mixtral Mixtral-Instruct Qwen2 Qwen2-Instruct

LP 79.6 77.1 82.5 82.3 80.4 79.7
MeanLP 77.1 74.8 79.6 79.4 77.7 77.1
PenLP 79.2 76.8 82.2 82.0 79.9 79.2

In-template LP 85.0 84.2 84.6 84.5 84.1 81.3
In-template MeanLP 83.1 82.6 83.2 83.1 82.8 80.5
In-template PenLP 84.4 83.5 84.5 84.3 83.6 81.2
In-template compar. LP 76.4 66.0 75.2 69.8 67.7 63.6

A/B prompting 79.5 83.9 81.9 83.6 81.5 82.8
Yes/No prob comp 77.8 89.3 85.6 87.5 89.2 87.4

(a) BLiMP

Llama-3 Llama-3-Instruct Yi-1.5 Yi-1.5-Chat Qwen2 Qwen2-Instruct

LP 83.2 80.4 86.8 85.3 85.4 85.4
MeanLP 74.5 71.7 75.9 74.5 74.5 74.3
PenLP 80.3 77.7 84.3 82.3 82.2 82.0

In-template LP 86.1 83.2 87.9 87.8 88.2 86.5
In-template MeanLP 80.7 78.5 80.4 81.0 78.9 79.0
In-template PenLP 83.6 81.1 85.1 84.7 83.8 83.5
In-template compar. LP 72.2 61.6 68.2 67.3 74.2 63.5

A/B prompting 71.7 74.2 78.6 79.7 83.2 82.5
Yes/No prob comp 78.1 78.4 79.7 82.1 87.5 84.3

(a) CLiMP

Table 11: Percentage max accuracy by method and model. The bold font denotes the best scores. Underlines denote
the second best.

D.2 Why A/B prompting does not perform well

BLiMP CLiMP

Llama-3 Llama-3
-Inst. Mixtral Mixtral

-Inst. Qwen2 Qwen2
-Inst. Llama-3 Llama-3

-Inst. Yi-1.5 Yi-1.5
-Chat Qwen2 Qwen2

-Inst.

55.0 56.6 70.1 45.9 54.0 45.7 70.5 72.8 52.7 46.7 35.9 46.1

Table 12: Percentage proportion of A in the predictions of A/B prompting (averaged over templates) by model.

The low performance of A/B prompting can be partly attributed to a preference for a specific choice
identifier, A or B. Table 12 shows all models except for Yi-1.5 models are at least 7 points more likely to
predict one choice over the other one, even though the gold label is sampled from a uniform distribution.
This suggests that the current LLMs suffer from selection bias on multiple choices as argued by Zheng
et al. (2024).



D.3 Is Yes/No prob comp strong where the acceptable sentence is longer than the unacceptable?
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Figure 6: Correlation between the token-length difference (|sacceptable|−|sunacceptable|) and the accuracy difference
(accuracy Yes/No prob comp − accuracy In−template LP) by model. Each dot represents a paradigm. Plots are
annotated with the Pearson correlation coefficient r.

Figure 6 shows that Yes/No prob comp is not particularly accurate compared to in-template LP in
phenomena where the acceptable sentence is, on average, longer than the unacceptable one. We only find
no or weak negative correlations between the accuracy difference and token-length difference.



D.4 Voting Ensembles

Llama-3 Llama-3-Instruct Mixtral Mixtral-Instruct Qwen2 Qwen2-Instruct

Ensemble P-only 76.0 89.0 85.4 84.4 89.5 87.0
Ensemble Mix-P3 82.7 89.7 87.5 86.6 90.2 87.7
Ensemble Mix-L3 86.1 86.3 86.5 86.4 86.7 84.8
Ensemble L-only 85.1 84.1 84.6 84.3 84.3 81.0

In-template LP (oracle) 85.0 84.2 84.6 84.5 84.1 81.3
Yes/No prob comp (oracle) 77.8 89.3 85.6 87.5 89.2 87.4

(a) BLiMP

Llama-3 Llama-3-Instruct Yi-1.5 Yi-1.5-Chat Qwen2 Qwen2-Instruct

Ensemble P-only 76.0 76.6 78.4 81.9 87.6 84.1
Ensemble Mix-P3 79.1 78.4 79.9 83.9 89.4 87.1
Ensemble Mix-L3 87.1 83.8 88.7 88.9 90.5 89.4
Ensemble L-only 86.1 83.0 88.0 87.7 88.4 87.0

In-template LP (oracle) 86.1 83.2 87.9 87.8 88.2 86.5
Yes/No prob comp (oracle) 78.1 78.4 79.7 82.1 87.5 84.3

(b) CLiMP

Table 13: Percentage accuracy of voting ensembles of in-template LP and Yes/No prob comp, with the oracle (max)
accuracy by single methods (best template). The bold font denotes the best ensemble score. Underlines denote
oracle results surpassing the best ensemble result.
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