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Abstract

In the current digital landscape, distinguish-
ing between text generated by humans and that
created by large language models has become
increasingly complex. This challenge is exac-
erbated by advanced LLMs such as the Gem-
ini, ChatGPT, GPT-4, and LLaMa, which can
produce highly sophisticated, human-like text.
This indistinguishability introduces a range of
challenges across different sectors. Cyberse-
curity increases the risk of social engineering
and misinformation, while social media aids
the spread of biased or false content. The ed-
ucational sector faces issues of academic in-
tegrity, and within large, multi-team environ-
ments, these models add complexity to manag-
ing interactions between human and Al agents.
To address these challenges, we approached
the problem as a binary classification task us-
ing an English-language benchmark COLING
dataset. We employed transformer-based neu-
ral network models, including BERT, Distil-
BERT, and RoBERTa, fine-tuning each model
with optimized hyperparameters to maximize
classification accuracy. Our team, CNLP-NITS-
PP has achieved the 23" rank in subtask 1 at
Coling-2025 for machine-generated text detec-
tion in English with a Main Score (F1 Macro)
of 0.6502 and micro-F1 score of 0.6876.

1 Introduction

Large Language Models (LLMs) represent a signif-
icant advancement in Natural Language Processing
(NLP), advancing development in applications such
as machine translation, text analysis, text genera-
tion, and question answering (Bommasani et al.,
2021; Chowdhery et al., 2023). In academic, in-
dustrial, and everyday contexts, the increasing de-
ployment of LLM-powered applications, such as
ChatGPT!, highlights their transformative poten-
tial. However, this rapid integration also under-
scores the importance of understanding their capa-

"https://chatgpt.com/

bilities and limitations to manage expectations and
address ethical, societal, and technical challenges
effectively (Bender et al., 2021).

Detecting Al-Generated Text (AGT) focuses
on leveraging Artificial Intelligence (A/) to iden-
tify and distinguish content produced by Al from
Human-Written Text (HWT). This area has gained
significant importance due to the rapid advance-
ments in Deep Learning (DL), which have enabled
widespread applications of AGT in content cre-
ation, virtual assistants, and more. However, these
developments also introduce challenges, including
the propagation of misinformation, potential pri-
vacy violations, and ethical risks (Al-kfairy et al.,
2024). Consequently, AGT detection has emerged
as a critical domain in Al research, aimed at miti-
gating these challenges and ensuring accountability
in using generative Al technologies (Bender et al.,
2021).

AGT detection research has emerged as a critical
area within NLP, driven by advancements in DL.
The introduction of robust models, such as Recur-
rent Neural Networks (RNN) (Lipton, 2015), Long
Short-Term Memory Networks (LSTM) (Hochre-
iter, 1997), and Transformers (Vaswani, 2017), has
significantly enhanced Al capabilities in text gen-
eration. These models now produce high-quality
content, including articles, dialogues, and news
reports. However, their misuse poses substantial
risks, such as disseminating misinformation, decep-
tion of readers, and propagation of harmful content.

DL plays a pivotal role in generating AGT. DL
models can produce realistic and coherent text by
analyzing linguistic patterns and structures through
training on extensive datasets. Pre-Trained Lan-
guage Models (PLMs) based on the Transformer ar-
chitecture (e.g., GPT-3, BERT) have demonstrated
exceptional performance across various NLP tasks,
contributing significantly to AGT development
(Vaswani, 2017; Brown, 2020).

However, the widespread adoption of DL tech-
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niques for AGT generation has raised several chal-
lenges. These include the potential for spreading
misinformation, such as Al-generated fake news
and deceptive advertisements that could influence
public opinion (Al-kfairy et al., 2024). Addition-
ally, personal data may be exploited to generate
misleading or targeted fraudulent content (Bender
et al., 2021). Furthermore, DL-powered Al can be
misused to create inappropriate material, includ-
ing violent, pornographic, or hate speech content,
which may be widely disseminated (Zellers et al.,
2019).

Numerous researchers are developing strategies
to detect and identify problematic content to ad-
dress the challenges associated with AGT. These
strategies include rule-based and statistical ap-
proaches, as well as ML techniques like Support
Vector Machines (SVM) and Random Forests (RF),
which are commonly used for building detection
models (Aristantia et al., 2024). Additionally, com-
bining these techniques with DL models, such as
those based on the Transformer architecture, is be-
ing explored to improve detection accuracy. This
paper introduces a tool designed to detect LLM-
generated Al text using Transformer-based models
to improve detection accuracy and provide insights
for future research.

2 Related Work

Various commercial and open-source tools, such
as GPTZero, ZeroGPT2, Al Content Detector, and
GPT-2 Output Detector (Mitchell et al., 2023), have
emerged to detect Al-generated content effectively.
Additionally, active research focuses on curating
specialized datasets and determining which fea-
tures and classifiers can enhance classification per-
formance. For example, (Yu et al., 2023) compiled
a dataset of human and Al-generated abstracts to
assess commercial and non-commercial detection
systems, though the dataset is currently limited to
English.

Recent studies have experimented with differ-
ent detection methodologies, such as using XG-
Boost classifiers (Shijaku and Canhasi, 2023), de-
cision tree algorithms (Zaitsu and Jin, 2023), and
transformer-based models (Guo et al., 2023). No-
tably, analyzed text from English customer re-
views, developing a transformer-based classifier
that achieved a classification accuracy of 79%.
These efforts demonstrate a trend toward optimiz-

Zhttps://www.zerogpt . com/

ing detection systems, enhancing reliability, and
expanding detection capabilities across various lan-
guages and text types.

3 Proposed Methodology

3.1 Problem Statement

Given the rapid advancements and adoption of
LLMs, it is increasingly challenging to differen-
tiate between HWT and AGT. Identifying AGT
can be defined as a classification problem: deter-
mining whether a given sequence of words S =
{w1,wa, ..., w,} was generated by an Al model
or by a human.

Formally, let S represent a text sample of n
words. The problem can then be framed as:

* Input: A text sample S where S =

{wy,wa, ..., wy}.
* Output: A binary label y € {0, 1}, where:

— y = 0 denotes HWT,
— y = 1 denotes AGT.

3.2 Dataset Description

In the COLING Workshop on MGT Detection Task
1, a binary classification approach is employed to
distinguish whether a given text is generated by an
Al or authored by a human (Wang et al., 2025).
A diverse dataset is compiled by initially gath-
ering English-language datasets, including HC3
(Guo et al., 2023), MAGE (Li et al., 2024), and
MA4GT (Wang et al., 2024). These datasets are
subsequently merged and refined into a final con-
solidated dataset for further analysis. The statistical
properties of the refined dataset are presented in
Table 1. In contrast, Figure 1 visually compares the
training and development datasets.

English
Label Train Count | Dev Count
Human 228,922 98,328
Al 381,845 163,430
Total 610,767 261,758

Table 1: Dataset Label Counts for English Train and
English Dev

3.3 System Description

This paper presents our methodology and results
for the MGT Detection Task 1, which focuses on
identifying AGT. The primary objective of this task
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Figure 1: Visually compared to Train and Dev dataset

Parameter Value
Activation Function | Sigmoid
Optimizer AdamW
Loss Function binary_crossentropy
Learning Rate 2x10°°
Batch Size 16
Number of Epochs 03
Dropout 0.2
ModelCheckpoint Yes
EarlyStopping Yes
Patience 5

Table 2: Hyperparameters utilized across all experi-
ments

is to classify whether a given text segment has been
produced by a machine or authored by a human.
Our participation was specifically in Subtask A,
which deals exclusively with English texts.

We employed a two-pronged approach combin-
ing the fine-tuned DistiIBERT model (Sanh, 2019),
optimized for capturing semantic nuances, and a
rule-based feature extraction strategy. Key hyper-
parameters were adjusted to enhance performance
for the task as shown in Table 2.

In parallel, we implemented a rule-based ap-
proach to extract a set of linguistic and statistical
features that could complement the semantic in-
sights of the model. These features included mea-
sures such as Average Line Length, Vocabulary
richness, Word Density, and Part-Of-Speech
(POS) tag distributions, computed for each text
sample. Such features were chosen based on their
potential to highlight subtle stylistic and structural
differences between HWT and AGT. The following
sample text is from the COLING dataset.

Sample text = “Hitler’s plans for the succession
and power structure after his death are shrouded
in mystery, as he never explicitly wrote down his
intentions. However, it is known that he designated
several potential successors, including Heinrich
Himmler, Hermann Goring, and Joseph Goebbels,
each with their own strengths and weaknesses."

Average Line Lenght: In NLP, the average line
length refers to the mean number of words per line
in a given text dataset (Guo et al., 2023).

Total word count

A line length = !
verage line leng Total line count )

For example, consider the above sample text:
Total word count = 63, Total line count = 2. Thus,
the average line length is 31.5 words per line.

Vocabulary Richness: It quantifies the unique-
ness of words within a given text (Guo et al., 2023).

Total Number of Words

Vocabulary Richness =
ocabuiary BICHESS = Jumber of Unique Words

2
For the above sample text, the number of unique
words is 43, and the total number of words is 63,
so we got the vocabulary richness as 0.746.
Word Density: In NLP, word density measures
the concentration of unique words in a given text
(Guo et al., 2023).

100 - Vocabulary Size
No of Lines - Average Line L%l)

For the above sample text, the unique word count
is 43, the average line length is 31.5, and the num-
ber of lines is 2, so we got the word density as
74.6.

Part-Of-Speech tag: POS tags are labels as-
signed to each word in a text to indicate its gram-
matical category, such as noun, verb, adjective, etc
(Guo et al., 2023).

The above sample text contains various POS dis-
tributed as follows: Nouns (NN, NNS, NNP, NNPS)
appear 13 times, with words like “plans"”, “succes-
sion", “power", and proper nouns like “Himmler",
“Goebbels", and “Goring." Verbs (VB, VBD, VBG,
VBN, VBP, VBZ) are used 7 times, including “are,"
“shrouded," “wrote," and “designated." Punctuation
marks (., ,, 5, (, ), ", 7, ““5 1 2, ;, -) occur 7
times, such as in “mystery"”, “death", and “inten-
tions". Determiners (DT, PDT, WDT) appear 6
times, including words like “the" and “his". Pro-
nouns (PRP) are used 6 times, such as “his," “he,"
and “it". Proper nouns (NNP, NNPS) also occur 7
times, such as “Hitler’s", “Heinrich", and “Himm-
ler". Adjectives (JJ, JJR, JJS) appear 2 times with
words like “potential” and “own". Auxiliary verbs
(MD) do not appear in the text. Adverbs (RB, RBR,
RBS) are used 3 times, including “never” and “ex-
plicitly". Particles (RP) appear once with “down".

Word Density =
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Subordinating conjunctions (IN) are used 6 times,
including “for," “after," and “that". Numbers (CD)
are absent in this text. Foreign words (FW) and
interjections (UH) do not appear. Prepositions (IN)
like “for" and “with" are used 6 times. Symbols
(SYM) and spaces (SP) are not present, and coordi-
nating conjunctions (CC) such as “and" appear 3
times.

The extracted linguistic features were subse-
quently integrated with the DistilBERT-based em-
beddings, creating a hybrid feature set that com-
bines text-based and numerical characteristics.
This integration aimed to enhance the system’s abil-
ity to distinguish between the two types of content
by leveraging deep semantic understanding and
surface-level textual patterns. Below is the archi-
tecture description.

Architecture Description: The custom model
architecture described in Figure 2 combines a
pre-trained DistilBERT model with additional fea-
ture processing for sequence classification. The
model uses the DistilBERTForSequenceClassi-
fication module, which includes the DistilBERT-
Model for generating contextual embeddings. The
model leverages a transformer-based architecture,
comprising six layers of TransformerBlocks, each
consisting of MultiHeadSelfAttention and a Feed-
Forward Network (FFN) with GELU activation.
These blocks enable the model to capture complex
relationships within input sequences. The model
further incorporates a pre-classifier layer that re-
fines the BERT output by projecting it to a 768-
dimensional space, followed by a final classifier
layer that reduces the dimensionality to two output
nodes for classification. A dropout layer with a 0.2
rate is also used to prevent overfitting. Beyond the
BERT layers, the model also integrates a fully con-
nected layer (feature_fc) that processes additional
input features, followed by a ReLU activation and
another dropout layer (0.3 rate). It is important to
note that the additional features are not separately
normalized, and the activation function (ReLU) is
applied directly within the neural network layers,
which ensures that normalization is not exclusively
used on the features. Finally, the outputs from the
BERT model (768) and the additional features from
the neural network layer with ReLLU activation (64)
are concatenated and passed through a final clas-
sifier layer (832 input features) and subjected to a
sigmoid activation function, which outputs prob-
abilities for each of the two classes. This design
combines the robust contextual understanding of

DistilBERT with additional feature-based inputs
for enhanced predictive performance in sequence
classification tasks.

(832.2)

Input
Encoder

—_—
Xt only LLM

(DistiBERT)

(768)

Qutput

Human: 0
NN
Layer
(37.84)
Linguistic (Sigmoid)
Feature NN OQutput

Extraction Layer Al: 1
\ (64)
(ReLU)

Figure 2: Training Architecture for AGT Detection

Our final system demonstrated strong perfor-
mance, achieving an F1 score of 0.6513 on the
test set for Subtask A. This placed us 23" out of
36 participating teams, reflecting the competitive-
ness of our approach. While there is room for
further improvement, our results underscore the ef-
fectiveness of combining transformer-based em-
beddings with handcrafted linguistic features,
showcasing the potential of hybrid models in Al
text detection tasks.

3.4 Results Analysis

The comparison between the baseline results in
Table 3 and the results obtained using linguistic
features in Table 4 underscores the significant ben-
efits of incorporating linguistic features. Training
accuracy increased notably from 84.28 to 92.32,
accompanied by a substantial reduction in training
loss from 0.355 to 0.193. Validation metrics also
showed measurable improvements, with accuracy
rising from 79.25 to 81.62 and the F1-score increas-
ing from 0.773 to 0.818. These results highlight
linguistic feature’s efficacy in enhancing training
and validation performance, indicating their value
in improving model robustness and generalization.
The results from the leaderboard are displayed
in Table 5, showcasing our team’s achievements.
These results were achieved using the DistilBERT
model enhanced with linguistic features, with hy-
perparameters tuned as illustrated in Table 2.

4 Conclusion

Our approach to the MGT Detection Task 1 ef-
fectively combined DistilBERT’s semantic em-
beddings with rule-based linguistic features and
hyperparameters. This hybrid strategy enhanced
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Epoch | Dataset | Accuracy | Loss | F1 Score
1 Train 0.842 0.355 0.835
Val 0.792 0.631 0.773
2 Train 0.878 0.286 0.872
Val 0.799 0.343 0.801
3 Train 0.890 0.225 0.895
Val 0.801 0.372 0.804

Table 3: Baseline Results for Training and Validation
Metrics

Epoch | Dataset | Accuracy | Loss | F1 Score
| Train 0.858 0.323 0.863
Val 0.808 0.428 0.812
) Train 0.894 0.253 0.897
Val 0.815 0.433 0.816
3 Train 0.923 0.193 0.925
Val 0.816 0.486 0.818

Table 4: Training and Validation Metrics Using Linguis-
tic Features

the model’s ability to distinguish between human-
written and Al-generated text. The model showed
steady improvement during training, with training
accuracy rising from 85.83 to 92.32 and the F1
score increasing from 0.863 to 0.925. On the test
set, our system achieved a Main F1 Macro score
of 0.6502 and an Auxiliary F1 Micro score of
0.6876, ranking 23 out of 36 teams. These results
demonstrate the effectiveness of our feature inte-
gration approach, though future work should focus
on improving generalization through better feature
selection and regularization.

Task
English

Main (F1 Macro)
0.6502

Auxiliary (F1 Micro)
0.6876

Table 5: Test Results by Leaderboard
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