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Abstract

In the context of online platforms, identify-
ing misogynistic content in memes is crucial
for maintaining a safe and respectful environ-
ment. While most research has focused on
high-resource languages, there is limited work
on languages like Tamil and Malayalam. To
address this gap, we have participated in the
Misogyny Meme Detection task organized by
DravidianLangTech@NAACL 2025, utilizing
the provided dataset named MDMD (Misog-
yny Detection Meme Dataset), which consists
of Tamil and Malayalam memes. In this pa-
per, we have proposed a multimodal approach
combining visual and textual features to detect
misogynistic content. Through a comparative
analysis of different model configurations, com-
bining various deep learning-based CNN ar-
chitectures and transformer-based models, we
have developed fine-tuned multimodal models
that effectively identify misogynistic memes in
Tamil and Malayalam. We have achieved an F1
score of 0.678 for Tamil memes and 0.803 for
Malayalam memes.

1 Introduction
The rapid proliferation of social media has enabled
the widespread sharing of memes, which are often
used to express humor, ideas, or opinions. How-
ever, this medium is also increasingly being mis-
used to propagate harmful ideologies, including
misogyny. Therefore, detecting misogynistic con-
tent in memes has become essential for mitigating
hate speech and ensuring online safety.

Many works have been done on harmful meme
detection (Sharma et al., 2022), (Lin et al., 2024),
(Gu et al., 2024), (Pramanick et al., 2021), but
only a limited number of studies have specifi-
cally focused on misogyny meme detection (Srivas-
tava, 2022), (Fersini et al., 2019), (Habash et al.,
2022). Most of the existing research in misogyny
detection has concentrated on high-resource lan-
guages like English, Hindi, and Arabic (Singh et al.,

2024), (Srivastava, 2022), (Mulki and Ghanem,
2021), (Mahdaouy et al., 2022), leveraging large-
scale datasets and advanced techniques and mod-
els. However, research in low-resource languages
such as Tamil and Malayalam has been scarce (Ra-
jalakshmi et al., 2023), (Ghanghor et al., 2021),
(Chakravarthi et al., 2024), leaving a significant
gap in addressing this issue in multilingual and
diverse online communities.

Figure 1: Example of a misogynistic and a non-
misogynistic meme in Tamil

To address this gap, the task of Misogyny Meme
Detection was introduced as part of Dravidian-
LangTech@NAACL 2025. For this task, the or-
ganizers have provided a dataset named MDMD
(Misogyny Detection Meme Dataset) for memes
in the Tamil and the Malayalam languages (Pon-
nusamy et al., 2024), consisting of both misogynis-
tic and non-misogynistic memes. The details of this
shared task and its findings have been thoroughly
presented in the overview paper (Chakravarthi et al.,
2025).

Our objective has been to develop a multimodal
model that effectively detects misogynistic memes
in Tamil and Malayalam by combining both visual
and textual elements. To achieve this, we have
employed various CNN-based architectures and
transformer-based models and conducted a com-
parative analysis of different multimodal model
configurations.
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Our main contributions are as follows:

• We have developed fine-tuned multimodal
models that can effectively detect misogynis-
tic memes in Tamil and Malayalam.

• We have conducted a comparative analysis
of various model configurations, combining
different transformer-based models with CNN
backbones.

The implementation details are available in this
GitHub repository1.

2 Related Work
Recent research has focused on multimodal ap-
proaches for detecting harmful content in memes,
particularly misogynistic and offensive memes.

Several studies have proposed frameworks that
fuse both text and image features to improve detec-
tion accuracy. For instance, the MISTRA frame-
work has been developed by utilizing variational
autoencoders for dimensionality reduction of im-
age features and combining them with text embed-
dings to detect misogynous memes (Jindal et al.,
2024). In (Pramanick et al., 2021), the authors
have introduced MOMENTA, a multimodal deep
neural network that analyzes both global and lo-
cal perspectives within memes to detect harmful
content. Additionally, a large-scale Hindi-English
code-mixed dataset has been introduced in (Singh
et al., 2024), focusing on misogynous meme detec-
tion using multimodal fusion methods.

The authors in (Gu et al., 2024) have proposed
the SCARE framework, which addresses multi-
modal alignment by maximizing the mutual infor-
mation between image and text features while en-
hancing intra-modal representation learning. Fur-
thermore, in (Habash et al., 2022), an ensemble
of models has been utilized by combining multi-
ple multimodal deep learning models for detecting
misogynous content.

In the field of multilingual meme detection, the
DravidianLangTech-2022 shared task in (Das et al.,
2022) has explored meme detection in Tamil, show-
ing that fusing text-based and image-based models
improves performance for troll meme classifica-
tion. The authors in (Ghanghor et al., 2021) have
focused on offensive language identification and
troll meme classification in multiple Dravidian lan-
guages. Moreover, in (Chakravarthi et al., 2024),

1https://github.com/Sajid064/
Misogyny-Meme-Detection

an overview of the first shared task on ’Multitask
Meme Classification - Unraveling Misogynistic
and Troll Memes in Online Memes’ has been pre-
sented, focusing on Tamil and Malayalam memes.

3 Dataset
The Misogyny Meme Detection task of Dravidi-
anLangTech@NAACL 2025 consisted of two sub-
tasks: one for the Tamil language and the other for
the Malayalam language. We were provided with
the MDMD dataset, which contains memes and text
transcriptions for each language, annotated as ei-
ther misogynistic or non-misogynistic (Ponnusamy
et al., 2024).

Tamil Dataset
Category Train Dev Test

Non-Misogyny 851 210 267
Misogyny 285 74 89

Total 1136 284 356

Table 1: Dataset distribution for Tamil memes.

Malayalam Dataset
Category Train Dev Test

Non-Misogyny 381 97 122
Misogyny 259 63 78

Total 640 160 200

Table 2: Dataset distribution for Malayalam memes.

Tables 1 and 2 present the dataset distribution
for the Tamil and Malayalam languages, respec-
tively. The Tamil language consisted of 1,336 train-
ing samples, 284 validation samples, and 356 test
samples, while the Malayalam consisted of 640
training samples, 160 validation samples, and 200
test samples.

We can see that the dataset is highly imbalanced,
with non-misogynistic memes significantly out-
numbering misogynistic ones. Additionally, many
text transcriptions have contained code-mixed text,
combining English with Tamil or Malayalam. The
images have also included redundant elements such
as social media logos, profile names, and icons.

4 Methodology
This section presents our approach for misogyny
meme detection in Tamil and Malayalam. The
methodology consists of four main components:
input modalities, preprocessing, feature extraction,
and cross-modal attention and fusion. Figure 2
summarizes the model architecture.
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Figure 2: Model architecture of our proposed multimodal approach for misogynistic meme detection

4.1 Input Modalities

We have utilized two primary input modalities:

• Text Modality: Textual data has been ob-
tained from transcriptions and processed us-
ing a transformer-based language model.

• Image Modality: Images corresponding to
the textual descriptions have been processed
using a deep convolutional neural network
(CNN) backbone.

4.2 Preprocessing

4.2.1 Text Processing
The text data have been pre-processed using the
BERT tokenizer to convert raw text into input to-
ken sequences. We have used padding to ensure
that all sequences are of uniform length. We have
truncated the sequences if they exceed the max-
imum length. Then, we applied attention mask-
ing to distinguish real tokens from padding tokens.
The processed tokens, including the attention mask,
have then been fed into a pre-trained Tamil BERT
model.

4.2.2 Image Processing
The images have been resized to 224× 224 pixels
for consistency and to match the input requirements
and normalized for faster convergence.

4.3 Feature Extraction

4.3.1 Text Feature Extraction
We have utilized multiple transformer-based mod-
els for text feature extraction. For both Tamil
and Malayalam datasets, we have employed two

general-purpose multilingual models (mBERT and
Indic-BERT) to ensure robust multilingual rep-
resentations. Additionally, we have used two
language-specific BERT models: Tamil-BERT for
Tamil texts and Malayalam-BERT for Malayalam
texts. Each input text has been tokenized and
passed through the transformer-based models, and
we have extracted the pooler_output representa-
tion from the final transformer layer.

4.3.2 Image Feature Extraction

For image-based feature extraction, we have ex-
perimented with multiple deep CNN architectures,
including ResNet50, MobileNetV2, and Efficient-
NetB7. These models have been initialized with
ImageNet pre-trained weights, and their fully con-
nected layers have been removed to obtain mean-
ingful feature representations.

4.4 Cross-Modal Attention and Fusion

To effectively combine textual and visual informa-
tion, a cross-modal attention mechanism has been
applied so that the model can focus on the most
relevant aspects of both modalities by computing at-
tention scores between text and image features. For
fusion, we have employed both the Hadamard prod-
uct and concatenation techniques. The Hadamard
product has been used for element-wise interaction
between the attended image and text features, and
the concatenated representation has been used to
preserve distinct modality-specific characteristics.
Finally, the fused features have then been passed
through dense layers for final classification.
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5 Experimental Setup
The parameter setups for our multimodal model are
displayed in Table 3.

Parameter Value
Optimizer Adam

Loss Function Binary Crossentropy
Learning Rate 1e−4

Learning Rate
Scheduler

Factor: 0.5
Patience: 3

Min lr: 1e−7

Early Stopping Patience: 10
Batch Size 8

Epochs 100

Table 3: Training Parameter Settings

6 Experimental Findings
In this section, we have provided the experimental
results of our proposed model. Table 4 shows a
comparative analysis of different model configura-
tions, combining various BERT variants with CNN
backbones by evaluating the Micro-F1 score on the
test samples of the Tamil (TAM) and Malayalam
(MAL) datasets.

BERT
Variants

CNN
Backbone

F1 Score
TAM MAL

mBERT
ResNet50 0.621 0.710

MobileNetV2 0.596 0.681
EfficientNetB7 0.644 0.742

Indic-BERT
ResNet50 0.573 0.717

MobileNetV2 0.566 0.694
EfficientNetB7 0.598 0.728

Tamil-BERT
ResNet50 0.647 -

MobileNetV2 0.658 -
EfficientNetB7 0.678 -

Malayalam
-BERT

ResNet50 - 0.794
MobileNetV2 - 0.773
EfficientNetB7 - 0.803

Table 4: Performance comparison of different models
using various BERT variants and CNN backbones

Among the general-purpose multilingual mod-
els, we have observed that the mBERT model
consistently outperforms the Indic-BERT model
across all the CNN backbones used (ResNet50,
MobileNetV2, and EfficientNetB7). The combina-
tion of mBERT and EfficientNetB7 has achieved
the highest F1 score of 0.644 for Tamil memes and
0.742 for Malayalam memes. In contrast, Indic-
BERT with EfficientNetB7 has obtained a lower F1

score of 0.598 for Tamil and 0.728 for Malayalam.
For language-specific models, Tamil-BERT

paired with EfficientNetB7 has demonstrated supe-
rior performance for Tamil memes by achieving the
highest F1 score of 0.678 and surpassing all multi-
lingual models. Similarly, Malayalam-BERT with
EfficientNetB7 has achieved the highest F1 score
of 0.803 for Malayalam memes by outperforming
other configurations. These results indicate that
while multilingual models like mBERT have per-
formed well, language-specific models fine-tuned
on their respective languages have yielded better
results.

7 Error Analysis

From Table 1 and 2, we have observed that
the distribution of Tamil memes is highly imbal-
anced, with a significantly larger number of non-
misogynistic samples compared to misogynistic
samples. This has led to lower F1 scores as our
model has struggled with the minority class. In con-
trast, the class distribution of Malayalam memes is
slightly more balanced, leading to comparatively
improved performance. Additionally, the overall
dataset size is quite limited, which has restricted
the model’s ability to generalize effectively. An-
other major challenge has been the presence of
code-mixed text, where many transcriptions have
been in English-written Tamil/Malayalam or a com-
bination of English and Tamil/Malayalam words.
This has made it harder for BERT models to extract
proper features. Furthermore, a significant number
of images in the dataset contained redundant ele-
ments such as social media icons, profile names,
and profile photos, which have introduced noise
into the learning process. These distractions have
also contributed to some misclassifications.

8 Conclusion

In this paper, we have developed fine-tuned mul-
timodal models for the detection of misogynistic
memes in Tamil and Malayalam. Through a com-
parative analysis of various model configurations,
combining transformer-based models with CNN
backbones, we have found that language-specific
BERT models combined with powerful CNN archi-
tectures, such as EfficientNet, achieved the highest
results for both languages. In the future, we plan
to experiment with more advanced models, such
as Vision Transformers (ViT), and explore tech-
niques to mitigate the dataset imbalance issue for
enhanced performance.
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9 Limitations
While our proposed approach has shown promis-
ing results, certain limitations have remained. The
availability of labeled data has been limited, which
has impacted the ability of our model to general-
ize effectively to unseen instances. Additionally,
the approach has not explicitly accounted for the
cultural and linguistic subtleties of the Tamil and
Malayalam languages, which may have influenced
classification accuracy. Moreover, pre-trained mod-
els have inherited biases from their training data,
and the multimodal fusion process has faced chal-
lenges in capturing implicit or sarcastic expressions
of misogyny.
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