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Abstract

We introduce HRMCR (HAE-RAE Multi-Step
Commonsense Reasoning), a benchmark de-
signed to evaluate large language models’ abil-
ity to perform multi-step reasoning in cultur-
ally specific contexts, focusing on Korean. The
questions are automatically generated via tem-
plates and algorithms, requiring LLMs to inte-
grate Korean cultural knowledge into sequen-
tial reasoning steps. Consistent with prior obser-
vations on emergent abilities, our experiments
reveal that models trained on fewer than 2·1025
training FLOPs struggle to solve any questions,
showing near-zero performance. Beyond this
threshold, performance improves sharply. State-
of-the-art models (e.g., O1) still score under
50%, underscoring the difficulty of our tasks.
Notably, stepwise analysis suggests the ob-
served emergent behavior may stem from com-
pounding errors across multiple steps rather
than reflecting a genuinely new capability. We
publicly release the benchmark and commit to
regularly updating the dataset to prevent con-
tamination.

1 Introduction

Large language models (LLMs) have shown no-
table success in solving complex reasoning tasks
across STEM (Rein et al., 2023) and mathemat-
ics (Cobbe et al., 2021), facilitated by methods
such as chain-of-thought prompting (Wei et al.,
2022b) and inference-time scaling (Brown et al.,
2024). However, it is unclear how beneficial these
high-level problem-solving abilities—particularly
for Olympiad-level math problems—are in real-
world, everyday scenarios. Moreover, most existing
reasoning benchmarks emphasize universal knowl-
edge (Hendrycks et al., 2021; Fang et al., 2024) that
remains constant across different cultures and lan-
guages. While these benchmarks (Ko et al., 2025)
effectively measure a model’s general reasoning
capabilities, they are less suited for evaluating the

Figure 1: The X-axis represents the training compute scale
in ExaFLOPs (1018 floating-point operations), calculated as
6×#parameters×#tokens following Kaplan et al. (2020). The
Y-axis indicates the performance of the models on HRMCR.

model’s proficiency in language-specific or cultur-
ally grounded reasoning.

To address this gap, we introduce HRMCR
(HAE-RAE Multi-Step Commonsense Reasoning),
a systematically generated benchmark that requires
LLMs to integrate Korean cultural knowledge into
multi-step reasoning. Our generation algorithm,
which uses randomly selected seeds, generates
questions and step-by-step solutions. Each of the
two subsets in our benchmark comprises 50 ques-
tions. We make the question–answer set publicly
available but withhold the algorithm itself to pre-
vent contamination and overfitting. Instead, we
commit to regularly updating the benchmark1.

As illustrated in Figure 1, models with fewer
than 2 · 1025 training FLOPs struggle to solve
any questions on the benchmark. Once training
surpasses this threshold, however, scores increase
sharply—a phenomenon often described as an
emergent ability. Despite this improvement, even
state-of-the-art (SOTA) LLMs (e.g., O1, GPT-4o,
Claude-3.5-Sonnet) fall below 50% accuracy, un-
derscoring the benchmark’s difficulty. Notably, a
stepwise performance analysis indicates that this
apparent “emergence” may stem from cumulative

1Link has been removed for anonymous submission. It
will be publicly available.

10



errors across multiple reasoning steps, rather than
a genuinely new capability.

2 Related Works

Korean Benchmarks Most publicly available
Korean benchmarks primarily focus on knowl-
edge (Son et al., 2024b; Kim et al., 2024; Son
et al., 2023) or safety (Lee et al., 2023a,b), leaving
a gap in assessing more advanced reasoning skills.
Consequently, the evaluation of Korean LLMs of-
ten relies on English benchmarks (Research et al.,
2024b,a; Yoo et al., 2024), to evaluate the reason-
ing capability of LLMs. This highlights the need
for Korean-specific reasoning benchmarks that de-
mand both linguistic and cultural competencies.

Multi-Step Reasoning As LLMs continue to en-
hance their reasoning abilities through improved
pre-training (Yang et al., 2024; Lu et al., 2024)
and post-training (Wu et al., 2024), many existing
benchmarks no longer pose meaningful challenges
or offer practical utility. Frontier LLMs (OpenAI,
2024) can now achieve near-expert performance
on specialized tasks (Rein et al., 2023; Gao et al.,
2024), prompting the creation of even more de-
manding problem sets (Glazer et al., 2024). How-
ever, those tasks often require domain-specific ex-
pertise—particularly in STEM—making them less
representative of the broader range of reasoning
tasks encountered in daily life.

One way to create challenging yet broadly acces-
sible questions is to design multi-step problems that
do not require deep expert knowledge. Such tasks
can be generated by concatenating simpler sub-
problems (Hosseini et al., 2024; Son et al., 2024a)
or by using template-based algorithms (Sprague
et al., 2023), with the latter offering greater di-
versity. Building on prior work, we develop a
fully algorithm-based benchmark that systemati-
cally generates multi-step reasoning problems de-
manding Korean commonsense knowledge. Addi-
tionally, we provide an automatic explanation gen-
erator, enabling more effective error analysis and
evaluation for each step of the reasoning process.

3 HRMCR

In this section, we introduce the HRMCR (HAE-
RAE Multi-Step Commonsense Reasoning) bench-
mark, describing its two subsets (Section 3.1) and
key design choices (Section 3.2).

3.1 Subsets

HRMCR comprises two subsets: Date and Zodiac,
each created to require multiple steps of reasoning.
We release 50 questions per subset.

Date The Date subset contains concise, two-
sentence questions involving Korean holidays and
traditional date expressions. To solve these, the
model must recall Korean cultural knowledge, per-
form basic arithmetic, and convert between solar
and lunar calendars. Each question requires a five-
step solution.

Zodiac The Zodiac subset features longer ques-
tions, typically spanning 10–12 lines. These tasks
require handling a range of Korean cultural ele-
ments—such as the country’s unique age system1,
conversational age expressions, and honorifics. The
model must then extract logical inferences from the
given premises and perform arithmetic to determine
the zodiac sign. Each solution requires seven steps
of reasoning at maximum.

3.2 Design Choice

Each subset is generated by a dedicated algorithm
comprising roughly 500 lines of code, and each
algorithm includes a built-in solution generator that
derives a gold-standard solution step-by-step. This
built-in solver is a unique feature of our benchmark,
as it facilitates comprehensive error analysis at each
reasoning stage.

Benchmark contamination has become a press-
ing issue (Xu et al., 2024; Zhang et al., 2024), and
one common approach to address it is using private
test sets (Chollet, 2019). However, private bench-
marks have drawbacks: over the long term, repeated
attempts can lead to overfitting, with models effec-
tively using the test scores as a training signal (Park
et al., 2024). Additionally, keeping questions pri-
vate hinders error analysis and limits opportunities
for diagnosing and improving model performance.
To balance these concerns, we publicly release our
test set but keep the exact generation code confiden-
tial. If contamination arises, we can easily regener-
ate a new question–answer set by varying random
seeds. By withholding the generation algorithm,
we ensure that every newly released set remains
unseen, making the benchmark more robust over
time.

Algorithm 1 illustrates the pseudo-code used to
create the Date questions, and the algorithm for the

1Korea calculates age differently from Western countries.
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Figure 2: Example of generated questions in the HRMCR benchmark. The figure showcases generated questions (left) alongside
their automatically generated solutions (right). The top panel represents the "date" subset, while the bottom corresponds to the
"zodiac" subset. Questions are translated into Korean to enhance accessibility.

Algorithm 1 Question Generator for Date Subset
Require: Database of cultural events with calendar types and dates

1: function GENERATEQUESTION

2: // Step 1: Select base components
3: year, event← Random(valid_year_range), RandomSelect(cultural_events)
4: cal_type← event.calendar_type
5: // Step 2: Select expressions
6: date_expr, target_cal← RandomSelect(date_expressions), RandomSelect(calendar_types)
7: // Step 3: Generate question
8: question← Template( year, event.name, date_expr, target_cal)

return question
9: end function

Zodiac subset is provided in Appendix A. Figure 2
and 5 show examples of generated questions and
their gold solutions.

4 Experimental Setup

In this section, we describe how responses were
generated (Section 4.1) and evaluated (Section 4.2).

4.1 Response Generation
We evaluate a total of 20 LLMs, including propri-
etary models such as GPT-4o, GPT-4o-Mini (Hurst
et al., 2024), O1, O1-Mini (Jaech et al., 2024),
and Claude-3.5-Sonnet (Anthropic, 2024), as well
as open models like Qwen2.5 (Yang et al., 2024),
Llama3 (Dubey et al., 2024), Exaone3.5 (Research
et al., 2024a), and DeepSeek3 (DeepSeek-AI et al.,
2024). All models are evaluated in a greedy setting.
For models up to 32B parameters, we run inference

on a local GPU server; larger models are accessed
via the OpenRouter API.1 For additional details on
the evaluated models, see Appendix A.

4.2 Response Evaluation

For evaluation, we use GPT-4o as an LLM-as-a-
Judge (Zheng et al., 2023). The judge takes the
question, the model-generated response, and the
gold step-by-step solution. As shown in Figure 4
(Appendix A), the judge first provides a brief com-
parison with the gold solution and then determines
whether the model’s response is correct. If it is
incorrect, the judge identifies the specific step
at which the error occurred. All evaluations use
greedy decoding.

1https://openrouter.ai/
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Figure 3: Breakdown of performance results for selected steps in the Zodiac subset. The green line represents the regression
line, the blue points are instances used for fitting the regression, and the red points represent the test set. Only at the last step, the
regression fails. For the entire results, see Appendix B.

5 Evaluation Results

Models Date Zodiac Av.

o1 34 56 45
GPT-4o 28 32 30
DeepSeek-V3 32 14 23
Claude-3.5-Sonnet 34 8 21
Qwen2.5-72B 4 20 12
Llama3.1-405B 6 18 12
EXAONE3.5-32B 0 2 1

Table 1: Evaluation results on HRMCR. We only display the
performance of top-performing models per model family. The
best-performing model is highlighted in bold.

Table 1 presents the evaluation results, from
which we derive three key observations. First, the
HRMCR benchmark is highly challenging: lead-
ing models such as GPT-4o, DeepSeek-V3, and
Claude-3.5-Sonnet all score under 30%. This is
particularly noteworthy given that the benchmark
is built on fixed, deterministic rules rather than spe-
cialized domain knowledge. Second, OpenAI’s lat-
est reasoning-oriented LLM, O1, achieves an aver-
age score of 45, substantially outperforming earlier
models. This suggests that inference-time scaling
can generalize effectively to previously unseen do-
mains. Finally, EXAONE3.5-32B, despite its size,
shows near-zero performance on the benchmark.
This indicates that solving HRMCR requires not
just model scale but also advanced training strate-
gies and sufficient computational resources.

6 The Emergent Mirage

Emergent at First Sight Emergent capability
refers to abilities absent in smaller models but
present in larger ones, making them unpredictable
based solely on the performance of smaller mod-
els (Wei et al., 2022a). In Figure 1, we plot the per-

formance of 19 models, with log compute on the X-
axis and average performance on HRMCR on the
Y-axis. Models exhibit near-zero performance until
reaching 2·1025 training FLOPs, followed by a sud-
den upsurge between Exaone3.5-32B and Qwen2.5-
14B. This indicates that performance is driven pri-
marily by training compute rather than model size:
Qwen2.5-14B outperforms EXAONE3.5-32B by
training on three times more tokens.

Alternative Interpretation Wei et al. (2022a)
suggests that the sudden "emergence" of abilities
may be attributed to multi-step reasoning. To inves-
tigate this hypothesis in our benchmark, we ana-
lyze the performance at each intermediate step. In
Figure 3, we plot step-wise accuracy and test for
emergent behavior using linear regression. We train
a regression model on smaller models (excluding
the top five performers) to predict performance at
each step. Surprisingly, while this regression accu-
rately predicts the performance of larger models
at all intermediate steps, it fails only at the final
step. This pattern holds for both Date and Zodiac
subsets, despite their final steps involving differ-
ent types of operations. Given that the final step in
the Zodiac subset involves basic arithmetic (sim-
ple division), which is not typically considered an
emergent capability, we propose an alternative in-
terpretation: rather than true emergence, this pat-
tern may result from error accumulation across
steps. We hypothesize that further decomposing
tasks into smaller steps would reveal purely lin-
ear performance trends, challenging the notion of
emergence in this context.

7 Conclusion

We introduced HRMCR, a Korean multi-step rea-
soning benchmark that combines cultural knowl-
edge with systematic generation. Our analysis re-
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vealed that seemingly emergent capabilities in
LLMs may be artifacts of accumulated errors,
prompting a reconsideration of how we evaluate
model capabilities.
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A Evaluated Models

Llama-3 (Dubey et al., 2024). The Llama-3 se-
ries, spanning from Llama-3 to Llama-3.3, com-
prises large language models ranging from 1 to 405
billion parameters developed by Meta. While these
multilingual models are pretrained on datasets com-
prising 9 to 15 trillion tokens across multiple lan-
guages, they do not officially support Korean. The
suite also provides instruction-tuned models.

Qwen2.5 (Yang et al., 2024). Qwen2.5 is a suite
of multilingual language models ranging from 0.5
to 72 billion parameters developed by Alibaba.
Each model within the series is pretrained on a
dataset of 18 trillion multilingual tokens, including
Korean. Furthermore, the Qwen2.5 series officially
support Korean and includes instruction-tuned vari-
ants for instruction-following.

DeepSeek-V3 (DeepSeek-AI et al., 2024).
DeepSeek-V3 is a Mixture-of-Experts (MoE) lan-
guage model with 671 billion parameters, utilizing
37 billion active parameters per token. It is trained
on a dataset of 14.8 trillion multilingual tokens,
making it robust across diverse languages and con-
texts. Additionally, they introduce the instruction-
tuned version of the model.

EXAONE-3.5 (Research et al., 2024a).
EXAONE 3.5 is a suite of multilingual language
models with sizes of 2.4B, 7.8B, and 32B pa-
rameters developed by LG AI Research. These
models are pretrained on datasets comprising up to
9 trillion tokens, evenly balanced between Korean
and English, to ensure strong bilingual capabilities.
Only the instruction-tuned versions of the models
were made publicly available.

GPT-4o & o1 (Hurst et al., 2024; Jaech et al.,
2024). GPT-4o, an advanced version of GPT-4,
accepts multimodal inputs–including text, audio,
image, and video–and demonstrate significant im-
provements on text in non-English languages. The
o1 is a model designed to perform high-quality
reasoning on complex tasks that require extensive
thought processes, leveraging inference-time scal-
ing through more elaborate reasoning steps and
reflection. Both models are developed by OpenAI,
and the latest versions of each were utilized in the
experiments.

Claude-3.5 (Anthropic, 2024). Claude-3.5
series is the next generation of the Claude

16



Algorithm 2 Question Generator for Zodiac Subset
Require: Database of relationships, speech levels, and age modifiers
Ensure: Question about age relationships and zodiac sign

1: function GENERATEQUESTION

2: // Step 1: Generate base timeline
3: birth_year, current_year← Random(valid_range), Random(valid_range)
4: my_age← CalculateKoreanAge(birth_year, current_year)
5: // Step 2: Generate person A’s profile
6: relationship← RandomSelect(university_relationships)
7: modifiers← RandomSelect(age_modifiers)
8: a_age← CalculateAge(my_age, relationship, modifiers)
9: // Step 3: Generate conversation

10: speech_level_a, speech_level_b← RandomSelect(speech_levels), RandomSelect(speech_levels)
11: age_relationship← DetermineRelationship(speech_level_a, speech_level_b)
12: // Step 4: Generate question text
13: question← Template(my_age, relationship, modifiers, conversation)

return question
14: end function

3 series with significant improvements in
commonsense and STEM reasoning bench-
marks developed by Anthropic. We utilize
the claude-3.5-sonnet-20241022 for the
experiments.

B Details in Evaluation

In this section, we provide samples of the prompts
used for evaluation, responses generated by GPT-
4o as LLM-as-a-Judge, and additional evaluation
results.

B.1 Evaluation Prompt
We use GPT-4o as an LLM-as-a-Judge for eval-
uation; in Figure 4, we provide the prompt used
for evaluation. The evaluation is done in greedy
decoding settings.

B.2 Sample Responses
In Figure 5, we provide sample responses by mod-
els, and judgements generated by GPT-4o.

B.3 Additional Results
In this section, we present additional results. For
the performance of all 20 models broken down by
steps, see Table 2 and 3. In Figures 7 and 6, we
provide continue from Section 6 and provide re-
gression results for all steps of both subsets. Our
findings remain consistent with the additional re-
sults.
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System Prompt:
Please act as an impartial judge and evaluate the quality of the response provided by an AI assistant to the provided question. You
will be given a question, a gold step-by-step answer, and a response from an AI assistant. Review the response by the AI assistant.
Compare it with the gold step-by-step answer.

Begin your evaluation by providing a comparison with the gold answer. Be as objective as possible. After providing your
explanation, return whether the model has reached the correct answer, and if not specify which step it has first failed at. For
example:

if correct -> correct: [[true]] step: [[-1]]
if wrong -> correct: [[false]] step: [[3]]

User Prompt:
### Question :
{question}

### Gold Answer :
{gold}

### Model Response :
{response}

Figure 4: Prompt used for judging responses.

Models Step 0 Step 1 Step 2 Step 3 Final

Exaone3.5-2.4B 94 38 20 6 0
Exaone3.5-7.8B 86 56 42 14 0
Exaone3.5-32B 100 74 52 16 0
Qwen2.5-0.5B 56 30 14 6 0
Qwen2.5-1.5B 42 12 4 0 0
Qwen2.5-7B 100 72 40 22 0
Qwen2.5-14B 100 82 50 30 4
Qwen2.5-32B 100 76 54 28 0
Qwen2.5-72B 100 74 50 30 4
Llama3.2-1B 48 26 14 2 0
Llama3.2-3B 84 48 30 6 0
Llama3.1-8B 100 70 38 8 0
Llama-3.3-70B 100 78 48 14 2
Llama3.1-405B 100 72 48 24 6
DeepSeek3 100 70 54 40 32

Claude-3.5-Sonnet 100 70 60 48 34
GPT-4o-mini 100 68 44 32 10
GPT-4o 100 76 54 40 28
o1-mini 100 76 46 32 0
o1 100 76 64 60 34

Table 2: Performance of all models on the Date subset, broken down per step.
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Question:
On새해첫날 (New Year’s Day) in 1999, I heard someone say, "이튿날" (the day after tomorrow) was my birthday. What is the
lunar calendar date 57 days after that birthday?

Gold Solution:
STEP 0: Year is 1999.
STEP 1: The새해첫날 is 1.1
STEP 2: Expression=’이튿날’ (offset=+1), so birthday is 1999.1.2
STEP 3: Adding 57 days to 1999.1.2 → 1999.2.28 (solar)
STEP 4: Converting to lunar: 1999.2.28 → 1999.1.13

Response by O1:
1999년음력설날(새해첫날)은 1월 1일로,그다음날인 1월 2일이생일입니다.이생일로부터 57일후의음력날짜를계산해
보겠습니다.

1. 1월 2일부터 1월말까지:
- 1월은 30일로구성되어있으므로, 1월 2일부터 1월 30일까지는총 29일입니다.

2. 2월:
- 1999년음력 2월은 29일입니다.
- 57일에서 1월에사용된 29일을제외하면, 28일이남습니다.
-따라서 2월 1일부터 2월 28일까지가됩니다.

결론적으로, 1월 2일로부터 57일후의음력날짜는 2월 28일입니다.

답:음력 2월 28일

LLM-as-a-Judge:
The AI assistant’s response does not align with the gold step-by-step answer. Here’s a comparison:

1. Year Identification:
- Both the gold answer and the AI response correctly identify the year as 1999.

2. New Year’s Day Identification:
- The gold answer identifies the solar New Year’s Day as January 1st, 1999, and the birthday as January 2nd, 1999.
- The AI response incorrectly assumes the lunar New Year’s Day as January 1st, 1999, and the birthday as January 2nd, 1999,
without clarifying the calendar system.

3. Calculation of 57 Days After Birthday:
- The gold answer correctly calculates 57 days after January 2nd, 1999, in the solar calendar, resulting in February 28th, 1999.
- The AI response incorrectly calculates the days using the lunar calendar, leading to a different conclusion.

4. Conversion to Lunar Date:
- The gold answer converts February 28th, 1999, from the solar calendar to the lunar calendar, resulting in the lunar date of January
13th, 1999.
- The AI response does not perform this conversion and instead provides a lunar date of February 28th, which is incorrect.

The AI assistant fails to correctly interpret the calendar system and does not perform the necessary conversion from the solar
to the lunar calendar. The first failure occurs at step 3, where the AI incorrectly calculates the 57 days using the lunar calendar
instead of the solar calendar.

Correct: [[false]] Step: [[3]]

Figure 5: A full example including a sample question, gold solution, model response (by o1) and judgment (by
GPT-4o).
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Models Step 0 Step 1 Step 2 Step 3 Step 4 Step 5 Final

Exaone3.5-2.4B 80 76 54 38 34 4 0
Exaone3.5-7.8B 88 84 52 40 34 8 0
Exaone3.5-32B 100 98 66 62 40 22 2
Qwen2.5-0.5B 10 4 0 0 0 0 0
Qwen2.5-1.5B 24 16 2 0 0 0 0
Qwen2.5-7B 82 68 36 32 26 10 0
Qwen2.5-14B 80 80 58 48 42 28 12
Qwen2.5-32B 78 78 46 40 38 28 16
Qwen2.5-72B 82 80 40 40 32 28 20
Llama3.2-1B 12 12 12 4 0 0 0
Llama3.2-3B 18 8 0 0 0 0 0
Llama3.1-8B 32 22 14 12 4 2 0
Llama-3.3-70B 96 92 52 32 30 20 10
Llama3.1-405B 94 90 72 60 54 32 18
DeepSeek3 94 94 70 60 48 20 14

Claude-3.5-Sonnet 32 30 26 14 8 8 8
GPT-4o-mini 96 90 72 64 52 22 20
GPT-4o 88 84 54 50 42 32 32
o1-mini 92 90 70 64 48 44 44
o1 98 98 72 68 58 56 56

Table 3: Performance of all models on the Zodiac subset, broken down per step.

Figure 6: Breakdown of performance results for all steps in the Zodiac subset. The green line represents the regression line, the
blue points are instances used for fitting the linear regression, and the red points represent the test set. Only at the final step the
regression fails.
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Figure 7: Breakdown of performance results for all steps in the Date subset. The green line represents the regression line, the
blue points are instances used for fitting the linear regression, and the red points represent the test set. Only at the final step the
regression fails.

21


