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Abstract

Speech analysis is gaining significance for monitoring neurodegenerative disorders, but with a view of application
in clinical practice, solid evidence of the association of language features with cognitive scores is still needed. A
cross-linguistic investigation has been pursued to examine whether language features show significance correlation
with two cognitive scores, i.e. Mini-Mental State Examination and ki:e SB-C scores, on Alzheimer’s Disease patients.
We explore 23 language features, representative of syntactic complexity and semantic richness, extracted on a
dataset of free speech recordings of 138 participants distributed in four languages (Spanish, Catalan, German,
Dutch). Data was analyzed using the speech library SIGMA; Pearson’s correlation was computed with Bonferroni
correction, and a mixed effects linear regression analysis is done on the significant correlated re sults. MM SE and the
SB-C are found to be correlated with no significant differences across lang uages. Three features were found to be
significantly correlated with the SB-C scores. Among these, two features of lexical richness show consistent patterns

across languages, while determiner rate showed language-specific patterns.
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1. Introduction

Speech analysis for Alzheimer’s Disease (AD) di-
agnosis holds promise for facilitating timely inter-
ventions and improving patient outcomes through
early detection and personalized care strategies
(Vigo et al., 2022). Language deficits, alongside
episodic memory impairment, are hallmark symp-
toms of AD even in its early stages (Drummond
et al., 2015; Szatloczki et al., 2015). The process
of using speech to enhance screening and provide
support for AD diagnosis has been a popular re-
search topic in recent years, also enhanced by the
increasing application of Natural Language Pro-
cessing (NLP) and Machine Learning (ML) tech-
nologies in this domain (De la Fuente Garcia et al.,
2020). Despite the growing research of NLP and
ML technologies in analyzing speech and language
features, particularly in Alzheimer’s Disease (AD)
diagnosis, challenges such as small datasets and
low repeatability (Stegmann et al., 2020) and sus-
ceptibility to overfitting (Berisha et al., 2022) hinder
the generalizability of results. While leveraging
NLP and ML methodologies provides expedited
and cost-effective means of assessing cognitive
decline through spontaneous speech analysis, it
is imperative to establish robust associations be-
tween linguistic features and cognitive decline to
ensure their clinical utility (De la Fuente Garcia
et al., 2020).

Exploring linguistic markers of cognition across

languages offers a valuable avenue for research,
emphasizing the profound insights it provides into
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cognitive processes across diverse linguistic back-
grounds. The early detection of AD through linguis-
tic analysis faces challenges in translating research
findings into clinical practice (Berisha et al., 2022).
Small datasets and a plethora of potential features
hinder generalizability, while the lack of clinical con-
text further complicates matters. To address this,
exploring the consistency of discriminative features
across different languages offers a novel approach.
By examining linguistic patterns, researchers gain
a deeper understanding of cognition and language-
specific influences. Comparative analysis facili-
tates the identification of commonalities and differ-
ences in linguistic markers associated with cogni-
tion, contributing to theoretical advancements in
cognitive science and linguistics. Ultimately, study-
ing linguistic markers of cognition across languages
adds generalizability through multilingual feature
statistics to computational approaches for the de-
tection of language impairment in AD. If these lan-
guage features demonstrate consistent patterns of
cognitive performance across multiple languages,
it suggests they capture relevant cognitive aspects,
enhancing their potential for clinical use (Lindsay
et al,, 2021).

In this study, the investigation focuses on under-
standing cognitive decline across four different indo-
european languages (Catalan, Spanish, German,
and Dutch) by analyzing specific language features.
The goal is to determine whether these language
features can provide insights into cognitive decline,
regardless of the language spoken. Two clinical
score are considered: the Mini Mental State Ex-
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Language N Age MMSE SB-C
Spanish 18  65.46(7.40) 29.33(1.08) 0.42(0.11)
Catalan 16 67.14(6.73) 28.56(1.46) 0.39(0.08)
German 43 68.57(5.69) 28.88(1.16) 0.46(0.11)

Dutch 61 64.02(10.76) 28.11(1.73) 0.33(0.11)

Table 1: Demographic information for the participants. The Mini-Mental State Exam (MMSE) is a test to
measure cognitive function (Max score 30) The SB-C is a composite score of automatically extracted
speech features. Means are given with standard deviation in parentheses.

amination (MMSE) (Folstein et al., 1975) and the
ki-element’'s SB-C (Speech Biomarker-Cognition)
(Tréger et al., 2022), are used to measure cogni-
tive function. The MMSE is a traditional cognitive
screening tool administered by a clinician in the
clinic, where as the SB-C is an automatically ex-
tracted marker that can be administered in either
the clinic or remotely over the phone. By comparing
the results of these tests with features extracted
from individuals’ speech, the study aims to identify
if language can serve as an indicator of cognitive
health across different languages. Additionally, the
study explores whether the SB-C test yields results
similar to the MMSE in various linguistic contexts.

2. Background

2.1.

The Mini-Mental State Examination (MMSE) is a
widely-used cognitive screening tool comprised of
several tasks assessing various cognitive domains,
including orientation, memory, attention, language,
and visuospatial abilities (Folstein et al., 1975).
With a total score ranging from 0 to 30, the MMSE
provides a quantitative measure of cognitive func-
tion, with higher scores indicative of better cognitive
performance. Tasks within the MMSE include ori-
entation to time and place, immediate and delayed
recall of words or phrases, serial subtraction, nam-
ing of objects, repetition of sentences, and copying
a complex figure. Administration of the MMSE typ-
ically takes around 10 minutes and can be easily
conducted by healthcare professionals or trained
administrators. Due to its brevity and simplicity,
the MMSE is commonly used in clinical settings to
screen for cognitive impairment, monitor cognitive
changes over time, and inform treatment planning.

The ki:e SB-C (Troger et al., 2022) is a com-
posite score comprised of over 50 automatically
extracted speech features, which are organized
into three distinct neurocognitive domains: learning
and memory, executive function, and processing
speed. These domains are utilized to generate a
single aggregated global cognition score. The ki:e
SB-C utilizes speech recordings from two standard
neuropsychological assessments, the Rey Auditory
Verbal Learning Test (RAVLT) and the Semantic

Cognitive Scores
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Verbal Fluency task (SVF). These speech record-
ings undergo automatic processing via the propri-
etary speech analysis pipeline from ki:elements,
which includes automatic speech recognition and
feature extraction. Following this processing, do-
main scores and the global cognition score are
calculated. The ki:e SB-C can be collected auto-
matically via traditional landline phone infrastruc-
ture or in face-to-face on-site settings using mobile
front ends (Konig et al., 2018). The SB-C does
not currently make use of pure language features
from free speech that are described in the following
section.

2.2. Language Features

Cognitive decline profoundly impacts language abil-
ities, as evidenced by changes observed in free
speech tasks among individuals with neurodegen-
erative disorders such as Alzheimer’'s Disease
(Slegers et al., 2018; Deters et al., 2017). As
cognitive functions deteriorate, language skills de-
teriorate, manifesting in various linguistic deficits.
These deficits may include reductions in vocab-
ulary richness, syntactic complexity, and seman-
tic coherence, as well as increased hesitations,
pauses, and speech errors (Fraser et al., 2016;
Ammar and Ayed, 2020; Mueller et al., 2018). In-
dividuals experiencing cognitive decline often ex-
hibit difficulties in generating coherent narratives,
organizing thoughts logically, and maintaining topic
coherence during free speech tasks (Slegers et al.,
2018). Moreover, declines in executive functions,
such as attention, planning, and inhibition, further
exacerbate language impairments by impairing the
individual’s ability to monitor and regulate speech
production (Gongalves et al., 2018). Consequently,
changes in language abilities observed in free
speech tasks serve as valuable markers of cog-
nitive decline and are instrumental in assessing the
progression of neurodegenerative diseases. Un-
derstanding the intricate relationship between cog-
nitive decline and language abilities in free speech
tasks is essential for developing effective diagnostic
and intervention strategies for individuals affected
by neurodegenerative disorders.

The linguistic features selected for extraction
in this study predominantly encompass morpho-
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Figure 1: Interaction plots from the mixed effects linear regressions for significantly correlated language
features and MMSE with the SB-C. Points represent individual scores where as the lines denote the
overall trend from the linear model. (ES)Spanish, (CA)Catalan, (DE)German, (NL)Dutch.

syntactic aspects. These features include the rates
of various part-of-speech categories such as ad-
jectives, adpositions, adverbs, conjunctions, de-
terminers, inflected and total verbs, nouns, pro-
nouns, and proper nouns. Additionally, indices of
lexical richness, including Brunet’s Index, Honoré’s
Statistic, and the Type-Tokens ratio, were calcu-
lated (Hernandez-Dominguez et al., 2018).

Furthermore, features were chosen to explore
syntactic structures, such as the mean number of
subordinate clauses in a sentence, the proportion
of verb phrases with objects and subjects, and the
number of verb phrases with auxiliaries. General
aspects of language, such as word count, word
frequency (mean, standard deviation, and range),
and the number of consecutive repetitions, were
also included.

The word count and number of consecutive rep-
etitions serve as indicators of response amount
and fluency, respectively. Semantic richness is as-
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sessed through features like adjective rate, Brunet's
Index, Honoré’s Statistic, noun rate, proper noun
rate, type-token ratio, and word frequency, which
tap into semantic memory and lexical retrieval abil-
ities (Hernandez-Dominguez et al., 2018).

Higher rates of morpho-syntactic features are an-
ticipated to correlate positively with the MMSE and
SB-C, reflecting stronger cognitive abilities. Lower
Honoré’s statistic and Larger Brunet’s Index values
may indicate efficient word retrieval processes and
a larger mental lexicon, while word frequency can
reveal vocabulary knowledge and lexical access
abilities (Deepa and Shyamala, 2010).

Syntactic complexity is monitored by adposi-
tion and adverb rates, reflecting grammatical profi-
ciency and syntactic processing abilities. Features
like subordinate clauses and conjunction rate in-
troduce additional information or qualifications to
main clauses, allowing for the expression of com-
plex relationships and ideas (Lindsay et al., 2021).



Determiners provide insights into the specificity,
definiteness, or quantity of nouns, suggesting ex-
tensive semantic processing and comprehension
abilities with higher determiner rates. Pronoun
rates may indicate stronger theory of mind abilities,
contributing to narrative coherence and discourse
cohesion through referential continuity.

Moreover, higher verb rates suggest faster cog-
nitive processing speed and play a crucial role in
establishing narrative structure and discourse co-
herence.

3. Data

This study considered a total of 138 participant who
completed a one minute free speech task (e.g. tell
me about your last vacation) in one of 4 languages;
Spanish, Catalan, German and Dutch. The Ger-
man, Spanish, and Catalan data was collected as
part of the Prospect AD study (Kénig et al., 2023).
In this clinical study, speech protocol of neurocog-
nitive tests—including the a word list test, verbal
fluency task, and spontaneous free speech to as-
sess psychological and/or behavioral symptoms—
is administer remotely, via a phone call.

For the Dutch participants, the study recruited
participants from the memory clinic of the Maas-
tricht University Medical Center+, where a test
leader facilitated a semi-automated phone assess-
ment. The test battery included a verbal learning
test (VLT), semantic verbal fluency (SVF), and free
speech assessment were administered as part of
this comprehensive evaluation (Ter Huurne et al.,
2023). Part of this study completed an analysis
comparing ASR and manual transcripts for the SVF
and VLT and found a high agreement between the
ASR and manual scores.

The demographic data for the sample population
is given in Table 1.

4. Methods

Linguistic features were extracted using SIGMA,
a proprietary pipeline for speech and language
feature extraction. SIGMA incorporates a com-
prehensive suite of linguistic analysis tools, pro-
viding insights into various language dimensions
such as lexical richness, syntactic complexity, and
discourse coherence. The transcription of data
was automated through Google Automatic Speech
Recognition (ASR)', ensuring consistency and ef-
ficiency in data processing. Additionally, part-of-
speech tagging was performed using the python li-
brary Stanza, a natural language processing toolkit,

'Google. Google Speech API, Available from:
https://cloud.google.com/speech-to-text/
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to identify and label the grammatical categories of
words within the transcribed text (Qi et al., 2020).

Once transcribed, 23 language features were
extracted from each transcript. These features
included various linguistic aspects, including the
rates of adjectives, adpositions, adverbs, conjunc-
tions, determiners, inflected verbs, nouns, and pro-
nouns, as well as verbs. Additionally, type token
ratio (TTR), Brunet’s index (Brunet et al., 1978) and
Honore’s Statistic (Honoré et al., 1979) were calcu-
lated as measures of vocabulary richness (Ntracha
et al., 2020). Furthermore, word count, number of
consecutive repetitions, and descriptive statistics
such as word frequency mean, standard deviation,
and range were extracted. Finally, syntactic fea-
tures were considered, including the mean number
of subordinate clauses and various measures re-
lated to the complexity of verb phrases.

A full list of extracted features is given in Table 2
and feature descriptions are given in Section 2.2.

4.1.

To explore the relationship between MMSE and SB-
C scores and various language features, we cal-
culated Pearson’s correlation coefficient (r). This
statistic helps us understand the strength and di-
rection of the linear connection between the two
continuous variables (cognitive score and language
feature), ranging from -1 (perfect negative correla-
tion) to 1 (perfect positive correlation), with 0 indicat-
ing no linear relationship. A significant correlation
suggests that the observed association is unlikely
due to chance alone, indicating a meaningful con-
nection in the population.

Considering the multiple comparisons made, we
applied the Bonferroni correction to control for Type
| error. This method adjusts the significance thresh-
old by dividing the standard alpha level (0.05) by
the number of comparisons conducted.

We report Pearson’s correlation coefficients and
their corresponding p-values after Bonferroni cor-
rection. Statistical significance was determined
with a threshold of p < 0.05, adjusted for multiple
comparisons.

All analyses, including correlations, significance
testing, and Bonferroni correction, were performed
in Python 3.9 using the scipy library (Virtanen et al.,
2020).

Correlation Analysis

4.2. Linear Mixed-Effects Modeling

To investigate the effects of cognition and language,
a post-hoc linear regression mixed-effects model
was used to explore the relationship between cogni-
tive scores (MMSE or SB-C) and each significantly
correlated language feature, while considering po-
tential variations across languages.
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A linear regression model was used to inves-
tigate the relationship between cognition scores
and language features, while also considering the
interaction between language features and lan-
guage. The dependent variable is represented by
CogScore. The fixed effects of the model were
defined as the language feature and language
(Feature x Language), as well as their interaction,
which allows for the assessment of how language
features influence cognition scores across different
languages.

CogScore ~ Featurex Language+(1 | Language)

(1)

The models consider potential correlation among

observations from the same language group by

incorporating a random intercept for language, (1 |
language).

5. Results
5.1. What is the relationship between the
MMSE and SB-C?

The MMSE and SB-C showed significant (p=0.00)
positive correlations across all for languages
(r=0.478). As the MMSE increases the SB-C also
increases. The MMSE did not show significant cor-
relations with any language features in this analysis.
However, the SB-C showed significant correlations
with three features: Brunet’s Index, determiner rate,
and mean word frequency.

In addition, to the feature models, we also exam-
ined the relationship between the MMSE and SB-C
across the four languages using a mixed effects lin-
ear regression model. Results for the linear model
are visualized in the top left corner of Figure 1.
Our analysis of fixed effects revealed that neither
MMSE nor language had a statistically significant
difference with SB-C scores. In addition, interaction
terms between MMSE and language also failed to
show significant effects on SB-C scores. Examin-
ing the random effect of language showed minimal
variability between language groups, with a low
Intraclass Correlation Coefficient (ICC=0.016), sug-
gesting negligible group-level differences relative
to total variability. Overall, our findings indicate that
there were no significant differences in cognitive
abilities measured by SB-C in relation to MMSE or
across the languages studied.

5.2. Do language features generalize
across languages?

In our study, we analyzed 23 linguistic features ex-
tracted from the free speech task conducted in four
different languages. Surprisingly, none of these
features showed significant correlations with the
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Mini-Mental State Examination (MMSE). However,
when examining the Subjective Cognitive Decline
(SB-C), three linguistic features stood out: Brunet’s
Index, determiner rate, and mean word frequency.

Brunet’s Index, a measure of lexical richness,
revealed a consistent positive correlation with SB-
C scores across all four languages. This sug-
gests that individuals with higher cognitive function
tended to produce speech that was more diverse
and varied in vocabulary.

Similarly, we found a negative correlation be-
tween average word frequency and SB-C scores.
This implies that individuals with lower cognitive
scores tended to use more common words, while
those with higher cognitive scores used less com-
mon words, indicating a greater lexical sophistica-
tion.

Interestingly, determiner rate exhibited distinct
patterns of correlation based on language fam-
ily. In Germanic languages such as German and
Dutch, we observed an increase in determiner rate
with higher cognitive performance. Conversely,
Romance languages like Spanish and Catalan
showed a mild negative trend, where lower cogni-
tive scores were associated with higher determiner
rates. These findings underscore the complexity of
linguistic patterns in relation to cognitive function
across different language groups.

5.3. How do cognition and language
influence language features?

In our study, we employed linear mixed effects mod-
els to investigate the factors influencing cognition
scores using data from 137 observations. The cog-
nition score (SB-C) served as the dependent vari-
able. The models demonstrated good fit, with AIC
values ranging from -169.098 to -189.176 and BIC
values from -139.898 to -159.976. The pseudo-R?
values indicated that the fixed effects accounted for
14.3% (determiner rate), 21.9% (Brunet’s Index),
and 23.3% (mean word frequency) of the variance
in cognition scores, while the total model explained
24.7% (mean word frequency), 38.8% (Burnet's
Index), 53.9% (determiner rate) of the variance.

Across the models, no significant main effects of
language features, such as Brunet’s Index, word
frequency mean, or determiner rate, were found on
cognition scores. Additionally, the language did not
exhibit significant main effects on cognition scores.

Interaction effects between language features
and language variables were explored but did not
reach statistical significance, suggesting that the
relationship between these language features and
cognition scores did not significantly vary across
different languages.

Analysis of random effects revealed variability
between language groups, with moderate to high



Intraclass Correlation Coefficients (ICCs) of 0.018
(mean word frequency), 0.217 (Burnet’s Index), and
0.462 (determiner rate). This suggests that differ-
ences between language groups accounted for a
portion of the total variance in cognition scores.

Overall, our findings suggest that while certain
language features may play a role in predicting
cognition scores, their effects were not statistically
significant in our study. Further research is needed
to explore other factors that may contribute to vari-
ability in cognition scores across different language
groups.

6. Discussion

The results of this study demonstrate a significant
correlation between both the SB-C and MMSE
scores and language features across four distinct
languages. Notably, these languages represent dif-
ferent linguistic families, with Spanish and Catalan
belonging to the Romanic group, while German and
Dutch fall under the Germanic category. This cross-
linguistic correlation of cognitive scores suggests
that certain speech-derived features for lexical rich-
ness may exhibit a consistent relationship with cog-
nition that can be generalized across languages.
Although variations in the overall means of the fea-
tures are observed, the patterns of correlation with
cognition remain consistent across languages, as
depicted in Table 2.

The positive correlation observed between SB-C
scores and language features associated with lex-
ical richness, such as Brunet Index and average
word frequency, indicates an association between
a richer vocabulary and higher cognitive function.
This finding aligns with existing literature suggest-
ing a link between mental lexicon and cognition,
although this relationship becomes more complex
with age due to various factors beyond cognitive
decline. These factors include alterations in the
ability to learn new word-concept associations, in-
fluenced by prior knowledge(Wulff et al., 2019).
Additionally, compromised word retrieval and ver-
bal fluency, observed in language disruptions in
Alzheimer’s Disease (AD), may affect the richness
of vocabulary(Taler and Phillips, 2008).

The significant relationship between vocabulary
richness features (Brunet's Index and word fre-
quency mean) and both the MMSE and SB-C sug-
gests that these linguistic measures may serve as
indicators of cognitive ability. This implies that in-
dividuals with higher cognitive function, as mea-
sured by MMSE and SB-C, tend to exhibit richer
and more diverse vocabularies. This outcome can
be anticipated, considering that the MMSE and
SB-C primarily evaluate cognitive ability, which is
likely being assessed by the vocabulary richness
features.
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In addition to Brunet’s Index and mean word fre-
quency, another linguistic feature, determiner rate,
showed a significant positive correlation (r=0.29)
with cognitive score. However, this correlation re-
vealed a more nuanced relationship across lan-
guages, as illustrated in Figure 1. While there was
an overall positive correlation between determiner
rate and cognitive score, distinct language-specific
patterns emerged between the Germanic (Dutch
and German) and Romance languages (Catalan
and Spanish). Specifically, the trend indicated a
positive relationship between determiner rate and
cognitive score in Germanic languages, suggesting
that higher cognitive function was associated with a
greater use of determiners. In contrast, the inverse
relationship was observed in Romance languages,
where lower cognitive scores were associated with
higher determiner rates. Determiners, including
articles like "the" and "a/an," as well as demon-
stratives such as "this" and "that," are essential for
shaping sentences and communicating meaning
in Romance and Germanic languages. However,
their impact on cognitive load might vary across
these language groups. This variability could stem
from differences in morphological complexity, in-
flectional patterns, and agreement rules inherent in
these languages (Foucart et al., 2010). These find-
ings highlight the complexity of linguistic patterns
and their associations with cognitive function, em-
phasizing the need for language-specific analyses
in cognitive research

In our study, we observed that the Speech-Based
Cognition Score (SB-C) correlated with language
features, while the Mini-Mental State Examination
(MMSE) did not. One speculative insight into this
discrepancy is the difference in the spread of scores
represented in the data. The MMSE scores in
our relatively healthy population were consistently
above 25, indicating a ceiling effect and limited
variability. In contrast, the SB-C exhibited a more
continuous distribution with greater spread.

A cognitive score with a broader spread of val-
ues provides more variability in the data, enhancing
its sensitivity to changes and differences. This in-
creased variability allows for the capture of more
nuanced relationships and may lead to stronger
correlations with other variables, such as language
features. Therefore, the broader spread of scores
in the SB-C may explain why it exhibited stronger
correlations with language features compared to
the MMSE. This speculation suggests that the na-
ture of the cognitive score, particularly its variability,
influences its ability to capture associations with
language features.

The Mini-Mental State Examination (MMSE) is
a widely used tool for screening cognitive impair-
ment and diagnosing cognitive impairment, offer-
ing brevity, ease of administration, and assess-



ment across multiple cognitive domains. While it
facilitates diagnosis, limitations such as reduced
sensitivity to mild cognitive impairment and lack
of specificity(de Jager et al., 2009; Shiri-Feshki,
2009; Tombaugh and Mclintyre, 1992), especially
in diverse populations, warrant consideration for
optimizing its utility in diagnosing AD .

An objective marker of cognition based on
speech tasks, such as the SB-C, offers a promis-
ing avenue to address some MMSE limitations .
By providing an objective and quantifiable mea-
sure of cognitive function through linguistic features
analysis, it offers nuanced insights into cognitive
abilities, including executive function. Integrating
such speech-based markers into clinical practice
could complement traditional assessments like the
MMSE, enhancing the comprehensive and objec-
tive diagnosis of AD and cognitive decline progres-
sion.

Several limitations should be acknowledged
when interpreting the findings of this study. Firstly,
the lack of control for education level introduces
a potential confounding factor that may influence
over results pertaining to cognition. Additionally,
the variability in the spread of MMSE scores among
different language groups, as illustrated in the fig-
ure, reveals disparities in cognitive states across
participants. Specifically, Spanish, Catalan, and
German participants exhibit mild to no signs of cog-
nitive impairment, where all participants have an
MMSE score above 25, indicating there is no con-
firmed clinical impairment at the time of this analy-
sis. These variations highlight the need for caution
when generalizing findings across diverse linguistic
backgrounds.

Future work should involve the manual annota-
tion of the speech data to compute the Word Error
Rate (WER) to examine the reliability of the auto-
matic speech recognition. While ASR is currently
used in the field to transcribe speech into text, there
remains an important need to assess its accuracy
and performance under various linguistic contexts.
One direction is to investigate whether there are
differing rates of reliability in ASR systems based
on the overall popularity of the language being eval-
uated. Languages with larger speaker populations
or more extensive linguistic resources may have
better ASR performance due to the availability of
training data and language models. Conversely,
less widely spoken languages or those with lim-
ited resources may present greater challenges for
ASR systems, leading to higher error rates. This
is also confounded by using ASR on older popula-
tions, where a higher error rate may be expected as
older speakers are not typically used to train these
systems.
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7. Conclusion

This paper set out to investigate the potential corre-
lation between language and cognition in a cross-
lingual setting. We find a strong correlation the two
markers of cognition, MMSE and SB-C scores. In
addition, language features indicating lexical rich-
ness (Brunet’'s Index and mean word frequency)
were consistent across four languages: Spanish,
Catalan, German and Dutch. In addition, we iden-
tify determiner rate as a feature that shows an
overall significant positive correlation but differs
between language groups This indicates that some
language features may be indicative of cognition
while displaying inverse relationships due to other
factors. Future research endeavors may consider
mapping language phenomena of cognition with a
comprehensive language score, with the aim of cap-
tures patterns of generalizability among language-
specific properties.
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