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Abstract
With mental health issues on the rise on the Web, especially among young people, there is a growing need for
effective identification and intervention. In this paper, we introduce a new open-sourced corpus for the early
detection of mental disorders in Spanish, focusing on eating disorders, depression, and anxiety. It consists of user
messages posted on groups within the Telegram message platform and contains over 1,300 subjects with more
than 45,000 messages posted in different public Telegram groups. This corpus has been manually annotated via
crowdsourcing and is prepared for its use in several Natural Language Processing tasks including text classification
and regression tasks. The samples in the corpus include both text and time data. To provide a benchmark for future
research, we conduct experiments on text classification and regression by using state-of-the-art transformer-based

models.
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1. Introduction

According to a recent report by the World Health
Organisation (WHO), there is one in every eight
people in the world suffering from a mental dis-
order (World Health Organization, 2022b). The
COVID-19 pandemic has raised the prevalence
of anxiety and depression to more than 26% in
just one year. Suicide is the fourth leading cause
of death among 15-29 year-olds. The organisa-
tion considers that early identification is a crucial
effective intervention to prevent these problems.
In Europe, the prevalence of any mental disor-
der among the 5—-18 year-old population is 15.5%
(Sacco et al., 2022). Substantial evidence sug-
gests a noteworthy connection between excessive
youth engagement with social media and adverse
mental health consequences, specifically an in-
crease in symptoms of depression and anxiety, as
well as heightened levels of stress (Shannon et al.,
2022).

This explains the growing interest of the scien-
tific community in detecting and identifying mental
disorders in general and, especially, in social me-
dia and messaging platforms from user messages.
Natural language processing (NLP) methods offer
promising results for automatically identifying pro-
files of people at risk or with mental health prob-
lems including depression, anxiety, and Eating
Disorders (EDs). Relevant evaluation campaigns
like the Cross-Lingual Evaluation Forum (CLEF)
have hosted during the last years the Early-Risk

Identification task (eRisk) (Parapar et al., 2021).
However, most of the research conducted in this
area is mainly in English. In order to foster re-
search on the Spanish language, we release in this
paper a new corpus for early mental risk detection
in Spanish.” The corpus focuses on three major
disorders: ED, depression, and anxiety. Further-
more, we offer benchmark experiments for both re-
gression and classification tasks to facilitate further
investigation in this domain and language. Addi-
tionally, this corpus has contributed to the Mental-
RiskES (Marmol-Romero et al., 2023) shared task
at the Iberian Languages Evaluation Forum (lber-
LEF), held in conjunction with the Spanish Society
for Natural Language Processing, as detailed by
Marmol et al. (2023).

The paper’s structure is as follows: Section 2
provides an overview of corpora, methods and
algorithms for the early detection of mental dis-
orders, presenting the current state-of-the-art in
this field. Section 3 contextualizes the new cor-
pus, and how it was compiled, processed, and an-
notated. Section 4 describes the newly created
corpus and some relevant analysis on the final
dataset. Then, some experiments have been per-
formed in order to provide a baseline of some ap-
proaches to the automatic detection of mental dis-
orders, using the corpus as a benchmark, as de-

"The annotation guides and datasets are available
upon request in the repository: https://github.com/sinai-
uja/corpusMentalRiskES
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tailed in Section 5. In Section 6, a discussion is
open on the corpus itself and these first experimen-
tal results. Finally, some conclusions and propos-
als for further research are provided in Section 7.

2. Related Work

According to the American Psychiatric Associa-
tion (Hornberger et al., 2021), a significant num-
ber of young people experience concerns regard-
ing their eating habits, weight, or body image.
With the growing emphasis on apparent health and
well-being within our culture, these issues have
been exploited by social networks, as indicated
by some studies (Marks et al., 2020; Aparicio-
Martinez et al., 2019). Depression is estimated
to occur among 1.1% of adolescents aged 10-14
years, and 2.8% of 15-19 year-old. It is estimated
that 3.8% of the population suffers from depres-
sion, 5% of adults and 5.7% of those over 60
(Institute of Health Metrics and Evaluation, 2019).
Social withdrawal can worsen isolation and lone-
liness, often associated with internet addiction
(Kato et al., 2020). Finally, WHO (World Health Or-
ganization, 2022a) highlights that depression, anx-
iety, and behavioural disorders are leading causes
of adolescent illness and disability, underscoring
the need for proactive efforts to detect and address
these issues.

2.1. Early Detection of Mental Disorders

In the era of deep learning, most contemporary
systems have adopted an “end-to-end” method-
ology that, in contrast to classical approaches
in computational linguistics, prioritizes a fully
statistical approach (Milintsevich et al., 2023;
Esackimuthu et al., 2022; Benitez-Andrades et al.,
2021), eliminating the need for traditional feature
engineering.

Despite the transition to end-to-end approaches,
traditional techniques including bag of words, lexi-
cons, linguistic features, and other traditional NLP
representations, persist in contemporary systems
alongside shallow learning models like SVM, Ran-
dom Forest, and others (Espel-Huynh et al., 2021;
Sadeh-Sharvit et al., 2020; Vasha et al., 2023).

A third category in this classification spectrum
is hybrid approaches, which combine linguistic
information with deep encodings for enhanced
performance, as indicated by some research.
For instance, the approach presented in Marmol-
Romero et al. (2022) is based on the use of sen-
tence embeddings from Transformers alongside
features such as volumetry, lexical diversity, com-
plexity metrics, and emotion-related scores. Also,
(Lépez Ubeda et al., 2019; Lépez-Ubeda et al.,
2021) developed a system to automatically de-

tect anorexia in textual data. They first created
a corpus of Spanish tweets covering discussions
about anorexia and healthy eating habits. Their
approach involved applying monolingual and multi-
lingual transformer-based methods for tweet-level
detection. For depression and anxiety detection,
Burkhardt et al. (2022) evaluate the effectiveness
of emotion features extracted via a BERT-based
model compared to word count-based emotions as
predictors.

A small number of international forums ad-
dress these issues from an NLP perspective, with
eRisk@CLEF being one of the most notable (Para-
par et al., 2022). Nevertheless, it is worth noting
that the corpora used in these tasks are in English.

2.2. Data Available

While the literature offers numerous datasets la-
belled for mental health risk disorders, most of
them focus on English. We will primarily mention
the datasets from the eRisk@CLEF Workshop,?
which has gained considerable popularity in this
field. These datasets were initially introduced in
2017 (Losada et al., 2017), specifically focusing on
detecting early signs of depression and anorexia.
They contain subject-generated content, such as
posts and comments from social media platforms.
Subjects are classified into two categories: those
who suffer from the respective mental disorder
and control subjects. Each subject’s dataset in-
cludes a chronological sequence of their submis-
sions. In 2019, the organizers released an exten-
sion of these datasets that focused on early signs
of self-harm (Losada et al., 2019). In 2021, they
introduced a new dataset designed for identifying
early signs of pathological gambling (Parapar et al.,
2021; Marmol-Romero et al., 2023), which com-
prised subjects who experience disordered gam-
bling and control subjects.

Unfortunately, despite Spanish being widely
spoken globally, we identify very few corpora re-
lated to the mental disorders discussed in this pa-
per. The SAD corpus (Lépez Ubeda et al., 2019)
comprises 5,707 tweets shared by individuals suf-
fering from ED, as well as tweets from control
users. While this dataset is useful for identifying
a particular disorder, it does not place a focus on
early detection. In related studies, like (Leis et al.,
2019), linguistic features and behavioural patterns
in tweets were identified as signs of depression.
They used three non-public tweet datasets: one
featuring the timelines of 90 users discussing their
depression experiences openly, another contain-
ing manually chosen depressive tweets from these
users, and a control dataset with timelines from
450 randomly selected users. Additionally, in (Pri-

®https://erisk.irlab.org/
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eto et al., 2014), Spanish datasets were created
(not publicly available), comprising 160 labelled as
depression-positive and 3,093 as control based on
specific sentence criteria in tweets.

3. MentalRiskES creation process

In this section, we provide an overview of the cor-
pus, detailing its scope, curation process, compila-
tion methodology, annotation procedures, and the
agreement achieved among annotators.

3.1. Scope

As previously mentioned, we focus on three preva-
lent mental disorders, namely ED, depression, and
anxiety. These disorders have been selected due
to their significant impact on individuals’ lives, the
potential for public health interventions to address
them effectively, and their prevalence in both so-
cial media and messaging platforms such as What-
sApp or Telegram. Anorexia nervosa is character-
ized by an intense fear of gaining weight, distorted
body image, and extreme food restriction. Depres-
sion refers to persistent sadness, loss of interest,
and impaired functioning. Anxiety involves exces-
sive and uncontrollable worrying and various phys-
ical and psychological symptoms. The dataset
comprises various subject messages exchanged
within Telegram. Telegram stands out as a mes-
saging application that facilitates the creation of
thematic groups where users can discuss specific
issues. This feature has allowed us to easily and
legally obtain thread messages, as these are pub-
lic groups where participants share their experi-
ences. Compared to other platforms like Twitter or
Instagram, where the diversity of topics is consider-
ably broader, Telegram offers a more targeted en-
vironment that aligns optimally with our research
objectives. Also, other platforms, such as Reddit,
do not have much content in Spanish.

3.2. Compilation

We gathered data from publicly accessible groups
on the Telegram messaging application to facilitate
research aimed at early detection of mental dis-
orders among Spanish-speaking users. Our ap-
proach involves targeting various public groups on
Telegram to collect user messages related to the
previously mentioned mental disorders. This data
was retrieved in May 2022 and was selected to pro-
vide a comprehensive representation, taking into
account both the quantity of messages and users.

In Table 1, we enumerate the names of the pub-
lic groups. The group name is the actual name of
the group, while the Telegram group is the iden-
tifier of the group in the platform. Notably, we

gathered data from multiple groups for ED to en-
sure a substantial user dataset. In contrast, for
the other disorders, a single group yielded a suf-
ficiently large number of messages, making addi-
tional sources unnecessary. The datasets com-
prise user-generated content, with each subject’s
dataset featuring a chronological sequence of their
comments posted in Telegram.

3.3. Curation

Following dataset compilation, we performed pre-
processing, which involved removing messages
with three or fewer tokens, converting emojis
to text, tagging URLs, hashtags, and bold text,
and anonymizing by omitting personal information
such as names, aliases, and phone numbers.

On the other hand, we excluded subjects whose
message count did not meet a specific amount.
For ED, we applied a minimum limit of 10 mes-
sages and a maximum limit of 50. For all other
conditions, the maximum limit was 100 messages.
If a subject exceeded these limits, we truncated
their messages to the most recent 50 or 100, de-
pending on the specified limit.

The dataset is also provided with the emojis in
their original, unprocessed format.

3.4. Annotation
In this section, we outline the process of annotat-
ing the dataset.

3.4.1. Annotation guidelines

To design the annotation guidelines for each
dataset, we relied on definitions and concepts pro-
vided by major institutions such as WHO,® Span-
ish Society of Internal Medicine (SEMI)* and Span-
ish Federation of Associations for the Help and
Fight against Anorexia and Bulimia Nervosa (FEA-
CAB).® In addition, we provide examples of con-
versations from the datasets to give more clarity
to each label, a list of frequently asked questions,
and a graphical outline to facilitate understanding.
The labels considered for each disorder were de-
termined after examining the different subject pro-
files in the dataset.®

Following a preliminary corpus analysis, we
identified the most suitable classes for each disor-
der. First, we skimmed through the messages and
determined the labels we considered appropriate.
We then did a small round test to check that these
labels made sense by annotating a small set of the

Shttps://www.who.int/

*https://www.fesemi.org/

Shttps://feacab.org/

®The annotation guides can be found in the repository
https://github.com/sinai-uja/corpusMentalRiskES
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Mental disorder Group name

Telegram group

The voice filtro
Anorexia y bulimia
Anorexic boy

ED Musculacién Ibérica

Grupo de Apoyo para Bajar de Peso

Comida Sana

Chat free Comer Sano y Saludable
Bajar de peso sanamente

anaymiarex

e12345gk

anorexicovivir

gimnasio
grupodeapoyoparabajardepeso
_comida_sana

comersanok
baja_de_peso_sanamente

Depression Superando la depresion

incomprendidos

Anxiety

Aprendiendo a vivir con la ansiedad

enluchaconstante

Table 1: Telegram groups used to create the corpus. ED: Eating Disorder.

data. For the datasets related to ED and depres-
sion, we used the following labels:

» Suffer: a user experiences everyday situa-
tions, wishes, or actions related to the ED or
depression.

— Suffer+against: User seeking or offering
help or information to overcome the disor-
der. Users who foster an environment for
overcoming the disorder.

— Suffer+in favour: User encouraging oth-
ers to explore the disorder. Users who do
not foster an environment for overcoming
the disorder.

— Suffer+other: The user who might be
suffering from the disorder does not fall
into the above categories.

+ Control: a user does not show symptoms of
suffering from the disorder.

After the round test annotation, it was found that
for anxiety, the annotators did not consider the dif-
ferent categories within the 'suffers’ label to be nec-
essary, so the following labels were used for the
anxiety dataset:

» Suffer: a user experiences everyday situa-
tions, wishes, or anxiety-related actions.

» Control: a user does not show symptoms of
suffering from the disorder.

We selected these labels based on observed
distinctions among the positive subjects in prelim-
inary analyses. Some exhibited a predisposition
to persuade others and immerse themselves in
disorder (suffer+in favour), while others primarily
sought help to overcome it (suffer+against). We
considered it a novel and valuable approach to de-
tect subjects who might be suffering from the dis-
order in this manner in order to determine their de-
gree of involvement in the disorder.

3.4.2. Annotation process

We used the popular platform Prolific’ for anno-
tating our collected data. Prolific served as the
medium for recruiting human annotators, allowing
us to set specific requirements such as language
proficiency, education level, and age range and en-
suring a balanced representation of male and fe-
male participants. In our case, we welcomed par-
ticipants from any location worldwide, as long as
Spanish is their first language, they hold an un-
dergraduate degree, and their age falls between
22 and 45. We also aimed for a balanced rep-
resentation of male and female participants. An-
notators were provided with an annotation guide
for each disorder and instructed to use the Doc-
cano platform (Nakayama et al., 2018) for the an-
notation hosted on our server. Doccano is an
open-source annotation platform. It was chosen
for its user-friendly interface and features designed
specifically for annotating datasets. Compared to
other annotation platforms, Doccano offers flexibil-
ity, customization, and easy integration, making it
an efficient tool for our annotation process.

To establish a connection between Prolific and
Doccano, we developed a small platform that asso-
ciated each Prolific user with Doccano’s annotator
key.

To ensure a smooth annotation process, we con-
ducted a one-month trial task from October 21st,
2022, involving 100 subjects and ten annotators
per disorder. This trial phase helped us clarify an-
notation guidelines, estimate labelling time, and
become familiar with the platform.

After the trial phase, to complete the annotation
of the users collected, we proceeded to conduct
several annotation tasks in Prolific for each dis-
order by pooling 100 users in each of the tasks.
In total, four more studies were conducted for de-
pression, four more for anxiety, and three more
for eating disorders. Each annotation task lasted
approximately one and a half hours and involved

"https://www.prolific.co/
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ten annotators® responsible for labelling 100 sub-
jects. In the special case of eating disorders, one
of the tasks contained only 35 subjects. Annota-
tors who did not meet these attention check crite-
ria were excluded. The comprehensive annotation
of all datasets took approximately three months to
complete.

3.4.3. Agreement between annotators

We used Fleiss’s kappa (Moons and Vandervieren,
2023) and Cohen’s kappa (Cohen, 1960) to mea-
sure the level of agreement between the annota-
tors. We computed these values for each subset
of the data we published and then calculated an
average. The final results are in Tables 2 and 3.
As expected, the agreement level decreases when
we account for four labels compared to two. To pro-
vide a broader perspective, if we specifically exam-
ine the agreement on the two-label classification,
it becomes evident ED poses a greater challenge
for annotators to label, with anxiety and depression
following as the next most challenging conditions.

Dataset 4 labels 2 labels

ED 0.185 (Slight) 0.249 (Fair)
Depression  0.316 (Fair)  0.521 (Moderate)
Anxiety - 0.449 (Moderate)

Table 2: Cohen’s kappa scores for each dataset,
whether binary or multi-label.

Dataset 4 labels 2 labels

ED 0.149 (Slight) 0.223 (Fair)
Depression  0.305 (Fair)  0.521 (Moderate)
Anxiety - 0.439 (Moderate)

Table 3: Fleiss’s kappa scores for each dataset,
whether binary or multi-label.

The very low score in the ED dataset is because
we used two different sets of user collections, one
where the majority were positive users and the
other where the majority were control users. They
were annotated separately, and for this reason, be-
cause there were so few users of one class and so
many of the other when two people disagree, it pe-
nalizes a lot (Feinstein and Cicchetti, 1990).

After annotating the corpora and seeing the low
inter-annotator agreement obtained in ED, we de-
cided that it was more coherent to link the respec-
tive classes to the risk of a subject suffering from
an ED as there were hardly any subjects for the

8these annotators were not consistently the same,
meaning that different sets of annotators were involved
in different annotation tasks

“Suffer+other” (1 subject) and “Suffer+against” (6
subjects) classes. Fleiss’'s kappa and Cohen’s
kappa score obtained with all classes was slightly
in agreement.

4. Overview of MentalRiskES

Three distinct datasets are showcased in this pa-
per, each focusing on a specific mental health
condition: ED, depression, and anxiety. The first
and the last contain subjects who can be consid-
ered at risk for a disorder and those who are not,
while the dataset about depression contains con-
trol subjects and subjects who might be suffer-
ing from the disorder divided into three categories
(Suffer+against, Suffer+in favour, Suffer+other) to
allow for multi-class classification. Each dataset
contains a collection of subjects with (a) the ID of
the user, (b) a chronological record of messages
posted by the user in the specific Telegram group,
(c) timestamps indicating when these messages
were sent, and (d) the individual labels assigned
by each of the ten annotators.

4.1. Corpus Analysis

The dataset for ED comprises 335 subjects (Ta-
ble 4). In contrast, the depression dataset is more
extensive, consisting of 449 subjects (Table 5).
This higher number is attributed to the greater
number of classes. Lastly, the anxiety dataset
presents unbalanced data, involving 500 subjects
(Table 6). Alltables include the number of subjects,
messages, words and vocabulary (set of different
words used by a subject). In addition, the mean
and variance for the last 3 items are included.

Control  Suffer Total
Num. subjs. 192 143 335
Num. msgs. 6,586 3,913 10,499
Mean msgs. 34.30 27.36 31.34
Std msgs. 15.24 14.58 15.33
Num. words 93,614 64,667 158,281
Mean words 487.57 452.22 472.48
Std words 575.96 660.11 612.59
Num. vocab. 46,142 32,555 78,697
Mean vocab. 240.32 227.66 234.92
Std vocab. 160.28 210.21 183.07

Table 4: Statistics for Eating Disorder (ED) per
class.

In general, there is not a big difference between
the number of messages in the control classes and
the positive classes, although in all cases, the av-
erage number of messages is higher in the control
classes. However, the same does not occur with

11208



Control In favour Against Other Total Messages Date
Num. subjs. 166 240 80 13 499 Este es el grupo oficial?
Num. msgs. 6.287 7.9%6 2756 401 17.370 This is the official group ? 2021-12-20 22:14:30
Mean msgs. 37.87 33.03 3445 3085  34.81 A
Std msgs. 27.77 20.64 2310 2226  23.84 Me pasas el original?
Can you send me the original? 2021-12-20 22:41:39
Num. words 84,433 110,926 45,101 3,839.00 244,299
Meanwords ~ 508.63  462.19 563.76 29531  489.58 Yo estaba antes pero me sali
Std words 493.50 315.36 39241 22218  395.46 | was here before but | left 2021-12-20 22:41:49
Num. vocab. 11,886 11,299 6,597 1,362 20,638 ) !
Meanvocab. 243.83 22896 267.74  173.46 173.46 Alguna sabe como puedo bajar las medidas de
Std vocab. 171.53 11546 13320  102.92  139.71 mi brazo emoji_cara_llorando_fuerte

Table 5: Statistics for depression per class. ‘In
favour’, ‘Against’ and ‘Other’ are the subclasses of
the category ‘Suffer’.

Control Suffer Total
Num. subjs. 57 443 500
Num. msgs. 2,222 16,293 18,515
Mean msgs. 38.98 36.78 37.03
Std msgs. 33.22 28.16 28.76
Num. words 31,248 276,853 308,101
Mean words 548.21 624.95 616.20
Std words 388.17 513.19 500.78
Num. vocab. 14,958 126,522 141,480
Mean vocab. 262.42 285.60 282.96
Std vocab. 149.31 168.46 166.41

Table 6: Statistics for anxiety per class.

the number of words, which implies that although
the positive subjects write fewer messages, they
use more words in them than the control subjects,
who write longer messages. There are no ma-
jor differences among the three datasets as they
all have similar values, with the ED dataset hav-
ing the lowest average number of messages per
subject. On the other hand, the dataset on anxi-
ety is unbalanced because the nature of the Tele-
gram group, from which the data were sourced,
exhibited a lower prevalence of subjects who did
not appear to be at risk of suffering from anxiety.
Unlike the approach adopted for eating disorders,
where an additional group was sought to balance
the classes, this was not done in this case because
we did not have more resources.

4.2. Examples

Tables 7, 8, and 9 exhibit the initial 5 messages
from randomly selected subjects across different
datasets, representing individuals with an eating
disorder (ED), those at risk of depression, and
those at risk of anxiety, respectively. Each subject
has a score associated with each label, calculated
by dividing the number of times a label appears
by the total number of annotators, 10 in this case.
Examples contain the emojis in text format.

Does anyone know how | can lower my arm  2021-12-21 18:05:00

measurements emoji_face_crying_loudly?

Y de verdad lo veo muy grande

And | really see it as very big 2021-12-21 18:06:36

Table 7: First 5 messages from a subject scored
with a value of 0.8 as being at risk of ED. The orig-
inal Spanish messages are in italics, with English
translations provided below.

Messages Date

Soy nueva
cara_feliz_con_ojos_sonrientes

| am new happy 2021-10-11 17:11:53

face_with_smiling_eyes

Hace dos dias que he salido del drea de
psiquiatria por intentar suicidarme ... Y
no sé muy bien como estoy, la verdad

| left the psychiatric ward two days ago
after a suicide attempt... And I'm not
sure how I'm doing, to be honest

2021-10-11 17:12:44

Si, me han puesto tratamiento, pero
apenas me levanto de la cama, siento
que no estoy haciendo nada

Yes, | have been put on treatment, but |
hardly get out of bed, | feel like I'm not
doing anything

2021-10-11 17:17:24

Muchas gracias a tod@s ...
Thank you very much to all... 2021-10-11 18:02:25
Buenas noches gente... estoy
volviendo a caer y no se como hacer...
Me quiero hacer dafio

Good evening people... I'm falling again
and | do not know how to do ... | want to
hurt myself

2021-10-11 21:29:37

Table 8: First 5 messages from a subject scored
with a value of 0.7 in “suffer in favour”, 0.2 in “suf-
fer against”, 0.1 in “suffer other” and 0.0 in “con-
trol” in depression’s corpus. The original Spanish
messages are in italics, with English translations
provided below.

5. Baseline experiments

We conducted experiments with three different
transformer-based models to establish a baseline
benchmark for the different corpora.

We experimented with Spanish pre-trained mod-
els such as RoBERTa Base and RoBERTa Large,
both from the MarlA project (Gutiérrez-Fandifio
et al., 2021), and a multilingual pre-trained mDe-
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Messages Date

A mi me da ansiedad por ejemplo
cuando tengo hambre

| get anxiety for example when | am hun-
ary.

2020-11-23 21:20:37

Cuando tengo el estémago vacio
When | have an empty stomach 2020-11-23 21:20:50
Pero kodi es muy inestable
But kodi is very unstable 2020-12-05 15:49:39
Yo me levante con ansiedad a full
| woke up with full anxiety 2020-12-12 11:50:55
A mi me da por momentos

| get it at times 2020-12-12 11:56:35

Table 9: First 5 messages from a subject scored
with a value of 0.9 as being at risk of suffering anx-
iety. The original Spanish messages are in italics,
with English translations provided below.

BERTa model (He et al., 2020). These models
have shown good results on other Spanish tasks.
RoBERTa Base,® RoBERTa Large'® and mDe-
BERTa'' can be found at the HuggingFace mod-
els’ hub.'?

For the systems training, we maintained the de-
fault hyperparameters. In addition, the epochs are
different for each trained model due to the early
stop that is set when a high value in the specified
metric is reached. Details about different configu-
rations of the models and the training process are
shown in Table 10. All training and evaluations
were conducted on 2x Intel(R) Xeon(R) Silver 4208
CPU @ 2.10GHz and 192 GB RAM.

Hyperparameters Value
Learning Rate 5e-5
Weight Decay 0
Batch size 8
Seed 42
Max length 512

Table 10: Baselines training details.

To address the corpus imbalance, we extracted
a subset for our experiments. Table 11 displays
the subjects corresponding to each label that we
selected for inclusion in these subsets. We specif-
ically selected 10 subjects for trial, used 175 sub-
jects for training, and 150 subjects for evaluation
in each of the corpora.

Regarding the pre-processing of the data, we
took each subject and concatenated all their com-
ments with tabulators. Then, we split this concate-

®P1lanTL-GOB-ES/roberta-base-bne
1OPlanTL—GOB—ES/roberta—large—bne
"microsoft /mdeberta-v3-base

12https ://huggingface.co

Disorder Labels Trial Train Test
Suffer 5 74 64
ED Control 5 101 86
Suffer + in favour 2 44 32
Depression  Suffer + against 2 44 31
Suffer + other 2 6 5
Control 4 81 81
Suffer 5 151 122
Anxiety Control 5 24 28

Table 11: The dataset used for experimentation
was a subset of the full corpus due to data imbal-
ance. This table shows the number of subjects for
each label in each subset.

nation every 500 words (without splitting the origi-
nal sentences) to build new subjects. Thatis, each
subject gave rise to a set of sub-subjects due to
the input sequence length limit of the Transform-
ers models. For all experiments, we trained with
the training set, used the trial set to perform the
early stopping, and evaluated with the test set es-
tablished in Table 11.

5.1.

ED, depression, and anxiety are evaluated in
a binary classification setting in this case. Ta-
ble 12 details the results with the classical metrics
and the number of epochs used for each model,
as we used early stopping to halt training when
the macro-averaged F1 score reached its peak
after each epoch. The first evaluation metrics
used to evaluate the different models in this task
are Macro-Precision, Macro-Recall and Macro-F1.
We also used other metrics to measure the early
detection of mental disorders shown in Table 13.
These metrics have been used in the eRisk lab
(Losada et al., 2017).

Binary classification

Disorder Model Epoch P R F1
mDeBERTa 2 084 084 0.81
ED RoBERTa Large 4 082 0.83 0.81
RoBERTa Base 3 0.78 0.74 0.69
mDeBERTa 2 079 069 0.64
Depression RoBERTa Large 4 076 0.72 0.70
RoBERTa Base 3 074 066 0.61
mDeBERTa 5 0.78 0.68 0.71
Anxiety RoBERTa Large 4 084 065 0.69
RoBERTa Base 3 084 059 0.60

Table 12: Results for binary classification. Preci-
sion (P). Recall (R).

Concerning results, mDeBERTa typically ex-
hibits superior Macro-F1 scores across most tasks,
but RoBERTa Large and Base may have advan-
tages in terms of recall in some cases. The choice
of model will depend on the relative importance
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Disorder Model ERDE5 ERDE30 ITP speed I-wF1
mDeBERTa 0.31 0.08 5 092 075
ED RoBERTa Large 0.16 0.10 2 098 0.79
RoBERTa Base 0.19 0.13 2 098 0.72
mDeBERTa 0.30 0.15 2 098 0.72
Depression RoBERTa Large 0.29 0.16 4 0.95 0.70
RoBERTa Base 0.34 0.18 4 095 0.67
mDeBERTa 0.38 0.14 4 095 0.67
Anxiety RoBERTa Large 0.33 0.12 2 098 0.91
RoBERTa Base 0.30 0.14 2 0.98  0.90

Table 13: Results for binary classification in the
early detection. Early Risk Detection Error (ERDE).
LatencyTP (ITP). Latency-weightedF1 (I-wF1)

of precision and recall in the specific task we are
addressing. Overall, all models achieve good per-
formance in the early detection of disorders, with
RoBERTa Large standing out in some metrics. In
summary, results vary according to the dataset.
Each model has strengths and weaknesses in de-
tecting specific disorders in different corpora, and
the choice of model will depend on the specific pri-
orities and requirements of each task. In terms of
the tasks, Transformer models appear to find ED
detection the least challenging, followed by Anxi-
ety, while Depression proves to be the most diffi-
cult to identify.

5.2. Simple regression

This is a regression problem for the tasks of ED, de-
pression, and anxiety. These values are obtained
by dividing the number of times a label appears
by 10 annotators. We use the RMSE metric and
Pearson correlation coefficient to evaluate the dif-
ferent models. Table 14 contains the results and
the number of epochs in which each model was
trained.

Disorder Model Epoch RMSE r
mDeBERTa 6 0.23 0.87
ED RoBERTa Large 7 0.20 0.89
RoBERTa Base 8 0.18 0.91
mDeBERTa 4 0.34 0.68
Depression RoBERTa Large 6 0.39 0.50
RoBERTa Base 5 0.28 0.77
mDeBERTa 4 0.26 0.60
Anxiety RoBERTa Large 8 0.33 0,01
RoBERTa Base 6 0.25 0.62

Table 14: Results for simple regression. Root
Mean Square Error (RMSE). Pearson correlation
coefficient (r).

About the results, RoBERTa Base has a low
error in the prediction and a higher value in the
Pearson correlation, making it the overall superior
model across all the established datasets in this
scenario. Moreover, as previously mentioned in
the binary classification setting, ED is easier to pre-

dict than the other tasks by the models.

5.3. Multi-class classification

Depression is evaluated in a multi-class classifica-
tion setting in this case. Table 15 details the re-
sults with the classical metrics and the number of
epochs used for each model. We also used met-
rics to measure the early detection of mental disor-
ders shown in Table 16.

Disorder Model Epoch P R F1
mDeBERTa 11 040 0.34 046
Depression RoBERTa Large 5 038 034 0.27
RoBERTa Base 8 048 0.40 0.38

Table 15: Results for Multi-class classification.

Precision (P). Recall (R).

Disorder Model ERDE5 ERDE30 ITP speed I-wF1

mDeBERTa 0.33 0.19 2 098 0.70
Depression RoBERTa Large 0.28 0.23 2 0.98 0.65
RoBERTa Base 0.31 0.21 2 0.98 0.66

Table 16: Results for multi-class classification in
the early detection. Early Risk Detection Error
(ERDE). LatencyTP (ITP). Latency-weightedF1 (I-
wF1)

In these experiments, it is clear that the results
could be much better, so extensive research is
needed. Although solving the multi-classification
task with a more fine-grained set of labels seems
to be rather difficult, the position adopted by the
user (whether in favour of the disorder, fighting
against it, or providing support...) is worth study-

ing.

5.4. Multi-output regression

Depression is also evaluated in a multi-output re-
gression setting. We use the RMSE metric and
Pearson correlation coefficient to evaluate the dif-
ferent models. Table 17 contains the results and
the number of epochs in which each model was
trained.

Disorder Model Epoch RMSE mean rmean
mDeBERTa 6 0.23 0.48
Depression RoBERTa Large 7 0.44 -0.21
RoBERTa Base 3 0.41 -0.15

Table 17: Results for multi-output regression. Root
Mean Square Error mean of all classes (RMSE
mean). Pearson correlation coefficient mean of all
classes (r mean).

As in the previous task, multi-output regression
is a difficult challenge. In this case, mDeBERTa is
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the model that obtains better results with the low-
est value of error and the highest Pearson corre-
lation. The other models still fall far short of the
predictions but it would be good if a system could
predict as similar as the real annotators. Although
the task, again, exhibits a high degree of difficulty,
the regression-based evaluation is better for eval-
uating how a system is close to the level of agree-
ment of human evaluation.

6. Discussion

The corpus contains conversations of 1,334 differ-
ent users over the Telegram platform, with a total
number of 46,386 messages. All the users have
been annotated according to the categories de-
fined related to eating disorders, depression, and
anxiety. The most unbalanced partition is that of
anxiety, with only 57 control subjects in compar-
ison to 443 users that have been annotated as
“suffer”. However, control subjects could be drawn
from depression in order to complete a total of 223
control cases. These sizes allow for interesting re-
search tasks.

The agreement that we found is low in general
when dealing with a multi-class problem. Regard-
ing binary annotation, it seems that is easier to
agree when an eating disorder is being suffered
compared to the two other disorders, depression
and anxiety.

The time-stamped messages in the conversa-
tions enable early-detection analysis and evalua-
tion. We conducted initial experiments in auto-
matic classification and early detection, which can
serve as baselines for future research. These ex-
periments reveal varying ease of detection among
the disorders, with ED being the easiest and anxi-
ety proving to be the most challenging.

7. Conclusions and Future Work

In this paper, we present a new extensive dataset
for evaluating early risk detection in three men-
tal disorders: ED, depression, and anxiety. This
dataset includes data from over 1,300 subjects
and comprises more than 45,000 messages col-
lected from various Telegram groups. The cor-
pus will be freely available and will allow the re-
search community to measure the performance of
approaches, enabling results reproducibility and
comparison. There is no similar corpus in Spanish
for the early detection of mental risk and this new
dataset is expected to contribute to mental health
research.

Furthermore, we have performed experiments
on various tasks, serving as benchmarks for future
research. With message timestamps and subject-
level thread labels, this dataset enables not only

classification or regression studies but also early
risk detection tasks, allowing us to measure the
speed at which systems can identify positives over
time.

We have organised the MentalRiskES (Marmol-
Romero et al., 2023) evaluation campaigns using
the corpus describe in this paper, and we intend
to organise further evaluation forums to promote
research on mental disorders, particularly within
the Spanish-speaking context. Concurrently, as
part of the ongoing campaign, we have undertaken
cross-disorder experiments to explore whether in-
sights gained from one disorder’s context can en-
hance the ability of NLP methods to detect related
disorders.

It is important to note that despite the intense
annotation work and agreement curation, subjects
have not been evaluated by experts in these disor-
ders, so the labels should be taken not as a diag-
nosis of the subject but as a risk-related associa-
tion. We expect to create new datasets with clinical
evaluations that could serve to validate the quality
of non-expert or automatically annotated corpora.

8. Ethics Statement

The main objective of this study is to contribute to
society by developing a dataset that serves as a
tool to create systems with scientific purposes and
develop artificial intelligence to enable early detec-
tion of different mental disorders in young people
on social networks. The data has been tagged by
applying gender diversity and non-discrimination
measures through the annotation platform. In ad-
dition, all real user identifiers were removed from
the Telegram application and new identifiers were
created. We insist that all results only be used for
non-clinical research. People seeking help should
seek it from professional psychiatrists or clinicians.
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