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Abstract
Nowadays, character-based sequence labeling becomes the mainstream Chinese named entity recognition
(CNER) approach, instead of word-based methods, since the latter degrades performance due to propagation
of word segmentation (WS) errors. To make use of WS information, previous studies usually learn CNER
and WS simultaneously with multi-task learning (MTL) framework, or treat WS information as extra guide
features for CNER model, in which the utilization of WS information is indirect and shallow. In light of the
complementary information inside multi-grained words, and the close connection between named entities and
part-of-speech (POS) tags, this work proposes a tree parsing approach for joint modeling CNER, multi-grained
word segmentation (MWS) and POS tagging tasks simultaneously. Specifically, we first propose a unified
tree representation for MWS, POS tagging, and CNER.Then, we automatically construct the MWS-POS-NER
data based on the unified tree representation for model training. Finally, we present a two-stage joint tree
parsing framework. Experimental results on OntoNotes4 and OntoNotes5 show that our proposed approach
of jointly modeling CNER with MWS and POS tagging achieves better or comparable performance with latest methods.

Keywords: Chinese NER, Multi-grained word segmentation, POS tagging, Joint model

1. Introduction

Named entity recognition (NER) aims to identify
named entities (NE) from raw texts and classify
them into pre-defined categories. As a fundamen-
tal task in natural language processing (NLP), NER
is indispensable for many downstream NLP tasks,
including question answering (Zhang et al., 2023),
relation extraction (Zhao et al., 2023), and informa-
tion retrieval (Hu et al., 2023).

In alphabetical languages such as English where
words are explicitly separated with spaces, NER
can be formulated as a word-based sequence la-
beling problem, i.e., treating words as the basic
processing units. In contrast, Chinese adopts a
logographic writing system without delimiters be-
tween words, while word information is essential for
Chinese NER (CNER) due to the rich boundary in-
formation and basic semantic knowledge contained
in words.

In order to leverage word information for CNER,
a common way in early works, especially before
the deep learning (DL) era, is first performing word
segmentation (WS), and then recognizing named
entities based on the predicted word sequence (Wu
et al., 2012). However, these word-based pipeline
approaches have the limitation that the inevitable
segmentation errors in WS process can be further
propagated to CNER, severely affecting CNER per-
formance.

∗Corresponding author.

S

PROPN+ORG

NOUN

NOUN

厂

NOUN

料染

PROPN

东广

VERB

立成

PROPN+PER

强李

Figure 1: An example sentence of its Chinese
MWS-POS-NER tree: “李强 (Li Qiang)成立 (sets
up)广 东 (Kwangtung)染 料 (Dyestuff)厂 (Plant).”
The bold fonts are NE labels.

Considering the error propagation issues, there
have been few works on word-based approaches
for CNER in the DL era. Using character-based
(char-based) CNER models as backbones and fur-
ther integrate word segmentation information into
char-based models has been attractive for CNER.
Recent methods of leveraging word segmentation
information fall into two categories. The first kind
of methods is to enhance CNER with implicit task-
shared features by simultaneously training CNER
with WS, or WS&POS tasks under the multi-task
learning (MTL) framework with a task-shared en-
coder (Wu et al., 2019; Yan et al., 2023). The sec-
ond one is explicitly integrating word segmenta-
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tion information as guide features into char-based
CNER(He and Sun, 2017; Zhu and Wang, 2019).
Although above methods have achieved great im-
provements, they still face the following two chal-
lenges.

On the one hand, the integration of CNER
and word segmentation information through above
guide-feature or MTL methods is indirect and shal-
low. On the other hand, existing methods usually
only consider single-grained word segmentation
(SWS), i.e., a sentence is split into a single word
sequence, which ignore the fact that the segmen-
tation granularities for Chinese word segmentation
(CWS) are diverse from different linguistic perspec-
tives. Compared with the word information obtained
from SWS, words of different granularities can pro-
vide richer boundary information for CNER. For
example, we examine the entities coverage ratio of
OntoNotes4 (Weischedel et al., 2011) in SWS and
multi-grained words (MWS) following Gong et al.
(2020) respectively, and find that MWS has a much
higher entities coverage ratio of 91.45% than that
in SWS (85.54%).

With the above considerations, in this work, we
propose to enhance the performance of CNER by
representing and modeling words of different gran-
ularities and CNER in a unified structure, which can
integrate rich multi-grained word information with
CNER more closely and straightforward. Figure 1
shows an example of the tree-structure represen-
tation, where the non-terminals correspond to all
words of different granularities, including named
entities.

Moreover, NER is also closely correlated with
POS tagging since named entities usually have the
POS tags of proper noun. In fact, as aforemen-
tioned, researchers have tried to leverage POS
tags for NER by taking POS tags as extra features
(Dang et al., 2018; Nie et al., 2020).

In this work, we naturally integrate POS tags in
our unified tree structure as non-terminal labels. As
shown in Figure 1, each non-terminal is assigned
with a POS tag. For the named entities, we further
attach extra NE labels on them. For example, “李
强” is a proper noun and also a person entity, so we
assign the “PROPN” POS tag and “PER” NE label to
it independently.

We conduct extensive experiments on two
widely-used NER datasets, i.e., OntoNotes4 and
OntoNotes5 (Pradhan et al., 2013), to verify the
effectiveness of our method. Detailed analy-
sis are also conducted to gain more insights on
our proposed approach. We have released our
codes at https://github.com/Huangmang3/
JointNER.

The main contributions of this paper can be sum-
marized as follows:

• We propose a unified representation for MWS,

POS and CNER by capturing them in a single
tree structure, and automatically construct the
corresponding MWS-POS-NER data based
on the tree representation, in order to take full
advantage of word information for CNER.

• We propose to jointly model MWS-POS-NER
with a two-stage parsing approach, which first
parse MWS tree with POS tags then classify
NE labels of predicted proper nouns, to im-
prove CNER with the interactive knowledge of
multi-grained words and POS tags.

• Extensive experiments and in-depth analy-
sis verify the effectiveness of our proposed
method of improving CNER with MWS and
POS via joint modeling.

2. Related Work

Typically, there are two mainstream methods for
NER. The first one is sequence labeling method
(Hu et al., 2022b; Zhou et al., 2022; Zheng et al.,
2022) which classifies each character or word in the
sequence into an NE label, and is the most widely-
used method in flat NER. The second one is span-
based method (Wan et al., 2022; Zhu and Li, 2022;
Lou et al., 2022) which performs classification on
all the possible spans of the sentence to identify
whether a span is an entity with pre-defined NE
types, and is usually more preferred by nested NER.
In this work, we adopt the span-based method. The
main reason is that the span-based method can
naturally model our proposed MWS-POS-NER tree
structure, since a tree can be decomposed into its
corresponding constituent spans.

For CNER, considering the rich boundary infor-
mation and basic semantic knowledge contained in
words, researchers usually incorporate word infor-
mation to CNER models for better performance. In
early traditional machine learning era, word-based
sequence labeling methods are usually used for
CNER (Wu et al., 2012), which first segment the
sentence into a word sequence, and then classify
each word into an NE label to identify entities. How-
ever, the word-based method can cause error prop-
agation problem. Therefore, current works turn
to incorporate word information into char-based
CNER models with lexicon-enhanced method and
joint modeling method, in addition to word segmen-
tation guide-feature method and MTL method as
discussed in Section1.

Lexicon-enhanced Model. In recent years,
many researchers propose lexicon-enhanced
CNER models to leverage word information. The
main idea is first matching words in the sen-
tence according to lexicons, and then integrat-
ing the matched words into char-based CNER
models with various model architectures(Li et al.,

https://github.com/Huangmang3/JointNER
https://github.com/Huangmang3/JointNER
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2020; Liu et al., 2021; Wu et al., 2021; Hu et al.,
2022a). Although great improvements are achieved
by lexicon-enhanced models, the helpful context-
aware word information are ignored in lexicon, and
it is impossible for lexicon to cover all the words
in datasets. Thus, the word information obtained
from lexicon is limited.

Joint Model. To utilize context-aware word in-
formation, Wang et al. (2019) propose to improve
CNER by jointly representing and modeling CNER,
SWS, POS tagging and constituent parsing. In their
work, they reformulate parsing to height-limited con-
stituent parsing by cutting nodes which exceed a
certain height limit in the constituency tree and
thus only reserving constituency subtrees for each
sentence. They represent joint SWS-POS-CNER-
Parsing in unified height-limited constituent pars-
ing subtrees structure, where the NE labels and
POS tags are merged into the same label space.
Their approach have improved CNER performance.
However, one limitation of their work is that they
only focus on leveraging words of single granularity,
without considering the fact that word segmentation
granularities can be diverse from different linguistic
perspectives. Moreover, they merge POS tags and
NE labels into the same label space, ignoring the
incompatibility and unbalance of these two label
sets.

In this work, we propose to improve CNER with
multi-grained words and POS tags by joint model-
ing. The differences between our work and Wang
et al. (2019) are three-fold. First, compared with
their work which only consider word information
from single-grained segmented words, we propose
to utilize words of multiple granularities, in order to
gain richer word information from different linguistic
perspectives for CNER. Second, we represent joint
MWS-POS-NER as a unified tree structure, rather
than subtrees structure. Third, we propose a two-
stage approach to handle POS tags and NE labels
separately, instead of merging them into the same
label space.

3. Representing MWS-POS-NER as
Unified Char-level Tree

The key idea of this work is to jointly represent and
model MWS, POS tagging and NER, in order to im-
prove NER performance by leveraging the shared
and interactive features of multi-grained words and
POS tags.

In this section, we first describe the unified MWS-
POS-NER tree-structure representation, and then
introduce how to automatically produce MWS-POS-
NER data on OntoNotes4 (Weischedel et al., 2011)
and OntoNotes5 (Pradhan et al., 2013) datasets.

3.1. Unified MWS-POS-NER Tree
Structure

We propose to represent MWS, POS, and NER in a
unified manner by constructing a MWS-POS-NER
tree structure, for the purpose of taking advantage
of rich word information for NER by closely integrat-
ing NER with MWS and POS.

As illustrated in the bottom part of Figure 2, all
words of different granularities along with their cor-
responding POS tags or NE labels are encoded
in the hierarchical tree structure. In the tree, each
leaf node is a character. When a single charac-
ter or several consecutive characters composing a
word, a non-terminal node is created with a POS
tag attached. For example, “最” is a single-char
word with a POS tag of “ADV” (short for adverb);
whereas “最高” is a multi-char word with a POS
tag of “ADJ” (short for adjective). The two words
correspond to two non-terminal nodes in the tree
with POS tags as the node labels.

For entities, we append an NE label to the POS
tag if a word is also a named entity. For example,
the word “最高人民检察院政治部” is an organi-
zation and its corresponding node is labeled as
“PROPN+ORG”, in which “PROPN” (short for proper
noun) is the POS tag, and “ORG” is the NE label.
Please note that the parsing model handles POS
tags and NE labels separately, as discussed in Sec-
tion 4.1.

3.2. Constructing MWS-POS-NER Data

We propose a two-step method to automatically
construct a unified MWS-POS-NER tree for each
sentence in the training data of OntoNotes4 and
OntoNotes5 by additionally making use of two ex-
isting widely-used heterogeneous datasets, i.e.,
the People Daily Corpus of the Peking Univer-
sity (PPD)(Yu, 2003) and the Microsoft Research
Word Segmentation Corpus (MSR) (Huang et al.,
2006). Among the four above mentioned datasets,
OntoNotes4 and OntoNotes51 are two popular NER
datasets which contain annotated named entities,
CWS, and POS tags simultaneously, PPD is an-
notated with both WS labels and POS tags, and
MSR is only annotated with WS labels. Moreover,
OntoNotes, PPD, and MSR use heterogeneous
annotation guidelines.

First, we automatically obtain MWS-POS tree
structure for each sentence in OntoNotes by utiliz-
ing the heterogeneous SWS-POS annotations in
OntoNotes and PPD, and the SWS annotations in

1Since the workflow of constructing MWS-POS-NER
trees for OntoNotes4 and OntoNotes5 are similar, we
refer to OntoNotes4 and OntoNotes5 as OntoNotes later
in this section.
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Figure 2: An example sentence of how its Chinese MWS-POS-NER tree is generated by different
SWS&POS results and NE labels: “最高 (the Supreme)人民 (People’s)检察院 (Procuratorate)政治
部 (Political Department)主任 (director)王明 (Wang Ming).”

MSR, with the approach of annotation conversion2

(Gong et al., 2022). Second, we attach NE labels
on the MWS-POS tree according to the NE annota-
tions in OntoNotes to form the unified MWS-POS-
NER tree for each sentence. The whole workflow
is shown in Figure 2.

Step 1: Generating MWS tree with POS tags.
In this work, we first generate the hierarchical tree
structure of multi-grained words with POS tags
on OntoNotes by additionally leveraging PPD and
MSR. Since OntoNotes mostly has non-overlapping
and heterogeneous annotations with PPD and
MSR, and each of these datasets only contains
single-side gold labels. We automatically convert
the OntoNotes-side gold labels into the PPD-side la-
bels (denoted as PPDconv in Figure 2), and convert
the OntoNotes-side gold labels into the MSR-side
labels (denoted as MSRconv in Figure 2) respec-
tively with the annotation conversion approach of
Gong et al. (2022), in order to obtain the labels
according to three different guidelines for each sen-
tence simultaneously.

The upper part of Figure 2 illustrates an exam-
ple of the above annotation conversion workflow:
each sentence in OntoNotes is converted into its
corresponding sentence with PPD-side labels via

2We have re-implemented the code and re-
leased at https://github.com/SudaLaGroup/
CoupledModelwithBERT.

Mo→p and MSR-side labels via Mo→m, respec-
tively. Please kindly note that we map POS tags
in different datasets into Universal Dependencies
(UD)3 according to pre-defined mapping rules, to
unify the representation of POS tags under differ-
ent annotation guidelines. For MSR which has no
POS annotations, we produce its POS tags based
on the following rules: if a word in MSR also ex-
ists in OntoNotes or PPD, it will be assigned with
the same POS tag as OntoNotes or PPD, other-
wise, its POS tag will be determined according to
pre-defined production rules.

Finally, for each sentence in OntoNotes, we can
produce the WS and POS results under three dif-
ferent guidelines. There may be situations where
the WS results under different guidelines overlap
with each other. For example, in MSRconv, the seg-
mentation result for the word "ABC" is "AB/C", but
in PPDconv, the segmentation result is "A/BC". Ac-
cording to our preliminary experimental statistics,
we found that less than 0.1% of segmented words
overlap with other segmented words. For simplic-
ity, we directly adopt the predicted WS results with
high confidence (e.g. AB/C) and discard other WS
results (e.g. A/BC). Finally, we represent the pro-
duced WS and POS results in a MWS-POS tree
structure as shown in the bottom part of Figure 2.

3universaldependencies.org/u/pos/

https://github.com/SudaLaGroup/CoupledModelwithBERT
https://github.com/SudaLaGroup/CoupledModelwithBERT
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Step 2: Attaching NE labels to MWS-POS tree.
In step 2, we attach the manually annotated NE
labels in OntoNotes training data to the MWS-POS
tree obtained in step 1, in order to form the com-
plete MWS-POS-NER tree for each sentence in
OntoNotes training data.

For the entity which is a word in the MWS-POS
tree (accounting for 96% of all the named entities),
we directly attach an extra NE label to its corre-
sponding word non-terminal to indicate the word is
also an entity. Considering that most of the entities
are proper nouns, we define the POS tags of all the
entities to be “PROPN” for simplicity. For example,
in Figure 2, “王明” has two separate labels of POS
tag “PROPN” and NE label “PER” in the non-terminal,
meaning that the word “王明” is a person entity with
the POS tag of proper noun.

For the entity which is annotated in the original
OntoNotes datasets but is not considered as a word
in the MWS-POS tree obtained by step 1, we rep-
resent it by adding a new non-terminal node for
the corresponding entity to the tree. For example,
the organization entity “最高人民检察院政治部” is
an annotated named entity in OntoNotes but is not
a word in MWS-POS tree. To form the complete
MWS-POS-NER tree, we add a new non-terminal
to the original MWS-POS tree with the NE label
“ORG” and the POS tag “PROPN”.

Please kindly note that we only construct MWS-
POS-NER tree via the above proposed two-step
method for each sentence in training data. For dev
and test data, we do not provide any gold MWS
or POS information, instead, the MWS-POS-NER
tree is automatically predicted by our proposed joint
model.

4. Joint MWS-POS-NER Parsing

Based on the tree representation that we build in
the previous section, as shown in Figure 1, we
naturally employ a two-stage tree parsing model to
cast the joint modeling of MWS, POS tagging and
CNER.

4.1. The Two-stage Parsing Framework
As discussed in Section 3.2, our tree representation
allows entities to be only located tagged “PROPN”
(i.e., direct children of the root node “S”). It means
that entities only appear in a small fraction of tree
nodes. In light of that, we propose a two-stage
MWS-POS-NER parsing framework, as shown in
Figure 3. In the first stage, the joint model predicts a
MWS tree with POS tags. In the second stage, the
model determines whether the words with “PROPN”
tags predicted in the first stage are entities and
identifies their NE labels.

Formally, given a character-level sentence x =

. . . ci . . . cj . . .

Encoder (BiLSTM or BERT)

× ×

1 1

MLPL
1 MLPR

1

× ×

1 1

MLPL
2 MLPR

2

s1(i, j, t) s2(i, j, l)

S

PROPN

PROPN ADJ NOUN

S

ORG

PER ADJ NOUN

hi hj

rli rrj
Wt Wl

Context-aware
Representations

Biaffine
Scorers

First-stage:
MWS&POS

Second-stage:
NER

Figure 3: The architecture of the two-stage joint
parsing framework.

c1, c2, ..., cn, we use (i, j, t) to represent that ci...cj
corresponds to a word tagged as t in the first stage,
and use (i, j, l) to represent that ci...cj is an entity
labeled as l in the second stage.

First-stage: Predicting MWS tree with POS tags.
As illustrated by the tree in the upper part of Figure
3, in the first stage, the model aims to produce an
MWS tree with POS tags.

Formally, given a sentence x, the goal is to find
an MWS-POS tree ŷ with the highest score. The
score of the tree y is calculated by summing up the
scores of all its constituent MWS-POS spans.

s(x,y) = ∑

(i,j,t)∈y

s(i, j, t)

ŷ = argmax
y

s(x,y)
(1)

Second-stage: Recognizing named entities.
As shown in the upper part of Figure 3, after ob-
taining an optimal tree ŷ that contains all the multi-
grained words and their corresponding POS tags,
in the second stage, we constrain our model to only
recognize NE labels l̂ for those words with “PROPN”
tags in the predicted tree ŷ, since all the named
entities have the POS tag of “PROPN” as illustrated
in Section 3.2.

l̂ = argmax
l∈N

s(i, j, l) (2)

where N is the NE label set. Please note that we
add an extra label of “∅” in the label set to indicate
not an entity.
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4.2. The Neural Model Architecture
This subsection mainly introduces the details of the
model calculating span scores in two stages, which
is shown in the lower part of the Figure 3.

Inputs. For a given sentence, we use character
embedding ei to represent the i-th character ci.

ei = emb(ci) (3)

Encoder. We apply two types of encoders, i.e.,
1) a three-layer BiLSTM or 2) BERT, to encode the
sentence and obtain context-aware representations
hi of ci, where hi is the top-layer outputs of BiLSTM
or BERT.

Boundary representation. We use two sepa-
rate MLPs to acquire the left and right boundary
representation vectors of ci.

rLi ; r
R
i =MLPL

(hi) ;MLPR
(hi) (4)

where rLi /r
R
i is the boundary representation in the

situation that ci is the left/right boundary of a span.
Biaffine Scorer. The score s(i, j, t) of each

MWS span ci...cj with a POS tag t in the first stage
is computed via a biaffine operation (Dozat and
Manning, 2017) over rLi and rRj .

s(i, j, t) = [
rLi
1
]

T

Wt [
rRj
1
] (5)

where Wt ∈ R501×501 is the biaffine parameter.
Similarly, for the score s(i, j, l) of each entity

span in the second stage, two extra MLPs are used
to obtain boundary representations, and an extra
biaffine operation is performed to calculate s(i, j, l).

4.3. Training Loss
For the first stage, we apply a label aware TreeCRF
loss L1st to maximize the conditional probability
p(y∗∣x) of the gold MWS-POS tree y∗.

L
1st
(x,y∗) = − log p(y∗∣x)

p(y∗∣x) =
es(x,y

∗
)

Z(x) ≡ ∑

y′∈T (x)

es(x,y′)
(6)

where Z(x) is the normalization term and T (x) is
the set of all possible trees.

For the second stage, we compute a cross-
entropy loss for each span (i, j, l) in z∗, where z∗

is the gold-standard tree with NE labels (including
“∅”) , and accumulate them as the loss L2nd of the
second stage.

L
2nd
(x,z∗) = ∑

(i,j,l)∈z∗
− log

es(i,j,l)

∑l′ e
s(i,j,l′) (7)

Finally, the training loss of the two stages are
added as the total loss of our joint model.

L(x,y∗,z∗) = L1st
(x,y∗) +L2nd

(x,z∗) (8)

Datasets Type Train Dev Test

OntoNotes4 #Sent. 15,724 4,301 4,346
#Entity 13,372 6,950 7,684

OntoNotes5 #Sent. 36,487 6,083 4,472
#Entity 62,543 9,104 7,494

Table 1: Numbers of sentences and entities in
OntoNotes4 and OntoNotes5 datasets.

5. Experiments

Data. We conduct experiments on two NER
datasets, i.e., OntoNotes4 and OntoNotes5. We
choose these two datasets becaouse they are two
widely-used datasets that contain CNER and par-
allel annotations of CWS and POS tagging. Ta-
ble 1 shows the data statistics. OntoNotes4 is
mainly from newswire domain and has 4 entity
types. OntoNotes5 also contains texts mainly from
newswire domain, but is in larger scale compared
with OntoNotes4 and has 18 entity types. We use
the same data split as Zhang and Yang (2018) for
OntoNotes4, and the same data split as Jie and Lu
(2019) for OntoNotes5.

In order to enhance CNER performance by joint
learning with MWS and POS tagging, for the train-
ing data, we automatically obtain extra MWS and
POS tags for each sentence to form a unified MWS-
POS-NER tree for model training, by leveraging two
heterogeneous datasets ( i.e., PPD and MSR), as
illustrated in Section 3.2.

Evaluation metrics. We employ the standard
precision (P), recall (R), and F1 score for evaluating
NER performance.

Model details. In order to perform CKY decod-
ing, we adopt left binarization and transform the
original tree into those of Chomsky normal form
(CNF) via the NLTK4 tool. The hyper-parameter set-
tings is same to the constituency parser of Zhang
et al. (2020). The character embeddings are pre-
trained on Chinese Giga-Word (Li et al., 2019),
whose dimension is 100. The training process will
be stopped if the peak performance on dev data
does not increase in 100 consecutive epochs on
BiLSTM models. For experiments with BERT, we
adopt “BERT-wwm (Cui et al., 2021)” to fine-tune
and the training process continues 25 epochs. We
run each model for three times with different ran-
dom seeds and report the average result.

5.1. Results on Dev Data
To understand the influence of integrating word
information into CNER via joint modeling with MWS
and POS tagging, we compare the development

4https://www.nltk.org
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OntoNotes4-Dev OntoNotes5-Dev
Model P R F1 P R F1 Sent/s

Char-based 72.77 64.64 68.42±0.25 72.90 69.53 71.17±0.11 393
Joint model 75.86 66.21 70.70±0.29 77.50 71.22 74.22±0.03 349
Char-based w/ lexicon 74.63 72.72 73.65±0.19 74.25 74.39 74.32±0.20 136
Joint model w/ lexicon 76.07 72.37 74.18±0.12 78.83 73.59 76.12±0.12 131
Char-based w/ BERT 78.96 80.18 79.55±0.11 75.86 78.19 77.01±0.07 204
Joint model w/ BERT 80.39 80.44 80.41±0.21 78.83 77.41 78.09±0.16 179

Table 2: Development results on OntoNotes4/5.

results under various model configurations. Table
2 shows the results.

The first major row compares the CNER perfor-
mance of character-based BiLSTM-CRF sequence
labeling CNER model (denoted as “Char-based”)
and the joint MWS-POS-NER tree parsing model
without using lexicon information or BERT (denoted
as “Joint model”). We can see that the proposed
“Joint model” greatly outperforms the “Char-based”
by more than 2 in F1 on both datasets. It indicates
that joint learning CNER with MWS and POS tag-
ging can bring advantage to CNER performance
by sharing the rich word boundary information and
POS information.

The second major row shows the results of “Char-
based” and “Joint model” enhanced with lexicon.
Compared with the models in the first major row,
we further integrate additional lexicon words into
the models by matching the sentence with an
automatically-obtained lexicon and concatenate the
lexicon representations with the original input char-
acter embeddings following WC-LSTM (Liu et al.,
2019). After incorporating lexicon words, our “Joint
model w/ lexicon” can still achieve better perfor-
mance than “Char-based w/ lexicon” on both two
datasets, demonstrating that the shared morphol-
ogy knowledge in our joint model is complementary
with that in lexicon, and both make contributions to
CNER model.

The third major row reports the results with BERT
encoder, which are dramatically improved com-
pared with the results in the first two major rows.
Based on BERT encoder, our “Joint model w/ BERT”
outperforms “Char-based w/ BERT” by about 1 in
F1 on both datasets. It shows that our method of
leveraging word information via joint modeling with
MWS and POS tagging can complement the con-
textualized information contained in BERT, further
verifying the effectiveness of our method.

We also compare the parsing speed of differ-
ent models to investigate whether our joint models
achieve better performance at the cost of very low
efficiency. In the last colum of Table 2, we report
the average number of sentences parsed by differ-

ent models in OntoNotes4. For fair comparison, we
run each model with a single Nvidia GTX 1080Ti
GPU on the same machine. We can see that the ef-
ficiency of our joint models are only slightly inferior
than that of char-based models under all the three
settings 5. The reason is that we follow Zhang et al.
(2020) to employ the batchified inside algorithm to
perform parallel operation and thus can fully utilize
the power of GPUs to gain efficiency.

Overall, we can conclude that incorporating word
boundary information and POS information via joint
modeling can help improve the performance of
CNER consistently, without much hurt in efficiency.
Considering that the model based on BERT en-
coder performs the best on dev data, our subse-
quent experiments and analyses are conducted on
the model based on BERT encoder.

5.2. Comparison with Previous Works
Table 3 compares the results of our model with
previous works on OntoNotes4 and OntoNotes5
test data. In Table 3, for the OntoNotes5 results
of WC-LSTM, FLAT, SoftLexicon, LEBERT and
W2NER, we re-run the codes released by corre-
sponding works. After comparison, we can see
that our “Joint model†” achieves better performance
compared with most of the previous approaches
on OntoNotes4 and OntoNotes5, showing that our
MWS-POS-NER joint model is effective in improv-
ing CNER performance by making full use of word
information.

The result of our joint model on OntoNotes4 is
inferior to that of ATSSA, ACT-S, and W 2NER. The
reason is that ACT-S introduces additional bilingual
information, and thus its result is much higher than
other models. ATSSA uses Adaptive Threshold
Selective Self Attention to replace the Self-Attention
module in FLAT model, which makes the model
can focus on more critical keys and obtain more
effective information. W2NER uses two sets of

5The speed of models under the setting of “w/ lexicon”
are inferior than that of other two settings due to the com-
putational cost of handling additional lexicon information.



8739

Model F1

OntoNotes4
Lattice LSTM (Zhang and Yang, 2018) 73.88
LR-CNN (Gui et al., 2019) 74.45
WC-LSTM (Liu et al., 2019) 74.43
PLTE† (Xue et al., 2020) 80.60
FLAT† (Li et al., 2020) 81.82
SoftLexicon† (Ma et al., 2020) 82.81
LEBERT† (Liu et al., 2021) 82.08
MECT† (Wu et al., 2021) 82.57
ATSSA† (Hu et al., 2022a) 83.31
ACT-S† (Ning et al., 2022) 83.91
W2NER† (Li et al., 2022) 83.08
Joint model† 82.82
OntoNotes5
WC-LSTM (Liu et al., 2019) 75.95
DGLSTM-CRF (Jie and Lu, 2019) 77.40
FLAT† (Li et al., 2020) 77.87
SoftLexicon† (Ma et al., 2020) 79.71
LEBERT† (Liu et al., 2021) 78.30
W2NER† (Li et al., 2022) 79.04
Joint model† 79.87

Table 3: Comparison with previous works on
OntoNotes4/5 test data. ‘†’ indicates that the model
uses BERT.

relationships to unified model named entities with
three different representations: flat, nested, and
discontinuous. These methods are orthogonal to
our work, and we can also attempt to use these
methods to further improve the performance of our
joint model.

5.3. Analysis
We conduct detailed analysis to better understand
the NER improvements introduced by our MWS-
POS-NER joint model. In Table 4, we present the
test results on the settings of using pre-trained
BERT encoder.

Pipeline vs. Joint framework in using WS. We
compare the results of integrating WS information
under the pipeline and the joint framework. The
“Word-based (orig.)” row shows the result of the
pipeline framework, which first obtains segmented
words6 according to the original SWS annotations
in OntoNotes4/5 and then take the words as the
input of NER model. In the “+SWS (orig.)” row,
we learn NER and WS simultaneously under the
joint framework by parsing on SWS-NER structure,
which is a simplified version of the MWS-POS-NER

6gold words for train, and automatic predicted words
for dev/test, the same for “+SWS (orig.)”

Model OntoNotes4 OntoNotes5

NER as sequence labeling
Char-based 81.70±0.28 78.30±0.16
Word-based (orig.) 79.28±0.17 78.14±0.11

Joint NER w/ WS as tree parsing
+SWS (orig.) 81.82±0.17 79.34±0.39
+SWS (fine) 81.96±0.32 79.29±0.29
+SWS (coarse) 82.04±0.23 79.50±0.05
+MWS 82.11±0.16 79.58±0.20

Joint NER w/ WS&POS as tree parsing
+SWS (orig.)&POS 82.20±0.05 79.69±0.14
+SWS (fine)&POS 81.97±0.19 79.64±0.25
+SWS (coarse)&POS 82.43±0.24 79.84±0.41
+MWS&POS 82.82±0.07 79.87±0.20

w/o PROPN constraint 82.55±0.06 79.82±0.12
merge POS&NE label 81.91±0.58 79.52±0.29

Table 4: Ablation studies on models with BERT on
OntoNotes4/5 test data.

tree in Figure 1 by reserving only single-grained
word spans obtained from the original SWS an-
notations in OntoNotes4/5 and omitting POS tags.
By comparing “Word-based (orig.)” and “+SWS
(orig.)” results, we observe that integrating WS with
pipeline framework is distinctly inferior to that using
joint framework, even inferior to the result of “Char-
based”. It indicates that the pipeline framework
severely suffer from the error propagation issue,
while the joint framework can alleviate the issue.

Impact of word granularities. To analyze the
effectiveness of introducing words of multiple gran-
ularities, we compare the results of joint learning
NER with SWS and MWS on the settings of without
POS tags (the second major row in Table 4) or with
POS tags (the first four lines of the third major row in
Table 4). The results show that the joint models inte-
grated with MWS under both settings, i.e., “+MWS”
and “+MWS&POS” in Table 4, achieve consistently
better performance than that integrated with SWS,
demonstrating that words of multiple granularities
can provide more word information for CNER than
single-grained words.

Moreover, to further analyze which granularity
of the multi-grained words contributes to NER per-
formance best, we look into the rows of “+SWS
(fine)” and “+SWS (coarse)”, which are results
of only reserving the finest-grained words or the
coarsest-grained words in the unified tree. We
observe that integrating either of the two granulari-
ties via joint modeling can help improve the char-
based NER, and coarse-grained words bring more
improvements to NER performance possibly be-
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cause coarse-grained words usually have the same
boundaries as named entities, and thus can provide
richer useful boundary information.

Overall, it can be concluded that words of all the
different granularities in MWS can provide comple-
mentary contributions to CNER, and among which
coarse-grained words make more contributions.

Impact of using POS tags. The third major row
in Table 4 shows the results of further integrating
POS tags into the joint model. First, comparing
the first four lines of the third major row and the
second major row, we can see that the integration
of POS tags leads to consistent improvements for
the performance of NER, since entities usually have
the POS tags of “PROPN” and thus POS information
can help better recognize named entities.

Second, in the “w/o PROPN constraint” row, we
remove the constraint of only recognizing NE labels
on the predicted “PROPN” words (i.e., recognize NE
labels on all the predicted words) in the second
stage of our model. The decreased performance is
because after removing the PROPN constraint, the
average precision of the two datasets decreased
by about 1.3%, while the average recall increased
by about 0.3%. The reason is that after removing
the constraint that only predicting NE on the words
with the predicted POS tag of PROPN, the joint
model can predict NE label on all POS tags, re-
sulting in an increased number of predicted NEs.
Among the increased number of predicted NEs, al-
though some of these increased NEs are predicted
correctly, more additional predicted NEs are incor-
rectly predicted without PROPN constraint. The
experimental results also verified the effectiveness
of our strategy of PROPN constraint.

Finally, in order to measure the effectiveness
of our method in distinguishing POS label space
from NE label space via two-stage framework, we
remove the second stage of our joint model, and
merge POS and NE labels in the same label space
to predict them simultaneously in one stage. The
decline in “merge POS&NE label” performance and
stability verifies the importance of a clear distinction
for POS and NE label sets, showing the advantage
of our method in avoiding the incompatibility and
unbalance issues of the two label sets.

6. Conclusions

In this paper, we propose to jointly model CNER
with MWS and POS tagging to promote the perfor-
mance of CNER. We first propose a unified MWS-
POS-NER tree-structure representation to repre-
sent each sentence. Based on the tree representa-
tion, we then naturally employ a two-stage parsing
framework for joint modeling. Experiments and
analysis on two widely-used NER datasets, i.e.,

OntoNotes4 and OntoNotes5, show that the pro-
posed joint model can effectively improve CNER
with the shared and interactive rich word informa-
tion in multi-grained words and POS tags, achieving
better or comparable performance compared with
the previous approaches.
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