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Abstract

Deaf and hard-of-hearing (DHH) students face
significant barriers in accessing science, tech-
nology, engineering, and mathematics (STEM)
education, notably due to the scarcity of STEM
resources in signed languages. To help ad-
dress this, we introduce ASL STEM Wiki: a
parallel corpus of 254 Wikipedia articles on
STEM topics in English, interpreted into over
300 hours of American Sign Language (ASL).
ASL STEM Wiki is the first continuous sign-
ing dataset focused on STEM, facilitating the
development of AI resources for STEM edu-
cation in ASL. We identify several use cases
of ASL STEM Wiki with human-centered ap-
plications. For example, because this dataset
highlights the frequent use of fingerspelling for
technical concepts, which inhibits DHH stu-
dents’ ability to learn, we develop models to
identify fingerspelled words—which can later
be used to query for appropriate ASL signs to
suggest to interpreters.1

1 Introduction

American Sign Language (ASL) is the primary and
the most accessible language for many deaf chil-
dren in the U.S. Despite the crucial importance
of accessible education in ASL, deaf and hard of
hearing (DHH) students often face significant bar-
riers in accessing science, technology, engineering,
and mathematics (STEM) education (Pagliaro and
Kritzer, 2013; Traxler, 2000). Few general educa-
tional resources exist in ASL, and even fewer ASL
resources exist for STEM content. The scarcity of
STEM resources in ASL compounds challenges to
DHH students with limited English literacy (Lang
and Steely, 2003).

In particular, the lack of standardization of
STEM terminology in ASL creates obstacles for
deaf education (Lang et al., 2007). However, de-
spite the existence of ASL signs for STEM con-

1Dataset and code: https://www.microsoft.
com/en-us/research/project/asl-stem-wiki

Figure 1: One use case of ASL STEM Wiki is automatic
sign suggestion. Given an English sentence and a video
of its ASL interpretation, the model detects all clips of
ASL that contains fingerspelling (FS). Then, given the
detected FS clip and the English sentence, the model
identifies which English phrase in the sentence is finger-
spelled in the clip. The English phrase can be used to
query an ASL lexicon and suggest ASL signs.

cepts proposed by deaf STEM educators or scien-
tists, many of these signs have not yet been widely
disseminated or adopted as standard vocabulary
within the community. In the absence of concep-
tually accurate signs, interpreters often resort to
suboptimal strategies (Lualdi et al., 2023). These
include translating English words without consid-
ering the conceptual meaning (e.g., using the sign
for “intention” to translate “mathematical mean”);
using a placeholder shorthand (e.g. the handshape
letter “M”), which carries no meaning on its own
and must be remembered for each context; or finger-
spelling the term using a sequence of one-handed
signs that each represents an English letter, instead
of signing it (e.g., letter signs for M-E-A-N), which
takes more time and forces the student to switch
between ASL and English. These strategies often
reference English and may hinder students from
learning new concepts (Higgins et al., 2016; En-
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Figure 2: The bilingual resource used to both collect and display ASL STEM Wiki. The design was proposed in
Glasser et al. (2022). Contributors select a sentence that they would like to interpret, which activates their webcam
for recording. Consumers can read articles in English and access ASL interpretations for desired sentences.

derle et al., 2020).
To help develop better ASL STEM resources and

AI models, we introduce the ASL STEM Wiki
dataset (Figure 2): a parallel corpus of Wikipedia
articles on STEM topics in English and Ameri-
can Sign Language (ASL). ASL STEM Wiki con-
sists of 254 English Wikipedia articles on 5 STEM-
related topics, interpreted into ASL by 37 certified
interpreters, resulting in 64,266 sentences and over
300 hours of ASL video. It is the first continuous
sign language dataset focused on STEM content,
which introduces new AI modeling challenges. In
§3, we explain how ASL STEM Wiki was collected
and present exploratory dataset statistics. We also
propose several possible use cases for this dataset
informed by its unique characteristics.

We present novel baseline models focused on
addressing the high rate of fingerspelling in STEM
content. Specifically, we tackle automatic sign sug-
gestion (Figure 1; §4): given an English sentence
and a video of its ASL interpretation, a model de-
tects when the interpreter uses fingerspelling and
suggests appropriate ASL signs to use instead. The
motivations behind this challenge are two-fold:
first, as described above, this challenge encour-
ages development of tools that can aid human inter-
preters in producing higher-quality ASL interpreta-
tions of technical content, which in turn increases
access to educational material in ASL and promotes
the usage of technical ASL signs. Second, it creates
a unique opportunity to drive progress and evalu-

ate AI systems on ASL understanding. To train
our baseline models, we use contrastive learning to
leverage the large set of unlabeled ASL videos, and
find that contrastive learning can mitigate annota-
tion scarcity and improve fingerspelling detection
IOU score by 47% (§5).

Our primary contributions are:
▷ We present the first dataset of continuous

STEM content in ASL (or any other signed
language) and the largest dataset with signer
consent. The dataset was recorded by certified
interpreters, covers English STEM Wikipedia
articles, and includes sentence alignment.

▷ We provide fingerspelling detection and align-
ment baselines as first steps towards automatic
sign suggestion. We also outline several other
new modeling challenges introduced by our
continuous STEM dataset.

▷ We provide the first evidence that self-
supervised contrastive pretraining can im-
prove fingerspelling detection.

2 Background & related work

STEM communication and education in Ameri-
can Sign Language. ASL is a relatively young
language and is primarily used by deaf individu-
als who have historically been underrepresented in
science. This in turn limits the growth of ASL in
STEM fields (Cavender et al., 2010; Lualdi et al.,
2023). As a result, many STEM concepts do not
have an agreed upon ASL sign (Lang et al., 2007).
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Deaf students often encounter alternative signs for
the same term from different teachers or profession-
als, and signs generated on the fly are often phono-
logically or morphologically incorrect, which fur-
ther hinders ease of learning and scientific com-
munication. Studies also show that deaf students
report sign clarity as the top priority of teacher
characteristics (Lang et al., 1993).

To address challenges in STEM communication
in ASL, several efforts have proposed mechanisms
for signers to share and discuss ASL signs online
(Cavender et al., 2010; Reis et al., 2015) in an
attempt to disseminate and standardize technical
ASL signs. However, this does not fully address
challenges for comprehension in interpreted ASL,
especially in the educational setting. Kurz et al.
(2015) find that deaf students score higher on sci-
entific knowledge with direct instruction in ASL
than with interpreted instruction.

Interpreted ASL is also more prone to influence
from English, such as using an English word order
that would be unnatural in ASL; using the ASL
sign for an English homonym instead of the sign
that semantically matches the source word (e.g.
“protein” in nutrition vs. biology), or defaulting to
fingerspelling when the interpreter does not know
the corresponding ASL sign. Since fingerspelling
invokes an entirely separate language, the overre-
liance on fingerspelling is unlikely to help deaf
students acquire a conceptual understanding of the
term (Enderle et al., 2020), and deaf students re-
port to prefer scientific concepts to be signed, rather
than fingerspelled alone (Higgins et al., 2016).

ASL datasets. Several large datasets with contin-
uous ASL have been collected recently to further
the development of AI systems for ASL. We sum-
marize existing ASL datasets in Table 1. How2Sign
(Duarte et al., 2021) consists of a parallel corpus
of speech and transcriptions of “How-to" instruc-
tional videos, and corresponding ASL interpreta-
tions, totaling over 80 hours of ASL videos. Ope-
nASL (Shi et al., 2022) gathers ASL videos and En-
glish captions from three Deaf YouTube channels
and contains 288 hours of ASL videos. YouTube-
ASL (Uthus et al., 2023) consists of ASL videos
and accompanying English captions extracted from
YouTube and contains around 1000 hours of ASL
videos. In contrast to the former two datasets that
is composed fully of fluent or professional signing,
YouTube-ASL may contain novice levels of ASL.

Our dataset is the first dataset focused on con-

tinuous ASL in the STEM domain, which presents
a valuable resource for deaf students and unique
opportunities and challenges for modeling (§3).
With over 300 hours of ASL content, it is also the
largest ASL dataset where individuals appearing
in the dataset have consented to use of their data,
and where each sample contains professional ASL
signing (since our dataset consists fully of certified
ASL interpreters).

3 ASL STEM Wiki Dataset

We now describe how we collected ASL STEM
Wiki. Our dataset is published under a license that
permits use for research purposes. We also include
the datasheet of ASL STEM Wiki in Appendix A
with further details.

3.1 Text curation

We first selected a set of STEM-related Wikipedia
articles to interpret. From a public Wikipedia down-
load2 accessed July 2020, we filtered to popular3 or
important4 articles, and selected STEM-related ar-
ticles using topic modeling and manual validation.
The final set contains 254 articles, including 113
articles in Science, 50 in Geography, 47 in Tech-
nology, 26 in Mathematics, and 18 in Medicine.

We also selected a subset of five “control” arti-
cles, chosen to cover diverse topics and to be short.
We use these control articles to verify interpreter
quality, as all interpreters were asked to record
these articles. The articles selected as control are:
Acid catalysis, EDGE species, Hal Anger (person),
Relativistic electromagnetism, and Standard score.

3.2 Video collection

With IRB and ethics review approval, we recruited
37 professional ASL interpreters to provide inter-
pretations of the STEM-related Wikipedia articles
described above. Videos were collected through
a website, and on their first visit, contributors en-
gaged in a consent process and were asked about
basic demographics.

Of the 37 interpreters we recruited, 59% report
their gender as female, 30% as male, 3% other
(and 8% undisclosed), with ages in the 28–59 range
(µ = 42, σ = 8.6). Eight identified as d/Deaf, 27

2https://en.wikipedia.org/wiki/
Wikipedia:Database_download

3https://en.wikipedia.org/wiki/
Wikipedia:Popular_pages

4https://en.wikipedia.org/wiki/
Wikipedia:Vital_articles

14476

https://en.wikipedia.org/wiki/Wikipedia:Database_download
https://en.wikipedia.org/wiki/Wikipedia:Database_download
https://en.wikipedia.org/wiki/Wikipedia:Popular_pages
https://en.wikipedia.org/wiki/Wikipedia:Popular_pages
https://en.wikipedia.org/wiki/Wikipedia:Vital_articles
https://en.wikipedia.org/wiki/Wikipedia:Vital_articles


Dataset Source & Topic Signers Consent? # Hours
How2Sign (Duarte et al., 2021) “How-to” YouTube Interpreter Yes 80
OpenASL (Shi et al., 2022) Deaf YouTube Deaf & interpreter No 288
YouTube-ASL (Uthus et al., 2023) YouTube Unknown No 984

ASL STEM Wiki (Ours) STEM Wikipedia Interpreter Yes 316

Table 1: Summary statistics of English-ASL continuous datasets. We report the source and topic of dataset content,
the type of signers included, whether signers have consented to appearing in the dataset, and the number of hours of
ASL video in the dataset.

as hearing, one undisclosed, and one other. All
interpreters are certified by the Registry of Inter-
preters for the Deaf or the Board for Evaluation of
Interpreters. All participants were compensated at
a standard hourly remote interpreting rate.

Participants provided interpretations using our
custom implementation of the interface described
in Glasser et al. (2022) (Figure 2). The web in-
terface provides a split view of English articles
segmented by sentence (right) and corresponding
ASL video interpretations (left). To upload a video,
contributors select a sentence, which triggers their
webcam to start recording and for the camera feed
to display on the left-hand side. Contributors can
play back recordings and re-record as desired. We
collected one interpretation per article, with the ex-
ception of the five control articles that we asked all
interpreters to record. Interpreters were assigned to
articles according to best fit in terms of skills and
expertise.

Once data collection had completed, the research
team validated the final set of videos. We auto-
matically removed invalid recordings, manually
reviewed a random sample of videos from each
contributor, and manually examined length outliers.
Removed videos were: 110 with webcam failure,
500 corrupted, 19 with large discrepancies in text
and video length (video < 3s, text ≥ 5 words), 1
long outlier (>1000s), and 7 videos shorter than 1s.

3.3 Dataset annotation

To help train fingerspelling detection and alignment
models described in §4, and to evaluate their per-
formance, we collected annotations for video seg-
ments that contain fingerspelling and the English
words being fingerspelled. Annotators for this task
used our bilingual interface (Figure 2) to view En-
glish text and ASL recordings in parallel. Annota-
tors were asked to view the requested content, and
mark the start and stop times of each occurrence
of fingerspelling in a spreadsheet, and label each
with the corresponding English word. They were

asked to include only strict fingerspelling (e.g. not
including numbers or loan signs), and to annotate
each word in a contiguous fingerspelled sequence
separately. All annotators were professional ASL
interpreters, distinct from the set of interpreters we
used for data collection, and were compensated at
a standard hourly remote interpreter rate.

To establish inter-annotator agreement, we first
recruited a set of 5 annotators to all annotate the
same 15 sentences, randomly selected to span 15
different articles recorded by 15 different inter-
preters. On this set, we obtain mean pairwise in-
tersection over union (IOU; see §5.4) of 0.7 across
frame spans containing fingerspelling, indicating a
significant inter-annotator agreement (as a random
baseline, we computed IOU scores between anno-
tators after randomly shuffling the frame spans for
its sentence, and obtain a mean IOU score of 0.15).

After establishing suitable inter-annotator agree-
ment, additional interpreters annotated a larger set
of contents consisting of 15 complete articles: three
separate interpretations for each of the five control
articles. We selected interpretations at random such
that each of the 15 recordings contains different in-
terpreters. We divide the annotations between 2 an-
notators who participated in the smaller collection,
such that one annotator was assigned all recordings
for 2 of the control articles, and the other to all
recordings of the other 3 control articles, to reduce
the time required to familiarize themselves with
new content. In total, we collected fingerspelling
annotations for 15 articles and 507 sentences.

3.4 Dataset statistics

The final dataset contains 64,266 videos, each cor-
responding to an English sentence or section title
from a STEM-related Wikipedia article. Because
the videos were recorded by professional ASL in-
terpreters, they include plain backgrounds, and the
interpreters typically wear plain-colored clothes to
help with clarity of the signed content. The to-
tal video content is 315.84 hours, with individual
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Figure 3: Scatterplot of video size. x-axis: sentence
length (characters), y-axis: video length (seconds).

videos ranging from 1.2 to 233 seconds (µ = 17.7,
σ = 10.3). Participants each contributed between
23 and 10129 videos (µ = 1737, σ = 2105). Fig-
ure 3 provides a plot of sentence length versus
video length.

We estimate the percentage of signs that are fin-
gerspelled in our data by taking the number of En-
glish words annotated as fingerspelled, divided by
the total number of English words in our annotated
subset. Dividing by the total number of English
words gives a lower bound on the percentage of
fingerspelled signs, since not each word in English
is signed in ASL. In addition, we also divide the
number of fingerspelled words by the total num-
ber of non-stop words. The number of non-stop
English words provides a better approximation of
the number of ASL signs. In Table 2, we show the
percentage of fingerspelling in our data, as well as
fingerspelling percentages reported in Morford and
MacFarlane (2003). We find that in both estimates
of fingerspelling in our dataset, there is a high fre-
quency of fingerspelling in our data compared to
other domains (casual, formal, narrative, and all
signing). This suggests that STEM ASL interpreta-
tions have an especially high rate of fingerspelling.

We also manually inspect the types of words that
are fingerspelled in a sample of 5 articles (Table 3).
We categorize fingerspelled words into 4 categories:
technical words related to STEM (e.g. acid, elec-
tromagnetism), proper nouns and acronyms (e.g.
Fourier, NASA), fingerspelled loan words5 (e.g.
#IF, #NOV), and other words that do not belong to

5Fingerspelled loan words are ASL signs borrowed from
English, where commonly fingerspelled words become more
like signs in their own right by undergoing changes that make
them faster and easier to produce.

% Finger-
Domain spelling

Casual 8.7
Formal 4.8
Narrative 3.3
Total 6.4

ASL STEM Wiki (all words) 18.6
ASL STEM Wiki (non-stop words) 31.5

Table 2: Percentage of fingerspelling by domain; top
rows are reported by Morford and MacFarlane (2003).

Fingerspelling

Category # %

STEM 417 63.9
Proper noun 137 21.0
Loan word 69 10.6
Other 30 4.6

Table 3: Categories of fingerspelled words.

the previous 3 categories (e.g. ‘panda’, ‘royalties’).
We find that STEM words account for the major-
ity of fingerspelling in our dataset (63.9%). This
suggests that the high rate of fingerspelling in our
dataset is mainly attributed to reasons discussed
in §1: interpreters have a tendency to fingerspell
STEM concepts.

3.5 Use cases

Given the novel domain of ASL STEM Wiki, our
dataset can be used for various new studies and
challenges. We propose a series of appropriate use
cases for our dataset with applications in human-
centered natural language processing (NLP).

Automatic sign suggestion. Our dataset reflects
an increased usage of fingerspelling in interpreta-
tions of STEM documents. We suggest developing
systems to detect when fingerspelling is used and
suggest appropriate ASL signs to use instead. Sug-
gestions would be dependent on the domain and
context (e.g. “protein” in the context of nutrition,
structural biology, or protein engineering may have
distinct ASL signs), as well as on the audience (e.g.
the sign to use for an elementary school class may
be different from the sign to use with a college
audience). Fingerspelling may be appropriate in
some cases as well, for example when introducing
a new sign that is not well-known.
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Translationese / interpretese. Because our
dataset is prompted from an English source sen-
tence, it is prone to having effects of transla-
tionese (Koppel and Ordan, 2011), such as English-
influenced word order, segmentation of ASL into
English sentence boundaries, signs for English
homonyms being used instead of the appropriate
sign, and increased fingerspelling. We propose
training models to detect and repair translationese,
as well as conducting potential linguistic studies
around interpretese (Shlesinger, 2009) of ASL us-
ing our dataset.

Sign variation. Five of our articles are inter-
preted by all 37 ASL interpreters in our study.
These articles provide a unique opportunity to study
variations in how individuals sign and interpret the
same English sentence, especially STEM concepts
where ASL signs are not stabilized.

Sign linking / retrieval. Related to sign vari-
ation, our dataset contains examples of English
words that may be interpreted differently across
interpreters and context. This data can be used to
train models that links different versions of ASL
signs for the same concept (e.g. one interpreter may
sign “electromagnetism” using the signs for ELEC-
TRICITY and MAGNET, another interpreter may
interpret the same word using a sign that visually
describes an electromagnetic field).

Automatic STEM translation. Our dataset can
be used to train, fine-tune, and/or evaluate model ca-
pabilities in translating technical content from En-
glish to ASL. Technically, our dataset could be used
to develop models to translate from ASL to English,
however, this direction is not preferred since our
dataset contains interpreted ASL which may differ
from unprompted ASL (Shlesinger, 2009).

4 Automatic sign suggestion

As an initial step towards exploring our dataset
for modeling and downstream applications, we
focus on automatic sign suggestion. This task
can be broken into two separate subtasks: identi-
fying fingerspelled words, and retrieving videos
of those words being signed in a dictionary. We
focus on modeling the first aspect—given an En-
glish sentence and its ASL interpretation, we de-
tect all instances of fingerspelling (fingerspelling
detection) and align each detected fingerspelling
segment to the word in the English sentence that it

spells out (fingerspelling alignment)—and leave
the retrieval task to future work.

4.1 Formal task specification

Fingerspelling detection. Given an input ASL
video x, represented as a sequence of frames
{x1, x2, . . . , xn}, the goal is to output a set of
frame spans F that correspond to instances of fin-
ger spelling: F = {[s1, e1], [s2, e2], . . . , [sk, ek]},
where frame ranges xsi through xei correspond to
fingerspelling for all i.

Fingerspelling alignment. Given an input ASL
video x, a corresponding English sentence w =
{w1, w2, . . . , wm}, and a set of frame spans F ,
the goal is to associate with each span [si, ei] ∈
F with an index ji ∈ {1, . . . ,m} such that the
word fingerspelled in [xsi , xsi ] corresponds to the
English word wji in the sentence.

5 Models for fingerspelling detection and
alignment

We now propose baseline systems for fingerspelling
detection and alignment: a neural model on ASL
STEM Wiki for fingerspelling detection and a
heuristic model based on word frequency for fin-
gerspelling alignment.

5.1 Preprocessing

We use 2D human pose representations extracted
from raw ASL video using MediaPipe (Zhang et al.,
2020) with model complexity 1 and minimum de-
tection confidence 0.5. We select 75 keypoints of
the two hands and body, and discard face mesh key-
points to reduce dimensionality. We also discard
the z-coordinate of each keypoint because depth
estimation in MediaPipe may not be accurate.

5.2 Fingerspelling detection

First, we pre-train models with contrastive learning
to learn representations of English-ASL data on
unlabeled data. Then, we train models on finger-
spelling annotations collected in §3.3 to perform
fingerspelling detection.

5.2.1 Model architecture
Our model consists of a video and a text compo-
nent (Figure 4). We use a Pytorch (Paszke et al.,
2017) implementation of the temporal graph con-
volutional network from Li et al. (2020) for the
video component of the model. Our network stacks
6 graph convolution blocks with hidden size 64.
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Figure 4: Fingerspelling detection model. Frames of
ASL keypoints are processed by a temporal graph convo-
lutional network, and the associated English sentence is
processed by the CANINE pre-trained language model.
The two representations are concatenated then passed
to a linear layer to predict fingerspelling frames.

Each input video has dimension 75, and are padded
or truncated to 2000 frames (just over one minute).

For the text component, we use CANINE (Clark
et al., 2022), a pre-trained character-level Trans-
former (Vaswani et al., 2017) language model,
based on the intuition that character-level process-
ing may be better suited for fingerspelling. We
use the HuggingFace (Wolf et al., 2019) implemen-
tation (google/canine-c). CANINE has 12
layers, 12 attention heads, and hidden size 768. We
pad or truncate each sentence to 600 characters.

The ASL video is fed to the video component,
the associated English sentence is fed to the text
component. The output representations of the two
components are concatenated, then passed to a lin-
ear layer that outputs probabilities of frames con-
taining fingerspelling.

5.2.2 Self-supervised pretraining
Our model is first pre-trained in a self-supervised
manner for representation learning. This leverages
the English-ASL data in ASL STEM Wiki without
requiring explicit labels for fingerspelling. We de-
fine two contrastive learning objectives aimed to
learn representations of ASL videos, and associa-
tions between ASL video and English text:

▷ Temporal contrastive learning objective
(Hu et al., 2021): Given two randomly sam-
pled ASL video clips x1, x2 each of length
200 frames, the model predicts whether the
two clips come from the same video, and if so,
whether x1 happens earlier or later than x2 in

the video. In examples where x1 and x2 are
sampled from the same video, we ensure that
the original video is longer than 400 frames
and that there is no overlap between the two
clips. We balance the number of samples in
each class and we optimize for cross-entropy
loss on the trinary prediction.

▷ Sentential contrastive learning objective:
We define a new contrastive learning objec-
tive to learn representations between ASL
videos and text. Given an ASL video x of
length 2000 frames and two English sentences
w1, w2 each of length 300 characters, the
model predicts which English sentence the
ASL video x is an interpretation of. Since we
take a shorter sentence length, some sentences
are truncated, so the model also learns to map
whether a subset of frames in x matches a sen-
tence. We balance the number of samples in
each class and we optimize for binary cross-
entropy loss.

5.2.3 Supervised training
On top of the initialized weights from pretraining,
we fine-tune our model for fingerspelling detec-
tion using the subset of the dataset annotated with
fingerspelling labels. We represent labels as a se-
quence y = y1, y2, ..., yn where n is the number of
frames in the input video, yi = 1 if the i-th frame
is part of a fingerspelling segment, and yi = 0 oth-
erwise. We use weighted binary cross-entropy loss
to balance the 0 and 1 labels.

We pretrain for 50 epochs and fine-tune for 20
epochs. To measure the contribution of pretraining,
we also train a model from random initialization
for 40 epochs. For both pretraining and supervised
training, we use Adam optimizer (Kingma and Ba,
2014) (lr=0.001) and batch size 32. Each model
was trained on one RTX A6000 GPU for 45 hours.

5.3 Fingerspelling alignment

For fingerspelling alignment, we use a heuristic ap-
proach based on the property that fingerspelling
is often used to spell infrequent English words
(Battison, 1978). We first estimate the frequency
of English words using 10,000 randomly sampled
Wikipedia articles in English from all domains (not
necessarily STEM). Then, given a video where n
fingerspelling segments are detected, we predict
the n least frequent words in the English sentence
as the words fingerspelled in the video segments.
The first fingerspelling segment is aligned to the
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Our Model

Random w/o PT w/ PT

Detection 0.06 0.19 0.28
Alignment 0.06 0.13 0.13

Table 4: Mean IOU scores on fingerspelling detection
and alignment. Our models outperform the random
baseline, and pre-training (PT) with contrastive learning
improves fingerspelling detection performance.

first predicted English word, and so on.

5.4 Evaluation

Given the limited annotated data for fine-tuning
and evaluation, we use cross-validation to evaluate
models. The subset with fingerspelling annotations
contains 5 articles, we use 4 articles to fine-tune
and 1 article to evaluate the model, and repeat this
process 5 times changing the article used for evalua-
tion each time. We report the average performance
over samples in all 5 articles. We also evaluate
detection and alignment independently to better
understand how models perform on each step.

To measure detection and alignment accuracy,
we compute the intersection over union (IOU).
Given a ground truth set of frame spans F and
corresponding alignment indices j, and a predicted
set of frame spans F ′ and alignment indices j′, we
compute IOU(F, F ′) = |F∩F ′| / |F∪F ′|, where
F = {(fk, wji) : [si, ei] ∈ F , k ∈ [si, ei]} is the
set of frames (and paired English words) from F ,
and F ′ is computed equivalently for F ′. For eval-
uating detection alone, we use the same score but
ignore the aligned English words.

6 Results & discussion

We report IOU scores for fingerspelling detection
and alignment in Table 4. As a random baseline
for fingerspelling detection, we compute the per-
centage of frames P containing fingerspelling on
a held-out dataset. No score is reported for align-
ment with pre-training since it does not apply to the
heuristic alignment model. Then, for each frame
in the input video, we predict that it is part of a fin-
gerspelling span with probability P . Similarly for
fingerspelling alignment, we estimate the percent-
age of letters P ′ that is fingerspelled in the video,
and predict each letter in the input sample that it is
fingerspelled with probability P ′.

We find that both baseline models with and with-

out pre-training have a higher IOU than random. In
addition, pre-training with contrastive learning im-
proves model performance on detection. Nonethe-
less, our baselines obtain low IOU scores on both
tasks, which underscores the potential of this task
as a good, challenging benchmark for future mod-
els in sign language understanding.

We believe that data with fingerspelling anno-
tations may be a bottleneck of this challenge. To
improve fingerspelling detection and alignment per-
formance, future work can expand dataset size by
either collecting and annotating more data, per-
forming data augmentation, or use synthetic data.
We also find evidence of contrastive learning im-
proving modeling, therefore we also suggest ex-
ploring other unsupervised and semi-supervised
objectives for pre-training.

7 Conclusion

We present ASL STEM Wiki: a large dataset of
Wikipedia articles on STEM topics professionally
interpreted from English to ASL. The first contin-
uous sign language STEM dataset, ASL STEM
Wiki captures unique characteristics of interpreted
STEM content and serves as a valuable resource
for developing AI tools that enhance the accessi-
bility of STEM education for deaf students. We
also present baseline models working towards au-
tomatic sign suggestion, which highlight the chal-
lenge of this new task while also suggesting that
contrastive learning may be a promising approach.
We invite others to use ASL STEM Wiki to fur-
ther advance automatic sign suggestion and address
other new challenges in human-centered NLP.

Limitations

We discussed how interpreters may resort to sub-
optimal strategies when interpreting STEM docu-
ments, such as frequent fingerspelling in §2. As a re-
sult, videos in ASL STEM Wiki may not be suitable
for training a generative ASL model since it is not
un-prompted natural signing and may have notice-
able translationese effects from English. We, there-
fore, discuss appropriate use cases of our dataset
with these properties in mind in §3.5, and also
leverage these features to study how AI systems
can assist humans on difficult interpretations to
overcome these limitations.

For dataset collection, we recruited interpreters
from an accredited interpreting services provider.
We initially recruited certified deaf interpreters
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(CDI), however, the volume of interpretations be-
came too large for the CDI pool. We therefore also
included certified hearing ASL interpreters. Al-
though all interpreters are RID and DBE certified,
the skill and fluency of signing may vary between
interpreters included in our dataset.

We provide baseline models of fingerspelling de-
tection and alignment that can be later used to query
for ASL signs from a lexicon, with the motivation
to use this pipeline for automatic sign suggestion.
However, as discussed in §3.5, a full, working sys-
tem for automatic sign suggestion would require
fine-grained understanding of the domain and con-
text to suggest signs that are appropriate to the
document and the audience, which exceeds cur-
rent resources. The modeling framework we use is
useful as a simpler initial step towards exploring
automatic sign suggestion, but is not the only or
the long-term approach for addressing this task.
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A Datasheet

We upload the datasheet for the ASL STEM Wiki
dataset in the following pages.
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Datasheet for
ASL STEM Wiki

Motivation

For what purpose was the dataset created?
Was there a specific task in mind? Was there
a specific gap that needed to be filled? Please
provide a description.
This dataset was created for two purposes: 1) to
enable a small bilingual informational resource
in both English and ASL, and 2) to provide con-
tinuous labelled sign language data for research.
There is a severe shortage of such publicly avail-
able data, which is a primary barrier to research
and technology advancement. More informa-
tion about the bilingual resource can be found
in a prior publication (Glasser et al., 2022), and
on the prototype website https://aslgames.
azurewebsites.net/wiki/.

Additional background and all supplemen-
tary materials, including the bilingual website
link, are available on the project page website
https://www.microsoft.com/en-us/
research/project/asl-stem-wiki/.

Who created this dataset (e.g., which team,
research group) and on behalf of which en-
tity (e.g., company, institution, organiza-
tion)?
This dataset was created by Microsoft Research.

Who funded the creation of the dataset? If
there is an associated grant, please provide
the name of the grantor and the grant name
and number.
Microsoft funded the creation of the dataset.

Any other comments?
N/A

Composition

What do the instances that comprise the
dataset represent (e.g., documents, photos,
people, countries)? Are there multiple types
of instances (e.g., movies, users, and ratings;
people and interactions between them; nodes
and edges)? Please provide a description.
The dataset consists of continuous American Sign
Language (ASL) videos, with associated meta-
data. The contents are interpretations of En-
glish Wikipedia articles related to STEM topics,

recorded by professional ASL interpreters. Each
recording corresponds to a single English sentence
or section title in the original text. The videos are
provided with the corresponding segmented En-
glish texts.

How many instances are there in total (of
each type, if appropriate)?
The dataset consists of 64,266 videos, each cor-
responding to an English sentence or section title
from a STEM-related Wikipedia article.

Does the dataset contain all possible in-
stances or is it a sample (not necessarily
random) of instances from a larger set? If
the dataset is a sample, then what is the larger
set? Is the sample representative of the larger
set (e.g., geographic coverage)? If so, please
describe how this representativeness was val-
idated/verified. If it is not representative of
the larger set, please describe why not (e.g.,
to cover a more diverse range of instances,
because instances were withheld or unavail-
able).
The dataset is a sample. It contains a sample of
English-to-ASL sentence-by-sentence translations
of STEM-related articles from Wikipedia, and the
videos contain a sample of 37 professional ASL
interpreters.

What data does each instance consist of?
“Raw” data (e.g., unprocessed text or im-
ages) or features? In either case, please
provide a description.
Each data point consists of a video. Each video
contains a single professional ASL interpreter exe-
cuting an ASL translation of an English sentence
or section heading from a STEM-related Wikipedia
article.

Is there a label or target associated with
each instance? If so, please provide a de-
scription.
Yes, each video corresponds to a portion of a
Wikipedia article. We provide the corresponding
text.

Is any information missing from individual
instances? If so, please provide a description,
explaining why this information is missing (e.g.,
because it was unavailable). This does not
include intentionally removed information, but
might include, e.g., redacted text.
No.
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Are relationships between individual in-
stances made explicit (e.g., users’ movie
ratings, social network links)? If so, please
describe how these relationships are made
explicit.
Yes, videos are related to one another, in that
they correspond to sequential sentences or titles
in Wikipedia articles. We provide this sequential
information in the text metadata.

Are there recommended data splits (e.g.,
training, development/validation, testing)?
If so, please provide a description of these
splits, explaining the rationale behind them.
In our paper accompanying the dataset release, we
used the following splits:

▷ training: all recordings of the five con-
trol articles (Acid catalysis, EDGE species,
Hal Anger (person), Relativistic electromag-
netism, Standard score), which provided mul-
tiple recordings per sentence test: remaining

▷ test: all remaining articles, which provided a
single recording per sentence

Dataset users can consider splitting the dataset
by article or interpreter, to help preserve the inde-
pendence of the test set.

Are there any errors, sources of noise, or
redundancies in the dataset? If so, please
provide a description.
Though the translations were made by professional
ASL interpreters, the translations are still human-
generated, and may contain errors. Because the
translations were made from English to ASL, the
former language likely influences the secondary
language (e.g. in grammatical structures). The
English text was also segmented into sentence
units, forcing the translation to occur sentence-by-
sentence, which further constrained the flexibility
and naturalness of the ASL. Additinoally, because
the content is STEM-related and sometimes tech-
nical, fingerspelling is often used to represent con-
cepts where signs do not exist or may have been
unfamiliar to the interpreter.

The dataset is also missing occasional sentences
from the original Wikipedia articles. While the
ASL interpreters were asked to record translations
of entire Wikipedia articles, occasionally portions
were skipped, and some additional videos were re-
moved during cleaning. To validate the data, the
research team manually reviewed a random sample
of videos from each contributor, ran scripts to check
for invalid recordings, and manually examined out-

liers. Removed videos were: 110 with webcam
failure, 500 corrupted, 19 with large discrepancies
in text and recording length (video < 3s, text ≥ 5
words), 1 large outlier (>1000s), and 7 shorter than
1s.

Is the dataset self-contained, or does it link
to or otherwise rely on external resources
(e.g., websites, tweets, other datasets)? If
it links to or relies on external resources, a)
are there guarantees that they will exist, and
remain constant, over time; b) are there offi-
cial archival versions of the complete dataset
(i.e., including the external resources as they
existed at the time the dataset was created); c)
are there any restrictions (e.g., licenses, fees)
associated with any of the external resources
that might apply to a future user? Please pro-
vide descriptions of all external resources and
any restrictions associated with them, as well
as links or other access points, as appropri-
ate.
The videos correspond to English Wikipedia
articles. We provide the mapping between ASL
videos and English text. The Wikipedia text
has been published under a Creative Contents
license, and is available for public download
(https://en.wikipedia.org/wiki/
Wikipedia:Database_download, July
2020).

Does the dataset contain data that might
be considered confidential (e.g., data that
is protected by legal privilege or by doctor-
patient confidentiality, data that includes
the content of individuals non-public com-
munications)? If so, please provide a descrip-
tion.
No, the data is not confidential. All participants
consented to providing recordings and public re-
lease of the dataset.

Does the dataset contain data that, if
viewed directly, might be offensive, insult-
ing, threatening, or might otherwise cause
anxiety? If so, please describe why.
No, we do not expect contents to be offensive. The
topic is STEM.

Does the dataset relate to people? If not,
you may skip the remaining questions in this
section.
Yes, the videos are of sign language interpreters.
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Does the dataset identify any subpopula-
tions (e.g., by age, gender)? If so, please de-
scribe how these subpopulations are identified
and provide a description of their respective
distributions within the dataset.
The people in the videos are professional ASL in-
terpreters.

Is it possible to identify individuals (i.e.,
one or more natural persons), either di-
rectly or indirectly (i.e., in combination with
other data) from the dataset? If so, please
describe how.
Yes, it is possible to identify individuals in the
dataset, since the interpreters’ faces and upper bod-
ies are captured in the videos.

Does the dataset contain data that might
be considered sensitive in any way (e.g.,
data that reveals racial or ethnic origins,
sexual orientations, religious beliefs, po-
litical opinions or union memberships, or
locations; financial or health data; biomet-
ric or genetic data; forms of government
identification, such as social security num-
bers; criminal history)? If so, please provide
a description.
The data may be considered sensitive, in that the
interpreters’ faces and upper bodies are captured in
the videos.

Any other comments?
N/A

Collection Process

How was the data associated with each
instance acquired? Was the data directly
observable (e.g., raw text, movie ratings), re-
ported by subjects (e.g., survey responses), or
indirectly inferred/derived from other data (e.g.,
part-of-speech tags, model-based guesses for
age or language)? If data was reported by sub-
jects or indirectly inferred/derived from other
data, was the data validated/verified? If so,
please describe how.
Professional interpreters recorded each video,
which was automatically linked to the correspond-
ing English text. This process was facilitated by
a web platform that the research team created for
this collection (described subsequently).

What mechanisms or procedures were
used to collect the data (e.g., hardware ap-

paratus or sensor, manual human curation,
software program, software API)? How were
these mechanisms or procedures validated?
The data was collected through a website created
explicitly for this dataset collection. The platform
provides a full English text on the right side of
the screen. The interpreters have full access to the
text, and can progress through the text and record
themselves providing a translation in the website.
A record button is available, which triggers record-
ing through their computer’s webcam. The inter-
face also supported playing back recordings and
re-recording. The resulting translations are avail-
able for content consumers to view, for example to
enable access to spot-translations to improve arti-
cle accessibility to people whose primary language
is ASL. The full platform design is described in
(Glasser et al., 2022).

If the dataset is a sample from a larger set,
what was the sampling strategy (e.g., de-
terministic, probabilistic with specific sam-
pling probabilities)?
N/A

Who was involved in the data collection pro-
cess (e.g., students, crowdworkers, con-
tractors) and how were they compensated
(e.g., how much were crowdworkers paid)?
Microsoft Research designed and built the collec-
tion platform. Professional interpreters provided
recorded translations through the web platform.
The interpreters were paid at standard hourly ASL
interpreter rates for virtual interpretation jobs.

Over what timeframe was the data col-
lected? Does this timeframe match the
creation timeframe of the data associated
with the instances (e.g., recent crawl of old
news articles)? If not, please describe the
timeframe in which the data associated with
the instances was created.
The videos were collected between March and June
2022.

Were any ethical review processes con-
ducted (e.g., by an institutional review
board)? If so, please provide a description
of these review processes, including the out-
comes, as well as a link or other access point
to any supporting documentation.
Yes, the project was reviewed by Microsoft’s Insti-
tutional Review Board (IRB). The collection plat-
form and the dataset release also underwent addi-
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tional Ethics and Compliance reviews by Microsoft.

Does the dataset relate to people? If not,
you may skip the remaining questions in this
section.
Yes, the dataset consists of videos of human ASL
interpreters.

Did you collect the data from the individu-
als in question directly, or obtain it via third
parties or other sources (e.g., websites)?
The videos were recorded by the ASL interpreters.

Were the individuals in question notified
about the data collection? If so, please de-
scribe (or show with screenshots or other infor-
mation) how notice was provided, and provide
a link or other access point to, or otherwise re-
produce, the exact language of the notification
itself.
Yes, the interpreters controlled the recording pro-
cess (e.g. start, stop, re-recording). A screenshot
of the recording interface is provided in Figure 3 of
(Glasser et al., 2022). Contributors also engaged in
a consent process prior to contributing any data.

Did the individuals in question consent to
the collection and use of their data? If so,
please describe (or show with screenshots or
other information) how consent was requested
and provided, and provide a link or other ac-
cess point to, or otherwise reproduce, the
exact language to which the individuals con-
sented.
Yes, participants engaged in a consent process
through the web platform prior to contribut-
ing. For the exact consent text, please visit
https://www.microsoft.com/en-us/
research/project/asl-stem-wiki/.

If consent was obtained, were the consent-
ing individuals provided with a mechanism
to revoke their consent in the future or for
certain uses? If so, please provide a descrip-
tion, as well as a link or other access point to
the mechanism (if appropriate).
Yes, participants could contact the research team
directly, and could delete any of their recordings
through the web platform.

Has an analysis of the potential impact of
the dataset and its use on data subjects
(e.g., a data protection impact analysis)

been conducted? If so, please provide a
description of this analysis, including the out-
comes, as well as a link or other access point
to any supporting documentation.
Yes, a Data Protection Impact Analysis (DPIA)
has been conducted, including taking a detailed
inventory of the data types collected and stored and
retention policy, and was successfully reviewed by
Microsoft.

Any other comments?
N/A

Preprocessing/cleaning/labeling

Was any preprocessing/cleaning/labeling
of the data done (e.g., discretization or
bucketing, tokenization, part-of-speech tag-
ging, SIFT feature extraction, removal of
instances, processing of missing values)?
If so, please provide a description. If not, you
may skip the remainder of the questions in this
section.
To validate the data, the research team manually
reviewed a random sample of videos from each con-
tributor, ran scripts to check for invalid recordings,
and manually examined outliers. Removed videos
were: 110 with webcam failure, 500 corrupted,
19 with large discrepancies in text and recording
length (video < 3s, text ≥ 5 words), 1 large outlier
(>100)

Was the “raw” data saved in addition to the
preprocessed/cleaned/labeled data (e.g., to
support unanticipated future uses)? If so,
please provide a link or other access point to
the “raw” data.
No, not publicly.

Is the software used to prepro-
cess/clean/label the instances available?
If so, please provide a link or other access
point.
No, but these procedures are easily reproducible
using public software.

Any other comments?
N/A

Uses

Has the dataset been used for any tasks
already? If so, please provide a description.
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Yes, we provide fingerspelling detection and align-
ment baselines in the accompanying paper publica-
tion.

Is there a repository that links to any or all
papers or systems that use the dataset?
If so, please provide a link or other access
point.
Yes, the link is available on our project page at
https://www.microsoft.com/en-us/
research/project/asl-stem-wiki/.

What (other) tasks could the dataset be
used for?
The dataset can be used for a range of tasks, includ-
ing:

Fingerspelling detection and recognition - Our
dataset reflects an increased usage of fingerspelling
in interpretations of STEM documents. Identifying
instances of fingerspelling and mapping these in-
stances onto the corresponding English words can
help researchers better understand signing patterns.
We provide benchmarks for fingerspelling detec-
tion and recognition in our paper accompanying the
dataset release. The ability to detect and recognize
fingerspelling can also enable richer downstream
applications, such as automatic sign suggestion (de-
scribed subsequently).

Automatic sign suggestion - Also motivated by
the prevalence of fingerspelling in STEM interpre-
tations, we suggest developing systems to detect
when fingerspelling is used and suggest appropriate
ASL signs to use instead. Suggestions would be de-
pendent on the domain and context (e.g. “protein”
in the context of nutrition, structural biology, or
protein engineering may have distinct ASL signs),
as well as on the audience (e.g. the sign to use for
an elementary school class may be different from
the sign to use with a college audience). Finger-
spelling may be appropriate in some cases as well,
for example when introducing a new sign that is
not well-known.

Translationese/Interpretese - Because our dataset
is prompted from an English source sentence, it is
prone to having effects of translationese (?), such
as English-influenced word order, segmentation of
ASL into English sentence boundaries, signs for
English homonyms being used instead of the ap-
propriate sign, and increased fingerspelling. We
propose training models to detect and repair trans-
lationese, as well as potential translation and inter-
pretation studies around interpretese (Shlesinger,
2009) of ASL.

Sign variation - Five of our articles are inter-
preted by all 37 ASL interpreters in our study.
These articles provide a unique opportunity to study
variations in how individuals sign and interpret the
same English sentence, especially STEM concepts
where ASL signs are not stabilized.

Sign linking/retrieval - Related to sign variation,
our dataset contains examples of English words that
may be interpreted differently across interpreters
and context. This data can be used to train models
that links different versions of ASL signs for the
same concept (e.g. one interpreter may sign “elec-
tromagnetism” using the signs for ELECTRICITY
and MAGNET, another interpreter may interpret
the same word using a sign that visually describes
an electromagnetic field).

Automatic STEM translation - Our dataset can
be used to train, fine-tune, and/or evaluate model ca-
pabilities in translating technical content from En-
glish to ASL. Technically, our dataset could be used
to develop models to translate from ASL to English,
however, this direction is not preferred since our
dataset contains interpreted ASL which may differ
from unprompted ASL (Shlesinger, 2009).

Is there anything about the composition of
the dataset or the way it was collected and
preprocessed/cleaned/labeled that might
impact future uses? For example, is there
anything that a future user might need to know
to avoid uses that could result in unfair treat-
ment of individuals or groups (e.g., stereotyp-
ing, quality of service issues) or other undesir-
able harms (e.g., financial harms, legal risks) If
so, please provide a description. Is there any-
thing a future user could do to mitigate these
undesirable harms?
Dataset users should be aware that the dataset does
not consist of natural ASL content. Because the
translations were made from English to ASL, the
former language likely influences the secondary
language (e.g. in grammatical structures). The
English text was also segmented into sentence
units, forcing the translation to occur sentence-by-
sentence, which further constrained the flexibility
and naturalness of the ASL. Additinoally, because
the content is STEM-related and sometimes tech-
nical, fingerspelling is often used to represent con-
cepts where signs do not exist or may have been
unfamiliar to the interpreter.

It is possible that some of these limitations may
be reduced in the future by post-processing or cor-
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recting the videos, by combining this dataset with
other datasets that do consist of natural ASL-first
contents, by incorporating linguistic knowledge in
modeling. Involving fluent ASL team members in
key roles in projects can help mediate risks, for
example to provide feedback on signing quality,
community needs and perspectives, and other rele-
vant guidance and information.

Are there tasks for which the dataset
should not be used? If so, please provide a
description.
We recommend using this data with meaningful
involvement from Deaf community members in
leadership roles with decision-making authority
at every step from conception to execution. As
described in other works, research and develop-
ment of sign language technologies that involves
Deaf community members increases the quality of
the work, and can help to ensure technologies are
relevant and wanted. Historically, projects devel-
oped without meaningful Deaf involvement have
not been well received(?) and have damaged rela-
tionships between technologists and deaf commu-
nities.

We ask that this dataset is used with an aim of
making the world more equitable and just for deaf
people, and with a commitment to “do no harm”. In
that spirit, this dataset should not be used to develop
technology that purports to replace sign language
interpreters, fluent signing educators, and/or other
hard-won accommodations for deaf people.

As described above, this dataset is not an exam-
ple of natural ASL-first signing. As a result, we
do not recommend using this dataset alone to un-
derstand or model natural ASL-first signing. At
a minimum, this dataset would need to be used
in conjunction with other datasets and/or domain
knowledge about sign language in order to more
accurately model naturalistic ASL.

Any other comments?
N/A

Distribution

Will the dataset be distributed to third par-
ties outside of the entity (e.g., company, in-
stitution, organization) on behalf of which
the dataset was created? If so, please pro-
vide a description.
Yes, the dataset is released publicly, to help advance
research and development related to sign language.

How will the dataset will be distributed (e.g.,
tarball on website, API, GitHub) Does the
dataset have a digital object identifier (DOI)?
The dataset is publicly available for down-
load through the Microsoft Download Center.
Links are available through the project page at
https://www.microsoft.com/en-us/
research/project/asl-stem-wiki/.

When will the dataset be distributed?
The dataset will be released upon publication of
our accompanying paper.

Will the dataset be distributed under a copy-
right or other intellectual property (IP) li-
cense, and/or under applicable terms of
use (ToU)? If so, please describe this license
and/or ToU, and provide a link or other access
point to, or otherwise reproduce, any relevant
licensing terms or ToU, as well as any fees
associated with these restrictions.
Yes, the dataset will be published under a license
that permits use for research purposes. The license
is provided at https://www.microsoft.
com/en-us/research/project/
asl-stem-wiki/dataset-license/.

Have any third parties imposed IP-based or
other restrictions on the data associated
with the instances? If so, please describe
these restrictions, and provide a link or other
access point to, or otherwise reproduce, any
relevant licensing terms, as well as any fees
associated with these restrictions.
The Wikipedia article texts are multi-licensed un-
der the Creative Commons Attribution-ShareAlike
3.0 License (CC-BY-SA) and the GNU Free Docu-
mentation License (GFDL).

Do any export controls or other regulatory
restrictions apply to the dataset or to in-
dividual instances? If so, please describe
these restrictions, and provide a link or other
access point to, or otherwise reproduce, any
supporting documentation.
No.

Any other comments?
N/A

Maintenance
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Who will be supporting / hosting / maintain-
ing the dataset?
The dataset will be hosted on Microsoft Download
Center.

How can the owner / curator / manager of
the dataset be contacted (e.g., email ad-
dress)?
Please contact ASL_Citizen@microsoft.com
with any questions.

Is there an erratum? If so, please provide a
link or other access point.
A public-facing website is associated with the
dataset (see https://www.microsoft.
com/en-us/research/project/
asl-stem-wiki/). We will link to erra-
tum on this website if necessary.

Will the dataset be updated (e.g., to correct
labeling errors, add new instances, delete
instances)? If so, please describe how often,
by whom, and how updates will be communi-
cated to users (e.g., mailing list, GitHub)?
If updates are neccessary, we will update the
dataset. We will release our dataset with a version
number, to distinguish it with any future updated
versions.

If the dataset relates to people, are there ap-
plicable limits on the retention of the data
associated with the instances (e.g., were
individuals in question told that their data
would be retained for a fixed period of time
and then deleted)? If so, please describe
these limits and explain how they will be en-
forced.
The dataset will be left up indefinitely, to maximize
utility to research. Participants were informed that
their contributions might be released in a public
dataset.

Will older versions of the dataset continue
to be supported/hosted/maintained? If so,
please describe how. If not, please describe
how its obsolescence will be communicated to
users.
All versions of the dataset will be released with a
version number on Microsoft Download Center to
enable differentiation.

If others want to extend/augment/ build
on/contribute to the dataset, is there a
mechanism for them to do so? If so, please
provide a description. Will these contributions

be validated/verified? If so, please describe
how. If not, why not? Is there a process for
communicating/distributing these contributions
to other users? If so, please provide a descrip-
tion.
We do not have a mechanism for others to con-
tribute to our dataset directly. However, others
could create comparable datasets by recording ASL
translations of English texts.

Any other comments?
N/A
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