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Abstract

Through the advent of pre-trained language
models, there have been notable advancements
in abstractive summarization systems. Simulta-
neously, a considerable number of novel meth-
ods for evaluating factual consistency in ab-
stractive summarization systems has been de-
veloped. But these evaluation approaches in-
corporate substantial limitations, especially on
refinement and interpretability. In this work,
we propose highly effective and interpretable
factual inconsistency detection method FIZZ
(Factual Inconsistency Detection by Zoom-in
Summary and Zoom-out Document) for ab-
stractive summarization systems that is based
on fine-grained atomic facts decomposition.
Moreover, we align atomic facts decomposed
from the summary with the source document
through adaptive granularity expansion. These
atomic facts represent a more fine-grained
unit of information, facilitating detailed un-
derstanding and interpretability of the sum-
mary’s factual inconsistency. Experimental re-
sults demonstrate that our proposed factual con-
sistency checking system significantly outper-
forms existing systems. We release the code at
https://github.com/plm3332/FIZZ.

1 Introduction

With the development of pre-trained language
models, abstractive summarization systems us-
ing these language models have made remarkable
progress in generating fluent and natural summa-
rizations (Chang et al., 2023). However, one of the
notable challenges these systems confront is the
hallucination, causing language models to gener-
ate summaries that are factually inconsistent with
the given article (Maynez et al., 2020; Kryscin-
ski et al., 2020; Tam et al., 2023; Zhang et al.,
2023). Recognizing the significance of this is-
sue, various evaluation metrics have been intro-
duced to detect these errors, starting from tra-
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Summary

the 27-year-old joined spurs from 
manchester city in 2011. (0.53)

Emmanuel Adebayor is 27 years old. (0.09)

Emmanuel Adebayor joined Spurs. (0.97)

Sentence Level Evaluation Atomic Facts Level Evaluation

emmanuel adebayor posted a video of himself performing a 
strange jig in front of the arc de triomphe in paris. ...

... the 27-year-old joined spurs from manchester city in 2011.
(The age of Emmanuel Adebayor is not mentioned in document)

“You can only find which 
sentences are suspicious.”

“You can understand 
why the summary is incorrect.”

Figure 1: Comparison between sentence level evalua-
tion and atomic facts level evaluation. The numbers
in parentheses represent the maximum NLI entailment
scores obtained by comparing each sentence and atomic
fact with the source document on a sentence-wise basis.

ditional methods like ROUGE (Lin, 2004) and
BERTScore (Zhang et al., 2020) to a large num-
ber of advanced metrics (Goyal and Durrett, 2020,
2021; Scialom et al., 2021; Fabbri et al., 2022; La-
ban et al., 2022; Luo et al., 2023; Zha et al., 2023;
Wang et al., 2023a). Especially, many of the recent
works (Laban et al., 2022; Schuster et al., 2022;
Zha et al., 2023) adopted sentence level evaluation
using Natural Language Inference (NLI) systems
for factual consistency checking.

Although these studies have shown a certain
level of performance in summary evaluation, they
still exhibit significant deficiencies in accuracy. Ad-
ditionally, they substantially lack in interpretability,
an area crucial for further development in the field
of summarization factual consistency detection. As
shown in Figure 1, sentence level evaluation often
fails to check the details of the various facts in each
sentence, resulting in lower accuracy and lower in-
terpretability. Furthermore, we find that pair-wise
single sentence level evaluation is vulnerable to
summary evaluation that requires multi-sentence
reasoning. In addition, expressions such as pro-
nouns in sentences can lead the NLI system to
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make incorrect judgments in single sentence level
evaluation.

In this paper, we propose an interpretable sum-
marization factual inconsistency detection system,
FIZZ, which overcomes the issues of previous
sentence level NLI-based evaluation. As in Fig-
ure 2, FIZZ first resolves coreferences in both the
source document and the generated summary. Sub-
sequently, we decompose this coreference resolved
summary into atomic facts, which is an approach
that zooms in the summary. This atomic fact can
be considered a more fine-grained information unit
embedded within the text than a sentence at a broad
level. As in the atomic fact examples in Figure 1,
a single sentence from the summary can be seg-
mented into two or more distinct units of infor-
mation. This approach allows for a more detailed
analysis of textual information, which is crucial for
evaluating the factuality of generated text. Using
these atomic facts, we check the consistency of
each atomic fact against the source document using
an NLI model. As highlighted in Figure 1, factual
inconsistencies that cannot be detected at the sen-
tence level can be identified through evaluation at
this atomic fact level with higher interpretability.
Also, we propose a granularity expansion method
that can adaptively increase the number of context
sentences when verifying the consistency of each
atomic fact. Through this way of zooming out
the document, we efficiently check the consistency
of certain atomic facts that require multi-sentence
level reasoning.

Experimental results show that our proposed sys-
tem FIZZ achieves state-of-the-art performance on
the AGGREFACT (Tang et al., 2023) benchmark
dataset. FIZZ exhibits high interpretability by uti-
lizing atomic facts. Furthermore, We have tested
on various LLMs to implement atomic fact gener-
ation task and identified the best model suited for
this task. Additionally, our analysis shows that flex-
ibly increasing the granularity choice of the source
document significantly enhances accuracy.

2 Related Work

Summarization Factual Consistency Evaluation
A multitude of metrics designed to evaluate sum-
marization factual consistency are currently being
refined by leveraging NLP pipelines originally de-
veloped for disparate tasks, including QA-based
evaluation, parsing-based methods, LLM-based
prompting, and NLI-based metrics.

QA-based methods involve two steps of ques-
tion generation (QG) and question answering(QA).
While FEQA (Durmus et al., 2020) generate ques-
tions with the summary as the source, QUESTE-
VAL (Scialom et al., 2021) and QAFACTE-
VAL (Fabbri et al., 2022) generate questions with
both the summary and the document.

Parsing-based methods discover relationships by
employing syntactic parsing process, thereafter cal-
culating the proportion of summary-derived rela-
tions that align with those extracted from source
documents. Goodrich et al. (2019) extract relation
tuples for the evaluation. DAE (Goyal and Durrett,
2020, 2021) propose utilizing a dependency arc
between the entities and the relationship.

There is a growing trend for using LLMs like
ChatGPT (OpenAI, 2022) and GPT-4 (OpenAI,
2023) on summarization factual consistency check-
ing (Luo et al., 2023; Chen et al., 2023; Wang et al.,
2023a; Gekhman et al., 2023; Yang et al., 2024).
Initially, Luo et al. (2023) explores ChatGPT’s abil-
ity in evaluating factual consistency for text sum-
marization with zero-shot prompting. Yang et al.
(2024) extend the work by excluding irrelevant
sentences from both documents before providing
prompts to GPT-4.

SUMMAC (Laban et al., 2022) re-visit NLI-
based models and granularity choice for incon-
sistency detection in summarization. ALIGN-
SCORE (Zha et al., 2023) develops an alignment
system, incorporating a summarization consistency
checking metric and an NLI model, which has
been trained across a diverse array of tasks that
can be aligned with NLI. The recently proposed
method, FENICE (Scirè et al., 2024), also aligns
decomposed atomic facts with several document
sentences, but it lacks interpretability on summary
side. Our proposed system, FIZZ, is also based on
NLI. However, unlike the aforementioned systems,
which mostly compare the summary at the sentence
level, FIZZ conducts comparisons at a more fine-
grained atomic fact level with high interpretability.

Atomic Facts Generation To the best of our
knowledge, van Halteren and Teufel (2003) pio-
neered the introduction of an atomic information
unit, named a factoid, within the field of summa-
rization evaluation. Building on this foundational
work, Nenkova and Passonneau (2004) proposed
the Pyramid method, a manual evaluation proto-
col for summarization that employs Summariza-
tion Content Units (SCUs), also referred to as Se-
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Summary with 
Coreference Resolution

[Atomic Facts Decomposition]

[Atomic Facts Scoring]

Atomic Facts Generation Filtered Atomic Facts

Source Document with
Coreference Resolution Atomic Facts Pair-Wise Scoring Granularity Expansion

Fizz
Score

Atomic Facts Filtering

1. Wales defender Chris Gunter is a soccer player.
2. Chris Gunter plays as a defender.
3. Chris Gunter is from Wales.
4. Chris Gunter says it would be a "massive mistake" 
     to get complacent.
5. Chris Gunter says this as they close in on Euro 2016.
6. Euro 2016 is a soccer tournament.�

Wales defender Chris Gunter says 
it would be a ̀  ̀massive mistake'' to 
get complacent as they close in on 
euro 2016.�

Sentence 1
Sentence 2
Sentence 3
Sentence 4
Sentence 5
Sentence 6

Doc Atomic Facts Doc Atomic Facts

Atomic Fact 2
Atomic Fact 3
Atomic Fact 4
Atomic Fact 5

0.98
0.86
0.02
0.93

0.98
0.86
0.83
0.93

0.830.83

Sentence 1
Sentence 2
Sentence 3
Sentence 4
Sentence 5
Sentence 6

Atomic Fact 2
Atomic Fact 3
Atomic Fact 4
Atomic Fact 5

1. Wales defender Chris Gunter is a soccer player.
2. Chris Gunter plays as a defender.
3. Chris Gunter is from Wales.
4. Chris Gunter says it would be a "massive mistake" 
    to get complacent.
5. Chris Gunter says this as they close in on Euro 2016.
6. Euro 2016 is a soccer tournament.�

... Sentence 4: The near misses are there as 
a reminder that in football even the most 
unlikely thing can happen until the job is 
don," Gunter added.

Sentence 5: "We've worked so hard for so 
long, it'd be a massive mistake to get 
complacent and think the job is done."...

Figure 2: Overall flow of FIZZ. The pipeline begins by applying coreference resolution to both the summary and
the document. Atomic facts are then decomposed from the summary using an LLM. These atomic facts are filtered
and subsequently scored against the document. The scores are refined through granularity expansion. The ultimate
score is defined by choosing the minimum score.

mantic Content Units. This innovative approach
has inspired a significant body of subsequent re-
search (Harnly et al., 2005; Shapira et al., 2019;
Gao et al., 2019; Bhandari et al., 2020; Zhang and
Bansal, 2021). Liu et al. (2023) referred to these el-
ementary information units as Atomic Content Unit,
or Atomic Facts. However, the realm of these in-
vestigations is primarily concentrated on assessing
summarization itself via the examination of atomic
facts crafted by human annotators1.

In the scope of hallucination detection and fact
verification for text generated by models, there has
been a recent initiative to employ LLMs to cre-
ate atomic facts. FACTSCORE (Min et al., 2023)
utilize InstructGPT (Ouyang et al., 2022) for the
creation of atomic facts. Following this work, FAC-
TOOL (Chern et al., 2023) introduce a fact veri-
fication pipeline that leverages fine-grained infor-
mation units generated by ChatGPT, referred to as
claims. In this study, we present a novel method
FIZZ leveraging atomic semantic unit, from now
on called atomic fact, in the domain of summariza-
tion factual inconsistency detection.

3 FIZZ

The overall flow of our proposed system FIZZ is
presented in Figure 2. Our method first begins with
the application of a coreference resolution model to
a given (document, summary) pair, resulting in
a new pair of texts (document, summary) where
coreferences have been resolved (Section 3.1). Fol-

1We note that Zhang and Bansal (2021) generated SCUs
with semantic role labeling.

lowing this, we proceed to generate atomic facts
from the coreference-resolved summary leveraging
LLMs as a zooming-in approach for the summary
(Section 3.2). Using the generated atomic facts,
we compute the score of each atomic fact with the
NLI system (Section 3.3). Finally, we propose a
granularity expansion method, which is a way of
zooming out the documents, to compute the score
for the summaries that contain high abstractiveness
more accurately.

3.1 Coreference Resolution

To enhance the entailment recognition capabili-
ties of NLI models, FIZZ first conducts centered
around coreference resolution in both document
and summary texts. The motivation behind this
approach is driven by the inherent limitations ob-
served in NLI models when processing texts with
pronouns. Specifically, we find that NLI models
tend to struggle with recognizing entailment when
presented with premises and hypotheses that con-
tain the same content but differ in their use of pro-
nouns and explicit entity names. To address this
challenge, FIZZ employs pronoun resolution in
summaries by analyzing them on a sentence-by-
sentence basis to extract atomic facts. This strategy
not only facilitates a more granular understanding
of the summary content but also avoids the limited
context length in LLMs.

Furthermore, applying pronoun resolution to the
document text ensures that the entities are explic-
itly named, aligning the premise more closely with
the hypothesis. By resolving coreferences in both
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documents and summaries, our approach aims to
bridge the gap between pronoun use and explicit
entity naming, thereby improving the performance
of NLI models in entailment tasks. This dual focus
on both document and summary texts underscores
the comprehensive nature of our strategy to bol-
ster the accuracy and reliability of NLI models in
handling a variety of linguistic expressions.

Formally, given a document D and its summary
S, we define coreference resolution as fcoref, which
makes:

D′ = fcoref(D), S′ = fcoref(S) (1)

where D′ and S′ are coreference resolved texts of
D and S, respectively.

3.2 Atomic Facts Decomposition

Atomic Facts Generation As demonstrated in
Figure 1, sentence level evaluation of summaries
can often yield inaccurate results. Therefore, we
propose a method that evaluates the factuality of
summaries at a more fine-grained level, specifically
at the level of atomic facts as exemplified in Fig-
ure 2. By employing atomic facts, which are highly
detailed units of information, FIZZ considerably
enhances interpretability.

The definition of an atomic fact differs across
studies, primarily due to the inherently subjective
nature of this concept. We propose our own defini-
tion of an atomic fact that is designed to align with
and complement the nature of NLI models. Build-
ing upon Bhandari et al. (2020), we specify further
that an atomic fact is short and concise, contain-
ing no more than two or three entities, with person
entities specifically resolved any of coreferences.

We generate atomic facts from summaries at the
sentence level after resolving coreferences. This
strategy for atomic fact generation not only in-
creases the quantity of atomic facts but also substan-
tially augments the generated summary’s pool of
information. To extract atomic facts from the sum-
maries, we input prompts into the LLM that include
both a task description and a sentence-level sum-
mary, as exemplified in Table 10. This approach
systematically decomposes each sentence in the
summary into individual atomic facts, facilitating
a comprehensive extraction and representation of
information. The coreference resolved summary
S′ = {s′j}Nj=1, where s′j represents the jth sen-
tence in S′ and N the total number of sentences in
S′, could be decomposed to a set of atomic facts

Algorithm 1 Filtering Out Incorrect Atomic Facts
Input: An NLI model M; coreference resolved summary
S′ = {s′j}Nj=1; decomposed atomic facts A′ = {a′

k}Lk=1.
Initialize: set Afiltered = ϕ

1: for k = 1, 2, . . . , L do
2: for j = 1, 2, . . . , N do
3: (ej,k, cj,k, nj,k)←M(s′j , a

′
k)

4: if max(ej,k, cj,k, nj,k) is ej,k then
5: Append a′

k to Afiltered.
6: end if
7: end for
8: end for

Output: A set of atomic facts Afiltered.

A′ = {a′k}Lk=1, with L denotes the total number of
sentences in A′.

Atomic Facts Filtering One significant issue
with atomic facts generated by LLMs is that these
facts are often produced not from the content of
summaries themselves but from the pretrained
knowledge embedded within the LLMs. For ex-
ample, when we decompose the sentence of the
summary "The mass, which has risen some 50ft
above sea level, measures roughly 1,000 - 1,640ft
long, and 100ft wide", the decomposed atomic facts
contain an atomic fact "The mass is a noun". Such
atomic facts may not align with either the sum-
maries or the documents and can significantly influ-
ence the scoring method described in Section 3.3.
Consequently, the exclusion of these atomic facts
becomes a necessary step in our process.

Hence, we utilize an NLI model to filter out in-
correct atomic facts. Our approach leverages the
probabilistic distribution of the NLI model, which
categorizes outcomes into three types: Entailment
(E), Contradiction (C), and Neutral (N). In the
filtering process, we set the summary S′ as the
premise, and the atomic fact A′ as the hypothesis.
We filter out atomic facts that exhibit exception-
ally low entailment scores. We outline the detailed
procedure of the atomic facts filtering process in
Algorithm 1.

3.3 Atomic Facts Scoring

Atomic Facts Pair-Wise Scoring To compute
the score for each atomic fact of the summaries,
FIZZ first decomposes the coreference resolved
document into sentences. We split the document
D′ into M sentences and the filtered atomic facts
Afiltered into N sentences, formulating D′ =
{d′i}Mi=1 and Afiltered = {ak}Lk=1, respectively.
We use each (di, ak) as an input for an NLI model,
positioning the generated atomic fact as the hy-
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pothesis and the sentence of the document as the
premise.

Finally, we assign scores to each atomic fact
based on the maximum entailment score obtained
through comparison with every sentence in the
document. The atomic fact entailment scores
E = {ei,k}, where 1 ≤ i ≤ M and 1 ≤ k ≤ L,
are computed to a vector T:

tk = max
1≤i≤M

ei,k

T = {t1, . . . , tL}
(2)

Adaptive Granularity Expansion Summaries
generated by abstractive summarization systems
contain a high degree of abstractiveness. This ab-
stractiveness occurs when content spread across
multiple sentences in the document is condensed
into one or two sentences in the summary. To ac-
curately detect factual inconsistencies within such
summaries, it is necessary to zoom out and exam-
ine multiple sentences across the source document.
Furthermore, several studies have demonstrated
that considering multiple sentences from the docu-
ment leads to better accuracy (Laban et al., 2022;
Glover et al., 2022).

We aim to identify scores where max(ek, ck, nk)
is not ek from the T. For atomic facts associated
with these scores, we further increase the granular-
ity of the document and perform computation once
again. We incrementally increase the granularity
starting from the document sentence di that con-
tributed to each identified score, limiting the granu-
larity at a maximum of three sentences (di−1 + di,
di + di+1, di−2 + di−1 + di, di + di+1 + di+2, di−1

+ di + di+1). Subsequently, we re-calculate the
scores within this expanded context and replace the
original scores with the maximum value observed
among the re-calculated scores and the original.
As a result, the vector T is transformed into T∗

as certain scores are replaced by new scores. De-
tailed information on this procedure is provided in
Algorithm 2.

The final score is then determined by the
minimum score within vector T∗, enabling a highly
interpretable evaluation:

FIZZ score = min(T∗) (3)

4 Experiments

4.1 Experimental Setups
In our experiments, we leverage MT5 (Bohnet et al.,
2023) for coreference resolution, which returns

Algorithm 2 Scoring with Document Granularity
Expansion
Input: An NLI modelM; coreference resolved document
D′ = {d′i}Mi=1; decomposed atomic facts A′ = {a′

k}Lk=1.
Initialize: T∗ = ϕ; Max granularity size gran = 3.
1: Define C(D, g) = list of subsets of D with size of g.
2: Define F(C(D, g)) which returns whether C(D, g) is a

consecutive list.
3: Define D(C(D, g)) = list of document sentences in index

list in C(D, g).
4: for k = 1, 2, . . . , L do
5: set E = ϕ
6: for i = 1, 2, . . . ,M do
7: (ei,k, ci,k, ni,k)←M(d′i, a

′
k)

8: Append ei,k to E.
9: end for

10: midx = E.index(max(E))
11: if max(ei,k, ci,k, ni,k) is not ei,k then
12: set Didx = [0, . . . ,M − 1]
13: set Dexpanded = ϕ
14: for g = 1, 2, . . . , gran+ 1 do
15: if midx in C(Didx, g) and F(C(Didx, g))

then
16: Extend C(Didx, g) to Dexpanded.
17: end if
18: end for
19: set Eexpanded = ϕ
20: for dexpanded ∈ D(Dexpanded) do
21: (e, c, n)←M(dexpanded, a

′
k)

22: Append e to Eexpanded.
23: end for
24: Append max(Eexpanded) to T∗.
25: else
26: Append ei,k to T∗.
27: end if
28: end for
Output: vector T∗ with maximum entailment scores from
each atomic fact.

with the identification of clusters referring to the
same entities. With these clusters, we further im-
plement rule-based pronoun substitution strategies
to generate coreference resolved texts. For atomic
fact decomposition, the Orca-2 model (Mitra et al.,
2023) is utilized. Additionally, this work adopts
the same off-the-shelf NLI model as implemented
in SUMMAC (See Appendix D for more details).

4.2 Benchmark Datasets

We use AGGREFACT (Tang et al., 2023) benchmark
dataset, a comprehensive aggregation of 9 lead-
ing summary factual consistency detection datasets
currently available. AGGREFACT is stratified into
three distinct splits, namely FTSOTA, EXFORMER,
and OLD, with each split containing its own valida-
tion and test sets. We standardize the evaluation as
a binary classification and choose the best threshold
from the validation set following SummaC. Finally,
we apply this threshold to the test set and report
the balanced accuracy score, considering the imbal-
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AGGREFACT-
CNN-FTSOTA

AGGREFACT-
XSUM-FTSOTA

AVG

DAE 65.4±4.4 70.2±2.3 67.8
QuestEval 70.2±3.2 59.5±2.7 64.9
SummaC-ZS 64.0±3.8 56.4±1.2 60.2
SummaC-Conv 61.0±3.9 65.0±2.2 63.0
QAFactEval 67.8±4.1 63.9±2.4 65.9
AlignScore 62.5±3.3 69.6±1.7 66.1

ChatGPT-ZS 56.3±2.9 62.7±1.7 59.5
ChatGPT-COT 52.5±3.3 55.9±2.1 54.2
ChatGPT-DA 53.7±3.5 54.9±1.9 54.3
ChatGPT-Star 56.3±3.1 57.8±0.2 57.1

FactScore 60.8±3.2 68.0±2.0 64.4
FacTool 49.3±3.5 59.0±2.0 54.2

FIZZ (Ours) 72.6±3.0 69.3±1.9 71.0
w/o GE 72.2±2.8 66.3±1.9 69.3
w/o Filtering 64.7±3.3 70.0±1.8 67.4
w/o AF 63.6±2.9 65.8±2.0 64.7

Table 1: Balanced accuracy using a single threshold with
95% confidence intervals on the AGGREFACT-FTSOTA
split dataset. Highest performance is highlited in bold,
and the second highest is underlined.

ance in the dataset.

4.3 Baselines

We adopt all of the baselines of AGGREFACT

dataset: DAE (Goyal and Durrett, 2020, 2021),
QuestEval (Scialom et al., 2021), SummaC-
ZS and SummaC-Conv (Laban et al., 2022),
QAFactEval (Fabbri et al., 2022), ChatGPT-ZS and
ChatGPT-CoT (Luo et al., 2023), ChatGPT-DA and
ChatGPT-Star (Wang et al., 2023a). Also, we re-
port the results with AlignScore (Zha et al., 2023),
which is a recently introduced system for checking
the factual consistency of summaries based on NLI.
Additionally, we incorporate FACTSCORE (Min

et al., 2023) and FACTOOL (Chern et al., 2023) in
our baselines. These methods decompose gener-
ated texts into atomic facts and then retrieve cor-
responding entries from a given knowledge base,
such as Wikipedia, to evaluate the factuality of the
generated context. For the purpose of verification,
we assume the availability of this knowledge base,
which we use as the source document to assess
summary factual consistency. In FACTSCORE, we
employ a No-context LM for factual verification.
This approach operates on a QA basis, assessing
whether atomic facts are true or false with respect
to the source document. In FACTOOL, we utilize
a Knowledge-based QA approach. This also fol-
lows a QA format but incorporates the CoT method,
where the LLM evaluates if claims are true or false
relative to the source document. Details of the
experiments are provided in Appendix B.

AGGREFACT-CNN AGGREFACT-XSUM
FTSOTA EXF OLD FTSOTA EXF OLD AVG

Baseline 50.0 50.0 50.0 50.0 50.0 50.0 50.0

DAE* 59.4 67.9 69.7 73.1 - - 67.5
QuestEval 63.7 64.3 65.2 61.6 60.1 59.7 62.4
SummaC-ZS 63.3 76.5 76.3 56.1 51.4 53.3 62.8
SummaC-Cv 70.3 69.8 78.9 67.0 64.6 67.5 69.7
QAFactEval 61.6 69.1 80.3 65.9 59.6 60.5 66.2
AlignScore 53.4 73.1 80.2 70.2 80.1 63.7 70.1

ChatGPT-ZS 66.2 64.5 74.3 62.6 69.2 60.1 66.2
ChatGPT-CoT 49.7 60.4 66.7 56.0 60.9 50.1 57.3
ChatGPT-DA 48.0 63.6 71.0 53.6 65.6 61.5 60.6
ChatGPT-Star 55.8 65.8 71.2 57.7 70.6 53.8 62.5

FactScore 69.9 71.6 73.9 68.0 63.5 66.8 69.0
FacTool 72.7 66.1 60.8 68.0 64.0 62.2 65.6

FIZZ (Ours) 73.2 67.3 76.0 69.7 72.4 68.5 71.2

Table 2: Balanced accuracy on the AGGREFACT dataset.
As in Tang et al. (2023), we omitted the results from
DAE, as it was trained on the XSumFaith (Goyal and
Durrett, 2021) dataset, which includes human-annotated
summaries from EXFORMER and OLD.

4.4 Results

We present the performance outcomes obtained by
applying each metric to the AGGREFACT bench-
mark dataset in Table 2. We show the perfor-
mance of three versions of our proposed met-
ric: FIZZ, its without granularity expanded ver-
sion, FIZZw/o GE , and its without atomic facts
version, FIZZw/o AF . The complete results for
AGGREFACT-CNN and AGGREFACT-XSUM are
displayed in Table 2. FIZZ demonstrates the high-
est average performance, followed by FIZZw/o GE

and FIZZw/o AF .
Additionally, we provide results for a single-

threshold approach on AGGREFACT-FTSOTA split
as in Tang et al. (2023). We list the best threshold
findings for the AGGREFACT-CNN-FTSOTA and
AGGREFACT-XSUM-FTSOTA splits, with corre-
sponding binary classification balanced accuracy
scores in Table 1. In this setting, FIZZ achieves
the highest average performance, with FIZZw/o GE

coming in second. Both metrics perform exception-
ally well on the CNN split. Furthermore, the gran-
ularity expansion in FIZZ leads to notably higher
performance improvements on the XSUM split.

Both FACTSCORE and FACTOOL have demon-
strate scores that are comparable to or exceed those
of ChatGPT-based metrics. It appears that decom-
posing summaries into atomic facts and comparing
them with the source document is more effective
than performing factuality checking on the entire
summary. However, metrics based on ChatGPT in-
herently face disadvantages compared to other met-
rics, which can be tuned by adjusting thresholds;
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LLM CNN XSUM AVG AVG. TOKEN LENGTH

Zephyr 65.1±3.3 65.2±2.0 65.2 97.6
gpt-3.5-turbo 68.7±3.4 68.7±2.0 68.7 95.9

gpt-3.5-turbo-instruct 70.7±3.1 67.0±1.8 68.9 90.5
Mistral 70.5±3.5 68.7±2.1 69.6 86.5

Orca-2 72.6±3.0 69.3±1.9 71.0 81.4

Table 3: Experimental results of FIZZ with atomic facts
generated by different LLMs using the same prompt
on AGGREFACT-FTSOTA split. Avg. Token Length
indicates the average number of total tokens of atomic
facts per summary.

such tuning is unnecessary for ChatGPT-based met-
rics. This distinction may limit the effectiveness of
ChatGPT-based evaluations in some contexts.

4.5 Analysis
LLMs used for Atomic Facts Decomposition
To investigate the most suitable LLMs for gen-
erating atomic facts, we evaluate the generation
of atomic facts using various LLMs, including
gpt-3.5-turbo, gpt-3.5-turbo-instruct, and
other 7B models such as Zephyr (Tunstall et al.,
2023) and Mistral (Jiang et al., 2023). The results,
documented in Table 3, demonstrate that while
the atomic facts generated by gpt-3.5-turbo and
gpt-3.5-turbo-instruct generally perform bet-
ter compared to other metrics, they are still inferior
to those produced by Orca-2. The performance
drop associated with the gpt series suggests a note-
worthy observation. We explain that this discrep-
ancy is due to the length of the atomic facts. As
shown in Table 3, which includes the average token
length of atomic facts after the filtering process
per summary, there is a clear inverse relationship
between the number of tokens in an atomic fact
and its average performance. Longer atomic facts
tend to contain more entities and are less concise.
Such sentences are less suitable as hypotheses when
compared sentence-wise using NLI models. Fur-
thermore, the sensitivity of using the minimum
atomic fact scores as the final score exacerbates the
challenge, making it difficult to achieve desired out-
comes with lengthy sentences. In contrast, other 7B

ROUGE-1 AVG. NUMBER OF AVG. TOKEN
P R F1 ATOMIC FACTS LENGTH

Human 1.00 1.00 1.00 8.7 98.4

Orca-2 0.70 0.69 0.68 8.7 96.3
gpt-3.5-turbo 0.78 0.84 0.79 7.8 105.0

gpt-3.5-turbo-instruct 0.73 0.72 0.70 13.0 149.6
Mistral 0.63 0.62 0.61 9.6 104.1
Zephyr 0.51 0.60 0.52 10.1 122.0

Table 4: Experimental results of generated atomic facts
on RoSE dataset. The results with the highest human
correlation are highlighted in bold.

Granularity Expansion(b) Only

(c) Coreference Resolution + Granularity Expansion

(a) Only Coreference Resolution
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Document

Chris Gunter says it would 
be a "massive mistake" to get 
complacent.

The near misses are there as a reminder that 
in football even the most unlikely thing can 
happen until the job is don," Gunter added.

"We've worked so hard for so long, it'd be a 
massive mistake to get complacent and 
think the job is done."
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Document

Chris Gunter says it would 
be a "massive mistake" to get 
complacent.

The near misses are there as a reminder that 
in football even the most unlikely thing can 
happen until the job is don," He added.

"We've worked so hard for so long, it'd be a 
massive mistake to get complacent and 
think the job is done."

The near misses are there as a reminder that 
in football even the most unlikely thing can 
happen until the job is don," Gunter added.

"We've worked so hard for so long, it'd be a 
massive mistake to get complacent and 
think the job is done."

Figure 3: The effect of granularity expansions and coref-
erence resolution in real AGGREFACT dataset. The en-
tailment score of an atomic fact and document sentence
with (a) only Coreference Resolution, (b) only Granu-
larity Expansion, and (c) the both.

models such as LLaMa (Touvron et al., 2023) show
limitations in adhering to instructions for atomic
fact decomposition. Details of the model usage are
provided in Appendix C.

In previous studies (Zhang and Bansal, 2021;
Chern et al., 2023; Scirè et al., 2024), the evalu-
ation of the quality and the completeness of the
LLM generated atomic facts focuses solely on con-
tent similarity (i.e., ROUGE-1) with human-written
atomic facts. However, we consider content similar-
ity evaluation to be insufficient and added two ad-
ditional factors: 1) Average token length in atomic
facts and 2) Average number of atomic facts. In
Table 3, we demonstrate the correlation between
the average token length of atomic facts and overall
performance. Building on this, we now analyze the
token length of both human-written and generated
atomic facts. Additionally, since the content sim-
ilarity metric does not take into account the num-
ber of atomic facts, we also include the average
number of atomic facts in our results. We report
the comparative analysis of the LLM generated
atomic facts against human-written atomic facts
in Table 4. The experiments were implemented
using the RoSE (Liu et al., 2023) dataset, which
includes 2,500 summaries and their corresponding
human-written atomic facts. As shown in the ex-
perimental results, gpt-3.5-turbo demonstrates
the highest capability by achieving the top score in
content similarity. However, it shows a significant
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Doc. Max Granularity AGGREFACT-
CNN-FTSOTA

AGGREFACT-
XSUM-FTSOTA

AVG s/it

One Sent. 72.2±2.8 66.3±1.9 69.25 2.49
Two Sent. 71.0±3.2 69.3±2.0 70.15 2.53
Three Sent. 72.6±3.0 69.3±1.9 70.95 2.64
Four Sent. 72.1±3.1 70.0±1.8 71.05 2.80

Table 5: Size of granularity choice in granularity ex-
pansion on AGGREFACT-FTSOTA split. s/it indicates
seconds per iteration for the inference of an NLI model.

difference in the number of atomic facts and the
number of tokens in atomic facts. In contrast, Mis-
tral scores lower in content similarity but exhibits
higher human correlation in the number of atomic
facts and token lengths. The model that achieves
the highest human correlation in both the number
of atomic facts and token lengths is Orca-2, which
shows the best performance among LLMs as in
Table 3. These findings suggest that while content
similarity is important, the number of atomic facts
and token lengths are equally critical factors to con-
sider. Details on computing content similarity are
provided in Appendix G.

Sizes of Granularity Expansion As underscored
in Section 3.3, accurately evaluating the factual
consistency of abstractive summaries necessitates
an expansion of document granularity. This re-
quirement stems from the observation that a single
sentence within a summary may incorporate con-
tent from multiple sentences within the document.
Illustrative of this point, Figure 3 highlights that
segmenting conversational dialogues into discrete
sentences can lead to a loss of contextual clarity,
where the synthesis of various segmented sentences
is required for an accurate interpretation.

SUMMAC present experimental results across
different granularity choices, categorizing docu-
ment granularity into a sentence, two sentences,
paragraph, and full document levels. However,
adjusting document granularity in such a manner
reduces interpretability and undermines result re-
liability. Our approach is to adaptively increase
granularity only for atomic facts where the entail-
ment score significantly decreases.

Table 5 presents the outcomes associated with
varying granularity sizes in adaptive granularity
expansion. The experimental findings reveal a con-
sistent improvement in average performance with
increasing granularity, particularly for summaries
derived from XSum (Narayan et al., 2018). This
significant performance boost can be attributed to
the inherently abstractive nature of XSum-based

Atomic Facts Doc CNN XSUM AVG

Original Original 63.2±2.3 66.4±1.8 64.8
Coref Resolved 65.7±3.4 67.8±2.0 66.7(+1.95)

Coref Resolved Original 66.2±3.4 66.6±1.9 66.4
Coref Resolved 72.2±2.7 66.3±1.9 69.2(+2.85)

Table 6: Effect of coreference resolution of document
and atomic facts on AGGREFACT-FTSOTA splits before
the process of granularity expansion.

summaries.
Despite the increase in average score for the

maximum of four sentences, the scores for CNN
summaries actually declined. Additionally, we ob-
serve that computational costs rose with increasing
granularity. Hence, we determined that the maxi-
mum of three sentences represents the best trade-
off between computational cost and performance.
Details on granularity expansion condition choice
are provided in Appendix F.

Effectiveness of Coreference Resolution In the
application of NLI models for comparing premises
with hypotheses, the significance of coreference
resolution cannot be overstated. As outlined in Sec-
tion 3.1, failure to resolve pronouns in the premise
significantly hinders the attainment of desired out-
comes. This point is vividly illustrated in Figure
3, where the difference between document(b) and
document(c) is merely the resolution of pronouns.
Yet, this seemingly minor modification leads to
a stark contrast in entailment scores, with docu-
ment(b) achieving a score of 0.09 compared to
document(c)’s 0.83. The discrepancy arises due
to the document (premise)’s reference to "he" not
being recognized as pertaining to "Chris Gunter",
as stated in the atomic fact (hypothesis).

Moreover, Table 6 presents more granular ex-
perimental results on the impact of coreference
resolution. We implemented experiments to eval-
uate the impact of coreference resolution on both
documents and atomic facts. Our investigation in-
cluded scenarios where coreference resolution was
applied and cases where it was not. We show that
texts with resolved coreferences, whether they be
atomic facts or documents, consistently outperform
those without resolution. Notably, there is a marked
improvement in performance on datasets based on
CNN (Hermann et al., 2015) summaries compared
to those based on XSum summaries. This is likely
due to the extractive nature of CNN-based sum-
maries, as opposed to the more abstractive sum-
maries derived from XSum. Details on coreference
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Summary Document

Atomic Facts

Elon Musk tweeted.

The tweet was about a 
rocket landing.

The rocket landed, but 
tipped over.

Elon Musk tweeted that the 
rocket landed, but tipped 
over.

0.99

0.98

0.33

0.98

SpaceX founder Elon Musk 
tweeted : “ Ascent successful.

Dragon enroute to Space 
Station.

Rocket landed on droneship, 
but too hard for survival.”

Elon Musk later clarified that 
the rocket landed, but tipped 
over.

Figure 4: Drawbacks of atomic fact level evaluation
versus the sentence level evaluation. The numbers rep-
resent the maximum NLI entailment scores obtained
by comparing each sentence and atomic fact with the
source document on a sentence-wise basis.

resolution usage are provided in Appendix E.

Failure Case Study We analyze the drawbacks
of decomposing summaries into atomic facts in
the summary factual consistency checking task,
through the main example in Figure 4, which com-
pares the drawbacks of analyzing atomic facts ver-
sus sentences. When comparisons are made at the
sentence level, a sentence can be correctly judged
as entailing the content of a document. Conversely,
when breaking down the content into atomic facts,
the fact "The tweet was about a rocket landing."
receives a maximum entailment score of only 0.33.
This particular atomic fact remains even after under-
going the filtering process. As a result, a summary
that is factually consistent may be erroneously clas-
sified as factually inconsistent due to the analysis
of this single atomic fact.

5 Conclusion

In this work, we propose a novel method, FIZZ,
in detecting summary factual inconsistency. Our
approach decomposes summaries into atomic facts
and conducts a sentence-wise comparison with
the document, and achieves state-of-the-art per-
formance on the AGGREFACT benchmark dataset.
Also, our proposed system has a higher inter-
pretability due to its ability to precisely identify
which parts of a summary are factually inaccurate
by breaking it down into atomic facts. Furthermore,
we analyze the necessity and significance of coref-
erence resolution and granularity expansion in the
context of summary factual consistency checking.

Limitations

Our proposed method is quite time-consuming. No-
tably, during the coreference resolution phase, we

leverage 11B model. This process requires more
time than other factual consistency checking sys-
tems. The practical applicability of FIZZ in real-
time settings remains to be determined.

Furthermore, our research was limited to sum-
maries based on articles and news domains. We
did not verify the effectiveness of FIZZ in other
domains such as dialogue summarization (Tang
et al., 2024) or medical summarization (Wang et al.,
2023b). Additionally, our study was confined to
English-language data. The validity of FIZZ needs
to be assessed in datasets based on other languages.

Despite these limitations, we believe our method
paves a new path in the area of summarization
factual consistency detection. This work could be a
significant contribution to the field, pending further
validation across varied domains and languages.
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A Prompt for Atomic Facts
Decomposition

The prompt for atomic fact decomposition in shown
in Table 10. The examples given in the prompt are
similarly used in other LLMs.

B Details on Baselines

In this section, we present the implementation de-
tails of FACTSCORE and FACTOOL, which have
been integrated into our experimental baseline.
For decomposing atomic facts, FACTSCORE uses
the gpt-3.5-turbo-instruct model, and the QA
process is conducted using gpt-3.5-turbo, with
prompts exactly as specified in the paper2. We gave
1 point for each answer that is answered ture and
then divided by the total number of atomic facts:

score =
1

|A|
∑

a∈A
I[ a is True ] (4)

Similar to FACTSCORE, FACTOOL employs
gpt-3.5-turbo for both the claim extraction and
the QA tasks, again using prompt directly from the
paper3.

C Details on the Usage of Large
Language Models

We report on the details and Huggingface links of
LLMs used in Section 4. We employed Orca-2-
7B model4 for experiments in AGGREFACT bench-
mark dataset. For Zephyr, we used Zephyr-7B-
beta 5, while for Mistral, we used Mistral-7B-
instruct-v0.2 6. Additionally, we used ChatGPT
version of gpt-3.5-turbo-0125.

D Details on the Usage of NLI Model

In this study, we tried to analyze the effect of our
proposed atomic fact level decomposition instead
of using entire sentences. To ensure a fair compari-
son of our approach with SUMMAC, which demon-
strated the best performance using whole sentences,
we employed the same NLI model that was utilized
in SUMMAC7. The model has been trained on the

2https://github.com/shmsw25/FActScore
3https://github.com/GAIR-NLP/factool
4https://huggingface.co/microsoft/Orca-2-7b
5https://huggingface.co/HuggingFaceH4/

zephyr-7b-beta
6https://huggingface.co/mistralai/

Mistral-7B-Instruct-v0.2
7https://huggingface.co/tals/

albert-xlarge-vitaminc-mnli

conventional NLI datasets SNLI (Bowman et al.,
2015), MNLI (Williams et al., 2018), ANLI (Nie
et al., 2020), and also on VitaminC (Schuster et al.,
2021).

In Table 7, we present the performance results
of various NLI models. Specifically, we have in-
cluded the results for DeBERTa-large-mnli8 and
RoBERTa-large-pyrxsum9. The average perfor-
mance scores for DeBERTa and RoBERTa are 68.7
and 68.5, respectively. Although these scores are
lower than that of ALBERT, they surpass the pre-
vious best score of 67.8 achieved by DAE on the
FtSota split.

NLI Model AGGREFACT-
CNN-FTSOTA

AGGREFACT-
XSUM-FTSOTA

AVG

ALBERT 72.6±3.0 69.3±1.9 71.0
DeBERTa 67.3±3.0 70.1±1.9 68.7
RoBERTa 70.5±3.0 66.5±1.9 68.5

Table 7: Performance of different NLI models on
AGGREFACT-FTSOTA split.

E Details on the Usage of Coreference
Resolution

We used MT5-11B model for coreference resolu-
tion10. Coreference resolution is the task of iden-
tifying all expressions that refer to the same entity
within a text. While recent models perform well
on this task, returning a text with resolved corefer-
ences is an entirely different challenge. We have
tested various models, but none have functioned
adequately. A significant issue was the prevalent
method of using the first word in a cluster for res-
olution instead of the entity’s name, which fre-
quently resulted in improper replacements with
pronouns. To address this, we slightly modified
the code to ensure that where an entity name is
available, it replaces pronouns as much as possi-
ble11. Furthermore, when an adjective or a modifier
refers to an entity, we prefixed it with the entity’s
name followed by a comma. Table 11 illustrates
these modifications. By enhancing coreference res-
olution in this manner, we were able to capture

8https://huggingface.co/MoritzLaurer/
DeBERTa-v3-large-mnli-fever-anli-ling-wanli

9https://huggingface.co/shiyue/
roberta-large-pyrxsum

10https://huggingface.co/mt5-coref-pytorch/
link-append-xxl

11https://github.com/google-research/
google-research/tree/master/coref_mt5
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Condition AGGREFACT-
CNN-FTSOTA

AGGREFACT-
XSUM-FTSOTA

AVG

!(e>c & e>n) 72.6±3.0 69.3±1.9 71.0
!(e>c || e>n) 71.1±2.9 68.7±1.9 69.9

Table 8: Granularity Expansion condition choice on
AGGREFACT-FTSOTA split.

more comprehensive atomic facts without omitting
critical information.

F Details on Granularity Expansion

In Section 3.3, we set the criterion for granularity
expansion as max(e, c, n)! = e. This criterion was
chosen because it intuitively signifies a lack of en-
tailment. Notably, max(e, c, n)! = e is equivalent
to !(e > c & e > n), and thus, we also conducted
experiments using the !(e > c ∥ e > n) condition.
Table 8 presents the results of these experiments.

G Details on Computing Content
Similarity

The content similarity (ROUGE-1) in Table 4 was
conducted using the following equation:

1

Ndata

∑

Ndata

1

Nc

Nc∑

i=1

Ng
max
j=1

(ROUGE(ci, gj)) (5)

where c denotes LLM generated atomic facts and
g denotes human-written atomic facts.

H Other Details

In this section, we report the differences ob-
served when splitting text into sentences using
NLTK (Bird et al., 2009) and Spacy (Honnibal
et al., 2020). We utilized NLTK sentence splitter in
FIZZ. The results of the experiments are presented
in Table 9.

Sentence Splitter AGGREFACT-
CNN-FTSOTA

AGGREFACT-
XSUM-FTSOTA

AVG

Spacy 72.5±3.4 67.0±2.0 69.8
NLTK 72.6±3.0 69.3±1.9 71.0

Table 9: Sentence splitter choice on AGGREFACT-
FTSOTA split.
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Input Prompt

You are a helpful assistant. Please give me a list of atomic facts of the following texts.

lisa courtney, of hertfordshire, has spent most of her life collecting pokemon memorabilia.
- Lisa Courtney is from Hertfordshire.
- Lisa Courtney has spent most of her life collecting Pokémon memorabilia.

prince jan zylinski said he was fed up with discrimination against poles living in britain.
- Prince Jan Zylinski made a statement.
- The statement made by Prince Jan Zylinski was about discrimination.
- The statement made by Prince Jan Zylinski was regarding Poles living in Britain.
- Prince Jan Zylinski expressed feeling fed up with this type of discrimination.

no charges were filed, there will be no travel ban.
- No charges were filed.
- There will be no travel ban.

rudd has pleaded guilty to threatening to kill and possession of drugs in a court.
- Rudd has pleaded guilty.
- Rudd has pleaded guilty to threatening to kill.
- Rudd has pleaded guilty to possession of drugs.

Lee made his acting debut in the film The Moon is the Sun’s Dream (1992), and continued to appear in small and supporting roles throughout the 1990s.
- Lee made his acting debut in The Moon is the Sun’s Dream.
- The Moon is the Sun’s Dream is a film.
- The Moon is the Sun’s Dream was released in 1992.
- After Lee’s acting debut, he appeared in small and supporting roles throughout the 1990s.

In 1963, Collins became one of the third group of astronauts selected by NASA and he served as the back-up Command Module Pilot for the Gemini 7 mission.
- Collins became an astronaut.
- Collins became one of the third group of astronauts selected by NASA in 1963.
- Collins served as the back-up Command Module Pilot for the Gemini 7 mission.

In addition to his acting roles, Bateman has written and directed two short films and is currently in development on his feature debut.
- Bateman has acting roles.
- Bateman has written two short films.
- Bateman has directed two short films.
- Bateman is currently in development on his feature debut.

Michael Collins (born October 31, 1930) is a retired American astronaut and test pilot who was the Command Module Pilot for the Apollo 11 mission in 1969.
- Michael Collins was born on October 31, 1930.
- Michael Collins is retired.
- Michael Collins is an American.
- Michael Collins was an astronaut.
- Michael Collins was a test pilot.
- Michael Collins was the Command Module Pilot for the Apollo 11 mission in 1969.

Summary Sentence

Table 10: Prompt used to generate atomic facts from coreference resolved summary in Section 3.2. We employed
8-shot learning to enhance the model’s performance.
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Original Text The 27-year-old joined spurs from manchester city in 2011.

Others

Coref Resolved Text Emmanuel Adebayor joined spurs from manchester city in 2011.

Atomic Fact #1 Emmanuel Adebayor joined spurs.
Atomic Fact #2 Emmanuel Adebayor joined spurs from manchester city.
Atomic Fact #3 Emmanuel Adebayor joined spurs in 2011.

Ours

Coref Resolved Text Emmanuel Adebayor, the 27-year-old joined spurs from manchester city in 2011.

Atomic Fact #1 Emmanuel Adebayor is 27-year-old.
Atomic Fact #2 Emmanuel Adebayor joined spurs.
Atomic Fact #3 Emmanuel Adebayor joined spurs from manchester city.
Atomic Fact #4 Emmanuel Adebayor joined spurs in 2011.

Table 11: Our distinct approach for coreference resolution. The original text is coreference resolved by two ways,
which are Others and Ours. We ensure that critical information is preserved while generating atomic facts by
prefixing modifiers with the names of entities during the coreference resolution.
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