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Abstract Recognizing the critical need for a more unified

This paper introduces Evalverse!, a novel li-
brary that streamlines the evaluation of Large
Language Models (LLMs) by unifying dis-
parate evaluation tools into a single, user-
friendly framework. Evalverse enables individ-
uals with limited knowledge of artificial intelli-
gence to easily request LLM evaluations and re-
ceive detailed reports, facilitated by an integra-
tion with communication platforms like Slack.
Thus, Evalverse serves as a powerful tool for
the comprehensive assessment of LL.Ms, offer-
ing both researchers and practitioners a cen-
tralized and easily accessible evaluation frame-
work. Finally, we also provide a demo video
for Evalverse, showcasing its capabilities and
implementation in a two-minute format?.

1 Introduction

In recent years, the rapid advancements in Large
Language Models (LLMs) have significantly trans-
formed the computational linguistics landscape,
presenting novel opportunities and challenges (Wei
etal., 2022; Zhao et al., 2023). Due to the vast scale
and complexity of LLMs (Kaplan et al., 2020),
they have demonstrated remarkable capabilities
across numerous applications (Hadi et al., 2023),
ranging from natural language understanding and
generation to more specialized tasks such as sum-
marization (Jin et al., 2024), translation (Hendy
etal., 2023), and question-answering (Zhuang et al.,
2024). However, the sheer pace of LLM develop-
ment has led to a fragmented ecosystem of evalua-
tion tools and methodologies (Chang et al., 2023;
Guo et al., 2023). This fragmentation not only
hinders the comparative assessment of LLMs, but
also places a considerable barrier to entry for both
researchers and practitioners.
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and accessible framework for LLM evaluation, we
introduce Evalverse with the overview depicted in
Figure 1 — a novel library that centralizes various
evaluation methodologies. Evalverse built such
that it can function as a unified and expandable
library for LLM evaluation while also lowering the
technical barrier to entry of LLM evaluation.

To achieve the former, we integrate existing
evaluation frameworks, such as lm-evaluation-
harness (Gao et al., 2023) and FastChat (Zheng
et al., 2024), as submodules, allowing an easy ex-
tension of new benchmarks. These added submod-
ules can reflect recent changes, allowing Evalverse
to remain up-to-date with relative ease. On the
other hand, we also implement no-code evaluation
features that utilize communication platforms such
as Slack?, making LLM evaluation more accesible
for individuals with less programming proficiency.

This paper provides an in-depth examination of
the architecture and functionality of Evalverse, il-
lustrating how it addresses the current challenges
in LLM evaluation. Some of the key features of
Evalverse include no-code evaluation and a uni-
fied and expandable library for LLM benchmarks,
enhancing the efficiency and accessibility.

2 Related Work and Background
2.1 LLM Evaluation Aspects

There are multiple aspects of LLM evaluation,
which can be divided into the following four cat-
egories: i) general performance; ii) performance
for chat applications; iii) performance for Retrieval
Augmented Generation (RAG) (Lewis et al., 2020);
iv) performance for various domains.

General performance. The Hugging Face Open
LLM Leaderboard (Beeching et al., 2023) is pri-
marily utilized for evaluation general performance.
The leaderboard uses a total of six benchmarks,

*https://slack.com/
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General Chat RAG Domain Additional Features
Evaluation Framework H6 Avg MT-Bench IFEval EQ-Bench RGB Finance Medical Law Leaderbaord Eval Report No-Code Eval
Im-evaluation-harness O X (0} (0} X X (0} X X X X
FastChat X [0) X X X X X X (0} X X
OpenCompass (0] (0] o X X (6] (6] (0] (6] X (0]
LightEval O X (0] X X X O O O X X
Evalverse (Ours) (0] (0] (0] (0] A A A A X (0] (0]

Table 1: Comparison between LLM evaluation frameworks. Note that Evalverse incorporates all of the shown
benchmarks in for “General” and “Chat” evaluation, respectively. Further, we are actively expanding Evalverse to
include benchmarks for RAG and other domain specific evaluations as well, indicated by the blue triangle. Further,
Evalverse supports no-code evaluation and reports, unlike other frameworks.
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Figure 1: Overview of Evalverse. Users can interact
with Evalverse in a no-code manner. External bench-
mark frameworks are integrated as submodules.

AI2 Reasoning Challenge (Clark et al., 2018), Hel-
laSwag (Zellers et al., 2019), Massive Multitask
Language Understanding (MMLU) (Hendrycks
et al.,, 2020), TruthfulQA (Lin et al., 2021),
Winogrande (Sakaguchi et al., 2021), and
GSMS8k (Cobbe et al., 2021), and the average of
these scores is commonly referred to as H6 Avg.

Performance for chat applications. One of
the primary use cases for LLMs is chat applica-
tions (Team et al., 2023; Achiam et al., 2023). It
is crucial to measure whether LLMs follow the
user’s instructions properly and work effectively
in a multi-turn environment. The representative
methods for evaluating these chat abilities are MT-
Bench (Zheng et al., 2024), IFEval (Zhou et al.,
2023), and EQ-Bench (Paech, 2023).

Performance for RAG. Pre-trained or fine-tuned
LLMs alone may not be sufficient to meet business-
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level requirements. Therefore, RAG can be an
appropriate solution, which involves retrieving doc-
uments related to the user queries and providing
them as input context to the LLMs. To judge the
performance of the LLMs in terms of RAG per-
formance, Chen et al. (2023) introduces Retrieval-
Augmented Generation Benchmark (RGB). Fur-
ther, Xia et al. (2024) presents Format-Following
benchmark (FoFo) for evaluating the ability to fol-
low specific formats, which is important for more
complex RAG applications as they heavily depend
on the intermediate outputs adhering to pre-defined
structures.

Performance for various domains. There are
many applications of LLMs in various domains
such as finance, healthcare, and law. The
FinGPT Benchmark (Wang et al., 2023), Mul-
tiMedQA (Singhal et al., 2023), and Legal-
Bench (Guha et al., 2022) correspond to the finan-
cial, medical, and legal domain, respectively.

2.2 LLM Evaluation Frameworks

There exists other evaluation frameworks for mea-
suring the performance of LLMs across multi-
ple benchmarks. Eleuther AI’s Im-evaluation-
harness (Gao et al., 2023) is a widely used frame-
work, where over 60 tasks are supported such as
H6 Avg, IFEval, and EQ-Bench. LMSYS Org’s
FastChat (Zheng et al., 2024) supports LLM-Judge
to evaluate MT-Bench. OpenCompass” is an LLM
evaluation platform supporting evaluations not only
for H6 Avg, MT-Bench and IFEval but also for mul-
tiple domains like Finance, Healthcare, and Law.
The most recently released LightEval® by Hugging-
Face is built on top of EleutherAI’s Im-evaluation
harness. The difference between these frameworks

*https://github.com/open-compass/
OpenCompass/

Shttps://github.com/huggingface/
lighteval


https://github.com/open-compass/OpenCompass/
https://github.com/open-compass/OpenCompass/
https://github.com/huggingface/lighteval
https://github.com/huggingface/lighteval

Submodule Connector

o

Evaluation

Code/Library Cluster

Compute

m

0e®
o

Code-based evaluation

Users

44
Request! 1 1 Report!

Evaluator

ama Reporter

Database

=
-—
=
(00 [——]
-—

Figure 2: The system architecture of Evalverse. Users can use the Evaluator directly for code-based evaluation, or
interact with the Reporter for a no-code approach to LLM evaluation.

and Evalverse is summarized in Table 1.

3 Evalverse

3.1 Why Evalverse?

The core motivation behind Evalverse is to facili-
tate a unified and expandable library for LLM eval-
uation, while also being more easily accessible
than other existing frameworks. To that end, we
integrate benchmarks in a way that is less burden-
some to keep them up-to-date. Further, we engineer
a no-code approach for LLM evaluation, thereby
broadening the user base beyond those with coding
proficiency. This sets Evalverse apart from con-
ventional evaluation frameworks (Resnik and Lin,
2010) that often necessitate programming skills.

This paper elucidates the architecture and func-
tional capabilities. We posit that the design princi-
ples adopted in Evalverse could serve as a blueprint
for other evaluation frameworks as well.

3.2 Evalverse Architecture

We explain the system architecture of Evalverse
to facilitate a unified evaluation framework whilst
also supporting no-code evaluation. Evalverse con-
sists of the following six primary components: Sub-
module, Connector, Evaluator, Compute Cluster,
Database, and Reporter. The overall architecture
of Evalverse is illustrated in Figure 2.

Submodule. The Submodule serves as the evalu-
ation engine that is responsible for the heavy lifting
involved in evaluating LLLMs. Publicly available
LLM evaluation libraries can be integrated into
Evalverse as submodules. This component makes
Evalverse expandable, thereby ensuring that the
library remains up-to-date.
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Connector. The Connector plays a role in link-
ing the Submodules with the Evaluator. It contains
evaluation scripts, along with the necessary argu-
ments, from various external libraries.

Evaluator. The Evaluator performs the requested
evaluations on the Compute Cluster by utilizing the
evaluation scripts from the Connector. The Eval-
uator can receive evaluation requests either from
the Reporter, which facilitates a no-code evalua-
tion approach, or directly from the end-user for
code-based evaluation.

Compute Cluster. The Compute Cluster is the
collection of hardware accelerators needed to ex-
ecute the LLLM evaluation processes. When the
Evaluator schedules an evaluation job to be ran, the
Compute Cluster fetches the required model and
data files from the Database. The results of the
evaluation jobs are sent to the Database for storage.

Database. The Database stores the model files
and data needed in the evaluation processes, along
with evaluation results. The stored evaluation re-
sults are used by the Reporter to create evaluation
reports for the user.

Reporter. The Reporter handles the evaluation
and report requests sent by the users, allowing for
a no-code approach to LLM evaluation. The Re-
porter sends the requested evaluation jobs to the
Evaluator and fetches the evaluation results from
the Database, which are sent to the user via an
external communication platform such as Slack.
Through this, users can receive table and figure
that summarize evaluation results.



3.3 Evalverse Functionality

We detail the no-code, unified, and expandable eval-
uation as core functionalities of Evalverse, derived
from its system architecture.

No-code evaluation. Evalverse supports no-code
evaluation using the Reporter explained in the pre-
vious section. We have chosen Slack as the ini-
tial external communication tool for the no-code
evaluation feature, owing to its popular use among
numerous companies and communities alike.® A
detailed example usage of no-code evaluation is
given in Section 3.4.

Further, Evalverse also supports a no-code eval-
uation report feature, where average scores and
rankings for just the selected models are retrieved
from the Database. This functionality allows non-
technical personnel to proactively retrieve evalu-
ation results without having to ask someone with
more programming proficiency. Example usage is
illustrated in Section 3.4.

Unified and expandable evaluation. For unified
and expandable evaluation, Evalverse utilizes Git
submodules’ to integrate external evaluation frame-
works such as Im-evaluation-harness (Gao et al.,
2023) and FastChat (Zheng et al., 2024). Thus, one
can easily add new submodules to support more
external evaluation frameworks. Not only that, one
can always fetch upstream changes of the submod-
ules to stay up-to-date with evaluation processes in
the fast-paced LLM field.

Evalverse includes IFEval (Zhou et al., 2023)
and EQ-Bench (Paech, 2023) which are designed
for more nuanced evaluation of LLMs for chat ap-
plications. Furthermore, RGB (Chen et al., 2023),
FoFo (Xia et al., 2024), FinGPT (Wang et al.,
2023), MultiMedQA (Liu et al., 2024) and Legal-
Bench (Guha et al., 2022) are being added to ex-
pand the evaluation suite to RAG, finance, medical,
and legal capabilities, respectively.

The unified nature of Evalverse allows a one-
step installation of all the required dependencies
for different LLM evaluations. Further, one can
aggregate and manage common arguments across
multiple benchmarks, such as model name or path.

®Expansion to other communication tools are set as impor-
tant milestones in the development road-map.

"nttps://git-scm.com/book/en/v2/
Git-Tools—Submodules

3.4 Evalverse Tour

We demonstrate how to use Evalverse from instal-
lation to executing no-code and code-based evalua-
tion processes.

Installation. One can clone the Evalverse reposi-
tory and install all the necessary packages at once
with the following command:

# Evalverse and submodules
git clone —--recursive https://github.com
/UpstageAlI/evalverse

# Install the required packages

5 cd evalverse

A~ W

pip install -e .

Unlike a typical git clone, the additional
-—recursive option ensures that the submodules
are also cloned.

£}

Configuration. We recommend using a “.env
file to configure the required environment variables
(e.g., API keys), similar to the following example:
# .env

OPENAI_API_KEY=sk-...

SLACK_BOT_TOKEN=xoxb-...

5 SLACK_APP_TOKEN=xapp-. ..
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The “OpenAl_API_Key” is used to call the GPT-
4 API (OpenAl, 2023) in LLM-as-judge eval-
uation methods such as the MT-bench imple-
mented in FastChat (Zheng et al., 2024). The
“Slack_BOT _Token” and “Slack_APP_Token” are
needed for the no-code evaluation feature via Slack,
implemented in the Reporter.

No-code evaluation. Evalverse supports no-code
evaluation via Slack requests, as depicted in Fig-
ure 3. The user types “Request!” in a direct mes-
sage or Slack channel with an activate Evalverse
Slack bot. The Slack bot asks the user to enter the
model name in the Huggingface hub (Wolf et al.,
2019) or the local model directory path. Then, the
Slack bot asks the user for confirmation and then
launches an evaluation job on the remote Com-
pute Cluster. The Compute Cluster fetches the
model file and necessary benchmark data caches (if
present) from the Database and executes the evalu-
ation process. After the evaluation job is finished,
an indication is sent to the user. During the entire
process, the user only interacts with the Slack bot
with no programming involved.

No-code evaluation results look-up. In addition
to requesting new evaluations, Evalverse can also
provide evaluation reports on finished evaluation in
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Figure 3: No-code evaluation request with Slack bot.

Engine # Few-shots Dtype ‘ SOLAR-10.7B-v1.0  Mistral-7B-v0.1
hf 5 float16 64.38 62.59
vlim 5 float16 64.36 62.65
hf 1 float16 62.54 60.56
hf 5 int8 64.24 62.51

Table 2: MMLU scores depending on different inference
engine options such as “hf”, HuggingFace transform-
ers (Jain, 2022), or “vllm”, the vLLM framework (Kwon
et al., 2023), and other options such as the data type
(“dtype”) and number of few-shots.

a no-code manner. To receive the evaluation report,
the user first types “Report!”, similar to the evalua-
tion request. Then, the Slack bot will ask the user
to select the models and evaluation criteria. For the
selected model and evaluation criteria, Evalverse
calculates the average scores and rankings using
the evaluation results stored in the Database and
provides a report with a performance table and a
visualized graph as illustrated in Figure 4.

Code-based evaluation. In addition to the no-
code evaluation features, one can conduct code-
based evaluations for a more fine-grained control.
Evalverse supports running multiple benchmarks
with a single Python script as detailed below.
python3 evaluator.py \

——ckpt_path {model_path} \

——{benchmark_A} \

——{benchmark_B} \
-—{args}
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evalverse APP 11:34 AM

Please select the model to evaluate. 3 selected

Please select the evaluation criteria. 1 selected

LLM Evaluation Report requested by @user.

# Selected models

* SOLAR-10.7B-Instruct-v1.0
o Mistral-7B-Instruct-v0.2

o llama-2-7b-chat-hf

m Selected metrics

LLM Evaluation Report (by Evalverse)

Model Ranking total_avg ARC

SOLAR-10.7B-Instruct-vl.. 1 74.53 71.42

Mistral-7B-Instruct-v@.2 2 65.83 63.65

1lama-2-7b-chat-hf 3

52.61 52899

Figure 4: No-code evaluation report with Slack bot.

The —-ckpt-path is a common argument used in
all benchmarks, where the model name from the
Hugging Face Hub or the local path of the model is
given. To evaluate a specific set of benchmarks, one
can do so by adding the corresponding argument.
For a concrete example, the --h6_en argument
is used for the H6 benchmark in the Open LLM
Leaderboard (Beeching et al., 2023) implemented
with Im-evaluation-harness, and the ——mt_bench
argument is used for MT-Bench implemented with
FastChat. Then, using 8 GPUs for data parallelism,
one can perform evaluation on the aforementioned
two benchmarks with the following command:
python3 evaluator.py \

——-ckpt_path upstage/SOLAR-10.7B-

Instruct-v1.0 \

—--h6_en \

—-mt_bench \
—-—-data_parallel 8

4 Evaluation Comparisons

We compare the evaluation results using Evalverse
and the original implementation whenever possible.
The evaluated models include various open-source
models such as Llama 2 (Touvron et al., 2023),



H6 MT-Bench EQ-Bench IFEval
Model
orig evalverse orig evalverse orig evalverse orig evalverse
SOLAR 10.7B Instruct  74.53 74.53 7.569 7.580 7231 73.34 0.5370
Mistral 7B Instruct 6582  65.82  7.466 7.600  70.05 66.57 0.5823
Llama 2 7B Chat 52.61 52.61 6.541 6.509 35.09 37.76 0.4325
Qwen 1.5 7B Chat 55.66  55.66  7.606 7.575 57.33 51.33 0.4797

Table 3: Comparison of evaluation results between the original (orig) repository and Evalverse for H6, MT-Bench,
and EQ-Bench. The results show small differences compared to the original for benchmarks with no intentional
modifications (H6, MT-Bench). The difference in EQ-Bench is mostly due to an intended modification of the

prompts used in evaluation.

Evaluation Time
MT-Bench EQ-Bench IFEval

7.6
7.5

Tools H6

11.2
5.6

Original repo  32.3

Evalverse 31.2 245

Table 4: Evaluation time differences between the origi-
nal repository and Evalverse for the Solar 10.7B Instruct
model. Time units are expressed in minutes.

Mistral (Jiang et al., 2023), Qwen 1.5 (Bai et al.,
2023), and SOLAR (Kim et al., 2023).

Differences from the original implementation.
When creating Evalverse, we adopted external
frameworks as submodules, sometimes with in-
tentional modifications. First, the EQ-Bench in
Evalverse uses the prompt in the original release of
EQ-Bench version 2, whereas the upstream original
repository uses the prompt in version 2.2. Version
2 uses revision prompts where it asks the model
to revise its own answers if needed. In contrast,
the prompts in version 2.2 do not use such revision
prompts. Once the changes in the upstream code-
base are stabilized, the Evalverse submodule will
be subsequently updated.

Further, the H6 benchmark implemented in Im-
eval-harness supports a wide range of evaluation
options, some of which may affect the evaluation
results as shown in Table 2. The table shows that
the difference in the engine, dtype, and number of
few-shot options can easily change the benchmark
scores. Thus, in the H6 benchmark of Evalverse,
we fix the number of few-shots for to those used
in the Open LLM Leaderboard and use the “hf”
engine and “float16” dtype exclusively.

Reproducibility. To ensure that the benchmark
scores from the original repositories are repro-
ducible with Evalverse, we evaluate various open
source models using the original implementation
and Evalverse and summarize the results in Table 3.

The table shows that benchmarks with little mod-
ification (H6, MT-Bench) produce same or almost
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same scores as the original implementation, as the
evaluation is done by using the submodules that
are the no or little modifications from the original
implementation. We also note that the score dif-
ferences in MT-Bench are from the randomness
of using LLLM-as-a-judge. On the other hand, the
EQ-Bench benchmark results in a relatively larger
score gap when compared to the original, due to
the aforementioned intended modifications. We
could not compare to the original IFEval, since its
implementation contains only the core logic and
data, without any evaluation scripts.

Evaluation speed. We also compare evaluation
speed of using Evalverse with that of the original
implementation in Table 4. The evaluation time
with Evalverse and the original implementation for
the H6, MT-Bench, EQ-Bench, and IFEval bench-
marks using the SOLAR 10.7B Instruct model with
8xA100 GPUs. The H6 and MT-Bench have lit-
tle evaluation time differences, whereas EQ-Bench
evaluation time using Evalverse is faster for Eval-
verse. The main reason is the added data paral-
lelism support in the Evalverse submodule.

Evaluation of Open Source Models In Table 5,
multiple open source models are evaluated using
Evalverse for H6, MT-Bench, EQ-Bench, and IFE-
val benchmarks, respectively. The evaluated mod-
els are divided into two categories of pre-trained
and fine-tuned models. For pre-trained models,
we measured H6 scores to assess the the base rea-
soning and knowledge capabilities of the models,
while fine-tuned models were additionally evalu-
ated on MT-Bench, EQ-Bench, and IFEval bench-
marks to assess their multi-turn chat and instruc-
tion following ability. We used 8 x A100 GPUs for
evaluation, along with 8-bit quantization for larger
models such as Mixtral 8 x7B and Llama 2 70B.



Model ARC HellaSwag MMLU TruthfulQA Winogrande GSM8K MT-Bench EQ-Bench IFEval
Pre-trained Models
Mistral 7B 61.43 83.31 62.64 42.62 79.16 37.83 - - -
Solar 10.7B 61.77 84.52 64.16 45.65 83.19 57.24 - - -
Yi 34B 65.44 85.75 76.51 56.27 83.19 65.73 - - -
Mixtral 8x7B 67.41 86.65 70.31 48.52 82.32 57.85 - - -
Llama 2 70B 67.58 87.00 68.83 44.81 83.35 52.62 - - -
Qwen 1.5 72B 66.21 85.97 77.25 59.57 82.72 68.69 - - -
Fine-tuned Models
Mistral 7B Instruct 63.65 84.63 59.10 66.81 78.93 41.85 7.600 66.57 0.5823
Solar 10.7B Instruct ~ 71.42 88.20 65.28 71.71 83.19 67.40 7.580 73.34 0.5370
Yi 34B Chat 65.18 84.28 74.98 55.40 80.35 34.50 7.641 72.35 0.3577
Mixtral 8x7B Instruct  70.39 87.31 70.30 63.34 82.00 64.97 8.200 72.97 0.5850
Llama 2 70B Chat 65.36 85.72 62.70 53.09 79.72 52.84 7.142 70.14 0.5370
Qwen 1.5 72B Chat 67.58 86.28 77.70 63.11 79.72 29.11 8.347 82.81 0.6146

Table 5:

5 Conclusion

We introduce Evalverse, a unified library for LLM
evaluation that is easily expandable and accessi-
ble through no-code evaluation features. External
benchmarks can be added via submodules, which
makes addition of new benchmarks relatively easy
while also making it possible for the added sub-
modules to integrate upstream changes that may
occur. Using communication platforms such as
Slack, users can request evaluation jobs and query
evaluation results via Slack messages, enabling a
no-code LLM evaluations. We hope that by open-
sourcing Evalverse, LLM evaluation can become
more accessible and centralized, fueling further
LLM development.
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Limitations

While Evalverse represents a significant step for-
ward in the evaluation of Large Language Models
(LLMs), there are inherent limitations to our ap-
proach. First, as the landscape of LLM evaluation
is rapidly evolving, keeping Evalverse up-to-date
with the latest tools and methodologies poses an
ongoing commitment despite our best efforts to
make the update process relatively easy. Second,
while we aim to make the evaluation accessible
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Evaluation of open source models on various benchmarks using Evalverse.

via the no-code features in Evalverse, accurately
interpreting the results may still require specialized
knowledge. Additionally, our reliance on commu-
nity contributions to expand and update the library
could lead to disparities in the coverage of evalua-
tion tools, potentially affecting the comprehensive-
ness of Evalverse. Lastly, while integrating with
platforms like Slack enhances accessibility, it also
introduces dependencies on third-party services,
which may affect the long-term sustainability and
adaptability of Evalverse.

Ethics Statement

In our Ethics Statement, we highlight the commit-
ment of Evalverse to uphold ethical standards in
the evaluation of Large Language Models (LLMs).
We acknowledge the potential ethical issues, in-
cluding privacy, security, and bias, associated with
LLM evaluation. Evalverse is designed with a fo-
cus on transparency, accountability, and fairness,
aiming to mitigate these concerns by promoting
ethical research practices. This includes careful
consideration of data sources, the impact on di-
verse communities, and efforts to reduce bias.

We stress the importance of responsible LLM
use, advocating for evaluations that respect user
privacy and data security. Evalverse is intended
to foster an inclusive community of researchers
by providing accessible evaluation tools and en-
couraging contributions from a broad spectrum of
individuals. This approach not only addresses eth-
ical concerns but also enhances the quality and
inclusivity of LLM research. Our Ethics Statement
reflects our dedication to advancing computational
linguistics ethically, ensuring that LLM innovations
consider their wider social and ethical impact.
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