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Abstract

Document assistant chatbots are empowered
with extensive capabilities by Large Language
Models (LLMs) and have exhibited significant
advancements. However, these systems may
suffer from hallucinations that are difficult to
verify in the context of given documents. More-
over, despite the emergence of products for
document assistants, they either heavily rely on
commercial LLM APIs or lack transparency in
their technical implementations, leading to ex-
pensive usage costs and data privacy concerns.
In this work, we introduce a fully open-source
document assistant chatbot with reliable attribu-
tion, named TRUTHREADER, utilizing adapted
conversational retriever and LLMs. Our system
enables the LLMs to generate answers with de-
tailed inline citations, which can be attributed
to the original document paragraphs, facilitat-
ing the verification of the factual consistency
of the generated text. To further adapt the gen-
erative model, we develop a comprehensive
pipeline consisting of data construction and
model optimization processes. This pipeline
equips the LLMs with the necessary capabili-
ties to generate accurate answers, produce re-
liable citations, and refuse unanswerable ques-
tions. Our codebase, data and models are re-
leased at: https://github.com/HITsz-TMG/
TruthReader-document-assistant, and the
video demonstration of our system is available
at https://youtu.be/RYVt3itzUQM.

1 Introduction

The main objective of the document assistant chat-
bot is to establish a conversational mode that en-
ables the users to seek relevant information from
given documents (Ma et al., 2020; Zhao et al.,
2023b). The advent of Large Language Models
(LLMs) can greately enhance the capabilities of
document assistant chatbots because of their abili-
ties of multilingual understanding, commonsense

BCorresponding author.

Multi-Docs Reference Citation Attr. Score Generator

Commercial Product
Three Sigma 1 ✔ ✔ ✘ ✘ UNK
Aether Brain 2 ✘ ✔ ✔ ✘ UNK
ChatPDF 3 ✘ ✔ ✔ ✘ UNK
txyz 4 ✘ ✔ ✔ ✘ UNK

Open-source Project
doc-chatbot 5 ✔ ✘ ✘ ✘ COM
GPT-4 & LangChain 6 ✔ ✔ ✘ ✘ COM
DocsGPT 7 ✔ ✔ ✘ ✘ COM & OS

TRUTHREADER (ours) ✔ ✔ ✔ ✔ OS

Table 1: Feature comparison between TRUTHREADER and
popular commercial (COM) and open-source (OS) document
assistants. “UNK” means unkown. “Attr. Score” represents
the attribution score.

reasoning, and instruction following (Touvron et al.,
2023; OpenAI, 2023). Numerous frameworks and
commercial products have emerged that harness
LLMs to power their systems as shown in Table 1.

Despite the prosperity of LLM-based document
assistants, some critical challenges remain unre-
solved. On one hand, such products face a high
demand for truthfulness, which poses a significant
challenge for LLMs, as their inherent generative
mechanisms lack explicit factual grounding (Ton-
moy et al., 2024). Specifically, LLMs may produce
extrinsic hallucinations when essential information
is missing from the retrieved documents (Chen
et al., 2023b). In this context, (Q1) verifying
the factuality of the response is difficult due to
the length of background documents and the com-
plexity of the response (Chern et al., 2023; Min
et al., 2023; Zhang et al., 2023). On the other hand,
(Q2) a common limitation of existing open-source
projects is their reliance on commercial APIs. The
drawback is manifold: (1) the frameworks using
commercial APIs limit the space of optimization on
local domains; (2) the technical intricacies of com-

1https://www.threesigma.ai
2https://aetherbrain.ai/
3https://www.chatpdf.com/
4https://app.txyz.ai/
5https://github.com/dissorial/doc-chatbot
6https://github.com/mayooear/

gpt4-pdf-chatbot-langchain
7https://github.com/arc53/DocsGPT
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Figure 1: Screenshot of our document assistant chatbot TRUTHREADER. The left side of the figure displays the interfaces for file
uploading and web parsing, along with the corresponding parsed document content. On the right side, the complete document
dialogue interface is shown, where questions can be asked in the dialogue window. It is worth noting that the generated responses
include inline citations, followed by attribution score. Clicking on the citation tags allows the attribution window to jump to the
corresponding attribution chunks.

mercial products are often concealed, impeding fur-
ther research of the problem within the community.
Moreover, (3) the cost to use such products can
be high, and the exposure of private documents to
commercial APIs raises concerns on data privacy.

To address these challenges, we present our
TRUTHREADER, an open-source document assis-
tant chatbot with reliable attribution, towards a
transparent and trustworthy system. Our system
consists of a conversational document retriever op-
timized for multi-turn dialogues, and a retrieval-
augmented generator to generate answers. (A1) To
facilitate the verification of the factual consistency
in the generated text, TRUTHREADER enables the
LLMs to generate answers with detailed inline ci-
tations, which can be attributed to the relevant
document chunks (i.e., attribution chunks). Ad-
ditionally, we incorporate a novel attribution score
interface, which measures the consistency between
responses and attribution chunks. It enables users
to engage in dialogues and enhance the factual
grounding of their queries, thereby efficiently re-
ducing hallucination. (A2) Different from the appli-
cations that directly utilize commercial LLM APIs,
we showcase a pipeline that trains local and control-
lable retrieval-augmented LLMs from open-source
foundation models. Our comprehensive pipeline
involves modules for data construction and model
optimization, enabling domain adaptation with no
requirement on any human-annotated data, making
it feasible to adapt to local documents. Overall, our
system exhibits the following capabilities: (1) It

excels in generating accurate responses that align
with the provided documents; (2) It is capable of
identifying and refusing unanswerable questions
when inadequate relevant information is available
within the documents; (3) Furthermore, it incorpo-
rates inline citations, attributing specific chunks of
information within the generated responses. With
TRUTHREADER, users are able to glean accurate
and credible information from the supporting doc-
uments, effectively assisting them in information-
seeking tasks. We release the code, data and models
to facilitate future research and applications.

2 User Interface

In this section, we introduce our document assistant
chatbot TRUTHREADER illustrated in Figure 1 and
elucidate how it interacts with users.

Document Upload The document upload feature
provides support for uploading files from the lo-
cal device or inputting webpage URLs for parsing.
Users are allowed to upload one or multiple doc-
uments8, which are accessible on the left side of
the interface. Currently, the system offers support
for uploaded file formats such as txt, docx, pdf, and
markdown. Once the files are uploaded or web-
pages are parsed, the documents are segmented
into chunks, which are then displayed in the “Doc-
ument Content” tab below. Users can adjust the

8Due to limited deployment resources, the maximum num-
ber of uploaded documents in the demo system is set to 50,
which can be further extended in general.
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Figure 2: The architecture and workflow of our document assistant chatbot TRUTHREADER. It consists of three components:
Document Preprocessor, Conversational Document Retriever, and Retrieval-augmented Generator. The first module is
only used for preliminary preprocessing, while the latter two together constitute the workflow of real-time conversation.

chunk size using the slider located above. Optical
character recognition (OCR) is available for im-
proved PDF parsing. Additionally, users have the
choice to opt for pre-summarization of documents
using our adapted LLM.

Chat Interface Upon uploading a document,
users can engage in multi-turn dialogues by enter-
ing questions pertaining to the document through
the dialogue box on the right side. The genera-
tive model will generate responses with fragment
references based on the retrieved document infor-
mation. In the situation that no relevant answer is
found, the model gives refusal as a response and
provides an appropriate explanation. The present
conversational abilities primarily encompass the
following facets: (1) Multi-document Synthesis:
This capability enables classification and collation
of multiple articles. For example, “Provide rec-
ommendations for AI-related news.”; (2) Single-
document Summary: It allows for quick acqui-
sition of the primary details of an article. For ex-
ample, “What are the main contributions of this
paper?”; (3) Question Answering: This feature
effectively extracts intricate information from arti-
cles. For example, “What is the GDP growth rate
mentioned in the document?”. Users can switch
between different generative models to experience
varying model performances. Additionally, the gen-
eration behaviour can be controlled by customizing
the generation hyperparameters provided below.

Attribution Interaction Attribution interaction
serves as a means to identify the source informa-
tion responsible for generating a response. It en-
ables the verification of factual correctness and the
acquisition of additional contextual details. The at-
tribution interaction includes the following aspects:

• Display of citation and reference: The gen-
erated response in the chat interface incorpo-
rates inline citations, denoted as [1][2]. Fur-
thermore, the references for all retrieved doc-
ument chunks are listed beneath the response.

• Display of attribution chunks: The “Attribu-
tion Chunks” tab exhibits the content of each
retrieved chunk. The chunks contributing to
the citations in the current response are high-
lighted in bold.

• Display of attribution score: In order to eval-
uate the consistency between the generated re-
sponse and attribution chunks, an attribution
score progress bar is positioned alongside the
citation. 9 As the score increases, the progress
bar will display various colours, such as red,
yellow , and blue.

• Interaction of citations, references, and at-
tribution: By clicking on a citation or ref-
erence, the attribution window automatically
redirects to the corresponding paragraph. This
functionality facilitates cross-checking the at-
tribution text and generated responses, ensur-
ing convenient access to relevant information.

3 System Architecture

This section presents the key technical components
of our system TRUTHREADER, which together
form the entire architecture as shown in Figure 2.
The core web application is built on Gradio pack-
age (Abid et al., 2019). The detailed model training
progress is discussed in §4, encompassing the re-
triever and generator modules.

Document Preprocessor The pre-processing
pipeline involves document parsing, segmentation,
and embedding. We parse uploaded files individ-
ually based on their types using the LangChain
(2022) package. For HTML web pages, we man-
ually extract their element contents recursively to
preserve the inherent structure of the document. As
for PDF OCR, We integrate Nougat model (Blecher
et al., 2023) for parsing. Chunk segmentation is per-
formed using line breaks or periods implemented

9To measure this consistency, we adopt the precision score
of ROUGE-1 due to its efficiency, though it can be replaced
by any other factual measurement.
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in LangChain. These segmented chunks are then
embedded into vectors using our conversational
document retriever model and stored for retrieval.

Conversational Document Retriever We em-
bed the dialogue by concatenating the current round
question with the dialogue history to retrieve the rel-
evant document chunks. Our retrieval model, BGE
M3 Embedding (Chen et al., 2024), is fine-tuned
on our collected multi-turn document retrieval data.
We utilize the Faiss library (Douze et al., 2024) as
our vector database for embedding storage and sim-
ilarity search. In this work, we retrieve 4 chunks
for response generation in the subsequent stage to
balance effectiveness and efficiency.

Retrieval-augmented Generator We implement
a retrieval-augmented generator that utilizes re-
trieved document chunks to prompt LLMs to
answer questions. The document chunks are
sorted in their natural order and labelled numer-
ically such as [1][2]. Our generator module in-
corporates three independently pretrained LLMs:
Mixtral-7Bx2-Chat (Jiang et al., 2024) 10 and
Qwen-14B-Chat (Bai et al., 2023), which are fur-
ther fine-tuned to enhance dialogue capability.
Through this fine-tuning process, the LLMs have
acquired the capability to generate inline citations
directly within their generated responses, thereby
facilitating the display of attribution text.

4 Implementation

4.1 Conversational Document Retriever

Data Source Our study incorporates a fine-tuned
retrieval embedding model to enhance conversa-
tional document retrieval. Specifically, we utilize
dialogues and document pairs from both the Chi-
nese and English datasets of RefGPT (Yang et al.,
2023). Each dialogue session, comprising multi-
ple rounds of questions and answers, alongside its
historical context, is considered as distinct data,
resulting in a training dataset of nearly 400k exam-
ples. The instruction template of retrieval query
is presented in Table 3, where we concatenate the
question-answer pairs from the dialogue history to
the current question in reverse order.

Dialogue Augmentation To handle topic shifts
in conversations, we introduce augmentation tech-
niques involving irrelevant dialogues. We employ

10We use the version of Mixtral-2x7B-Chat from https:
//huggingface.co/cloudyu/Mixtral_13B_Chat

embedding similarity to retrieve somewhat related
but ultimately irrelevant dialogue histories. These
retrieved histories were subsequently concatenated
with partial training for augmentation. The aug-
mented dialogue histories consisted of 4 distinct
types: (1) no dialogue history; (2) only relevant di-
alogue history; (3) only irrelevant dialogue history,
indicating a topic transition; (4) both irrelevant and
relevant dialogue histories, indicating a previous
topic transition.

Retriever Training For training, we generated
offline hard negative data once, and subsequently
trained the model by InfoNCE loss (van den Oord
et al., 2018) for 1 epoch. The length of both queries
and documents is truncated to 512.

4.2 Retrieval-augmented Generator
We introduce our comprehensive pipeline con-
sisting of data construction and model optimiza-
tion processes, which enhances the capabilities of
LLMs to maintain factual consistency, generate reli-
able citations, and abstain hallucinatory responses.

Data 
Collection

Faithful 
Filtering

Citation
Construction

Refusal
Construction

Dialogue
Augmentation

Contextual
Augmentation Robustness

Reliability

Figure 3: The pipeline of data construction.

4.2.1 Data Construction Pipeline
Data Collection To facilitate LLMs with multi-
skills, we collect training data from the following
aspects:

• Multi-document Synthesis Data We adopt
the Self-Instruct method (Wang et al., 2023a)
to generate lots of diverse instructions from
some seed instructions, e.g., recommend some
cutting-edge technology news. Then we cou-
ple the generated instructions with retrieved
documents from WeiXin Web and generate
answers through ChatGPT. 11

11In this work, we specifically employ ChatGPT based on
OpenAI’s gpt-3.5-turbo-0613 as resource limitations.
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Algorithm 1 Citation Construction Process
1: Input Reference D = {Di}, Response S
2: Output Cited response Rc = {si, ci}, where si is a

independent sentence.
3: S ← sentence_splitter(A)
4: Rc ← [ ]
5: for span si ∈ S do
6: Citation ci ← attributing(D, si)
7: Rc ← Rc ∪ {si, ci}
8: end for
9: Return Rc

• Single-document Summary Data We manu-
ally create some instructions, e.g., summarize
this article, and apply the same method to con-
struct data in Multi-document Synthesis Data.

• Question Answering Data We utilize several
open-source datasets in our research, i.e., Re-
fGPT (Yang et al., 2023) and WebCPM (Qin
et al., 2023). Moreover, we generate addi-
tional data by leveraging ChatGPT on a di-
verse range of domains, including but not lim-
ited to Wikipedia, news articles, and WeiXin
Articles. 12 The data generation process fol-
lowed the methodology described in RefGPT.

Faithful Filtering Our primary emphasis lies in
addressing the issue of entity hallucination filtering,
which we have identified as the most significant
challenge in LLMs. This aspect is crucial for ensur-
ing faithfulness within the generated outputs. Ini-
tially, we employ a filtering approach based on the
ROUGE-1 precision scores, comparing the golden
answer with the input documents. We assume that
examples with scores below a predefined threshold
are more likely to exhibit severe hallucinations that
are not supported by the input documents. In ad-
dition, we filter out examples where the generated
answer contains hallucinatory entities that are not
present in the input documents. For this purpose,
we utilize the Spacy library13 to implement named
entity recognition. The statistics details of the train-
ing data of our retrieval-augmented generator are
shown in Table 5.

Citation Construction We engage in post-
processing of the initial training data to enhance
the citation generation capacity of the LLMs. This

12Enterprise data is utilized, even though it is also
publicly accessible externally. An unofficial description
can be found in https://croud.com/en-gb/resources/
an-introduction-to-wechat-official-accounts/

13https://spacy.io/

process involves attributing each sentence in re-
sponses to original document segments using more
powerful LLM such as ChatGPT. The input struc-
ture required for ChatGPT is elucidated in Table 4,
and the complete procedural framework adheres to
Algorithm 1.

Refusal Construction To encourage the LLMs
to identify and refuse unanswerable questions
that lack sufficient relevant information within the
provided documents, we enrich the initial train-
ing dataset by incorporating unknown question-
response pairs. In detail, we opt for a random sub-
set constituting 10% of the Question Answering
Data and substitute the original contextual chunks
via citation labels, with somewhat related but ulti-
mately irrelevant chunks. Subsequently, ChatGPT
is employed to formulate refusal responses coupled
with explanations, which may introduce the pri-
mary content of the given documents and elucidate
why a particular question is deemed unanswerable.

Dialogue Augmentation This step is analogous
to the process followed in the conversational doc-
ument retriever. Please refer to §4.1 for detailed
information. Given that WebCPM constitutes a
single-turn dataset, we augment it by incorporating
one to three dialogue sessions.

Contextual Augmentaion To enhance the posi-
tional robustness of LLMs towards contextual doc-
uments (Liu et al., 2023b), we employ perturbation-
based augmentation techniques on the contextual
documents. Two primary strategies are utilized
for augmentation: (1) shuffling the order of all
input contextual documents while updating the ref-
erence labels in the answers synchronously, and
(2) randomly sampling new documents to replace
irrelevant ones within the context. This approach
encourages the model to better identify the location
of relevant information and improves the accuracy
of its responses.

4.2.2 Generator Training

To train the LLMs, we fine-tune them using the
negative log likelihood loss for a total of 2 epochs
under the learning rate of 1e−5. Specifically, the
LLMs are optimized using the LoRA method (Hu
et al., 2022). Additionally, the maximum model
length is standardized to 4096. Our system is
orthogonal to the choice of transformer-based
decoder-only autoregressive LLMs.
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Model Answer Accuracy Refusal Recall Citation Precision # Citation
Claude-3-Opus 82.95 98.86 53.28 4.43
GPT-4 82.95 100.00 92.82 2.06
Mixtral-7Bx2-Chat (Jiang et al., 2024) 73.86 34.09 73.48 2.34
Mixtral-7Bx2-Chat (Adapted) 77.27 67.05 76.67 4.17
Qwen1.5-14B-Chat (Bai et al., 2023) 86.36 95.45 - 0.13
Qwen1.5-14B-Chat (Adapted) 78.41 100.00 85.00 4.09

Table 2: Performance of retrieval-augmented generators. The best are boldfaced and the second-best are underlined.
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Figure 4: The Recall@4 evaluation results of both the baseline
embedding model and our fine-tuned model across different
dialogue history types. The mention of “irr & rel” indicates
the inclusion of both irrelevant and relevant dialogue histories.

5 Evaluation

5.1 Conversational Document Retrieval

Benchmark To assess the conversational docu-
ment retrieval performance, we primarily focus on
in-distribution evaluation largely due to the lim-
ited availability of a specific test dataset within
this specific domain. To overcome this constraint,
we create our test dataset using RefGPT, ensuring
that it excludes questions and documents from the
training data. This process yields 1, 919 exemplary
instances that serve our evaluation purposes. To ex-
pand the pool of document candidates, we sample
20, 000 documents from the training data.

Results The evaluation results, specifically
Recall@1-4 scores, are illustrated in Figure 5 in
the appendix, clearly indicating a noticeable im-
provement achieved through the fine-tuning pro-
cess. Based on Figure 4, it can be observed that
the major improvement of the fine-tuned model
lies in its enhanced robustness towards irrelevant
dialogue histories, which is particularly important
in scenarios involving topic transitions.

5.2 Retrieval-augmented Generation

Benchmark We develop an out-of-domain
benchmark by leveraging three distinct technical
documentation from internal company scenarios.

We have collected real users’ query histories and fil-
tered them to obtain single-turn questions that were
valuable and difficult. Using our retriever, we can
retrieve corresponding document chunks and manu-
ally annotate their reference answers, resulting in a
total of 88 examples. To evaluate the model’s capa-
bility to refuse unanswerable questions, we employ
the same 88 examples by replacing the original
answer-containing fragments with new chunks re-
trieved from different documents, rendering the
questions unanswerable.

Setting We conducted a model-based qualita-
tive evaluation to assess the faithfulness of LLMs
across three dimensions: (1) Answer Accuracy
measures whether the response is correct, based on
the human-annotated reference answer; (2) Refusal
Recall quantifies the ability of LLMs to appropri-
ately decline unanswerable questions; (3) Citation
Precision evaluates the accuracy of the citations
generated by LLMs. In line with the methodology
employed by Gao et al. (2023), we determined ci-
tation correctness by assessing whether the cited
document entails the sentence in question. Our
evaluation employed GPT-4 models 14, which have
demonstrated a high degree of consistency with
manual assessments (Liu et al., 2023c).

Results From Table 2, it is evident that both Mix-
tral and Qwen exhibit excellent performance af-
ter optimization. However, Qwen model displays
a slight decline in answer accuracy, which could
be attributed to post-training it on a well-aligned
model. Moreover, both models demonstrate a suffi-
ciently high precision in citing relevant information.
The performance would be observed and experi-
enced directly within our online system.

6 Related Work

Document Grounded LLMs Numerous studies
have explored the utilization of LLMs for docu-
ment readers. Prior works have enhanced the un-

14To evaluate these metrics, we specifically employ GPT-4
based on OpenAI’s gpt-4-0613.
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derstanding of documents by employing sophisti-
cated preprocessing methods (Saad-Falcon et al.,
2023; Chen et al., 2023a; Nair et al., 2023; Wang
et al., 2024), albeit at a substantial cost. Other ap-
proaches have focused on document compression,
which is primarily suitable for addressing targeted
questions related to specific details within the doc-
ument (Chevalier et al., 2023; Xu et al., 2023; Liu
et al., 2023a; Wang et al., 2023b). However, within
the realm of LLMs, there exists a paucity of re-
search concerning the crucial matter of faithfulness
in document-based dialogue systems.

Trustworthy LLMs The topic of trustworthiness
has long been a subject of interest in the field of
generative models (Ji et al., 2023; Zhang et al.,
2023). Many previous works aimed at enhancing
fact consistency have become less applicable with
the advent of LLMs (Shuster et al., 2021; Das et al.,
2022; Chiesurin et al., 2023). Recently, several
studies have emerged focusing on enabling LLMs
to refuse to answer unanswerable questions (Zhao
et al., 2023a; Cao, 2023). Teaching models to
generate citations has proven to be a valuable ap-
proach (Nakano et al., 2021; Menick et al., 2022;
Li et al., 2023; Asai et al., 2024; Li et al., 2024;
Ye et al., 2024; Zhang et al., 2024; Fierro et al.,
2024), facilitating factual attribution and verifica-
tion of generated responses. While some studies
concentrate on fine-grained attribution (Hennigen
et al., 2023; Slobodkin et al., 2024; Cao and Wang,
2024; Cohen-Wang et al., 2024), we have chosen
the sentence-chunk pair level due to its broader ap-
plicability and practicality in common document
assistance systems. Leveraging the insights from
recent works, our system has been developed to
address the issue of multi-faceted truthfulness in
document reading.

7 Conclusion

This work presents a trustworthy document assis-
tant chatbot, TRUTHREADER, that incorporates
incline citation generation and attribution chunks
display to enhance the verification of answers. Be-
sides, we propose our pipeline for data construction
and model optimization to adapt the LLMs for our
system. We hope that this work can contribute to
the application and research within the domain of
trustworthy document assistant chatbot systems.

Limitations

Verification Requirement While the automation
of information retrieval is a core aspect of our sys-
tem, human verification is still necessary to ensure
the factual accuracy of the referenced documents.
This necessity arises because our approach is heav-
ily reliant on the correctness of the input documents.
If the documents are factually incorrect, the sys-
tem’s output will also be compromised. Therefore,
a process for filtering and validating input data is
crucial, but it currently remains an area that re-
quires further development.

Model Scale Compared to existing commer-
cial products or open-source projects that employ
LLMs such as GPT-4 and Gemini, our system uti-
lizes smaller-scale LLMs. Consequently, there may
be differences in task diversity and performance
when compared to these larger models. Consider-
ing the delicate balance between performance and
resource, we choose to implement an optimization
pipeline, distilling knowledge from larger LLMs
to smaller ones. Notably enhancing capabilities in
citation generation and negation not only optimizes
efficiency but also facilitates wider accessibility
and applicability within the developer community.

Multilingual Capability Additionally, our sys-
tem has been primarily optimized for the Chinese
context, considering our current application re-
quirements. Although the system retains some
capabilities in English, its performance in other
languages is comparatively limited. We plan to pro-
gressively expand the system’s language support to
include more languages and extend its application
scope in the future.

Attribution Method Despite the emergence of
novel attribution methods and models, our research
focuses on generating inline citations from input
documents. This approach aligns with the most
prevalent product format and is highly compatible
with existing document assistance systems. We
aim to explore multi-grained attribution by integrat-
ing chunk-level, sentence-level, and phrase-level
analyses. Currently, we utilize ROUGE-1 as the
attribution score; however, we plan to incorporate
more advanced metrics, such as QAFactEval (Fab-
bri et al., 2022) and SummaC (Laban et al., 2022),
in future work.
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Ethics Statement

The datasets of RefGPT (Yang et al., 2023) and
WebCPM (Qin et al., 2023), and the documents
utilized in our data construction, as well as the
Mixtral (Jiang et al., 2024) and Qwen (Bai et al.,
2023) models, are available for academic research
and non-commercial usage. It is imperative to high-
light that the responses produced by our system are
derived from language models. Despite extensive
training and optimization, our system may sporad-
ically generate errors, demonstrate limited preci-
sion, or make inappropriate responses. To ensure
the highest level of reliability, we vehemently ad-
vise against the exclusive reliance on our system’s
responses for crucial or significant information. In-
stead, we recommend supplementing our system’s
output with additional research, consultation with
credible sources, or professional expertise within
the relevant field.
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A Instruction Templates

# QUESTION: {{ questioni }} </s>
# HISTORY:
A: {{ questioni−1 }}
B: {{ answeri−1 }}
A: {{ questioni−2 }}
B: {{ answeri−2 }}
...

Table 3: The instruction template of the retrieval query.

Please add citations to the input text using the given
documents. Citation format: “Text to be cited[1].” or
“Text to be cited[1][2].”

# Demonstration 1
...
# Demonstration 2
...
# Current
Document[1]: {{title1}}{{context1}}
...
Document[n]: {{titlen}}{{contextn}}

INPUT: {{answer_snippet}}
OUTPUT:

Table 4: The instruction template for ChatGPT to construct
citation of our generator data.

We list Table 3 as the instruction template of the re-
trieval query and Table 4 as the instruction template
to construct citations of our generator data.

B Additional Evaluation Results

As shown in Figure 5, we conducted a Recall@n
assessment to measure retrieval performance with
and without the incorporation of dialogue his-
tory. The results indicate a nuanced impact of dia-
logue history on the baseline model’s effectiveness.
Specifically, the baseline model achieved Recall@1
and Recall@4 scores of 58.7 and 69.5, respectively,
when dialogue history was excluded, and scores
of 58.2 and 70.0 when history was included. This
marginal improvement underscores the potential
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Figure 5: The Recall@n evaluation results of both the baseline
embedding model and our fine-tuned model. “w/o” or “w/”
history indicates whether the dialogue history is concatenated
with the question.

benefits of context integration. However, the fine-
tuned model with dialogue history demonstrated a
pronounced enhancement in performance, achiev-
ing Recall@1 and Recall@4 scores of 82.8 and
90.4, respectively. This significant uplift suggests
that fine-tuning effectively leverages contextual in-
formation, thereby facilitating superior retrieval ac-
curacy. These findings highlight the importance of
model adaptation and context utilization in improv-
ing the performance of retrieval systems. As shown
in Table 6, Qwen generally outperforms Mixtral in
terms of macro precision and maintains a high and
consistent refuse rate. Mixtral shows variability in
its metrics, with notable improvements in citation
numbers but a decline in answer accuracy and an
increasing refuse rate over epochs. This suggests
Qwen may be more reliable in maintaining per-
formance across different metrics, while Mixtral’s
performance is more variable.

C More Details about Datasets

Table 5 provides an overview of the training data
utilized for our retrieval-augmented generator, en-
compassing a variety of sources and languages.
The dataset is categorized into five distinct types,
each contributing to the robustness and versatility
of the model.

Multi-document Synthesis: This dataset, in
Chinese (zh), comprises 387 examples sourced
from WeiXin Subscription Accounts, with answers
generated by ChatGPT. This type is crucial for
tasks requiring synthesis across multiple docu-
ments, enhancing the model’s ability to integrate
and reconcile information from diverse texts.

Single-document Summary: In both Chinese
(zh) and English (en), this dataset includes 561
examples derived from WeiXin Subscription Ac-
counts and Wikipedia, summarized by ChatGPT.
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Data Language Document Source Answer Source #Example
Multi-document Synthesis zh WeiXin Articles ChatGPT 387
Single-document Summary zh, en WeiXin Articles, Wikipedia ChatGPT 561
QA Created zh Multi-domains ChatGPT 1,482
WebCPM zh Web Human 897
RefGPT zh, en Baidu Baike, Wikipedia GPT4 3,708

Table 5: The training data statistics of our retrieval-augmented generator.

Model Answer Acc. Refusal Rec. Citation Pre. # Citation

Mixtral (1 epochs) 77.27 62.50 68.35 0.93
Mixtral (2 epochs) 77.27 67.05 76.67 4.17
Mixtral (3 epochs) 75.00 71.59 71.65 4.96

Qwen (1 epochs) 73.86 80.01 84.31 3.69
Qwen (2 epochs) 78.40 100.0 85.00 4.09
Qwen (3 epochs) 76.13 100.0 80.12 6.14

Table 6: Performance of adapted Mixtral-7Bx2-Chat and
Qwen-14B-Chat models across different epochs.

This subset focuses on summarization tasks, im-
proving the model’s proficiency in condensing in-
formation from individual documents.

QA Created: Featuring 1, 482 examples in Chi-
nese (zh), this dataset spans multiple domains with
answers generated by ChatGPT. It supports the
development of the model’s capability to handle
domain-specific queries, enriching its contextual
understanding and response accuracy.

WebCPM: Comprising 897 examples in Chi-
nese (zh), sourced from the web and answered by
humans, this dataset offers a diverse array of web-
based content. It contributes to the model’s general
knowledge and ability to process and respond to
varied web-sourced information.

RefGPT: This dataset contains 3, 708 examples
in both Chinese (zh) and English (en) from Baidu
Baike and Wikipedia, with answers generated by
GPT-4. It is instrumental in enhancing the model’s
ability to reference and utilize structured knowl-
edge from authoritative sources. This dataset broad-
ens the model’s linguistic and contextual range,
enabling it to handle Chinese and English queries.

The diverse composition of these datasets,
including multi-document synthesis, single-
document summarization, domain-specific QA,
and reference-based QA in both Chinese and
English, equips our retrieval-augmented generator
with comprehensive training. This diverse dataset
ensures the model’s robustness in generating
accurate, contextually relevant responses across
various types of documents and queries.

D Meta Evaluation

In order to enhance the credibility of our experi-
ments, a meta-evaluation of the automated evalu-
ation method for GPT-4 has been conducted. We

primarily evaluated the alignment of GPT-4’s accu-
racy judgments on model-generated answers with
human judgments, focusing on a curated test set.
Three distinct models were extracted from the de-
velopment process, and a total of 264(3× 88) data
points were generated in response to this test set.
Subsequently, two domain experts were employed
to annotate the accuracy of these model-generated
responses. The annotators made judgments based
on the given document passages and the standard
answers in the test set. Likewise, we also evaluated
the annotations provided by GPT-4 for the model-
generated results. The correlation between human
and GPT-4 annotations was calculated, resulting
in a Pearson Correlation coefficient of 0.631 and
a Spearman Correlation coefficient of 0.631. As a
considerable agreement, we conclude that GPT-4
has the ability to effectively replace human evalua-
tion of model-generated results, leading to substan-
tial reductions in costs and time requirements.
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