Translate your Own: a Post-Editing Experiment in the NLP domain
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Abstract

The improvements in neural machine
translation make translation and post-
editing pipelines ever more effective for
a wider range of applications. In this
paper, we evaluate the effectiveness of
such a pipeline for the translation of sci-
entific documents (limited here to arti-
cle abstracts). Using a dedicated in-
terface, we collect, then analyse the
post-edits of approximately 350 abstracts
(English—French) in the Natural Lan-
guage Processing domain for two groups
of post-editors: domain experts (aca-
demics encouraged to post-edit their own
articles) on the one hand and trained trans-
lators on the other. Our results confirm that
such pipelines can be effective, at least for
high-resource language pairs. They also
highlight the difference in the post-editing
strategy of the two subgroups. Finally,
they suggest that working on term transla-
tion is the most pressing issue to improve
fully automatic translations, but that in a
post-editing setup, other error types can be
equally annoying for post-editors.

1 Introduction

In most, if not all scientific domains, academic
communication and publication activities take
place mostly in English (Gordin, 2015). While
sharing a common language can be viewed as a
facilitating factor in many cases, it also generates
tensions, frictions and inequalities (Amano et al.,

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

2023), and hinders the exposure of science that is
not discussed in English. Furthermore, in non-
English-speaking countries, it creates a linguis-
tic barrier between the scientific community and
the general public that can only amplify misunder-
standings and doubts. These issues have motivated
calls for changes as expressed in the “Helsinki
initiative”.! Among the Natural Language Pro-
cessing (NLP) community, this has motivated the
ACL 60-60 special initiative,? aimed at using auto-
matic tools (speech recognition, machine transla-
tion (MT)) and resources (multilingual term lists)
to help remove these barriers.

In this paper, we report our attempts to use ex-
isting MT technologies to translate English scien-
tific documents in the NLP domain into French. As
has been well documented for the biomedical do-
main in the course of the challenges organised at
the Conference on Machine Translation since 2016
(see (Neves et al., 2023) for the latest published
edition), academic texts pose specific translation
challenges, related notably to term translation and
the generation of lexically consistent outputs.

Our main goal in this work is to evaluate the
current state-of-the-art in MT for the translation
of academic NLP texts with a view to using MT
to aid NLP authors in the translation and post-
editing of abstracts in non-English languages. We
base our evaluation on manually post-edited docu-
ments by two populations of post-editors: appren-
tice and well-trained professional translators on the
one hand and NLP experts (academics) who are
encouraged to post-edit their own articles on the
other. The results of this pilot study will help us
design and organise a large-scale experiment that

'https://www.helsinki-initiative.org/
https://www.2022.aclweb.org/
dispecialinitiative
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will ultimately cover all scientific domains. The
main questions we aim to answer are the follow-
ing: (a) what is the effort needed for academics
to post-edit automatic translations of texts in their
domain of expertise? (b) can we measure the qual-
ity of the resulting translations? (c) can we see a
difference between existing translation tools? and
(d) what are the residual errors that still hinder the
translation of academic publications?

To answer these questions, we designed a post-
editing protocol aimed to facilitate the voluntary
participation of academics in our domain and col-
lected a set of more than 350 abstracts in the NLP
domain, which were post-edited once or several
times. A large subset of them are also associated
with post-editor feedback on the types and sever-
ity of errors present. We analysed them in terms
of the post-editing effort, measured using HTER
(Snover et al., 2006) and studied them in terms of
differences in post-editing patterns. We release the
resulting corpus and the code for the post-editing
interface for future use.’

2 Related Work

Numerous challenges are faced when developing
and adapting NLP models to scientific texts, in-
cluding how to handle domain-specific terminol-
ogy (including acronyms), and how to ensure co-
herence at the document level. In recent years,
the development of such tools has been a grow-
ing area of interest for NLP researchers, with
multiple models being published for the scien-
tific and scholarly domains, e.g. SciBERT (Belt-
agy et al., 2019), PubmedBERT (Gu et al., 2021),
Galactica (Taylor et al., 2022) and ScholarBERT
(Hong et al., 2023). Specifically for MT, there
have been several initiatives, including the re-
cent IWSLT shared task on translating ACL pre-
sentations (Agarwal et al., 2023; Salesky et al.,
2023). The project that is closest to our own is the
COSMAT project (Lambert et al., 2012), whose
aim was to develop a pipeline for integrating the
translation of scientific documents into the HAL*
archiving platform for English—French translation.

A few corpora are available for scientific docu-
ment translation, covering different types of pub-
lications. The biomedical task at WMT, for in-
stance, has produced parallel test sets for a num-
ber of years extracted from article abstracts from

*https://github.com/ANR-MaTOS/Resources
*https://hal.science

PubMed that are available in several languages (Ji-
meno Yepes et al., 2017; Neves et al., 2018; Baw-
den et al., 2019; Bawden et al., 2020; Yeganova
et al., 2021; Neves et al., 2022; Neves et al.,
2023). The SciPar parallel corpus of scientific
texts (Roussis et al., 2022) is composed of master’s
and doctoral theses across several domains and
in multiple languages. S20RC (Lo et al., 2020)
is also multi-discipline and contains monolingual
English articles from Semantic Scholar. In the
NLP domain, Mariani et al. (2019) compiled and
explored a large-scale comparable corpus of about
65k NLP papers from multiple sources, while Tan-
guy et al. (2020) focus on French, providing a
monolingual corpus from the TALN conferences.

Evaluating MT for scientific documents is chal-
lenging, particularly as standard metrics may well
underestimate the impact of mistranslating scien-
tific terminology if they are considered equal to
other words. This is particularly the case for
simple surface-based metrics such as BLEU (Pa-
pineni et al., 2002), but is also a currently un-
known factor for other automatic metrics such as
COMET (Rei et al., 2020). According to the hu-
man evaluations of the WMT biomedical shared
tasks, e.g. (Neves et al., 2023), term translation
was one of the factors most impacting judgments
of quality over other factors such as style and natu-
ralness. Another problem is the scarcity of parallel
texts that can be used for reference-based evalua-
tion. Moreover, those that exist may not be perfect
translations, either because there is no guarantee
that two abstracts for the same paper in multiple
languages were intended to be perfect translations
or because the authors are non-native speakers of
at least one of the languages. This therefore moti-
vates alternative approaches to evaluation, includ-
ing reference-less evaluation (for automatic evalu-
ation, this would refer to quality estimation (Spe-
cia et al., 2010)) and human evaluation, through
post-editing or error annotation for example.

Post-editing has previously been used as a
means of evaluating MT quality, either through the
time taken to render a text to an acceptable stan-
dard or (largely related) through the number of
changes that were made, which is the basis for the
HTER metric (“Human-targeted Translation Edit
Rate”) (Snover et al., 2006; Dorr et al., 2011). This
task-based evaluation strategy is less costly both fi-
nancially and in terms of effort on the part of trans-
lators, and can provide clues as to what types of er-
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rors are being produced by MT systems. It is also
a realistic setting in many cases, including ours,
where MT systems can be used to provide an initial
translation of a text that the author can then mod-
ify. For example, the previously mentioned COS-
MAT project aimed to integrate such software into
the publishing platform to facilitate the production
of texts in multiple languages by the authors.

3 Data Collection

We collect a corpus of over 20k English NLP titles
and abstracts that we translate automatically into
French and of which a selection is then post-edited.
Basic statistics on the most common types of pub-
lications included are in Table 1. As shown in Fig-
ure 1, the corpus contains titles and abstracts from
various publication types, the most common being
conference papers, journal articles, book sections,
preprints, reports and books. Once the initial cor-
pus extracted (Section 3.1), each of the titles and
abstracts is automatically translated into French
using three MT systems (Section 3.3), and finally,
we collect post-edits of the translations by trans-
lators and members of the NLP community (Sec-
tion 3.4). The research protocol received a positive
evaluation from our university institutional review
board. All code and the resulting corpora will be
made publicly available. The abstracts belong to
the metadata of the articles and therefore can be
freely distributed.’
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Figure 1: Distribution of publications in the corpus by year.

>The metadata of articles published on the HAL platform is
under a CCO licence. It is specified that “HAL’s metadata
can be consulted in whole or in part by harvesting in com-
pliance with the intellectual property code.”, pursuant to the
so-called French Law for a Digital Republic [Loi n°2016-
1321 du 7 octobre 2016 (art. 30)] see, https://doc.
archives-ouvertes.fr/en/legal-aspects/

Avg. #toks
Publication by type # title  abstract
Total 21,748 9.86  148.81
Conference paper 14,312 9.70 138.16
Journal article 4,362 10.54 178.68
Book section 1,047 9.38 138.91
Preprint 585 9.87 164.23
Report 506 8.80  150.29
Book 271 998  152.15

Table 1: Statistics of the initial NLP corpus overall and for the
six most common publication types. Tokens here are defined
simply as white-spaced delimited sequences of characters.

3.1 Extracting Scientific Abstracts

Our source texts are English titles and abstracts
from scientific publications in the NLP domain
from the HAL open archive,® extracted using the
dedicated API. In order to select a maximum num-
ber of publications with as few non-NLP publi-
cations as possible, we carried out the following
steps to extract and filter the data: (i) download
data from several domains, included the wide do-
main of “informatics”, (ii) filter to retain only NLP
publications, (iii) further filter to remove abstracts
that already have a French translation.

Downloading the Data We downloaded the
metadata (of which the abstract is one type of in-
formation) corresponding to all publications asso-
ciated with the “computational linguistics” (cs.CL)
but also the wider “informatics” domains.

Retaining Only NLP Publications We filter the
publications, only keeping those that (i) contain a
known keyword in their title, abstract or keyword
list or (ii) are published at a known NLP venue.’

We check each publication for NLP-specific
keywords (in the list of keywords, the title or the
abstract). The list was created by taking the set of
user-entered keywords for all publications associ-
ated with the cs.CL domain, manually filtering it to
remove words that could also be relevant to other
domains and adding any missing terms based on
domain knowledge. This process required manu-
ally verifying publications matched with different
keywords and removing those that matched with
non-NLP publications.

We identify NLP venues by taking the list of
conferences, workshops and journals from the

®https://hal.science
"Both the keyword list and venue list can be found at
anonymised-1ink.

433



ACL anthology corpus (Rohatgi, 2022), adding
other known venues and augmenting the list by au-
tomatically generating variants of the names (in
order to match the various ways authors enter
venues), e.g. 13th Nordic Conference of Compu-
tational Linguistics (NODALIDA 2001) also re-
sults in /3th Nordic Conference of Computational
Linguistics and NODALIDA. We match publica-
tions based on the presence of one of the identified
venues somewhere in their venue names.

Further Filtering Since the aim is to translate
the abstracts into French, we target abstracts that
were not originally written in French by filtering
out those for which a French abstract exists. This
follows the approximation that the presence of a
French abstract is likely to indicate that the original
language was French.

3.2 Available Metadata

For each article, we collect the following infor-
mation: title, abstract, list of authors, publication
type, venue, date of publication, keywords, lan-
guage of the text, URL to the paper, licence and
the reason for the publication being accepted (out
of the filters described above).

3.3 Automatic Translation

We translated the titles and abstracts into French
using three commercial neural MT systems:
DeepL (professional edition, version 7.5),® Systran
Translate (professional edition)’ and e-translation
(version 12.3).19 In practice, we concatenated all
titles and abstracts into a single file to be trans-
lated, separating each article with a token indicat-
ing the ID number of the article. We then retrieved
the individual translations. Research in contextual
MT has shown that when trained properly (this is
the case of commercial systems), models have no
issue translating multiple sentences at once, espe-
cially for short documents such as abstracts (Maruf
et al., 2019; Fernandes et al., 2023).

3.4 Manual Post-editing

We developed an online interface to collect post-
edits and to provide feedback on MT quality. Users
created an account, filling in basic information that

$https://deepl.com
‘https://www.systran.net/en/translate
Yhttps://webgate.ec.europa.eu/
etranslation.

could be useful for future research. They then se-
lected articles to post-edit via the interface and fi-
nally gave feedback about the experience. We col-
lected post-edits from two types of post-editors:
(i) translators and students!! in translation stud-
ies, and (ii) members of the NLP community, who
were encouraged, although not forced, to post-edit
their own articles.

Post-editor Metadata A condition for partici-
pating in the post-editing experiment was fluency
in French. Post-editors remained anonymous, but
we collected information about their profile that is
important for future research, namely their native
language(s), other language(s) spoken, the number
of years of experience in NLP (<3, 3-10 or 10+)
and whether they have previously written an ab-
stract in English and written an abstract in French.
We also ask for their general appreciation of MT
tools by asking (i) whether they have previously
used MT tools to help write scientific articles and
(i1) whether they would consider it useful to inte-
grate MT for abstracts into HAL. They can also
leave free comments if they wish. Any other infor-
mation is not available due to anonymity reasons.

Post-editing via the Interface Given that NLP
community members were encouraged to post-edit
their own publications as experts in the content to
be translated, we made sure that they could search
the database of publications by ID, keyword (in the
title or abstract) and by author name. Otherwise,
they could also choose a random publication. To
ensure that the same publications were not post-
edited too often, publications were presented in a
random order in the interface, with a random seed
dependent on the ID of the user. Each title and
abstract could be post-edited a maximum of three
times (once for each MT system). A screenshot of
the interface is displayed in Figure 2.

An automatic translation was randomly selected
out of the three (the post-editor is unaware of
which MT was used). Guidelines were provided
on the post-editing page: to modify the text (title
and abstract) so that it is clear, understandable and
acceptable, as they would do for a journal article
written in French. The post-editors could then edit
the MT output without a time limit and provide ba-
sic feedback on its quality (Figure 3). We also log
the time taken to finish post-editing.

"'The students worked under the close supervision of their
teachers.
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Choisir un article a post-éditer

Sélectionnez un article du tableau ci-dessous et cliquez sur ¢* pour faire une nouvelle post-édition. Affinez le choix en
cherchant un mot clé, nom d'auteur, année ou identifiant HAL afin de privilégier vos propres articles ou les articles sur certains

thémes :

© 0

Mot clé, nom, année ou ID |

Vous pouvez choisir le méme article plusieurs fois - une traduction différente sera proposée. Le nombre de post-éditions que
vous avez effectuées pour un article donné est indiqué dans la colonne &. Le nombre total de post-éditions, tout utilisateur

confondu, est dans la colonne %8§.

Vous pouvez aussi choisir un article au hasard !

Titre Auteurs Année Lieu &
P 1615297 Logic, Formal Linguistics and  Pierre Mounier-Kuhn 2015 3rd International 00
Computing in France: From Conference on History and
Non-reception to Progressive Philosophy of Computing
Convergence (HaPoC)
& 3537323 High-resolution speaker Pierre-Amaury Grumiaux, Srdan 2021 EUSIPCO 2020 - 28th 00
counting in reverberant rooms Kitic, Laurent Girin, Alexandre European Signal
using CRNN with Ambisonics  Guerin Processing Conference
features (EUSIPCO)
s 1557583 Human-Computer Interaction Peter Forbrig, Fabio Paterno, 2010 IFIP Advances in 00
Annelise Pejtersen Information and
Communication
Technology
P 2880590 Investigating the Impact of Aleena Thomas, David Adelani, Ali 2020 23rd International 00

Pre-trained Word Embeddings Davody, Aditya Mogadala, Dietrich

on Memorization in Neural Klakow

Networks

Conference on Text,
Speech and Dialogue

Figure 2: Interface for article selection. The instructions read “Select an article from the table below and click on [the pen
emoji] to start a new post-edit. Filter your selection by searching for a keyword, author name, year or HAL ID in order to
prioritise your own articles or articles from certain themes. [...] You can choose the same article several times - a different
translation will be given. The number of times a given article has been post-edited by you is indicated in the column [with the
person emoji]. The total number of times it has been post-edited by all users is given in the column [with the people emoji].”

Post-editor Feedback The type of feedback dif-
fers depending on the profile of the post-editor.
For members of the NLP community, they indi-
cate a single feedback score corresponding to the
question “What importance do you give to the MT
problems seen?” (as shown in Figure 3), with pos-
sible responses “No problem”, “Not very serious
(spelling, punctuation, etc.)”, “moderately serious
(not interfering with comprehension but not lin-
guistically or stylistically acceptable)” and “seri-
ous (interfering with understanding, not faithful
to the source)”. As NLP experts are not special-
ists in manual error annotation, they were pre-
sented with four easy-to-use categories. For trans-
lators, the question is more detailed, asking for

each error type (faithfulness, grammar, terminol-
ogy, spelling and punctuation, style, document co-
herence) whether the problems seen correspond to
the same four degrees of quality (“No problem”,
“not serious®, moderately serious” or ‘“serious’).
In both cases, post-editors can leave a free form
comment. The error categories were defined based
on the MeLLANGE error typology (Kiibler, 2008).

4 NLP Post-edit Corpus

In Table 2, we report basic statistics concerning
the post-editing corpus, for documents post-edited
by the community (by NLP researchers), for doc-
uments post-edited by translator and for two cate-
gories combined (all). Given that a single abstract
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Post-éditez la traduction d'un titre et d'un résumé dans le domaine
du TAL

Instructions :

Modifiez le texte (titre et résumé) pour qu'il soit clair, compréhensible et acceptable, comme vous le feriez pour
une publication dans un journal en frangais (p. ex. la revue TAL). Pour ce faire, merci de ne pas vous servir
d'outils de traduction automatique. Dans la mesure du possible, merci de faire cette révision sans vous
interrompre pour que la durée enregistrée corresponde au temps effectif de post-édition.

© Attention : Si vous quittez cette page (en fermant la fenétre ou en revenant sur la page précédente, vous
perdrez les modifications apportées).

Titre : Investigating alignment interpretability for low-resource NMT
Publié dans : Machine Translation

Auteurs : Marcely Zanon Boito, Aline Villavicencio, Laurent Besacier

Année : 2021

ID Hal : 3139744

Résumé d'origine :

Investigating alignment interpretability for low-resource NMT

The attention mechanism in Neural Machine Translation (NMT) models added flexibility to translation systems,

and the possibility to visualize soft-alignments between source and target representations. While there is much
debate about the relationship between attention and the yielded output for neural models [26, 35, 43, 38], in this
paper we propose a different assessment, investigating soft-alignment interpretability in low-resource scenarios.
We experimented with different architectures (RNN [5], 2D-CNN [15], and Transformer [39]), comparing them

with regards to their ability to produce directly exploitable alignments. For evaluating exploitability, we replicated
the Unsupervised Word Segmentation (UWS) task from Godard et al. [22]. There, source words are translated

into unsegmented phone sequences. Posterior to training, the resulting soft-alignments are used for producing 4

Traduction automatique (cliquez pour ouvrir) v

Traduction a post-éditer :

Recherche de l'interprétabilité d'alignement pour NMT a faibles ressources

Le mécanisme d'attention dans les modéles de traduction automatique neuronale (NMT) a ajouté de la flexibilité
aux systémes de traduction, et la possibilité de visualiser des alignements souples entre les représentations

source et cible. Bien qu'il y ait beaucoup de débat sur la relation entre I'attention et le rendement obtenu pour les
modeéles neuronaux [26, 35, 43, 38], dans cet article, nous proposons une évaluation différente, en étudiant
I'interprétabilité de I'alignement mou dans les scénarios de faibles ressources. Nous avons expérimenté
différentes architectures (RNN [5], 2D-CNN [15], et Transformer [39]), en les comparant en ce qui concerne leur
capacité a produire des alignements directement exploitables. Pour évaluer I'exploitabilité, nous avons répliqué la
tdche de segmentation de mots non supervisés (UWS) de Godard et al. [22] . La, les mots sources sont traduits 4

Quelle importance donneriez-vous aux problémes de traduction constatés ?

Aucun probléme

Peu grave (orthographe, ponctuation, etc.)

Moyennement grave (ne génent pas la compréhension mais linguistiquement ou stylistiquement inacceptables)
Grave (génent la compréhension, manquent de fidélité au contenu d'origine)

Remarques libres (optionnel) :

aliser Signaler une erreur technique (p. ex: pas de résumé)

Finaliser Rei

Figure 3: Example of the post-editing interface (NLP community member view). The instructions read “Modify the text (title
and abstract) so that it is clear, understandable and acceptable, as you would do for a publication in a French journal (e.g. the
TAL journal). While post-editing, please do not use machine translation tools. If possible, please complete your post-edition
without interruptions so that the registered duration corresponds to the actual time to post-edit... Warning: if you leave this
page (by closing the window or going back to the previous page), you will lose your modifications.”. Post-editing is performed
without prior sentence segmentation and does not assume that the source and target texts have matching number of sentences.
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can be translated multiple times (using different
MT systems), we distinguish the statistics concern-
ing the number of abstracts that have been post-
edited and the number of translations that have
been post-edited (a translation being specific to a
particular abstract).

Type comm. trans. all
PEs 95 242 337
Abstracts w/ PEs 91 241 322
Translations w/ PEs 73 240 313
Abstracts w/ several PEs 17 2 55
Translations w/ several PEs 4 1 30

Table 2: Basic statistics concerning the number of post-
editions (PEs) by NLP community members, by translators
and by either group (all). Among abstracts and translations
with several PEs, 46 distinct abstracts are post-edited by both
groups, and 28 different translations are post-edited by both.

Concerning the post-editors, there were 4 trans-
lators (3 of whom were native French speakers)
and 16 NLP experts (13 of whom were native
French speakers) and whose experience in NLP
ranged from 10+ years (4 users), to 3-10 years (7
users), to under 3 years (5 users).

S Analysis of the Post-edit Corpus

5.1 Evaluation setup

We primarily base our evaluation of post-editing
efforts on the computation of HTER (Human
Translation Edit Rate) (Snover et al., 2006), which
corresponds to a modified edit distance between
the automatic translation and its revised version.
We compute HTER with SacreBLEU’s implemen-
tation!? (Post, 2018). Scores are computed sepa-
rately for each whole abstract (viewed as one long
line of text) then broken down by post-editor type
and averaged over the corresponding documents.
We also report BLEU score differences between
the original and modified abstracts, also computed
with SacreBLEU,!? in order to judge how much
or little the translations had to be edited to be
deemed acceptable. These scores rely on corpus-
level statistics, again computed on a per-document
basis.!* Measures of post-editing time were also
recorded, but we deem them insufficiently reliable

ZVersion 13.5.

BWe use the default signature for BLEU:
nrefs: 1|case:mixed|effino|tok: 13a|smooth:exp|version:2.3.1.
4Sometimes referred to as “document-level” BLEU. Note
that BLEU scores cannot be used here to compare transla-
tion quality across populations, given that they do not use the
same set of references.

in our experimental setting to perform any fine-
grained analysis.

To evaluate the quality of translation without
references, we use Comet-QE (Rei et al., 2020),
which relies on distances between continuous
space representations of source and target texts.'>

5.2 Results

A first observation is that in our conditions, the
automatic translations are mostly of high quality,
with an average HTER of 10.7 (BLEU=85.6). An-
other indication of this high quality is that 13 doc-
uments (out of 337) were left entirely unchanged.
For the NLP community group, revising an ab-
stract took less than 10 minutes on average.

Comparing the community and translators A
more detailed analysis of the post-editing results is
illustrated in Figure 4. Two interesting trends can
be seen: (a) the distribution of efforts is more con-
centrated for translators than for the NLP commu-
nity, (b) the translators also tend to make smaller
changes to the translation than the NLP commu-
nity (HTER=8.0 vs. HTER=18.2), a quite signifi-
cant difference. This is also obvious when consid-
ering the 90% percentile of HTER values (17.2 vs.
32.7). These differences may reveal differences in
the way the task was perceived by each population:
while translators tend to follow established post-
editing guidelines and remain as close as possible
to the original MT, field experts are more inclined
to rewrite substantial portions of the abstracts.

Without human references, it is difficult to as-
sess the quality of the resulting translations. Com-
puting Comet-QE scores before and after post-
editing however reveals a very small improvement
(see Table 3). This hints at the lack of sensitivity
of QE scores for high-quality translations.

MT outputs  Post-editions
Translators 76.3 77.0
NLP experts 77.8 78.6

Table 3: Comet-QE(x100) scores of MT outputs and their
post-edited versions for each group of post-editors.

Another measure is to take the professional
translations as references for the 28 MT outputs
post-edited by both groups. For this subset of ab-
stracts, the BLEU score is 76.7 (HTER=18.4).

5The model is Unbabel/wmt22-cometkiwi-da. See
https://unbabel.github.io/COMET/.
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Figure 4: Distribution of HTER scores for translators (left) and NLP experts (right).

Comparison of MT systems We now turn to our
third question, which concerns the differences be-
tween MT systems. Table 4 reports the average
scores for each system and post-editor group and
Figure 5 plots the corresponding distributions.

Group DeepL  eTranslation Systran
Translators 90.4/7.1 85.9/10.6 87.3/8.5
(N=90) (N=79) (N=73)
Experts 81.7/13.8 68.3/24.4  73.1/19.7
(N=34) (N=28) (N=33)

Table 4: BLEU/hTER for each post-editor group and system.
The number of abstracts for each category is given in brackets.

The scores in Table 4 show clear preferences,
with DeepL yielding the smallest post-editing ef-
fort, while e-Translation consistently leads to more
corrections. These differences are particularly
strong for the NLP experts group. These observa-
tions are only partly confirmed by a two-sided stu-
dent T-test for all pairs of systems: out of 6 com-
parisons, the only significant differences at p=0.05
are for DeepL vs. eTranslation for both groups,
while Systran cannot be viewed as significantly
worse than DeepL, nor significantly better than
eTranslation.

Qualitative analysis of errors For the translator
group, we analyse the post-editor feedback con-
cerning translation errors for the 7 broad error cat-
egories introduced in Section 3.4. We report the
corresponding statistics in Table 5.

A first observation is the consistency of these
judgements: for each error type, more severe er-
rors tend to yield more edits, with some small in-
consistencies (e.g. terminology errors with sever-
ity 2 and 3). Looking now at error types, we see
that that grammar, style, and punctuation errors are

mostly associated with the lowest level of severity.
This is expected given the very high fluidity of MT
outputs. The same trend is observed for faithful-
ness and coherence errors, which tend to get rarer
as the severity level increases. Terminology errors
exhibit the reverse trend and are mostly associated
with the highest level of severity. However, look-
ing now at the post-editing effort, we observe at all
severity levels that fixing term errors always yields
the lowest HTER scores, while fixing grammar er-
rors almost always yields the highest ones.

Qualitative differences between groups Fi-
nally, we carry out a small qualitative analysis
of the way the two groups post-edit MT. A few
interesting examples are given in Table 6, cor-
responding to cases where a) one group left the
MT output unchanged while the other had high
HTER and BLEU scores at the sentence level or
b) both groups had high but different HTER and
BLEU scores at the sentence level. We note that,
while there are a few cases in which the trans-
lators corrected an MT error that the community
seem to overlook (“traduction automatique de neu-
rone” (literally machine translation of neurons) in
Example 3), in most cases, the community group
seems to produce better post-edited texts than the
translators. NLP experts seem to better mas-
ter specialised terminology (“analyse syntaxique
en constituants lexicalisés” in Example 2), spe-
cialised phraseology (e.g. “les modeles sont en-
trainés” models are trained instead of “les modeles
sont formés”, literally models are educated, in Ex-
ample 4 (source text: “All our models are trained
without the need of cross-modal labeled translation
data.”)), as well as domain conventions (in Exam-
ple 1 the acronym “CoMMuTE” is associated with
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Figure 5: Distribution of HTER scores across systems and post-editor groups.

1

Severity level

2

3 4
Problem N BLEU hTER | N BLEU hTER | N BLEU hTER | N BLEU hTER
Grammar 148 90.2 7.0 | 67 84.8 10.7 | 14 86.4 103 | 12 79.5 164
Spelling & Punct. | 130 89.5 7.4 | 60 86.2 10.0 | 35 87.4 8.8 | 16 82.8 13.7
Document 127 91.2 6.0 | 43 84.9 10.7 | 39 852 109 | 33 82.7 13.5
Style 68 91.1 6.1 | 84 88.7 8.1 | 57 859 104 | 32 82.7 127
Faithfulness 123 92.1 54 | 58 849 104 | 35 80.8 14.7 | 25 84.5 124
Terminology 34 95.0 32 | 43 88.4 83| 73 87.5 8.9 | 91 854 10.7

Table 5: Post-edition efforts evaluated according to the number (N, left), BLEU (middle) and hTER (right) of translations
associated with different severity levels (from 1 to 4) for translation problems reported by translators in their feedback.

the full term in brackets, which better conforms to
the domain conventions than the solution the trans-
lator adopted, i.e. translating the full term). Ex-

6 Conclusion and Future Work

perts also seem to take more freedom in rearrang-
ing constituents and rewriting sentences (Exam-
ple 5), where translators seem to follow the source
sentence structure more closely, a behaviour that is
also reflected in the automatic metric scores.

In this paper, we report the results of a pilot study
aimed at evaluating the quality of commercial MT
systems for scholarly documents (abstracts) in the
NLP domain (for English—French). This study
explores a realistic scenario, where domain experts
post-edit in their mother tongue their own texts
(in English, supposedly their L2). We compare
against the use of translators with a partial knowl-

edge of the target domain to perform the same task.
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MT

NLP experts post-edits

Translator’s post-edits

1- We also release CoMMuTE, a Contrastive Multilingual Multimodal Translation Evaluation dataset, composed
of ambiguous sentences and their possible translations, accompanied by disambiguating images corresponding to

each translation.

Nous publions également COMMUuUTE,
un ensemble de données d’évaluation
de la traduction multimodale multi-
lingue contrastive, composé de phrases
ambigués et de leurs traductions
possibles, accompagnées d’images
désambiguisantes correspondant 2
chaque traduction.

Nous publions également le jeu de
données CoMMuTE (Contrastive Mul-
tilingual Multimodal Translation Eval-
uation), composé de phrases ambigués
et de leurs traductions possibles, ac-
compagnées d’images visant a leur
désambiguisation et correspondant a
chaque traduction.

Nous publions également COMMUTE,
un ensemble de données d’évaluation
de la traduction multimodale multi-
lingue contrastive, composé de phrases
ambigués et de leurs traductions
possibles, accompagnées d’images
désambiguisantes correspondant 2
chaque traduction.

2- Multilingual Lexicalized Constituency Parsing with Word-Level Auxiliary Tasks

Lexicalized Constituency Parsing mul-
tilingue avec des taches auxiliaires de
niveau Word

Taches auxiliaires au niveau des mots
pour I’analyse syntaxique en constitu-
ants lexicalisés multilingue

Analyse syntaxique de constituants
lexicaux multilingues avec tiches aux-
iliaires au niveau des mots

3- Priming Neural Machine Translation

Amorcage de la traduction automa-
tique de neurones

Amorcage de la traduction automa-
tique de neurones

Amorcage de la traduction automa-
tique neuronale

4- All our models are trained without the 1

Tous nos modeles sont formés sans
avoir besoin de données de traduction
étiquetées intermodales.

n1eed of cross-modal labeled translation data.

Tous nos modeles sont entrainés sans
que des données de traduction inter-
modales annotées soient nécessaires.

Tous nos modeles sont formés sans
avoir besoin de données de traduction
étiquetées intermodales.

5- On the SPMRL dataset, our parser obtains above state-of-the-art results on constituency parsing without requir-
ing either predicted POS or morphological tags, and outputs labelled dependency trees.

Sur I’ensemble de données SPMRL,
notre analyseur obtient ci-dessus des
résultats de pointe sur 1’analyse des
circonscriptions sans nécessiter une
prévision de POS ou d’étiquettes mor-
phologiques, et des sorties marquées
d’arbres de dépendance.

Sur I’ensemble de données SPMRL,
notre analyseur obtient des résultats
supérieurs a 1’état de l’art en anal-
yse syntaxique en constituents
sans nécessiter de parties du dis-
cours prédites ni d’étiquettes mor-
phologiques prédites, et permet de
construire des arbres syntaxiques en
dépendances étiquetées.

Sur I’ensemble de données SPMRL,
notre analyseur obtient des résultats
supérieurs a 1’état de 1’art sur I’analyse
des constituants sans nécessiter de
prédiction des parties du discours
ou des étiquettes morphologiques,
ni des sorties marquées d’arbres de
dépendance.

Table 6: Comparison of experts’ and translators’ post-edits. Source texts are shown in grey.

Using a dedicated interface adapted for the two
populations of post-editors, we collected and anal-
ysed approximately 350 abstracts and their post-
edited versions. Our main result is that the au-
tomatic outputs are already quite satisfactory, as
acknowledged by a low average post-editing ef-
fort (see also (Sebo and de Lucia, 2024)). We
also observed that domain experts tend to devi-
ate more from the original text than translators,
the two categories displaying different patterns of
post-edits. This study also confirmed the preva-
lence and severity of terminology errors, while
other error types are comparatively rarer or less se-
vere. All resources and analyses will be released to
the community.

In the future, we plan to both continue analy-
sis of the data, in particular concerning term use
and to reproduce this small-scale experiment with
another group of academics from a different scien-

tific background. This will however require find-
ing better ways to incentivise researchers to partic-
ipate in post-editing activities.
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