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Abstract
Morphological analysis is essential for various Natural Language Processing (NLP) tasks, as it reveals the internal structure

of words and deepens our understanding of their morphological and syntactic relationships. This study focuses on surface

morphological segmentation for the Italian language, addressing the limited representation of detailed morphological

information in existing corpora. Using an automatic segmentation tool, we extract quantitative morphological parameters to

investigate their impact on the perception of word complexity by native Italian speakers. Through correlation analysis, we

demonstrate that morphological features, such as the number of morphemes and lexical morpheme frequency, significantly

influence how complex words are perceived. These insights contribute to improving automatic lexical complexity prediction

models and offer a deeper understanding of the role of morphology in word comprehension.
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1. Introduction
Morphological analysis is crucial for various NLP tasks,

as it provides insights into the internal structures of

words and helps us better understand the morpholog-

ical and syntactic relationships between words [1].

The Italian language, with its rich morphology and ex-

tensive use of inflection and derivation, presents unique

challenges and opportunities for morphological segmen-

tation.

Automatic segmentation, a key component of morphol-

ogy learning, involves dividing word forms into mean-

ingful units such as roots, prefixes, and suffixes [2]. This

task falls under the broader category of subword segmen-

tation [3] but is distinct due to its linguistic motivation.

Computational approaches typically identify subwords

based on purely statistical considerations, which often

results in subunits that do not correspond to recogniz-

able linguistic units [4, 5, 6, 7]. Making this task more

morphologically oriented could enable models to gen-

eralize better to new words or forms, as basic roots or

morphemes are often shared among words, and it could

also facilitate the interpretation of model results.

When discussing morphological segmentation, we can

refer to two types: (1) Surface segmentation, which in-

volves dividing words into morphs, the surface forms of

morphemes; (2) Canonical segmentation, which involves

dividing words into morphemes and reducing them to

their standard forms [8].

For instance, consider the Italian word mangiavano
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(they were eating). The resulting surface segmentation

would be mangi- + -avano, where mangi- is a morph de-

rived from the root of the verb mangiare, and -avano is

the suffix indicating the third person plural of the imper-

fect tense. In contrast, the canonical segmentation would

yield mangiare + -avano, with mangiare as the canonical

morpheme and -avano as the suffix
1

.

In this study, we focus on surface morphological seg-

mentation for the Italian language. Morphological fea-

tures are often not adequately represented in available

corpora for this language, or they refer exclusively to

morphosyntactic information, such as the grammatical

category of words and a macro-level descriptive analysis

mainly related to inflection. Information about the inter-

nal structure of words, such as derivation or composition,

is often lacking.

The primary objective of this work is to use an auto-

matic segmenter to extract a series of quantitative mor-

phological parameters. We believe that our approach

does not require the detailed analysis provided by canon-

ical segmentation, which could entail longer processing

times.

1
It’s important to note that the segmentation process is not always

straightforward, as it involves various linguistic criteria that may

not be immediately clear. For example, one of the challenges lies in

deciding whether to detach or retain the thematic vowel—a vowel

that appears between the root and the inflectional suffix, especially

in Romance languages. In the case of mangiavano, the thematic

vowel -a- could either be considered part of the root or treated

as a separate morph. Similarly, other segmentation criteria might

involve distinctions between compound forms, derivational affixes,

or fused morphemes that do not have clear boundaries. As a result,

the segmentation criteria can vary based on linguistic theory, the

specific task (e.g., computational vs. linguistic analysis), or even the

intended application of the segmentation (e.g., for syntactic parsing

or machine learning).
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In addition to examining classic parameters reported in

the literature that influence complexity [9], such as word

frequency, length, and number of syllables, we aim to

explore how morphological features integrate with these

factors to affect word complexity perception. Specifi-

cally, we seek to understand how the internal structure

of words contributes to the cognitive load that speakers

experience when processing more complex lexical items.

Our premise is that words with more morphemes are

more complex because they contain more information

to decode [10]. For example, consider the word infelicità
(unhappiness). To decode it, one must know the word

felice (happy), from which it is derived, as well as the pre-

fix in-, which negates the quality expressed by the base

term, and the suffix -ità, which transforms the adjective

into an abstract noun. Therefore, to fully understand the

meaning of infelicità, the reader or listener must be able

to correctly recognize and interpret each of these mor-

phemes and their contribution to the overall meaning of

the word.

The main contributions of this work are: (1) Providing

a tool capable of automatically segmenting words into

linguistically motivated base forms; (2) presenting the

dataset constructed for training our model; (3) evaluating

the impact of different linguistic features on speakers’

perception of word complexity, with a particular focus

on morphological features.

2. Related Works
The study of morphological segmentation has evolved

from classical linguistics to advanced machine learn-

ing techniques [11, 12]. The main approaches include

lexicon-based and boundary-detection-based meth-

ods [2]. Lexicon-based methods rely on a comprehen-

sive database of known morphemes [13, 14, 15], while

boundary-detection methods identify transition points

between morphemes using statistical or machine learn-

ing techniques [16, 17, 18].

Another significant distinction is between generative

models and discriminative models. Generative models,

suited for unsupervised learning, generate word forms

and segmentations from raw data [19, 20, 21]. In contrast,

discriminative models, which require annotated data, pre-

dict segmentations based on learned relationships from

labeled examples [22, 23].

Unsupervised methods do not require labeled data,

making them attractive for leveraging vast amounts of

raw data. They trace back to Harris (1955), who used

statistical methods to identify morphological segments.

Notable systems include Linguistica [24, 25] and Mor-

fessor [26, 27], which employ the Minimum Description

Length (MDL) principle to identify regularities within

data. Despite their utility, unsupervised methods often

suffer from oversegmentation and incorrect segmenta-

tion of affixes [19, 28]. These challenges arise due to the

complex interplay of phonological, morphological, and

semantic factors in natural languages.

Semi-supervised methods leverage both annotated and

unannotated data, enhancing model performance with

minimal manual annotation [29]. These methods are

effective in scenarios with limited labeled data[30, 31],

using initial labeled datasets to hypothesize and validate

patterns across larger unlabeled corpora [32]. While ben-

eficial, semi-supervised methods depend on the quality of

initial labeled datasets and may struggle with languages

exhibiting extensive morphological diversity [2].

Supervised methods, relying on annotated datasets,

typically achieve higher accuracy due to learning from

explicitly labeled examples. Techniques include neural

networks, Hidden Markov Models (HMM), and Convolu-

tional Neural Networks (CNNs) [33, 34, 35, 23]. Despite

their high performance, supervised methods are limited

by the need for extensive annotated corpora, which can

be costly and time-consuming to create.

Given access to a large annotated dataset for the Italian

language, on which we made semi-manual corrections,

our study primarily adopts a supervised approach.

2.1. Resources available for the Italian
language

Several computational resources and tools have been de-

veloped to manage Italian morphological information

[36, 37, 38, 39, 40, 41]. These resources are essential for

improving the accuracy of text processing and support-

ing advanced linguistic research. However, many of them

focus primarily on morphological analysis, without pro-

viding detailed support for morphological segmentation,

which limits their usefulness in tasks that require fine-

grained word structure analysis. Even those tools that

offer segmentation often approach it with different meth-

ods and objectives than ours.

Morph-it! [37] is an open-source lexicon that con-

tains 504,906 entries and 34,968 unique lemmas, each

annotated with morphological characteristics that link

inflected word forms to their lemmas. While valuable

for lemmatization and morphological analysis, it is not

suited for morphological segmentation, as it primarily fo-

cuses on inflected forms rather than decomposing words

into their individual morphemes.

MorphoPro [39] is part of the TextPro suite and is de-

signed for morphological analysis of both English and

Italian. It uses a declarative knowledge base converted

into a Finite State Automaton (FSA) for detailed morpho-

logical analysis. However, MorphoPro’s output is geared

towards global morphological analysis and lacks support

for internal word segmentation into morphemes, limiting

its applicability for more granular tasks.



MAGIC [36] provides a lexicon of approximately

100,000 lemmas and performs detailed morphological

and morphosyntactic analysis. However, similar to other

resources, MAGIC does not focus on morphological seg-

mentation. Instead, it provides morphological and syn-

tactic information about word forms, making it more

useful for general morphological analysis rather than

segmenting words into individual morphemes.

Getarun [38] offers a lexicon of around 80,000 roots and

provides sophisticated morphosyntactic analysis. How-

ever, like MAGIC, it is designed primarily for syntactic

parsing and lacks functionality for detailed morphologi-

cal segmentation, focusing instead on morphological and

syntactic relationships.

DerIvaTario [41] is another resource that provides sig-

nificant support for morphological segmentation, partic-

ularly in the context of derivational morphology. It offers

detailed information on derivational patterns in Italian,

mapping out how words are formed through derivational

processes, which is especially useful for studying word

formation in a structured manner. However, DerIvaTario

focuses primarily on canonical segmentations and does

not always recognize smaller morphemes, such as final

morphemes. This limitation means it may miss finer-

grained morphological elements, making it more suitable

for analyzing larger, derivational units rather than cap-

turing all inflectional components.

AnIta is an advanced morphological analyzer for Ital-

ian, implemented within the FSA framework [40]. It sup-

ports a comprehensive lexicon with over 120,000 lemmas

and handles inflectional, derivational, and compositional

phenomena. AnIta’s segmentation occurs on two levels:

superficial segmentation of word forms and derivation

graphs. Although derivation graphs are incomplete, the

tool’s focus on superficial segmentation aligns with our

research needs. For the segmentation of lemmas related

to derivational phenomena, AnIta adopts two main rules:

(1) affixes are kept unchanged; (2) lexicon entries are seg-

mented only if their base is a recognizable independent

Italian word.

3. Methods
In this study, we trained three models, originally devel-

oped for other languages, using an Italian dataset that

was manually created and verified with morphological

segmentations. After evaluating the performance of the

models, we selected the most effective one and used it

to extract morphological parameters from the words in

the MultiLS-IT dataset, a resource designed for lexical

simplification in the Italian language [42, 43].

The dataset comprises 600 contextualized words, an-

notated for complexity and accompanied by substitutes

perceived as simpler than the target word. Each word was

evaluated by a group of native speakers with a perceived

complexity score ranging from 1 to 5. In the dataset, the

aggregated and normalized complexity value is between

0 and 1, where 0 indicates very simple words and 1 in-

dicates very complex words
2

. The morphological traits

extracted by the selected model were then integrated

with other linguistic features typically considered influ-

ential in the perception of word complexity [9]. These

combined features were analyzed in a correlation study

with the perceived complexity values of MultiLs-IT to as-

sess their impact on predicting linguistic complexity. By

examining the relationships between these variables, we

aim to determine whether morphological measures can

be effectively used in systems designed to automatically

identify word complexity.

3.1. Dataset
The primary reference for this work is the AnIta dataset,

which includes data annotated with morphological seg-

mentations based on specific rules. One rule excludes

bases derived from Latin, Greek, and other languages.

Since Italian, especially in technical and specialized fields,

contains many such words, we modified the dataset to

include these forms to ensure accurate representation.

The initial dataset consisted of numerous entries au-

tomatically generated by AnIta, often including over-

generated word-forms (possible words [44]), especially

in evaluative morphology. This resulted in a comprehen-

sive dataset with approximately two million entries.To

adapt the AnIta dataset for our research needs, we un-

dertook several steps.

1) Due to the extensive size, we reduced the sample,

retaining one-third of entries for each letter, resulting in

approximately 728,814 word-forms (35% of the original

dataset). This sample maintains a fair representation of

all linguistic categories
3

. 2) We systematically identified

and addressed prefixes and suffixes, prioritizing longer

affixes to preserve more informative morphological struc-

tures. This semi-automatic approach facilitated manual

verification while enhancing segmentation quality. 3)

We manually reviewed the segmented words, ensuring

accuracy and consistency, preserving prefixes in their

original forms as per AnIta’s rule number one. 4) The fi-

nal dataset was divided into training (80%) and test (20%)

sets, comprising 583,051 and 145,763 words respectively.

This split allowed effective training and validation of

our models without needing a separate validation set, as

no parameter tuning was performed. This streamlined

2
The resource is available at https://github.com/MLSP2024/MLSP_

Data.

3
Initially, we aimed to manually review the entire dataset to address

any inconsistencies and overlooked segments. However, due to time

constraints, we opted to reduce the dataset by randomly selecting

30% of the entries for each letter.

https://github.com/MLSP2024/MLSP_Data
https://github.com/MLSP2024/MLSP_Data


Automatic segmentation systems Precision Recall F1 Accuracy
Neural Morpheme Segmentation 0.9879 0.9806 0.9892 0.9793
MorphemeBERT 0.9868 0.9199 0.9522 0.9581
Morfessor FlatCat 0.7974 0.3676 0.5033 0.7399

Table 1
Results of models on morphological segmentation.

methodology ensured a robust dataset for implementing

and evaluating our automatic segmentation system.

3.2. Segmentation Models
Given the extensive dataset at our disposal, we se-

lected models within the domain of supervised or semi-

supervised learning. The models considered include:

Morfessor FlatCat [31]: a semi-supervised model

that utilizes a HMM approach for morphological segmen-

tation. It is efficient in handling languages with complex

morphological structures. The model’s flat lexicon and

the use of semi-supervised learning make it particularly

suited for scenarios where annotated data is scarce.

Neural Morpheme Segmentation [33]: a su-

pervised model based on CNNs, designed to segment

morphemes by treating the task as a sequential labeling

problem using the BMES scheme (Begin, Middle, End,

Single). This model is noted for its ability to capture

local dependencies within textual data. Its architecture

includes multiple convolutional and pooling layers, en-

hancing its capability to identify and segment complex

morphological patterns.

MorphemeBERT [45]: an advanced model that in-

tegrates BERT’s characters embeddings with CNNs to

enhance morphological segmentation. BERT provides

deep, context-rich linguistic representations, which can

significantly improve the model’s accuracy in identifying

morphemic boundaries.

3.3. Evaluation
After constructing the dataset and selecting the previ-

ously described models, we proceeded with the training.

Table 1 presents a comparative evaluation of the three

models using precision, recall, F1 score, and accuracy.

These metrics are standard for assessing the performance

of boundary detection models, providing a comprehen-

sive overview of each model’s effectiveness in identifying

and segmenting morphemes accurately.

Neural Morpheme Segmentation demonstrates the

highest performance among the three systems across

almost all metrics, particularly excelling in precision

and F1 score. The high precision (0.9879) indicates that

the model is very accurate in identifying correct mor-

pheme boundaries, minimizing false positives. In other

words, when the model segments a word, it reliably

places the boundaries at the correct points. Its F1 score

(0.9892), which balances precision and recall, underscores

the model’s ability not only to accurately segment mor-

phemes but also to capture the majority of them with

minimal oversight. The high recall (0.9806) confirms that

the model rarely misses morphemes, making it particu-

larly well-suited for handling complex or less frequent

morphological patterns. This balance between high pre-

cision and recall showcases the robustness of the CNN-

based architecture, which can effectively model both local

dependencies between segments and the global morpho-

logical structure of words
4

.

MorphemeBERT demonstrates a high level of preci-

sion, indicating that when it identifies a morpheme, it

is likely correct. However, its recall is noticeably lower

than that of Neural Morpheme Segmentation, which

suggests that while it makes fewer errors, it also fails to

detect a significant number of morphemes. This trade-off

between precision and recall points to a more conser-

vative approach in morpheme segmentation, where the

model prioritizes accuracy over coverage. The F1 score

of 0.9522, though still strong, highlights this imbalance

between precision and recall, meaning the model per-

forms well but lacks the comprehensive identification

that would elevate its overall performance. The accu-

racy of 0.9581 reflects that the model is quite reliable in

general, but its inability to capture as many correct mor-

phemes as Neural Morpheme Segmentation affects its

overall segmentation capability. This limitation might

be due to how MorphemeBERT integrates BERT embed-

dings, which are optimized for context-rich predictions

but may struggle with identifying morphemic boundaries

in less straightforward or ambiguous cases, leading to

more missed segments.

Morfessor FlatCat shows a considerably weaker

performance compared to the other two models. While

its precision score of 0.79744 is decent, meaning that the

morphemes it identifies are mostly accurate, its recall

is notably low. This indicates that the model misses a

substantial number of morphemes, failing to capture the

full complexity of word segmentation. The low recall

suggests that Morfessor FlatCat struggles to identify

many valid morphemic boundaries, which results in in-

complete or inaccurate segmentations. Consequently,

its F1 score (0.5033) and accuracy (0.7399) are signifi-

4
This model is available upon request. Please contact the author

directly to access to the model and relevant references.



cantly lower, suggesting that this system is less reliable

for applications requiring high fidelity in morpheme seg-

mentation.

4. Selection of Linguistic Features
Based on a thorough review of the literature on lexical

complexity prediction [9, 46], we selected several lin-

guistic features to analyze their impact on complexity.

In addition to common surface characteristics, such as

the number of letters, syllables, and vowels in words,

commonly used in complexity studies and readability cal-

culations, we identified other relevant parameters. One

key factor is the frequency of a word, as more frequent

words tend to be perceived as more familiar and thus less

complex. We calculated it using the ItWac corpus [47].

Another important parameter is the number of senses a

word has, measured using the lexical resources ItalWord-

net [48]. Lastly, the presence of stop words, calculated

with Spacy model, which are common words that often

carry little inherent meaning, can influence the perceived

complexity of a sentence or text. Given the focus of this

study on morphological features’ impact on lexical com-

plexity, we concentrated on several key aspects related

to the internal structure of words. These features could

show how morphological traits contribute to word intri-

cacy:

Number of morphemes: Morphemes are the small-

est units of meaning in words, including affixes (prefixes

and suffixes) and roots. The number of morphemes gives

an indication of the information load of a word. Lexical

items with more morphemes typically require more de-

coding effort from readers. We used our Convolutional

Neural Model for automatic morphological segmentation

and morpheme counting.

Morphological density: This quantitative metric is

defined as the ratio of the number of morphemes to word

length, offering a measure of how densely packed mean-

ingful units are within a word. Higher morphological

density can indicate more cognitive load, as each unit

contributes distinct information, potentially raising the

complexity of the word.

Frequency of the lexical morpheme: Lexical mor-

phemes carry the core meaning of the word. Employing

our morphological segmentator on the ItWac corpus [47],

enabled us to dissect the word into segments and ag-

gregate the frequencies of individual morphemes. This

frequency, transformed using a logarithmic scale, helps

predict complexity by leveraging the familiarity of fre-

quently occurring morphemes. The use of lexical mor-

pheme frequency as a complexity indicator is based on

the idea that even if a word is unfamiliar as a whole, its

component morphemes may be common in the language

and more recognizable [49].

By integrating these morphological features with other

linguistic traits typically considered influential in speak-

ers’ perception of complexity, we aim to assess their

impact on predicting linguistic complexity
5

.

5. Analysis and discussion
Through studying the correlations between these vari-

ables, we seek to determine whether morphological mea-

sures can be effectively used to develop systems capable

of automatically identifying word complexity. To achieve

this, we conducted a correlation and significance analysis

between the features discussed earlier and the perceived

complexity values for the 600 words included in MultiLs-

IT.

Feature Correlation p-value
Length 0.082 0.045*
Number of vowels 0.097 0.018*
Number of syllables 0.091 0.026*
Number of Morphemes 0.112 0.006*
Senses_ID -0.277 0.000*
Stopword -0.124 0.003*
Lemma Frequency -0.467 0.000*
Morphological Density 0.036 0.381
Lexical morpheme frequency -0.333 0.000*

Table 2
Spearman correlation coefficients and p-values for features
and complexity. Note: * indicates statistical significance.

Table 2 presents the Spearman correlation coefficients

and their statistical significance for the features calcu-

lated
6

. The correlation analysis reveals several important

insights.

Word length, number of vowels, and number of syl-

lables all have small but statistically significant positive

correlations with complexity. This suggests that, as ex-

pected, longer words with more vowels and syllables

tend to be perceived as more complex. These factors are

typical in readability studies, where more phonologically

complex words are generally harder to process.

The number of morphemes also shows a positive cor-

relation with complexity, reinforcing the idea that words

with more morphemes are perceived as more complex.

This feature is statistically significant as well.

Negative correlations for senses_ID, stopword pres-

ence, and lemma frequency suggest that words with more

senses, those that are stopwords, or those that are more

5
For a detailed analysis of how these parameters were processed,

refer to Occhipinti 2024.

6
Spearman’s rank correlation was chosen because it does not assume

a linear relationship between variables, making it more suitable for

our dataset, where the relationships between features like word

length, number of morphemes, and word complexity may not follow

a strictly linear pattern. Spearman’s correlation measures whether

an increase in one variable tends to be consistently associated with

an increase (or decrease) in another, which is more appropriate

given the nature of our linguistic features.



Figure 1: Correlation of complexity values.

frequently used are perceived as less complex. These

features are also statistically significant. It is notewor-

thy that the number of senses (senses_ID) is inversely

proportional to complexity. This could be attributed to

the incompleteness of ItalWordNet, potentially leading

to unreliable predicted values.

Morphological density, however, does not show a sta-

tistically significant correlation with complexity, suggest-

ing that the ratio of morphemes to word length may not

be a strong predictor of perceived complexity.

The lexical morpheme frequency shows a significant

negative correlation with complexity, indicating that

more frequently occurring morphemes contribute to

lower perceived complexity. This supports the notion

that familiar morphemes, even within otherwise complex

words, aid in comprehension.

These findings underscore the importance of consid-

ering a range of linguistic features, including morpho-

logical traits, when assessing lexical complexity. By in-

tegrating these features into computational models, we

can enhance their ability to accurately predict word com-

plexity and, subsequently, improve lexical simplification.

6. Conclusion
This study highlights the significance of integrating mor-

phological features into automatic models to enhance the

comprehension and prediction of lexical complexity. The

high performance of the Neural Morpheme Segmenta-

tion model demonstrates the efficacy of convolutional

neural networks in capturing the detailed patterns of

morphological segmentation in the Italian language.

The correlation analysis reveals that while traditional

metrics like word length and frequency are valuable pre-

dictors of complexity, incorporating morphological fea-

tures provides additional insights that enrich our un-

derstanding of lexical complexity. Notably, the positive

correlation between the number of morphemes and per-

ceived complexity suggests that words with more mor-

phemes are inherently more complex. Conversely, fre-

quent lexical morphemes tend to reduce perceived com-

plexity, highlighting the importance of familiarity in com-

plexity perception. Our study also emphasizes the need

for diverse linguistic features, including both surface

characteristics and morphological traits, to create more

robust and accurate models for predicting word complex-

ity. The statistically significant correlations for most fea-

tures validate their relevance in complexity prediction.

However, it is important to note that our findings are

based on a relatively small dataset of annotated complex-

ity perceptions. To obtain more robust and generalizable

results, it would be highly beneficial to have access to

a larger and more diverse dataset of complexity annota-

tions. Expanding the dataset to include a wider variety

of texts and contexts would enhance the reliability of

the correlations observed and improve the training and

evaluation of automatic complexity prediction models.

Future research should focus on gathering more exten-

sive annotated datasets and exploring additional linguis-

tic features that may influence complexity perception. By

doing so, we can further refine our models and develop

more effective tools for lexical simplification and other

applications aimed at improving text accessibility.
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