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Abstract
Emotions play a crucial role in literature and are studied by various disciplines, e.g. literary criticism, psychology, anthropology
and, more recently, also with computational methods in NLP. However, studies in the Italian context are still limited. This
work therefore aims to advance the state of the art in the field of emotion analysis applied to historical texts by proposing a
new dataset and describing the results of a set of emotion polarity detection experiments. The text analyzed is “I Promessi
Sposi” in its final edition (published in 1840), one of the most important novels in the Italian literary and linguistic canon.
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1. Introduction
Emotions play a key role in literature, representing a
bridge between the author’s purposes, the text, and the
reader’s personal background: literature collects experi-
ences and contains the emotions that accompany them,
in turn generating new experiences and new emotions.
Therefore, studying emotions in literary texts implies
the possibility of providing valuable insights into the
deeper meanings and intentions behind a work, the form
it may take, and the readers’ engagement with it. This
field of study has recently experienced a flourishing na-
tional and international development involving different
disciplines, from literary criticism to philosophy, from
anthropology to psychology. For example, in the Italian
context, Ginzburg et al. [1] analyzed how Matte Blanco’s
psychoanalytic theories on emotions are applied to lit-
erary criticism, taking into account authors like Tozzi,
Pirandello, and Svevo, while Guaragnella [2] explored
the complex interaction between humor and sadness in
20th-century Italian literature from a both philosophical
and literary point of view.

However, some literary works remained under-
explored. One such work is Alessandro Manzoni’s “I
Promessi Sposi”. Despite its emotional richness, the novel
has often been regarded as monolithic and static, both be-
cause of the narrated events, strongly influenced by the
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author’s religious spirit and social and political polemic,
and because it quickly became a model of the Italian
language, stably included in school curricula as manda-
tory study material. This has led to a certain degree of
reluctance and lack of enthusiasm among the readers.

As a consequence, a study of emotions in “I Promessi
Sposi” can be beneficial from both an academic and edu-
cational standpoint. Academically, it can provide new in-
sights into a classic text, encouraging new interpretations
and scholarly discussions. For didactic purposes, analyz-
ing the emotions in “I Promessi Sposi” can make the novel
more relatable and appealing for students, revealing the
depth and complexity of the characters’ experiences in
the context in which they live, and encouraging a closer
connection with them and with Manzoni’s social issues.

Given this context, computational methods, already
widely applied especially on user-generated contents
(such as reviews and social media posts), can be prof-
itably tested on the fictional text after developing specific
datasets for training and evaluating new models. The
present work takes as a basis a preliminary annotation
of the Manzoni’s novel, expanding the number of manu-
ally labeled sentences and proposing the development of
some models of varying complexity.

More specifically, two are the main contributions of
our work: i) we release1 a new dataset made of more
than 3.000 sentences taken from “I Promessi Sposi” man-
ually annotated with four emotion polarity classes (i.e.
POSITIVE, NEGATIVE, NEUTRAL, MIXED); ii) we test var-
ious approaches for emotion polarity detection using the
new dataset as-is but also augmenting it with other an-
notated Italian resources.

1https://github.com/RacheleSprugnoli/Emotion_Analysis_
Manzoni
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2. Related Work
Emotion analysis, that is the automatic recognition of
emotions conveyed in a text, is a Natural Language Pro-
cessing (NLP) task applied to various types of texts. In
fact, although most datasets and systems are developed
to process social media posts and reviews, there are also
applications on news [3], songs [4] and personal narra-
tives [5]. After the so-called affective-turn in literary
studies [6], the attention towards this task has signifi-
cantly increased also in the humanities with studies on
both historical and ancient languages and on various
textual genres.2 Among these we mention, as examples,
drama plays [9, 10], fairy tales [11], poems [12] and chil-
dren’s literature [13]. As for novels, Mohammad [14]
compared fairy tales and novels from the point of view of
emotions identified with the NRC Emotion Lexicon [15];
Zehe et al. [16] used emotion analysis for discriminating
between German novels with and without happy end-
ings; Stankovic et al. [17] presented various experiments
on Serbian novels; Kim [18] tested the dictionary-based
tool Syuzhet3 on a set of 19th-century British novels.
As regards the literary domain, however, the works on
Italian are few: for example, Rebora [19] analyzed the
annotation of a short story by Pirandello as performed by
a group of students; Pavan [20] applied a lexicon-based
software to 16 novels and poems written in the twenti-
eth century; and Zhang et al. [21] released a dataset of
opera verses with which they performed various emotion
recognition experiments.

The present work wants to advance the state of the
art in the field of emotion analysis applied to historical
novels; specifically, a previous preliminary annotation of
“I Promessi Sposi” is taken up [22], expanding the number
of manually labelled sentences (from 338 to 3,095) and
proposing new experiments for the automatic identifica-
tion of emotion polarity. Although the novel in question
is considered one of the most important in the history of
Italian literature and language, as far as we know, this
study is the first to address the topic of emotions in Man-
zoni’s work through computational methods, developing
specific resources and models.

3. Dataset Creation
The dataset is composed of 3,095 manually split4 sen-
tences from 12 chapters (about 30% of the total chapters

2For a complete overview of sentiment and emotion analysis in the
field of literary studies please refer to the survey papers by Kim
and Klinger [7] and Rebora [8].

3https://github.com/mjockers/syuzhet
4Sentence splitting was done manually because automatic segmen-
tation presented significant challenges for the models currently
available for Italian, largely due to the novel’s intricate punctuation.
Details are described in [23].

of the novel) chosen to cover various phases of the plot,
different characters and types of content. Specifically, we
used Chapter III, in which Renzo (one of the protagonists)
goes to the lawyer Azzeccagarbugli in an attempt to re-
solve the legal obstacle preventing him from marrying his
beloved Lucia. However, this results in a misunderstand-
ing and the ultimate failure of his endeavor. Chapters
IV and V describe the conversion of Fra Cristoforo, a
religious figure and friend of the betrothed couple, and
his heated discussion with Don Rodrigo, the lord who is
preventing Renzo and Lucia’s marriage, which also ends
in failure. Chapters IX and X introduce the ambivalent
story of the Nun of Monza, chosen as the protector of
Lucia who is fleeing from Don Rodrigo. Chapters XIV
and XV depict Renzo’s involvement in the bread riot in
Milan, after which he gets drunk at the Full Moon Tavern,
is arrested, and eventually manages to escape. Chapters
XX and XXI describe Lucia’s arrival at the house of the
Unnamed, the worst baron of that time, who, at Don
Rodrigo’s request, kidnaps her – only to later repent
in a tormenting process of conversion to the Christian
faith. Chapter XXVIII contain an historical digression
on Milan, devastated by famine, the invasion of the Lan-
squenets, and the threat of the plague. Chapter XXXIII
portrays Don Rodrigo on his deathbed, suffering from
the plague, and a flashback to Renzo, who, having re-
covered from the disease, sets out to find Lucia. Finally,
the last chapter, Chapter XXXVIII, depicts the conclu-
sion of the story, with the serene reunion of the couple,
now ready to embark on their married life. As can be
seen, our choice provided very lively parts, others more
introspective, and others that contain descriptions and
historical digressions.

The annotation was carried out by the two authors
of this paper independently, following the guidelines re-
ported below and using a spreadsheet having a sentence
per row. While annotating, the annotators did not have
access to each other annotator’s score. Each chapter con-
sists of between approximately 170 and 330 sentences
and the average annotation time per chapter was about
1.5 hours (18 hours in total). Subsequently, the results of
the independently conducted annotations were placed in
parallel columns to allow each annotator to revise any
obvious errors or oversights. This preliminary phase was
followed by a direct discussion between the two annota-
tors to address the most problematic cases and achieve
the gold annotation (see Sections 3.2 and 3.3).

3.1. Guidelines
The annotation was carried out at sentence level and was
based on both the lexicon used and the images evoked by
the author, for example through the use of rhetorical fig-
ures. The annotation followed the flow of the text, so the
annotator can take into account the previous sentences
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Figure 1: Bar charts displaying the distribution of the four classes in the twelve annotated chapters.

but not the following ones. The polarity to be annotated
was the one expressed by the author, either through the
narrator or through the characters who take part in the
events told, and not the one felt by the annotator while
reading the sentence. The polarity could also concern
emotions related to a different time from that of the main
story. To assign the correct label, the annotator had to
answer the question how are the emotions evoked by the
author in the sentence being analyzed? with one of the
following options:

• predominantly or solely positive (label
POSITIVE), such as caring, joy, relief, amuse-
ment;

• predominantly or solely negative (label
NEGATIVE), such as confusion, nervousness,
annoyance, resignation, disapproval, fear,
disappointment, embarrassment, sadness, pain,
anger and remorse;

• of the opposite type, thus it is not possible to find
a clearly prevalent emotion (label MIXED);

• absent (label NEUTRAL).

This distinction was inspired by previous annotation ef-
forts, such as the one underlying the SENTIPOLC shared
task in which the four labels were applied to tweets
[24, 25]. The guidelines have been revised and enriched
after the analysis of the disagreements, as will be de-
scribed in the next subsection.

3.2. Agreement
The Cohen’s kappa calculated for each chapter recorded
a minimum value of 0.51 (on Chapter III) and a maxi-
mum value of 0.71 (on Chapter XXIII). On average, there-
fore, a moderate agreement of 0.62 was obtained. Specifi-
cally, the most difficult class to annotate was MIXED (k =
0.50), while for the other labels the differences were less

marked: 0.63 for NEUTRAL, 0.65 for POSITIVE and 0.70
for NEGATIVE.

From the analysis of the disagreements, it emerged
that some uncertainties were related to the presence of
irony. It was therefore decided to annotate these cases
as MIXED, since in such sentences two polarities coexist,
i.e. the one expressed by the literal meaning and the one
due to the presence of irony. It is important to note that,
in our annotation, irony was considered as a sentiment
shifter that changes the polarity of the literal meaning
of a sentence. This interpretation of irony is much more
narrowed compared to that of Manzoni’s literary criti-
cism. In fact, in “I Promessi Sposi” irony is a complex
rhetorical device that can subtly influence the reader’s
perception and understanding on multiple levels of the
novel [26]. Consequently, the term irony refers not only
to irony in its strict sense but also to humor, sarcasm,
innuendo, and other related concepts, which the author
uses to suggest more in-depth information into charac-
ters, situations, linguistic uses, and social problems [27].
However, for our purposes, it was not practical to apply
this broader concept of irony because it often requires a
deep understanding of the author’s intentions that goes
far beyond the sequential interpretation of individual sen-
tences. Another aspect revised and better detailed in the
guidelines was the annotation of approval expressions
(such as “Sì, signore.”, EN: Yes, sir), that it was decided
to annotate as NEUTRAL and not as POSITIVE, unless
they were accompanied by other elements expressing
positive emotions. Descriptive sentences also had to be
annotated as NEUTRAL if they did not contain words that
evoked specific emotions. For example, “Era un guazz-
abuglio di steli, che facevano a soverchiarsi l’uno con
l’altro nell’aria” (EN: It was a jumble of stems, which tried
to overwhelm each other in the air.) should have been
annotated as NEGATIVE for the presence of words that
evoke confusion and oppression; on the contrary, “Per un



buon pezzo, la costa sale con un pendìo lento e continuo”
(EN: For a good while, the coast rises with a slow and con-
tinuous slope) should have been annotated as NEUTRAL.
Lastly, courtesy titles (such as “reverendissimo”, EN: most
reverend) also had to be assigned the NEUTRAL label be-
cause they represent a formal requirement and not a true
positive emotional involvement. Annotating dialogue
turns proved to be particularly difficult, especially when
dealing with very short sentences, composed of 1 to 3
words. In these cases, the preceding context but also the
presence of punctuation and interjections were essential
for assigning the polarity label.

3.3. Final Dataset
The dataset resulting from the consolidation of dis-
agreements is made up of 1,413 sentences annotated as
NEGATIVE (corresponding to 46% of the total sentences),
692 NEUTRAL sentences (22%), 598 POSITIVE sentences
(19%) and 392 MIXED ones (13%). The distribution of the
four classes in the various chapters is shown by the bar
graphs in Figure 1. The fact that most of the sentences
have a negative polarity is in line with the topics covered
in the novel: kidnappings, misunderstandings, plague.
The only chapter in which the POSITIVE label prevails
is the last one (XXXVIII) which tells the happy ending
of the novel, that is, the marriage and the new happy
life of the two protagonists. It is interesting to note that
compared to the first tests of annotating emotion polarity
[22], the NEUTRAL class is no longer the most frequent
in the data. Since then, the guidelines had been enriched
with details regarding the specific emotions to be consid-
ered as positive and negative: this allowed the annotators
to be more precise in identifying the prevalent type of
emotion even in the case of minimal nuances.

4. Experiments
The annotated dataset described in the previous Section
was used to train and evaluate various approaches of
different complexity, namely:

• a Linear Support Vector classifier (SVC) devel-
oped using the scikit-learn library with de-
fault parameters and to be considered as a base-
line;

• a fine-tuned model of
bert-base-italian-xxl-cased5 using

5Provided by the MDZ Digital Library team of the Bavarian State
Library through the Hugging Face framework: https://huggingface.
co/dbmdz/bert-base-italian-xxl-cased. We tested all the BERT
models available in the MDZ Digital Library repository, that is
bert-base-italian-cased, bert-base-italian-uncased,
bert-base-italian-xxl-cased and
bert-base-italian-xxl-cased; the latter performed

the AdamW optimizer (learning rate: 2e-5,
epsilon: 1e-8) and 2 epochs6;

• a fine-tuned model of multilingual XLM-RoBERTa
[28] using an Hugging Face PyTorch implemen-
tation7 and the following hyperparameters: 32
for batch size, 2e-5 for learning rate, 6 epochs,
AdamW optimizer;

• a lexicon-based script employing both a polar-
ity lexicon created for contemporary Italian (i.e.,
W-MAL, Weighted-Morphologically-inflected Af-
fective Lexicon) [29] and one derived from 19th-
century Italian narrative texts8. A score is com-
puted for each sentence by summing the polarity
values of the tokens. If the score is greater than
0, the label is POSITIVE; if it is less than 0, the
label is NEGATIVE; if it is equal to 0 because all
tokens have this value or are not present in the
lexicon, the label is NEUTRAL; if it is equal to 0
because the sum of tokens with positive and neg-
ative polarities is balanced, the label is MIXED.

The experiments were performed using the dataset con-
sisting only of the novel’s chapters (divided into training,
development and test sets according to the proportions
80/10/10) but also adding data from other Italian linguis-
tic resources annotated with emotions in order to have
more training examples. In particular, the resources used
to augment the original dataset are the following:

• MultiEmotions-it: a multi-labelled emotion
dataset made of comments posted on Facebook
and YouTube annotated following Plutchik’s
basic emotions (anger, disgust, fear,
joy, sadness, surprise, trust,
anticipation) and dyads (such as love and
disappointment) [30];

• FEEL-IT: a benchmark corpus of tweets anno-
tated with four emotions, that is fear, joy,
sadness, anger [31];

• EMit: a dataset of multi-labelled tweets annotated
with Plutchik’s basic emotions plus love and
neutral [32];

• XED: a multilingual emotion dataset in which the
annotation performed on Finnish and English sen-
tences are projected on the corresponding items
in 30 languages, including Italian, using parallel
corpora [33]. The eight Plutchik’s basic emotions
are adopted for the annotation;

better than the others, so we will focus on it in the remainder of
the paper.

6We adapted the notebook https://www.kaggle.com/code/
neerajmohan/fine-tuning-bert-for-text-classification.

7We adapted the following implementation: https://gist.github.com/
sayakmisra/b0cd67f406b4e4d5972f339eb20e64a5.

8https://github.com/RacheleSprugnoli/Emotion_Analysis_
Manzoni
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Table 1
Results in terms of F1 for the tested supervised approaches. In bold the best F1 achieved for each class and the best macro
average score. The last column displays how many instances are in each class in the test set.

SVC Fine-tuned BERT Fine-tuned XLM-RoBERTA Support
Manzoni M-M-E All Manzoni M-M-E All Manzoni M-M-E All

POSITIVE 0.29 0.30 0.09 0.53 0.49 0.50 0.60 0.55 0.59 105
NEGATIVE 0.49 0.47 0.46 0.58 0.58 0.54 0.59 0.59 0.55 102
NEUTRAL 0.32 0.28 0.22 0.52 0.57 0.46 0.56 0.65 0.55 78
MIXED 0.08 0.04 0.09 0.13 0.23 0.18 0.09 0.27 0.32 39
Macro Avg. 0.29 0.27 0.28 0.44 0.47 0.42 0.46 0.53 0.50

Table 2
F1 score obtained with the lexicon-based approach.

F1 Lexicon-Based Approach
W-MAL XIX cent.

POSITIVE 0.45 0.44
NEGATIVE 0.35 0.31
NEUTRAL 0.15 0.48
MIXED 0.00 0.19
Macro Avg. 0.24 0.35

• TwIT: a corpus of tweets annotated with six differ-
ent emotions (i.e., happiness, trust, sadness,
anger, fear and disgust) [34];

• AriEmozione 2: a dataset of verses of opera
arias written in 18th-century Italian annotated
with one out of six emotions (i.e., love, joy,
admiration, anger, sadness, fear) [21].

The original emotion labels of the aforementioned re-
sources were mapped onto our four classes on the basis
of their polarity. Data labelled with ambiguous emotions
(such as surprise and anticipation) were left out.
Please note that only MultiEmotions-it and EMit contain
the class NEUTRAL and that their multi-label structure al-
lowed us to convert the original annotation to the MIXED
class when the emotions assigned to the same sentence
were of opposite polarity.

Based on the characteristics of the aforementioned
datasets, three training sets were prepared: one with
only sentences taken from “I Promessi Sposi” (Manzoni,
2,771 instances), one adding MultiEmotions-it and
EMit to the sentences taken from Manzoni’s novel
(Manz-Multi-EMit, 10,755 instances), and one joining
all the available datasets (All, 21,923 instances).

4.1. Results
Tables 1 and 2 show the results of the experiments car-
ried out reporting the F1 score for each class and the
macro average. As for the supervised approaches (Table
1) scores are given considering each one of the set used
for training or fine-tuning the models.

The lexicon-based approach outperforms the baseline
(i.e., the Support Vector Classifier); the latter does not
benefit from increasing the size of the training set and
performs very poorly in recognizing sentences annotated
as MIXED (F1 < 0.1). Using an in-domain lexicon specially
created starting from nineteenth-century texts yields bet-
ter results with respect to using the W-MAL lexicon. This
improvement is noted both in terms of macro average F1
(+ 0.11) and in the recognition of NEUTRAL and MIXED
instances, +0.33 and +0.19 respectively. The fine-tuned
XLM-RoBERTa model achieves the best F1 both overall
(0.53) and for all classes even if using different training
sets. Interestingly, in the case of fine-tuned models (both
using BERT and XLM-RoBERTa) the All training set,
although significantly larger than the others, does not
provide the greatest benefits. Indeed, the most beneficial
training set is Manz-Multi-EMit which combines the
most similar datasets from the annotation point of view,
as both MultiEmotions-it and EMit contain NEUTRAL and
MIXED sentences.

Figure 2 shows the confusion matrix for the best model.
We can notice an over-prediction of the NEGATIVE label
even if this is not the most frequent class of the dataset,
covering 35.8% of the total (while the POSITIVE class
represents 38.1% of the total). Examples of sentences
incorrectly classified as NEGATIVE are:

• "Per i nostri fu una nuova cuccagna." EN: For
our people it was a new bonanza. Gold label =
POSITIVE

• “Già principiava a farsi buio.” EN: It was already
starting to get dark. Gold label = NEUTRAL

• “Io ho perdonato tutto: non ne parliam più: ma me
n’avete fatti dei tiri.” EN: I’ve forgiven everything:
we don’t talk about it anymore: but you played
tricks on me. Gold label = MIXED

5. Conclusions
This paper presents a new manually annotated dataset
and a set of experiments for the automatic detection of
emotion polarity. More specifically, the dataset contains



Figure 2: Confusion matrix for the XLM-RoBERTA model
fine-tuned with the Manz-Multi-EMit training set.

3,095 sentences taken from “I Promessi Sposi” and the
experiments cover different approaches, namely lexicon-
based, SVC and the fine-tuning of an Italian BERT model
and of the multilingual XLM-RoBERTa model. The im-
pact of the training set size is also evaluated by increasing
the in-domain dataset by combining other annotated Ital-
ian resources.

We are aware that for the emotion analysis task, as for
all NLP tasks, Large Language Models are now widely
used [35] but these require computational powers cur-
rently not available to the authors of the paper. In the
future, our work will focus on this aspect in order to
be in line with the current state of the art. Another
future work will concern the annotation of emotions
with more granular labels, extending an activity already
started on Chapter VIII only, on which the label scheme
proposed for the GoEmotions dataset [36] was applied
[22]. Additionally, we plan to pay greater attention to the
annotation of irony, a crucial aspect of the novel. This
could be incorporated into the dataset using a binary
0/1 value to indicate its presence or absence, as we have
already begun to implement 9. Finally, we would like
to explore the applications of our work in the school
context. Concerning the study of emotions in Manzoni’s
novel, computational methods and tools could provide
inputs and data useful for didactic practical activities,
such as visual representations of affective scenes, role-
playing exercises, or even crowd-sourced annotation that
allows students to express their personal interpretations
of the characters’ emotions in different chapters and situ-
ations. Activities like these can make the whole learning
experience more dynamic and captivating, promoting a
deeper connection between the students and the novel
and, meanwhile, improving their critical thinking and
empathy.

9https://github.com/RacheleSprugnoli/Emotion_Analysis_
Manzoni
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