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T RGBT BB E S 2 UM E A RUES LBUS T BERMERRTT. NWRRES
BER T BE SRR AR L TR R T 5 -

R ZOOMEE  BIESWE, KESRA B

Cross-lingual Multi-document Summarization Based on
Chain-of-Thought
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Abstract

With the accelerating development of globalization, efficient transmission and under-
standing of cross-lingual information have become particularly important. Traditional
multi-document summarization techniques can improve information retrieval efficiency
but often overlook the challenges posed by cross-lingual scenarios. To address this issue,
this paper proposes a task for cross-lingual multi-document summarization generation.
We first construct a comprehensive cross-lingual multi-document summarization test
set as an evaluation benchmark. Secondly, we propose a cross-lingual multi-document
summarization generation method based on Chain-of-Thought technology and validate
it through experiments. In the experiments, we use several typical large language mod-
els and verify our method through manual and automatic evaluation. The results show
that our proposed method based on Chain-of-Thought significantly improves perfor-
mance in cross-lingual multi-document summarization generation tasks, providing an
effective solution for information retrieval issues under language barriers.

Keywords: Multi-Document Summarization , Cross-Lingual Summarization ,
Large Language Model , Chain-of-Thought
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1 58

& B FIIEA G BRI AR, AMIEINER BT EME . EXTMERT,
Z O EROR BN T R E B R p o TR — 230 E B7E N —A MR T+
RECFNEE A RBER, EREE - EHME, #5H RsE fEAR BUK & SOR BRI RS
BE . PEE ODEAM EZ2ES NARARE K, BiEE 20 E  (Cross-Lingual Multi-Document
Summarization, CLMDS) FIFEKH #3500, TN ERETGER B L TE R, 2 KEE
B OB S IR, MBS SRR AR, .

RO Z M E T ELE R BT OEE AN CRG— it E, BEBIESIR
T, EATHIREF I . ANRIES Z A PRGN  WILRE N E REFFEEIESE
BRI SBEEMES . i, ARESZEPEESMAY, RESTEEENES
gg@ik%ﬁﬁw[%ﬁﬁ’ THAE S AT RESh = & 05 FIEOR SR, XE—S el T BES 2 30

AIMESS -

TR, RMEESHEA! (Large language models, LLMs) @IGPT-3- LlamaZ$ 7t H /R &
FA0HE (NLP) SUSEUE T EEMASE, BIER OEHEESTRIIHE, ERHEREE
SHBAERAES - R, ANHATEZIOEHE, TEEBIBESY RN, XEEATREIRE
A E KR - ERE T EREPE - N 7 ek Sk, ARSCRE T E T R YR

(Chain-of-Thought, CoT) HIETE T £ UM EARKITIE, %7 B R AR ] Y
BHEMEERE, SRR PERRE, NmiEs T OEEMESNEET) - ARGET A T
BIREST TZ T IEERE L R R - RmFERE T | RE Pk, FHET R
Jila e ARLFEZHLLT =Tk

o R TEIES S OMMEES . P T XES I L, R SR 6 E BT
ST HHOBFII I -

o M T EES Z UMM ENHE - BADEL AL, WET — P 2mNEES 2 30
EMRE, IR REZES LR T — D SRR

o R T ETEYERERISTE S Z UM EANIT L, B KERIE T I EEBES £ X
T A A AR RE LSS -

2 MXRIE

2.1 HIHEHE

Z R E (Multi-Document Summarization, MDS) &8 M [F]—F /A% ks SCRS H 1
B — 1y BEAS 0K X L UM% O N A 43 & M 22 (B S0Wand (/D R, 2017) » 5 B U 22
(Single Document Summarization, SDS) HHH., £ CRYRHERM T 2T A FHA SR ER
HENSMA, ZETHRENCENFEERE M EZARNITRER, MRS T FEHEM
M2 SO BRRCE - Ik, 2 OIS RCH B 8 ORI — 1 FAU5 - Wang et al
(2020)F& H T g B2 M 2E, RITTH TR E OB E - MR EaFHRAREE . 4+
DR =L RN s R B N VAT e s 1 = REl i =P S S SO E ' =P
8] X RAVE LM FE /R - Liu et al. (2018)F| F Transformeri# 7% RS ELSS, N— RIS
FECEA T A AR SR B RCE - R TAEREM B, Liu and Lapata (2019)3gH T — &
T Transformer%G 14 LLZ K 7 SIS SR AIERL, B ER DGR RE R Z BRIR R,
2 OSBRI = m AR B B ORI — 1 PATRIKFS - Li et al. (2020)%& H—"H FHE
LEM 2S5 U R R B B AR S5, 1T G AT LA ST R RO AR AT DL ST B )
WA o 8 T WASFEPRLEZ R AR 5 18 XEER, Jin et al. (2020) BRI A Al
Z U BN H— D 2R B WAL, IR AR R & 2 SR ) LRI AN SRS A
=MRERIFRR - R HBZ CERMENHRETTHRES £, IMASEES S5 HHEE
Fl—MiES, fEBIES LROBIRELD (Pontes et al., 2020) -
EEUH: ERBARREESTE SRS HISUARE KR 577 (62376075)

©2024 PEVEEZT¥ RS
R#E (Creative Commons Attribution 4.0 International License) 1FA] HkR

PP E SO E AR, B1I00- 1330, KR, R, 20244725 H 228 H

: ERW
(¢) 2024 HEPFEHRHHET P EWVERS 111



HEESY

2.2 BIESHE

BIEEME (Cross-lingual summarization, CLS) & —WUN G 5 X OME BT A&
39, LEPRE S A A M E RS - R TAEEE B ERKE 7% L (Leuski et
al., 2003; Orasan and Chiorean, 2008; Wan et al., 2010; Wan, 2011; Yao et al., 2015), E[I45E#}
AR ESTME AR . BEREY I RAE BRMES B ESTRAMNE, FEIRE
Hif R E A EBE T mE B IE S WA L . Zhu et al. (2019)1# Around-tripHH 5 50 ,
M T KA BEIE S WETATIERE, JFERIIG T ETHEMEEIES MERT . Zhu
et al. (2020)#& ! T K Transformerf& ! 5 SN AR NE 17 #8255 BOml & B0, RS TR
X TN AR I 3 KH - Cao et al. (2020)fFFH— 1 ZAESSESIMEZE, H[FI2ESTHEAN £ T3
TAHIRFFRR « Xu et al. (2020)KFHEZIE S NG T IEHEITEIESWMELS, ZTENAH
KA TIN R E m B B S M EN L& - S KB FAIEE, Wang et al. (2023b)ERER
THARER S| SAERBESHE, W ARG S REE T 5 25 A K A [ 3
2 EHATzero-shot E BB S ME - N, BATEESHEMNARET TR, HXE230E
MBS TE 5 ME I IE RS -
2.3 JA4EEE

JB4EBE (Chain-of-Thought, CoT) & ¥ [n] &4 fif h — ZR 5 Ff (8] 4 38 25 BR ) 57 B2 8 2%
18, B AR A - EEEE 5 B (Zhang et al., 2023) o X7 F ARG
BHEHEEFE AN - 2N O TR Z AU T a0, BFEE AR
WIREERFF SR (Wei et al., 2022; Kojima et al., 2022; Wang et al., 2022) - Wang et al.
(2023¢) 45 EHEBES | N BB, R T SumCoT, B7E5| S RIEA LIE D A7 =0 AR -
B SeTE S R T shis it B R R s NI SO PR B DT B 2 E - e R R ZER L
JRISCE R PRSP TR AR, DU A e BE R FEE R ERE .
3 ik
3.1 [A]FHHAR

BEE 2 OEME, BN —HEFINEZRIFES 0T, £l ERESE#RE
1)~ BEMBLE A HUEFE X LSOO O N A TR 2 - BB B 2 U n] LUB LR J: A8 —
/l\zjzjtéi%é\l)src = {dsrc,ladsrc,2> madsrc,N}: :/H\:EF(N%IF:?@%: dsrc,i = {Si,j‘j € [17Md1]} 7*%
RIFEEWME NS M, M) FRE, BMREEGTHCETRAE S AFRBEN G - £S5
HVRRAERM— 1R T HVRES HIE SRR Sy, R %M Z T IR R RN R 5 O %
EHINE -
3.2 EE{RZEM

B URoR TSGR R T AR RE O B5 15 = £ SO 2L A BRI ZRA « RS =1
FEME . B, FHANMERAER (Chainl) IS A F G R CERIHE; R
JG, B Z O E YRR (Chain2) SRARS N ICHZ BAIELR, AR TIRIE S 30
MWE; &5, WEEEIES YR (Chain3) MM LAEEERKT BIRES HEES 2 30HH
B i oy FER AR, ERESEEE LA

CLM DS = Chain3(Chain2(Chainl(D; Q; A; Py), P»); L; Ps)

¢ g . &

CESTER S R R EE PN BiEE 5 LAHE BiEE S LML
Bl 1. EET R B TE S & U B A R (AR

m, ()
m,) ()
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3.2.1 F—ME: BIXEWREEM
T BYEREAE BRSO RN 2F7R, R EAES TR n LUR P 2P IR
BB RERBE BRI - XA GIER R, BAIGET —RI5 FERBQ =
[q1, 42, g3, qu], DA S RIEBLSERGE AR RO NE, TRERAT G - (5 T1E - ISR - (]
BFSEND;, it FRBGE RN A, MZP BT L
Aj=LLM(D;;Q)

FoSRZERBEEMWE . 2P HA TR R N2 5 RSO A (5 BT
&, BWmE, RS . IRECERMEE S & SRR POEEGER, LI5S RRR A ROL
NRHES DS, MEZ AR N -

LLM LLM
R AL HRKBIGEE KL 4+ A ABE &
12794 1% 194
(Y, Z

P 2. BAOURAM B A R ERE

3.2.2 BIME: ZIURHEER

TR B, FATTA AR 58 — B Bt 3 0 SORS S0 AR BOAR R 22, ol ok L 4 B R 0 L 4 B
BB — DR Z O - &R LR AR A SEES, Fn s B B EE SR
SO R N R, B3 E i 43 )2 & I (Hierarchical merging)F134 & 5 37 (Incremental
updating) %) S AE BE SRBE AT AR A o X PR FPSR G O 7F TSR ZLATEH 1T T 995 (Wu et al., 2021;
Chang et al., 2023), 1B HHiHARLEZ SO EABOH T IRALDT -

TER IR E R SO ERS, AT E LG HFHAMEIRME, REZEHEHH
B2, BIART —MWHE (B UEESME) | Wi 3FR . XFTERLT —MuE)d
gk, B—PHESHR—EREUBEEELZER - BIRIWERE O HEREN 112
AAGI S RKERAER, —PMHREHBERIENME, A—THREHIITIZIHEST
B E o XMITER TR — MR BMES 2 RN, R E B G H X EHR 5ok
MR LGE R - XMRIS R A A TR TR E e, 5 EREMTIEMEEL, X
TEFEAS T 8 AR BT OCKE - FAPRER SO ZAE R 735 5, MG r w27 S s
AL = {SDS,,5DSs,...,SDS,}, P B, % BuildTreese — M@ A K%L, HTH
X, MR IR R SO E TR AL A 20T AR R

MDS = BuildTree(L, P,)

FERENE RS SOEFHER, BATERER—N2RME, REZPRHEDBECERRE
BRI ER/WES, WE PR IMOTERUT -MRARTE, -2 EREN
TEER LT, DUERGHTAE R - R AEME UM EREN MR 5 S A A
A, — DRSPS E R — D 2R E, A AR AR R E S H B &
i E R % o XSRS B R AR TR DUSE A M A PSR B 2 R KIS R &R, SR T — IR TR AL
BRSSO AT RES I ABIASE T EMER - BOXE OB S HE Sk, HA iR U
HSDS;, Py)uiZBBAR A, UG & b A AR AT A

MDSy =0,V € {1,...,n}, MDS; = LLM(MDS;_y, SDS;, P,)
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IR

N S1234 ,
/VI o Iv\ 812 S123  S1234
E] Si2 = S34 / T T T

r??w A7
= |I= [%] = s, s, s, s,
S, S, S5

Sy

| [ [ [
D, D, D, D,

I I I |
D, D, D D,

H 3. R R B A 4. WENENE R ERE A

3.2.3 F=KE: BiEEZ UHHEER
FEX— B, BATFIASE B AEMP R TRES S OMHEE, EdBES 20N
FEBEREERXT HRES NEIES 2 OMME . B4k, ATEIRES HZ 0™ H
BEMDS - XHEAT BB UENTRHESDS, S B1E S MEA KRR PaE sk, LI5S
R A RSO S HIBTE S ECLM DS, Al
CLMDS = LLM(MDS; L; Ps)

HAFL ={SDS,,SDS,,...,5DS,}, n N EEKE.

4 K
4.1 BUES

BRI ARSI M BE S 2 O EAESS BRI IE LA S ER SE nT (A - (it
ARG O T — A&, BRI R BT B — 55 LRI . A ks T
BE R0 TRV RE PN 5 8 AU A AR SUVE N SO RTE - F T ARIEEHR BRI BB FA R,
138 S B Al 0 a2t I [B] 71 Bl PR K8 A1 2 7 Al A Pubmed B8 2210 SCETRE FE T AIAAAT AN TR GE1e
R R T — S HEME AT TEREMARIL - RN, 7E01E L ORI ENR RN
FATE T A Tk r )7 SR ORFE N R E R FF—E - B RPN A LN R ERRS, T
TREREEARLICABECT 555 REAEERFE R - BATRICEIE S A FF 2 githubfiAH 5%
B E R -

T EAIMNAE R B AL R - BIBEMEIE S IR ELS - EWESEFR, &
18 T =AU T KRB E B EED RS TR R IHE - RETHER, FlRiE
THEM2EE - MRS —EE, DR EREM T ENE . WL 0HE XS R
W3 1778, #Sentence ~ #Words ~ #Tokens7 B R /R A]F ~ HiA /H CFEFF Fltokens AT
%, DOCERIFE Y IETES, Sum-enBR B LS HERHE, Sum-zhFRF LS HHHE -

4.2 FERWE
0T ISUEASCR AR RS R S £ USRI EAL S LRARUE, BT T ILEENE
PERRIE ST AT 5058
e ChatGLM (Du et al., 2022)7& B AR & B — DIFIREY - 335 A X008 AN 7 15 5 1R
B, H T General Language Model (GLM) 284, EH6.2BZ% . fEAHHATEH K
& chatglm3-6b-32k 7 2.

“Thttps://pubmed.ncbi.nlm.nih.gov/
Yhttps://ojs.aaai.org/index.php/AA Al /issue/archive
"https://github.com/yja2576 /CLMDS-Dataset
https://huggingface.co/THUDM /chatglm3-6b-32k
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Task Domain #Docs #Cluster #Sentences #Words #Tokens
Doc  Sum-en Sum-zh Doc Sum-en  Sum-zh Doc Sum-en  Sum-zh
Al 1.00 60 51.23 7.48 4.90 1,103.93 196.83  246.28 1,335.82 223.05  253.77
SDS  Medical  1.00 61 18.33 4.15 4.23 474.69 161.29  320.57  630.52 197.39  375.31
Overall 1.00 121 34.64 5.80 4.56 786.71 178.91 283.27 980.26 210.11 315.04
Al 2.52 50 125.36 7.34 7.34 2,712.72  261.96 496.78  3,274.94  296.22 514.42
MDS Medical 2.72 50 49.48 6.82 6.74 1,302.00 273.28 514.16  1,749.58  328.82 628.28
Overall 2.62 100 87.42 7.08 7.04 2,007.36  257.62  505.47 2,512.26 312.52  584.80

Table 1: AT R ESE S 2 SO EAE SN B EEESOT R

e Qwen GBS TIA]) (Baiet al., 2023)2&F B =AM KESHEE, SHHEMN1.8BE72B,
FEAR A A ME H A2 Qwenl.5-7B-Chat 314 .

e Llama-2 (Touvron et al., 2023):&Metaff tH i) —FDecoder-OnlyZ&#4) B AR BT 24
TEEINTBEI70B « EASCH A FHLlama- 20 7TBIRAL 4, 230 RESTEFESH, HAEH
T T Llama-2 85 U 5.

e GPT-3.5-turbosOpen ALX i FIGPT-3.5 2 FHEA (Ouyang et al., 2022)Z— - %A A L
B AR BRE T SRR, LS ER RS EA, EdEATIEMRES - A3
{8 BIRRUAS 2 gpt-3. 5-turbo-0125

NT EEFEERE R, BAITEFRT 2N 558, BINBRETETSERHEDN
fEbr . EA, ROUGE (Lin, 2000 H THE4AKMES S EWMEZ RN ESEE, RITEE
FKEFEROUGE-1~ ROUGE-2fTIROUGE-LIE#5 - 74, FA1iEK A T BERTScore (Zhang et al.,
2019)) , EFABERT (Devlin et al., 2018) ik AR & 15 SUARMIE - 1AL, ELSHHERH
BN, FATFIHGPT-3.5 (gpt-3.5-turbo-0125) 1E N ZE T3S - GPT-3. 58 IERHE — 1~ 58 K
B EHRE T ERIEEES (Jain et al., 2023; Wang et al., 2023a; Shen et al., 2023), Ff 1A KA
BAE AR E EHTGPT-3.5016k E FXE D) |, HEREH—DA1F10895
B, SRIEFRLIOGE| A4 - SEEE IR LB R A -

IR, ARSGHET T AT, GRAHBELIER TAEF M AR, BT AR PO A4 2 X
A R AR ST T A

L ftt (Fluency) : WASTRER) BORERIFTEENE - — NAMG A 2 00% B IERRR A 745
i TEIRER - RG2S, IREREN .

2. B (Coherence) : TFAETHENEEMEBINTF . — MEH AHMENZE GBS
, AT ZEEEEEEE, e 2 LA BEREGRAL -

3. —E (Consistency) : WHEHEAMESL . WAFAEEEETSEL—8 - WHELILER
HRBUFESCRINE, MEEFESCPREEFER, UAESHERNER -

4. RN (Relevance) : PWASHERGREFUREZNGEE, AP REIRE R -

4.3 SEREERESHT
4.3.1 F—WE: BICEHEEN

FA T 1 Zero-shot F1Chain-of-Thought B FAE Bl 77 20 A2 AR SORY 22, SEAS 45 SR Nk 2T
Ne TEREF, WEKEERIEYE £ IR Zero-shot FlChain-of-Thought B #AE Al 7 20 H 154038
E— R MIERSLAG SR A, R YRS, WMERERES THERERA . EEANLE
B, GPT-3.5BMAEZ AU AITE PR MR 5, XA REVAR T HAE BIRE S A A AT 5
KVERE -

3https://huggingface.co/Qwen/Qwen1.5-7TB-Chat

*https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
®https://huggingface.co/FlagAlpha/Llama2-Chinese-7b-Chat
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BAAME, XT?E% TR, PRI (6 R R A A, A TR PRI Zero-shot J7 U
FTfe st o iXRB, FRAERETE BE 27 S Y B ORI B2 AR AP R A RN - F T AT R, RE
E—EIER B (40Qwen ~ LlamafIGPT-3.5 L IROUGE-1/2/L) , {#F B 4EHE 4 5l 7 = R
TWORIGRTE - SR, HRIE Goyal et al. (2022)IBFF LI, HIEMLEERS AR R H A —
o Ehr b, REGPT-3.5FMMITHELE B Ehiets LRIAE, BHEZAREEZ -

\ Zero-shot \ Chain-of-Thought
| R-1 R2 RL BS GPT-35| R1 R2 RL BS GPT-35

ChatGLM3-6b | 40.54 18.65 25.68 88.60 80.49 46.86 23.18 32.78  90.62 85.08
QWenl.5-7b 46.70  22.19 32.64 91.00 85.57 4740  23.13 3492 91.42 87.21
Llama2-7b 47.06  23.70 33.00 90.84 86.39 4753 24.18 33.09 90.93 86.72
GPT-3.5-turbo | 52.39 28.10 37.92 92.21 87.38 | 53.21 29.70 40.06 92.31 88.20

ChatGLM3-6b | 31.55 1212 18.84 86.22 83.00 36.89 14.32 21.71 87.74 88.00
QWenl.5-7b 3230  8.81 18.02 87.52 88.50 3029 7.82  16.69 87.47 89.33
Llama2-7b 35.97 13.53 21.71 87.58 87.83 35.58 1345 2097 87.78 88.17
GPT-3.5-turbo | 33.84 10.58 19.50 87.91  89.17 33.62 1145 19.58 87.79  89.67

Table 2: AN[F]J7 VAL SO E A b p)SEgn st

BRI, AIGUEAERIR R E, 13T 7 AT -« FATA G - ~ —EER
FRMEDAYEE (BAARRES IS 4.277) SHHZEHT AN T4, ﬁ-ﬁj\*%ml 5@@6 pUES
BIRAER, MR MARKERAEGH T RS, RN EELNA4EE FEEARRE
RS ESET - Hf, Wt —S8E e A8, mER ERERERRA BN EE - XE
FZERFET AT T —MF P51 T RIS AFE R (Prompt),  HHEE A K4 AR Z 12 R
MEME, JHEnERR %T%“D@KEBE%:W%? (i, BFCRINS . B ik GRS - X
—WUEE— B E _Lireh T KRR Z AL N A BEEE ARG LA R - A TiEEHIR
UERR T B4ESE R (Chain-of-Thought) FJEZRM: -

Dataset Model

Medical

Al

Human Evaluation on Medical_SDS
10.0
ChatGLM3-6b
= ChatGLM3-6b-COT
GPT3.5-turbo
. GPT3.5-turbo-COT
Lama2-7b
B llama2-7b-COT
QWenl.5-7b
B QWenl.5-7b-COT

9.5 1

9.0 q

8.5 +

8.0

Scores

7.5+

7.0 1

6.5

6.0 -

Fluency Coherence Consistency Relevance

Ignore 1-5

P 5. B A U A SO B A A A SR A P93

Human Evaluation on Al_SDS
10.0 4
ChatGLM3-6b

9.5 1 B ChatGLM3-6b-COT
004 GPT3.5-turbo
mmm GPT3.5-turbo-COT
8.5 4 Llama2-7b
0 mm LUama2-7b-COT
o 8.0 QWen1.5-7b
&

754 B QWenl.5-7b-COT

7.0 4

6.5 4

6.0 -

Fluency Coherence Consistency Relevance
Ignore 1-5

6. A LB RE T B SRR B A Al A SR A ¥

B =EPETEEE RS sUE, %%11@; %133ﬁ KJE, E, 20244E7H25H %28 H .
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4.3.2 BB LR EARR

EFE MBI UM EERESY, BITRAT =ZMARMERTE: BEEML
(Direct) ~ EIRMARL (Hierarchical) FIMG &L (Incremental) o X %277 ¥ F| F5E —
B BEAS[E] 77 20 AE A B SORS I B, How /o8 R 5 — B Bt Zero-shot 42 Al B SO RS T2, w/ %%
7B —B BE Chain-of-Thought 42 B AT B SCRY 22, FIB ML AE AL ORI 2L . R 3R T FEE 2
AN TR RE L RS EM 5 (Medical MDSHIAI MDS) b DL _E =7 i35 17 5298 45
B WEKEEROEE ZRESMERTET, woSw/EREE R

\ Medical MDS \ AT MDS
Metric Model Direct Hierarchical Incremental Direct Hierarchical Incremental
w/o w/ w/o w/ w/o w/ w/o w/ w/o w/ w/o w/
ChatGLM3-6b | 31.90 34.03 33.64 34.44 33.19 35.41 | 29.56 30.51 29.58 31.06 29.82 31.96
ROUGE-1 QWenl.5-7Tb 38.45 3821 39.07 38.08 38.93 39.48 | 33.77 35.14 33.75 35.46 33.97 34.93
" Llama2-7b 38.87 3893 3851 3833 39.70 38.95 | 33.41 34.92 32.99 3434 34.22 34.80
GPT-3.5-turbo | 40.10 39.77 41.08 40.00 42.80 42.33 | 34.73 3447 33.89 34.28 35.32 35.26
ChatGLM3-6b | 11.38 13.21 12.27 13.45 12.16 13.89 | 8.22 9.63 8.38 10.11 8.20 10.10
ROUGE-2 QWenl.5-7Tb 14.80 14.64 15.44 1450 15.06 15.46 | 10.16 10.53 10.21 10.87 10.02 10.53
" Llama2-7b 16.65 16.58 16.36 16.22 16.62 16.57 | 11.35 11.79 11.20 11.35 11.64 11.52
GPT-3.5-turbo | 15.66 15.13 16.69 15.99 18.25 1795 | 11.46 11.37 11.32 11.01 11.55 11.73
ChatGLM3-6b | 18.97 19.98 19.53 20.57 1898 20.16 | 17.45 1844 17.57 18.70 17.30 18.41
ROUGE.L QWenl.5-7b 23.41 23.01 23.64 23.15 23.19 23.67 | 19.48 20.05 19.91 20.52 18.59 19.37
" Llama2-7b 24.12  23.60 24.17 2355 24.01 23.49 | 20.83 21.52 20.66 21.29 20.16 20.62
GPT-3.5-turbo | 24.41 24.03 25.27 24.14 25.99 25.83 | 21.25 20.74 19.90 20.39 20.22 20.39
ChatGLM3-6b | 76.80 81.60 77.40 80.00 7820 81.20 | 82.80 86.00 82.40 86.60 83.20 84.80
GPT-3.5 QWenl.5-7Tb 86.20 85.60 86.80 86.00 84.60 84.20 | 86.80 87.60 87.80 88.20 85.40 86.40
" Llama2-7b 83.80 86.00 84.40 84.60 85.00 85.40 | 87.20 87.40 87.00 87.60 86.40 87.20
GPT-3.5-turbo | 86.00 86.60 87.00 87.20 86.20 86.20 | 88.60 88.80 88.20 89.20 88.40 89.00

Table 3: A5 {AAEZ SO ZEMIAEE L AISCREEE R

FATxT R 3PS — M B S SRR R =R RIS R, ANREIEEY A i 22 SO R bR
HAT T PMETTEM ST, SRWE AR . FITE AU R £ SO A AUTESS, B A
SR IE AR 5 T B A AR IS ZEROUGE-2FIROUGE-L¥gFr_ 45 Frfg /-, (NAROUGE-1BE 14
T, TGRS RCEIG AR TR T N B . T AT, BRI A RS E T8
PR B RIHET, T E AR KB EROUGE-LIE bR AIRER AT 885 A4 BUCAR K D
F*o BIRTE, BUALTYE A RORIS R FIFAOERE, BERE T 2 O EA R
i, X PR T YRS T VAR 2 SURS R B AR AR R R -

Metric | Medical MDS | AI MDS

‘ Direct Hierarchical Incremental ‘ Direct Hierarchical Incremental

ROUGE-1 | 37.74  37.71(10.03)  39.04(11.30) | 33.76 33.79(10.02) 34.24(10.48)
ROUGE-2 | 14.89 15.04(10.15) 15.97(11.08) | 10.83 10.84(10.01) 10.97(10.14)
ROUGE-L | 22.66 22.85(10.19) 23.29(10.63) | 20.19 20.23(10.04)  19.70(10.49)

Table 4: /N [F]A RIS AE 58 "R B ) 25 SORS R 242 At SR ELER

Motic | Medical MDS | AI MDS
etric

‘ Direct Hierarchical Incremental ‘ Direct Hierarchical Incremental
ROUGE-1 | 4+0.4050 -0.3625 +0.3875 +0.8925 +1.2325 +0.9050
ROUGE-2 | 4+0.2675 -0.1500 +0.4450 +0.5325 +0.5575 +0.6175
ROUGE-L | -0.0725 -0.3000 +0.2450 +0.4350 +0.7150 +0.6300

Table 5: HF—RBUELERESE 58 [ Br AR sl P B 0 RO SUR 17
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M B FIA T LU E , (S —I B B 4ERE 2 (w/) J5, REZEERE
FITE A2 RIS N AOPEBERR A BTt UHAE N T RS RN N 3% - #E— 1)
TR, Wk PR, 5 MBS M BUE R 5 RS R R - FN T E#
RSO (w/o) |, RS —MBUEMEREEMRHE (v/) £ANTE RS
PRI ECE R, X — S B 2 S ) B A AR A &L T i P G 2 T A3 -

N TRABERAEE 22 ORI L, 55— B ERE A T2 U A R T PR RERE (1
AOLREEL, Fedi 1T 7 ATRth, PPAEEER AR 6FTR, w/oRniRh S —Hr B i B4EsE . 25
REIR, B—Pr B A BRI S I B SO R RS PR R IR, R

FEAEENT T8 B AR PR SO N 25 A R R BT

R EEE] T RBEAER - A TIFM A —

{RISUET Goyal et al. (2022)AIBF54AEE, B HEhiPbE RS AR mif Ao A —2it -

Model

Medical _MDS

AI_MDS

Flu/Coh/Con/Rel

Flu/Coh/Con/Rel

ChatGLM3-6b
w/o chainl

9.10/8.70/8.60,/8.40
8.90/8.70/8.10/8.00

8.80/8.50/8.70/8.40
8.70/8.40/8.50,/7.80

QWenl.5-7b
w/o chainl

8.80/8.70/8.80/8.50
8.80/8.50/8.30,/8.20

9.00/8.80/8.90/8.50
8.70/8.60/8.70/8.10

Llama2-7b
w/o chainl

9.00/8.90/8.70/8.60
8.80/8.60/8.40/8.10

8.90,/9.00/8.80/8.70
8.80/8.70/8.70/8.30

GPT-3.5-turbo
w/o chainl

9.00/8.90,/8.90/8.70
9.00/8.90/8.80/8.60

9.20,/9.00,/9.10/8.80
9.10/9.00/8.80,/8.80

Table 6: £E& A1 T3 B AU 2 SRR ZLM AR L )2 I A BRI N TP fr 2 5

4.3.3 F=KB: BiESEZUHRHEER

TEARTH, BATFIA 4.1 HRNEES 2 O MErNRE (CLMDS) #17 TEBESZ
SRS B R SRS - BT BIVEAL T MER (ChatGLM3-6bFIGPT-3.5-turbo) fEAN[FI 4%
HREYERE, BFEEGHER T = MBS ERE AR . SRS RE 7 iR .

BATS R BB E AR TTE, UM TE MBS =B BRI, L
FAFH T ZAM B BT AT T . SR ER, R ICLMDSES H
T EFEROUGE-1~ ROUGE-2~ ROUGE-LiA&GPT-3.5185 AT, 1HH T BESE AR T ET R
WH T REORA - SRR AFH TIE =B B SRR, MRl A FE AR, Xi#—P
BOUE T B YR AR B AT TR R SO I A AR R MR - TR T A O AR RO - T A LE
REATI A CLMDSAESS, FA TSR 2R RIS o £ F R RE R E B $8 48 NI E T 4%
t, TEREFEATIE = "MEBEEEREN T, AR T HRAXEENRA - X R
W TR TR TE T 2 U E A AR S P A R AT B B

GEEFTR, AMERISEISAERER, FEEES 2 MHEERES T, BAEEREARN TR
FHERERE B ETARIER, 7TV GE A R E -

\ Medical CLMDS \ AI CLMDS
Model
| R1  R2 RL GPT35| R1 R2 RL GPT-35
ChatGLM3-6b | 35.82 11.94 2213  68.60 | 36.48 11.68 2229  79.80
w/ chainl,3 | 37.79 13.05 22.79  69.40 | 37.36 1230 2275  80.00
w/ chainl,2,3 | 46.47 18.40 27.67 73.60 | 44.68 15.82 25.31  80.60
GPT-3.5-turbo | 22.43  9.08 14.80  76.80 | 38.26 14.06 26.14  80.40
w/ chainl,3 | 40.68 17.22 2643 7880 | 4241 1646 27.69  80.60
w/ chainl,2,3 | 49.11 21.97 29.94 81.60 | 45.48 18.24 27.69 82.20

Table 7: W1 R BAEREAERS 7 2 4 ORI A B S 2
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5 Z5ip

AT, Bl T —METRAERNEES Z UEMET L, FEEXMATEREM
B ARIE S BT TSRS RE - BATE T — RN, AT RN IEEX —ESS
LRVRIL, FRREE T — SRR IE SR TS . SERATRERN, TR R U ELL
RZEMEERN B, TR RESEREES, BAERIARMELRZERAMENRE -

XL TN T E51E S 2 UM EAU A T EEE L - B, HATH IR RRESE S 23
R E ARSI T — A E R R - HIR, BTG S 2 USRI E B TR
RIBIRRMSE « 1o, FATHELREEREZM, AERRE S RIEAEE S 2 UM EES
ERIARE, BARAR LLtt— P pr 5B FE AL -

R TAEF, FATRFIRSEMAEEREROR, WREF LR IR R R - 3
AR RS, WEELSEMES, DR R P ke A S & . B4
&, R LIRS 2 O ZE AU T MRS R IR MENZERER .
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B X MWand 17/DFE. 2017. Z230H BEHE T ERHEME. BIEE, 35:160-165.
Rt 3
A AXXHHEIRR R

Al B—MB BOUREAER
1B RS B RN A :

Read and analyze the preceding content carefully, anwser the question below:

what is the subject of the study?

what are the research methods of the study?

what are the primary findings of the study?

what are the innovations introduced in the study?

2.4 I B R R A

Let’s integrate the above information and summarize the study in just one paragraph:

A2 BIME ZOOEREER
1. E A SRR A

Summary 1:
{summary_1}

Summary 2:
{summary_2}

Summary n:
{summary_n}

Please carefully review the provided summaries. Analyze the similarities and differences
between these studies. Subsequently, creating a cohesive, unified summary in just one paragraph.
This new summary should be crafted in the style of a survey. Remember, when referencing
the studies, avoid using labels like ”Summary n.” Instead, directly address the content of each
research study.

New summary:

2. B IR A LR R 1

Consider two sets of scientific articles. Your task is to merge the summaries of these articles
into a single comprehensive summary, capturing the connections between different documents and
presenting the merged summary in one paragraph.

Summary of the first set of articles:

{summary_1}

B =P E SR SRS, %%110?—2@133% KR, PE, 2024725 H%28H.
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Summary of the second set of articles:
{summary_2}

Merging Process:

1. Capturing Connections: Identify and analyze the connections between different documents
in both summaries. Look for common themes, findings, methodologies, or implications.

2.Creating a One-Paragraph Summary: Merge the summaries of both sets of articles into a
single paragraph that flows logically and smoothly. Ensure that the merged summary effectively
communicates the overarching insights and contributions of the entire document collection.

Objective: Your goal is to create a merged multi-document summary in one paragraph that
effectively captures the conmections between the articles in both sets and presents them in a
coherent and cohesive manner.

Updated summary:

3.3 B AL R R IA:

Below is a summary of a science article:

{science_article_summary}

The following is a summary of the many scientific articles that have been generated:
{overall_summary}

Your task is to merge the summary of the science article into the overall multi-document
summary. Ensure that the merge is done in a way that maintains coherence and consistency
with the overall summary. Introduce any mew concepts, terms, or references if they are being
mentioned for the first time in the summary.

Step-by-step Process:

1.Merge: Incorporate the summary of the science article into the overall multi-document
summary as a single paragraph. 2.Similarities and Differences: Analyze the similarities and
differences between the articles, if applicable, and integrate these observations into the multi-
document summary to create a smooth and logical narrative.

Objective: Your goal is to create a comprehensive, cohesive, and informative multi-document
summary presented as a single paragraph that accurately represents the key aspects of the science
article while maintaining coherence with the overall summary.

Updated summary:

A3 B=ME: BIESEZIOEHEEN

Summary 1:
{summary_1}

Summary 2:
{summary_2}

Summary n:
{summary-n}
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Multi-document Summary:
{ Multi-document Summary}

Integrate the summaries of each document and their multi-document summaries together,
and generate summaries of these documents in Chinese. During the integration process, iden-
tify common themes, findings, methodologies, or impacts to ensure coherence and consistency.
Introduce new concepts, terms, or references in the summary if they are mentioned for the first
time.

Objective: Your goal is to create a comprehensive, coherent, and informative multi-document
summary in Chinese that accurately reflects the main content of the articles mentioned above.

Updated summary:
A4 BT ESTE A R R

Score the following summary generated by another system given the source on a scale from 1
to 10 with regards to overall general summary quality. 1-point indicates a low quality summary,
and 10-points indicates a very high quality summary. A high quality summary is grammatical,
fluent, informative, relevant, coherent and factually consistent with the source.

Let’s think step-by-step and just output one number representing the score.

Source:
{source_text}

Summary:
{summary_lim}

Your score: (What you must observe is that your output must contain only a number and
no other content)

A5 ZICEREEE RN

Score the following multi-document summary generated by another system given the source
on a scale from 1 to 10 with regards to overall general summary quality. 1-point indicates a low-
quality multi-document summary, and 10-points indicates a very high-quality multi-document
summary. A high-quality multi-document summary is concise in language, grammatical, fluent,
informative, relevant, logically coherent and factually consistent with the source, successfully
integrates all documents, and contains important content from all documents.

Furthermore, when you are scoring the summary, be strict and demand high standards,
don’t be too conservative with your scoring.

Let’s think step-by-step and just output one number representing the score.

Source:
{source_text}

Multi-Document Summary:
{summary_llm}

Your score: (What you must observe is that your output must contain only a number and
no other content)

A6 BEEZIOEREEE R R

Score the following Chinese multi-document summary generated by another system given
the English source on a scale from 1 to 10 with regards to overall general summary quality.
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1-point indicates a low-quality multi-document summary, and 10-points indicates a very high-
quality multi-document summary. A high-quality multi-document summary is concise in lan-
guage, grammatical, fluent, informative, relevant, logically coherent and factually consistent
with the source, successfully integrates all documents, and contains important content from all
documents.

Furthermore, when you are scoring the summary, be strict and demand high standards,
don’t be too conservative with your scoring.

Let’s think step-by-step and just output one number representing the score.

English Source:
{source_text}

Chinese Multi-Document Summary:
{summary_lim}

Your score: (What you must observe is that your output must contain only a number and
no other content)

B ARCSEHI S HT
H T S B ) B ORI A R 1.

Source Document:

Title: Ranking age-specific modifiable risk factors for cardiovascular disease and mortality:
evidence from a population-based longitudinal study

Cardiovascular disease (CVD) remains a paramount contemporary health challenge......

ChatGLM3 Without COT:

Cardiovascular disease (CVD) remains a major health challenge, and this study examined
age-specific effects of 14 risk factors on CVD and mortality in different age groups. The study
analyzed data from 226,759 CVD-free participants aged 40 years and older in the UK Biobank
during the period from baseline time (2006-2010) to September 30, 2021. The primary CVD
outcome was a composite of incident coronary artery disease, heart failure, and stroke. The study
found that age-specific disparities were observed in the risk factors contributing to CVD, and the
overall PAF declined with age. Metabolic factors had the highest PAF in each age group, with
hypertension (14.04% of the PAF) and abdominal obesity (9.58% of the PAF) being prominent.
Behavioral factors had the highest PAF in the middle-aged group (10.68% of the PAF), and
smoking was the leading behavioral factor in all age groups. In socioeconomic and psychosocial
risk clusters, low income contributed most among middle-aged (3.74% of the PAF) and elderly
groups (3.66% of the PAF), while less education accounted more PAF for quinquagenarian group
(4.46% of the PAF). The study concluded that a large fraction of CVD cases and deaths were
associated with modifiable risk factors in all age groups, and targeted efforts should focus on
the most impactful risk factors, as well as age-specific modifiable risk factors. These findings
may inform the development of more precise medical strategies to prevent and manage CVD and
related mortality.

ChatGLM3 With COT:

The study examined the age-specific effects of 14 modifiable risk factors on cardiovascular
disease (CVD) and mortality in a large sample of 226,759 CVD-free participants aged 40 years
and older in the UK Biobank. The study found that a large fraction of CVD cases and deaths were
associated with modifiable risk factors in all age groups. Metabolic factors had the highest PAF
in each age group, with hypertension and abdominal obesity being prominent. Behavioral factors
had the highest PAF in the middle-aged group, and smoking was the leading behavioral factor in
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all age groups. In socioeconomic and psychosocial risk clusters, low income and less education
contributed most among middle-aged and elderly groups, respectively. The study highlights the
need for targeted efforts to focus on the most impactful risk factors and age-specific modifiable
risk factors to inform the development of more precise medical strategies to prevent and manage
CVD and related mortality.

Reference:

This study investigates the age-specific impacts of 14 modifiable risk factors on cardiovas-
cular disease (CVD) and mortality by analyzing data from 226,759 CVD-free participants aged
40 and above from the UK Biobank, spanning from 2006-2010 to September 2021. It identi-
fies significant age-related disparities in the contribution of these risk factors to CVD, revealing
that metabolic factors, especially hypertension and abdominal obesity, are the most influential
across all age groups, while the importance of behavioral and socioeconomic factors varies with
age. The research highlights that a substantial proportion of C'VD cases and deaths could be
attributed to these modifiable risk factors, suggesting that targeted preventive measures focusing
on the most impactful factors for each age group could enhance strategies for CVD prevention
and management. This approach marks a significant innovation in public health efforts, offering
a more nuanced understanding of how age-specific risk factor modifications can inform more
precise medical interventions.

BT JE B I B SO B A O 1] 2:

Source Document:

Title: Safety and efficacy of inhaled interferon-/3 1a (SNG001) in adults with mild-to-
moderate COVID-19: a randomized, controlled, phase II trial

With the emergence of SARS-CoV-2 variants resistant to monoclonal antibody therapies and
limited global access to therapeutics, the evaluation of novel therapeutics to prevent progression
to severe COVID-19 remains a critical need.......

GPT-3.5 Without COT:

In a randomized, controlled, phase II trial evaluating the safety and efficacy of inhaled
interferon- 8 1a (SNG001) in adults with mild-to-moderate COVID-19, it was found that SNG001
was safe with a non-statistically significant decrease in hospitalization for COVID-19 pneumonia
compared to placebo. The trial, conducted between February 10 and August 18, 2021, showed
no significant differences in adverse events, time to symptom improvement, or viral clearance
between the SNG001 and placebo groups. However, there was a notable reduction in hospitaliza-
tions with SNG001 compared to placebo. The findings suggest that SNG001 may be a promising
therapeutic option for preventing severe COVID-19 outcomes, although further research is needed
to confirm its efficacy.

GPT-3.5 With COT:

The study evaluated the safety and efficacy of inhaled interferon-/3 1a (SNG001) in adults
with mild-to-moderate COVID-19 through a phase II randomized controlled trial. Adult out-
patients with confirmed SARS-CoV-2 infection were randomized to receive either SNG001 or
placebo for 14 days. The primary findings showed no significant differences in adverse events,
time to symptom improvement, or viral RNA levels between the two groups. However, there was
a trend towards fewer hospitalizations in the SNG001 group, with an 86% relative risk reduc-
tion compared to placebo. The study suggests that SNG001 was safe and may have potential
benefits in reducing hospitalizations for COVID-19 pneumonia, although this reduction was not
statistically significant in this trial.

Reference:

This study evaluates the safety and efficacy of inhaled interferon- /3 1a (SNG001) for treating
adults with mild-to-moderate COVID-19 through a phase Il randomized controlled trial conducted
between February 10 and August 18, 2021. Utilizing the ACTIV-2/A5401 platform, 220 adult
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outpatients with confirmed SARS-CoV-2 infection were randomized to receive either SNG001
or a placebo once daily for 14 days. The findings revealed no significant differences in adverse
events, time to symptom improvement, or viral RNA quantification between the two groups.
However, SNG001 was associated with a non-statistically significant reduction in hospitaliza-
tions, suggesting an 86% relative risk reduction compared to the placebo. This study introduces
the potential of inhaled interferon-/3 1a as a novel therapeutic approach for COVID-19, high-
lighting its safety and a possible benefit in reducing hospitalizations, despite the need for further
research to confirm its efficacy.

2T BRI & SO A SR 1

Source Document:

Articlel: A Distillation Approach to Data Efficient Individual Treatment Effect Estimation

tion

Qwenl.5 Direct:

This survey presents four innovative studies in the field of causal inference and treatment
effect estimation, addressing various challenges in data efficiency and precision. ”Data Efficient
Individual Treatment Effect Estimator” (DEITEE) presents DEITEE, a method that combines
a base model for confounding adjustment with a decision tree to select critical variables, reducing
the number of required inputs while maintaining accuracy. It particularly shines in scenarios with
limited data. The study on local average treatment effect (LATE) adaptation adapts a weighted
least squares estimator to estimate LATE in merged datasets, relaxing positivity assumptions
and outperforming IPW methods. The Group Instrumental Variable (GIV) approach, intro-
duced in the Meta-EM algorithm, leverages representation learning to identify latent group labels
without predefined 1Vs, overcoming limitations of traditional methods. Lastly, ”Data-Driven
Variable Decomposition” (D2VD) utilizes a regularized integrated regression model to separate
confounders from adjustment variables, enhancing ATE estimation precision in high-dimensional
data. These studies collectively demonstrate the advancement in causal inference techniques, ad-
dressing challenges in data handling and improving the accuracy of treatment effect estimation
in various real-life settings.

Qwenl.5 Hierarchical:

Both sets of scientific articles delve into the realm of efficient and accurate treatment effect
estimation in mized observational datasets. The first set presents ”Data Efficient Individual
Treatment Effect Estimator” (DEITEE), a cutting-edge method that combines a base model for
confounding adjustment with a decision tree to optimize predictions with limited data, particu-
larly in scenarios with sparse individual information. This study complements the second one,
which addresses mon-compliance and missing treatment in a combined dataset by employing a
weighted least squares estimator with estimated propensity-score-difference (PSD) to mitigate
instability and relax positivity assumptions. Both works showcase their effectiveness through
synthetic and real-world examples, highlighting their practicality in applications such as online-
to-offline marketing and panel data analysis. The second set contributes to this area with its
Group Instrumental Variable (GIV) method, a Representation Learning and Meta-EM algorithm
that bypasses the need for predefined IVs by reconstructing latent source labels, relaxing linear
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regression assumptions and outperforming traditional summary IV methods. Meanwhile, Data-
Driven Variable Decomposition (D2VD) proposes a reqularization-based approach that separates
confounders from adjustment variables in high-dimensional data, enhancing ATE estimation
while incorporating orthogonality and sparsity constraints. These innovative methods demon-
strate the potential of data-driven causal inference in various sectors, including social marketing,
healthcare, and public policy, and highlight the importance of overcoming challenges in mized ob-
servational datasets. Together, these studies emphasize the significance of developing efficient
and robust techniques for estimating treatment effects in diverse settings.

Qwenl.5 Incremental:

This study introduces the Data-Driven Variable Decomposition (D2VD) algorithm, a novel
approach to precise ATE estimation in observational studies by leveraging a regularized inte-
grated regression model. D2VD effectively separates confounders from adjustment variables in
high-dimensional data through orthogonality and sparsity constraints, outperforming traditional
methods that treat all variables as confounders. It enhances accuracy and reduces variance in
causal inference applications, particularly in areas like social marketing, healthcare, and public
policy. In contrast, the research on Group Instrumental Variables (GIV) using representation
learning and the Meta-EM algorithm in mized observational datasets offers a breakthrough in
causal effect estimation, eliminating the need for predefined 1V candidates and learning latent
source labels without linear regression assumptions. Although both studies demonstrate improved
performance, GIV focuses on group differences and relaxes linear regression requirements, while
DEITEE addresses limited data by combining a decision tree for confounding adjustment and
individual treatment effect estimation. LATE estimation, another work, handles non-compliance
and missing data with a weighted least squares estimator for Local Average Treatment Effect.
These studies, along with their empirical validation, highlight their practical applications in var-
ious real-world scenarios and suggest potential for combined methods in complex causal inference
tasks.

Reference:

In the realm of estimating treatment effects from observational data, recent advancements
have introduced a variety of innovative methodologies to tackle the inherent challenges associated
with data fusion, practical limitations of data acquisition, and the complexity of high-dimensional
variables. Among these, the Data-Driven Variable Decomposition (D2VD) algorithm stands
out by offering a solution to automatically separate confounders and adjustment variables in
observational studies, thereby enabling more accurate treatment effect estimation with tighter
confidence intervals, especially in scenarios characterized by high-dimensional data. This
approach complements the Data Efficient Individual Treatment Effect Estimation (DEITEE)
method, which reduces data requirements by identifying a minimal set of variables for accurate
estimation, and a novel strategy that addresses the estimation of the local average treatment
effect (LATE) in the presence of incomplete compliance and disjointed datasets through a
weighted least squares estimator. Furthermore, the introduction of a method to overcome
challenges posed by omitted source labels and unmeasured confounders in mixed datasets,
through reconstructing the source label and modeling it as a Group Instrumental Variable (GIV)
within a Meta-EM framework, signifies a significant leap forward. This framework estimates
individual treatment assignment probability and infers treatment effect by mapping raw data into
a representation space, estimating distribution differences, and modeling the GIV for different
treatment assignment mechanisms through an alternating training strategy. Collectively, these
studies not only expand the toolkit available for researchers and practitioners aiming to derive
meaningful insights from observational data to inform treatment decisions and policy-making but
also showcase the diversity of approaches to overcoming the practical challenges of data-related
limitations and complex data structures in the estimation of treatment effects. The integration
of the D2V D algorithm into this body of work highlights the importance of distinguishing between
confounders and adjustment variables in enhancing the precision of treatment effect estimates,
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thereby contributing to the broader field of causal inference with a nuanced understanding of
variable impacts in observational studies.

BT BRI 2 ORI B A B 2:
Source Document:

Articlel: Efficacy and safety of zapnometinib in hospitalised adult patients with COVID-19
(RESPIRE): a randomised, double-blind, placebo-controlled, multicentre, proof-of-concept, phase
2 trial

Article2: Safety and effectiveness of COVID-19 vaccines in patients with IgA nephropathy:
a retrospective cohort study from the TriNetX global collaborative networks

Article3: Efficacy of a monovalent (D614) SARS-CoV-2 recombinant protein vaccine with
AS03 adjuvant in adults: a phase 3, multi-country study

Articlej: Safety and efficacy of inhaled interferon-/3 1a (SNG001) in adults with mild-to-
moderate COVID-19: a randomized, controlled, phase II trial

GPT-3.5 Direct:

The studies examined various interventions for COVID-19 in different patient populations.
One study investigated the safety and efficacy of zapnometinib in hospitalised COVID-19 pa-
tients, showing potential benefits in improving clinical severity scores, especially in non-Omicron
variants. Another study focused on COVID-19 vaccination in IgA nephropathy patients, reveal-
ing reduced infection risks and normalized renal function post-vaccination. A third study assessed
a SARS-CoV-2 recombinant protein vaccine, demonstrating efficacy in non-naive individuals.
Lastly, a study on inhaled interferon- 5 1a in mild-to-moderate COVID-19 patients suggested a
trend towards reduced hospitalizations. These findings collectively underscore the importance
of diverse interventions in managing COVID-19, highlighting the need for further research to
optimize treatment strategies and outcomes.

GPT-3.5 Hierarchical:

The collective findings from a diverse set of scientific articles shed light on various strategies
in combating COVID-19. One study explored the safety and efficacy of zapnometinib in hospi-
talized COVID-19 patients, indicating potential benefits in improving clinical severity scores,
especially in severe cases and non-Omicron variants, despite recruitment challenges. Concur-
rently, research on COVID-19 vaccination in IgAN patients revealed reduced infection risks post-
vaccination, with a noted temporary decline in eGFR, emphasizing the importance of renal func-
tion monitoring. Another study delved into a monovalent SARS-CoV-2 recombinant protein
vaccine with AS08 adjuvant, showcasing varied efficacy based on prior virus exposure, while
a separate investigation on inhaled interferon-/3 1a (SNG001) for mild-to-moderate COVID-19
suggested a potential decrease in hospitalizations. These studies collectively underscore the neces-
sity for continued exploration of diverse approaches in combating COVID-19, with implications
ranging from targeting specific pathways like Raf/MEK/ERK to monitoring renal health and
addressing challenges in vaccine efficacy among naive individuals, ultimately offering promising
avenues for mitigating severe outcomes and advancing our understanding of effective interven-
tions against the virus.

GPT-3.5 Incremental:

In a comprehensive exploration of COVID-19 interventions, a global Phase 3 trial assessed
a monovalent SARS-CoV-2 recombinant protein vaccine with AS03 adjuvant, revealing varied
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efficacy rates based on participants’ serostatus. The vaccine demonstrated 15.3% efficacy in
SARS-CoV-2 naive individuals, 32.9% irrespective of serostatus, and 52.7% in non-naive par-
ticipants, emphasizing challenges in protecting naive individuals against the D614 strain but
showing promise for those previously exposed to the virus. Concurrently, research on zapnome-
tinib in hospitalised COVID-19 patients highlighted potential benefits in improving clinical sever-
ity scores, particularly in severe cases and non-Omicron variants, with minimal adverse events.
Additionally, a study focusing on COVID-19 vaccination in IgAN patients indicated reduced
infection risks and complications post-vaccination, alongside a temporary eGFR decrease that
normalized over time, stressing the importance of monitoring renal function in this population.
The study evaluated the safety and efficacy of inhaled interferon-/3 1a (SNG001) in adults with
mild-to-moderate COVID-19 through a phase II randomized controlled trial. Adult outpatients
with confirmed SARS-CoV-2 infection were randomized to receive either SNG001 or placebo
for 14 days. The primary findings showed no significant differences in adverse events, time
to symptom improvement, or viral RNA levels between the two groups. However, there was a
trend towards fewer hospitalizations in the SNG001 group, with an 86% relative risk reduction
compared to placebo. The study suggests that SNG001 was safe and may have potential benefits
in reducing hospitalizations for COVID-19 pneumonia, although this reduction was not statisti-
cally significant in this trial. These findings underscore the need for continued investigation into
zapnometinib’s therapeutic potential in COVID-19 treatment and the importance of optimizing
outcomes through tailored interventions and vigilant monitoring.

Reference:

Recent research efforts have been directed towards identifying novel strategies to combat
COVID-19 and mitigate its impacts, particularly in individuals with pre-existing health con-
ditions. Among these, a pivotal study evaluated the safety, efficacy, and reactogenicity of a
monovalent (D614) SARS-CoV-2 recombinant protein vaccine with AS03 adjuvant across 53
research centers in eight countries. This Phase 3 trial, randomized and placebo-controlled,
aimed to assess the vaccine’s effectiveness in preventing symptomatic COVID-19, revealing a
nuanced efficacy profile: 15.8% in SARS-CoV-2 naive participants, 32.9% regardless of initial
serostatus, and 52.7% in previously exposed individuals, suggesting its potential utility as a
booster despite challenges in protecting against new variants. The vaccine demonstrated an
acceptable safety profile, aligning with the broader goal of identifying safe and effective COVID-
19 interventions. Another innovative approach explored was the use of inhaled interferon-/ 1a
(SNG001) in a phase II randomized controlled trial for treating adults with mild-to-moderate
COVID-19. Although the study, conducted between February 10 and August 18, 2021, did
not show significant differences in adverse events, time to symptom improvement, or viral
RNA quantification between the treatment and placebo groups, SNG001 was associated with
a non-statistically significant reduction in hospitalizations, suggesting an 86% relative risk
reduction compared to placebo. This introduces the potential of inhaled interferon-/5 1a as a
novel therapeutic approach. Additionally, zapnometinib, an oral MEK1/MEKZ2 inhibitor, was
investigated for its potential immunomodulatory and antiviral effects in hospitalized adults with
moderate to severe COVID-19. Despite early trial termination due to recruitment challenges,
preliminary results indicated possible benefits in reducing clinical severity, especially in severe
cases and those caused by non-Omicron variants, without significant adverse effects. Research
utilizing the TriNetX collaborative networks also assessed the renal safety and effectiveness
of COVID-19 wvaccines in patients with Immunoglobulin A nephropathy (IgAN), finding a
significant reduction in infection risk and complications, alongside a transient, reversible decline
in renal function. Collectively, these studies underscore the critical importance of developing
targeted therapeutic and preventive measures against COVID-19, emphasizing the need for
ongoing research to refine treatment protocols and vaccination strategies in response to evolving
viral variants and diverse patient health profiles.
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ET BY4ERENEIES £ UM EL BRI
Source Document:

Articlel: FiLM: Visual Reasoning with a General Conditioning Layer
Article2: Hierarchical ConViT with Attention-Based Relational Reasoner for Visual Ana-
logical Reasoning

mg

ChatGLM3 Direct:

RICEGEAR T I FERAEA D SRR ST A BT 57, X LT o7 32 B4 Fh 7R B IR 3 2 S A SC A
AT o XA AL S PR RN AT HE AR R o RS i s R 42 P 4R BRI
BEURAFAE, TAEBER A A X L E AT B A . — T30 IR R T TR SR L R M
FI(FILM) B GI A e R, DISEI S B R HETRAE S5 - A, —L8pfotdit T ETER
FIWLHIREETY DI A A e f P et AR (X ER AR B8 2 DR, B THEER
PR ERAIE B R, DUHIRA R RE AL (5 B, o X SR P g R A o 28 L HERE (&7
G T RIFRIRCR « A, —EiP5n KR T amib S e s A AOR A, DLSE I B MR
AR AL HE B AR« ERORUE, X LRI 5T O A HE TR A A & R it TR R BR R T
HEERR I FE AR e B A fEEEEH -

ChatGLM3 chainl,3:

RICLRIR T I AR o A A R R, BAE T R E I A HE  (FILM)
AT MR, RHUHETZRER MK ZHE (HCV-ARR) f#ifRaven’s Progressive Ma-
trix (RPM) (R, {3 FHSRM BRI B 7 VA AT M0 o 0 SR, DL S2He H A0 ot AL 9 ) 2%
(VCRNet) SCHf 2000 o ME & 2 B O HEE 3« X ST 8RB THAHEER - HiEH - 55T
L EAR B HERE 1%, DA H 28 38 K ROBOIR AR5 75 5K o X Ee 7 VEAEAN ] A0 o 4 2 AT 55 0
IR PRI RIFROVERE, UERH 1 X LET7 VR B R A8 A -

ChatGLM3 chainl,2,3:

P ot ME A HEFE [ 2% (VCRNet) AW i BB 5T, HA —Iig| AT 3810 B 12 % FH
(RPR) FIH—H5I AT BIRWEHRM T ZHES (HCV-ARR) , X B 557 #0011 of 4 22
FEMGR bR A ) A& SR T STk - VCRNet3& T —FRESSRIL N Z R0 ZEM , B = 2
Ml EkMRER LN, 2 MRAMES ERIMHUEERE, FNREFSERER D -
H—JiE, RPRAA MRS FEM G E P53 Z P12, @4 615 5 M0 B R LE
AR, RIS R RIEFRESS ESCOl T SSE ARV - HCV-ARR, —Fh45 & BRI %%
(CNNs) FAHLGE 2 e g A2 BT S 1 3R 4ih Al 2/ £ N R E SV, sl A Rut
B ME R RFERPM A FE T HABRE!L . XIS RRIR T IR 2 S BORFEA S e B
FESTTHPRTEEASE, BT AR A T HEAA - REVCRNet TET
S E PO ST, (ERPRAKI T T BRI AENYE, TMHCV-ARRKH T —F4E &
LI M2 (CNNs) FAZSHLER I ZIRTTIE o AT SRR 5 52 7 0 o 44 B AU 50 /) ANy & Fee
FEAME -

Reference:

T HHTE A0 22 W 48 YR T FOSRAG 75 T R 8 TR T T L AR ), X R — R A SR
RIESE M kAR A AT - FFIEZ MR (Feature-wise Linear Modulation, FILM) 25 A
WEE—DERED, R T MR E, EHEME R LI m R R e
NZ DRSS, WECLEVREMENIK TR o« [FI, 50 EConViTEHE:TVER I HIK A
FHZS (Hierarchical ConViT with Attention-based Relational Reasoner, HCV-ARR) K%,
fi# R T Raven’s Progressive Matrices (RPMs) ot AN A2 S HE I () 5 20, R AT
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R 5 2 H A A TR B GIE U &, i — P ETER Bk R R R
HEFRRE S, WMZERPMEIESE FRINH 6 o b, 7 —THFF0HE Hod b Rl o 58 R EE A&
R BEAR B AR S5 R 2 ) B B  SXMOTER IR B TV, WA BB —1
SR B, R AET IR A SRR S ME PRI (TAFY) . BEAGTIE
SIS HIEEE R . EXEA DM, S HEEM4 (Visual Concept Reasoning
Networks, VCRNet) HI5I AR T 7EBTA & M 4% B B T 58 iR AIAE 55 1) 53 3L 38 - & 97 5K
B, DASEELm RS Z R . @R e 05— e R, iR
PR AEZ BRI, VCRNetfEE o A T B A B BTN T, & NP R J5 3
FF o IXRIE 4 B RS BT R B A BOR T B R R A AR 1 5
M RANMES TE AR, RN S NER N BATME, XETERE TS S LR
LM BHLE-— AR RS« B - B TR REENE T BT B DL AR I 5E
RHHELXFERIAET T, IR R B 2 7 E Pk A E B X a7 A BN
BRERIRRZS , R T HEE ) S EATERI A R G T P @B A R R A SRR -

ETBAERENEIES £ O E LR F2:
Source Document:

Articlel: Efficacy and safety of sintilimab plus albumin-bound-paclitazel in recurrent or
metastatic cervical cancer: a multicenter, open-label, single-arm, phase II trial

Article2: Comparative effectiveness of ustekinumab vs. vedolizumab for anti-TNF-naive
or anti- TNF-exposed Crohn’s disease: a multicenter cohort study

Article3: Efficacy and safety of second-line therapy of docetazel plus ramucirumab after
first-line platinum-based chemotherapy plus immune checkpoint inhibitors in non-small cell lung
cancer (SCORPION): a multicenter, open-label, single-arm, phase 2 trial

Article4: Fecal microbiota transplantation plus tislelizumab and fruquintinib in refrac-
tory microsatellite stable metastatic colorectal cancer: an open-label, single-arm, phase II trial
(RENMIN-215)

GPT-3.5 Direct:

XL G AR T ARNRTT 7 RAEA R R B AE B P RIT 2 2k - B—Rt
FUIEAE T SintilimabBk & HE B4 & KL ERIT B SUE SR, B BRI R E &
AEEEN . B R R T Ustekinumab 1 Vedolizumab7E 5, % BUR B HRITTRL, X
Il Ustekinumab7EIm R FIZ M EE SR FAL T Vedolizumab - 88 =R BFF IR T £E3E /N R i FE 3
B, BRI R Z RN R SIS B ERIRITT T SR 2t . REE—R
o THEM LB E S EMEEE T, EMEHFBERK S BENERATMNE 2R enT
3, BIoRHEGEEGFMAEEMN L 2N . XEH R A REE R AET R T HeETT ik
B, PRI T AT KHEE R LG RS i B

GPT-3.5 chainl,3:

X T IIERIT T AN RIVETT 77 ZRAE MR B E 8 T T RO e ek o — ISRl TER
R BRI E SR B T R sintilimab5 0 H'E W45 & S EBE M AR, EnHEE
FIAITREI R - A —TF 5T LI T ustekinumablvedolizumab E 5¢ & B BB 5 FAORUER, SR %
Austekinumab ] BEA& B AL EE - H —TIF 5T T docetaxel firamucirumabfER dE/NH
Rt es A ) IR TR R, EonH RIFIBUME TE AN ] EHE M 22 2 - S5 — It 5T
R T H M EERAE Stislelizumab M fruquintinib4s & M TR R T2 E S Bl B
FTRL, SRIE T i R R VRTT T AT R EEAEA o XSRS N R E VR TT AR AL T
YBTT IR A LA, FEH— B RISIEFIIAT -
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GPT-3.5 chainl,2,3:

TE— RIVERARIEIETRIT T RAYT M Z 2 Z LR, WL T OEe 5% .
—IF RIS TR EFEREDEE (FMT) SBEEMNKATMEEB RS TGN TLER
& (MSS) B MEEERE (mCRC) BEFHINA, ErRHEFENGR, P HBER
B (PFS) 79.61™H, HEERNETAZIN T EMEMARNSE, =2 T R R
WBITIT AR RIVER « 55— R T 2 RPN S i By E R Sk Nz (NSCLO)
BERZEIGTT, M3 A% E MR EEM PN REA, A —BF R T E /A
BHMBHERS S UERTE A e E IR, Tonla & B iR el 2 i al{/E
F o A, — 30 bR o AR JE B AN 4 22 R BR B A e B B A ISR R B, T TNFIR
B FITNFUG 2 1A, i e e S5 26 RS 52 8 BV SRR B AR R A5 58« X Lefft
FUALF R T A MEAER E SOETR TR, R T MR TSRS I E BN, IR AT Im R SR B
i —PIRRR M TR ERSRE

Reference:

I A A PR 50 A 8 R B BT T VA TR RE T8 B, B T TR 16 YT 78 & PP A
BT . He HARHITHISE M BESCORPIONRISZEIE /NIt (NSCLC) HIVRIT A
DR THE, ZAEES R EZEMRSRTES BRSESIEN ZRITIE, B2 T 34.4%E W
MR 2 (ORR) , HZEEMWE. FE, HHOPD- 1R ZE 25 AR AL
FATELZSEZBEESENAE, Tad 7T EENIUMEEME, ORRN44.4%, HhRiEHIZE
H188.9%, REIEFHS5HEHIM T EEN &N REL, . EEBHERAE, —mEZH.0
SIS s TR B B T |, SRR T2 R BT, 25264
52 ARTIA S T IR IR ER %M, BZ2MEES - X —RIFEIETET, BF50 < fd
AR _ B E B R PIANE SRR ia R M D ER SR SRS B 5N T —
FhET GG M T 2R E RS EDE (mCRC) MEBHINAIT TR, G446 T EMERUEDRE
AE (FMT) S#HPD-1MIELME £ RITIE - ks 7R THBRERFH (PFS) 79.61
A, BAEFH (0S) W37 A, BZatnE, ME T mEfMEYAER ST HE
ZAER - XU I RR A T 45 A F X T 15 ABCE B SR A AN S s B SRR T, i
T A AR SR T R R AT

C BIEHERH

C.1 ATLERE

NHERE L 4R SO
Articlel:
Title: FiLM: Visual Reasoning with a General Conditioning Layer

(IZ R4 9041 BLiA] )

Article2:
Title: Hierarchical ConViT with Attention-Based Relational Reasoner for Visual Analogical
Reasoning

(IZ S0 $E1192 B )

Article3:
Title: Learning the Dynamics of Visual Relational Reasoning via Reinforced Path Routing

(IZ R F£918 B H))

Article4:
Title: Visual Concept Reasoning Networks

(1% R F6931 B iH))

BEE £ U E:
T BAAE AR 22 I 4% T AN ZEAG 5 T A3 0 B R A T AL HERE ), X — AR S
BUELE LA APk O AT 4 IEZMEAH] (Feature-wise Linear Modulation, FiLM) JZRI5I A
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WEE—NERAED, BT MR L, EHZMS RN LI R R A S
MZ LTRSS, WAECLEVREEENNX TR o [, 2 EConVIT5ETER /1)K A
FH2S (Hierarchical ConViT with Attention-based Relational Reasoner, HCV-ARR) B % .
fi# R T Raven’s Progressive Matrices (RPMs)H 5t AN FIZ B B 6, ReBHRSR AT
RRAL o 5 R e aR R T R R E AL &, il — 1 ETHER IR R ARG
HEFRE ST, WMZERPMEURSE FRINH B - thoh, 75— H il o Rl o ¢ R &
R BRI AL S5 R 2 ) B B  SXMOTIER IR B 7%, WA BB —1
LRI B, R A ET RS SRR SR R (TTAFS)) . B AA TS
SUHES RS AR o FEaxX e b A B, WSl S HEEE 4% (Visual Concept Reasoning
Networks, VCRNet) HI5I AR T 7EBTA &M 2% B T IR AE S5 1) 5 3438 - 5 97 5K
B, DISEEm B S 2 B R . @ FEN 0 X5 — e kB, R TR
BRAE BRI EIRAE, VORNet 7Rl id 5T & #958 BHEF ARSI, &R 15 Rl
ARFF o IXRIE S 5 B RS BTSRRI B A BOR T B R R 2R A AR 1 5
MALIRBIESS T HE RN, RINSEIGIN&R DN BAEME, XEIERF TS 2R
ZMBHLE-—FRHE RS« B - B TR REENE T BRI B DL AR IR
REEHLXFERIAETT I, AR R B 2 7 P A E B« X —#a SR T T e B RN
BROERIRRZS, i T R SR R G T P RO A R R A SRR -

C.2 B4

N THI AR AL 3R U

Articlel:

Title: Estimates of the global burden of non-Hodgkin lymphoma attributable to HIV: a
population attributable modeling study

(IZ R4 H£383 1 i)

Article2:
Title: The burden of non-communicable diseases among people living with HIV in Sub-
Saharan Africa: a systematic review and meta-analysis

(1Z R 2674 B iH))

Article3:
Title: Burden and risk factors of chronic obstructive pulmonary disease in Sub-Saharan
African countries, 1990-2019: a systematic analysis for the Global Burden of disease study 2019

(IZ R4 33551 BLiH])

BES 2 O E:

I REE S T RS R AR IEYN (SSA) TIm B EE Rk, A RE T R
e (PLHIV) AR Y (NCDs) A3 DL 8 PR M M (COPD) #4
RO H 3 IR A A . —TEAMM T o BE R, 2019F BB EE ST &M
B (NHL) 5 65 56.92% ] VA FTHIV, 7R &6 F1 R 50 6 I LA K 7R BOFD A 0 A 47 2R i
%, ME TPLHIVHENHLX SN - $bob, —TIRGIEM AT AT A, ez LLRg JE Y
FIPLHIVA & 0% « FIERSE - BEPR A1 EAbNCDsH L R E AT =, 38E 7 i LA 2SR
AT RSB . SIHCFEER, —I4 8119904 220195 4 BRI J5 (1 #8157 2038 O B
FAI, SSARICOPDIRAT R ZARIMEAN, 20195 AU 1T 1A 21103077, B 19904F LIk 3 fin
T117% - TR, BB ES IG5 952 COPDRIEEXE R ZE, JTLHEE T ERHEE
P AR ARV, B FRE A RAE T B RN TN AH o X B AE A BNSR A T A8 4 T R R
BE A IR 2L, X LESRES B 7E N THIVEF JWRFINCDs (B35COPD) H K B2 i3 E
ik, DADGEESSAMIE AR R R o« XPEE A T IES BCA E S LR & 5400-90-90” HiE 1T
B EFRE—E, HZH KX E XA T FIAIBOR H R4 T 0 g, M TR
FINCDsTESE /4t T AL SE H I BOA B B

PP E SO E AR, B1I00- 1330, KR, R, 20244725 H 228 H
: Eawl
(c) 2024 HEAPELFSHIEF A LVERE 133



