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Abstract

Benchmarking is seen as critical to assessing
progress in NLP. However, creating a bench-
mark involves many design decisions (e.g.,
which datasets to include, which metrics to
use) that often rely on tacit, untested assump-
tions about what the benchmark is intended
to measure or is actually measuring. There is
currently no principled way of analyzing these
decisions and how they impact the validity of
the benchmark’s measurements. To address this
gap, we draw on evidence-centered design in
educational assessments and propose Evidence-
Centered Benchmark Design (ECBD), a frame-
work which formalizes the benchmark design
process into five modules. ECBD specifies the
role each module plays in helping practition-
ers collect evidence about capabilities of inter-
est. Specifically, each module requires bench-
mark designers to describe, justify, and sup-
port benchmark design choices—e.g., clearly
specifying the capabilities the benchmark aims
to measure or how evidence about those ca-
pabilities is collected from model responses.
To demonstrate the use of ECBD, we conduct
case studies with three benchmarks: BoolQ,
SuperGLUE, and HELM. Our analysis reveals
common trends in benchmark design and doc-
umentation that could threaten the validity of
benchmarks’ measurements.

1 Introduction

While benchmarking has long been seen as critical
to gauging progress in natural language processing
(NLP) and guiding model selection for downstream
applications, assessing the quality of a benchmark
remains a persistent challenge. Do benchmark
measurements—most often in the form of numeri-
cal scores—provide meaningful insights about the
evaluated models and their capabilities? How valid
are these measurements? For what purposes are
they useful? The field of NLP lacks a systematic
way of reflecting on these important questions.
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Figure 1: Simplified schema of the Evidence-Centered
Benchmark Design (ECBD) framework. Solid line ar-
rows indicate the process of designing a benchmark
(e.g., designers should decide on the intended uses of
the benchmark before deciding what capabilities are of
interest). The dotted line arrows indicate the process
wherein the benchmark gathers necessary evidence.

At the same time, as NLP models are increas-
ingly believed to be more performant and to exhibit
a wider range of capabilities, evaluation in NLP
has shifted from measuring model performance
on a specific dataset for a single task to using
large benchmarks that cover multiple tasks (e.g.,
GLUE (Wang et al., 2018), SuperGLUE (Wang
et al., 2019), BIG-Bench (Srivastava et al., 2022),
HELM (Liang et al., 2022)). These benchmarks
are increasingly larger and more ambitious (e.g.,
HELM aims to “assess language models in their
totality”), covering ever-growing numbers of tasks,
datasets, and metrics aimed at measuring an in-
creasing number of capabilities—i.e., abilities or
behaviors that researchers believe the models ex-
hibit or might exhibit. This trend further increases
the complexity of assessing benchmark quality.

Such issues with assessing measurement qual-
ity do not only concern NLP practitioners. Re-
searchers and practitioners in educational testing
often face similar questions: do students’ exam
results provide meaningful insights about their abil-
ity in, for example, reading comprehension? Can
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these results be used to determine whether a student
needs remedial classes?

In this work, we take inspiration from the
Evidence-Centered Design (ECD) framework in
educational testing (Mislevy, 2003). ECD views
testing as the process of gathering evidence about
students’ abilities, and provides guidance on the
creation, documentation, and validation of educa-
tional tests. We draw an analogy between edu-
cational tests and NLP benchmarks and propose
the Evidence-Centered Benchmark Design (ECBD)
framework, in which we view benchmarking as the
process of gathering evidence from objects of eval-
uation (e.g., language models) about whether or to
what degree they have some capabilities of interest.

ECBD unpacks and formalizes benchmark design
decisions into five modules, each having a specific
role in supporting the process of collecting nec-
essary evidence (see Figure 1). For each module,
we provide guiding questions that help benchmark
creators document, justify, and validate their de-
sign choices. These same questions can also guide
benchmark users in analyzing and documenting
existing benchmarks to better understand their lim-
itations and how to appropriately use them: what
are the design decisions shaping the benchmark?
Why did its creators make these decisions? And
what evidence do they provide to support their de-
cisions? By doing so, ECBD also supports added
transparency about what benchmarks measure, and
when and how they can be used. In turn, this trans-
parency can also help our community contest and
mitigate issues with current benchmarks.

To illustrate ECBD’s usage for benchmark analy-
sis, we organize these questions into a worksheet
(Appendix A) and apply it to three different bench-
marks: BoolQ (Clark et al., 2019), SuperGLUE
(Wang et al., 2019), and HELM (Liang et al.,
2022).1 Through this exercise, we uncover com-
mon issues, such as poor conceptualization of ca-
pabilities, that threaten the validity of these bench-
marks’ measurements. In general, we find that
these benchmarks lack justification and validation,
as well as appropriate documentation of the many
of their design choices made during their creation.

2 Background & Related Work

Benchmarking in NLP At a time when most
NLP models were built for a single specific task,

1Completed worksheets at https://github.com/
isle-dev/ECBD

Wang et al. (2018) introduced the General Lan-
guage Understanding Evaluation (GLUE) bench-
mark with the goal of helping the research commu-
nity develop models with better general language
understanding abilities. It includes a collection of
nine English language understanding tasks, cov-
ering question answering, sentiment analysis, and
textual entailment. Soon after, prompted by the
belief that many models were already surpassing
the performance of non-expert humans on GLUE,
Wang et al. (2019) proposed SuperGLUE.

This trend of evaluating models across an in-
creasing number of datasets and tasks continues,
with recent benchmarks such as GEM (Gehrmann
et al., 2021, 2022), covering 40 language genera-
tion tasks. Collaborative and evolving benchmarks
such as BIG-Bench (Srivastava et al., 2022), now
counting more than 200 tasks in its repository,2 call
on the research community to contribute new tasks.

We designed ECBD to encourage more critical
analyses of these increasingly complex benchmarks
and a deeper reflection on how benchmark design
decisions might affect the validity of benchmark
measurements.

Critiques and Meta-Analyses Prior work has
also surveyed and critiqued both NLP and machine
learning (ML) evaluation more generally. Bowman
and Dahl (2021) outline a list of criteria they ar-
gue that useful benchmarks for natural language
understanding (NLU) should meet, including va-
lidity. Similarly, Wagstaff (2012) highlights the
disconnect between benchmark results and real
world impacts—e.g., does a given increase on the
benchmark actually lead to positive impact in the
tested domain of application?—while Liao and
Xiao (2023) argue for centering language models’
evaluation on how models will be used in practice.
Analyses of benchmarks in NLP evaluation have
raised concerns about annotation artifacts (Guru-
rangan et al., 2018), threats to validity (Blodgett
et al., 2021), lack of justification surrounding de-
sign choices (Goldfarb-Tarrant et al., 2023), incon-
sistent results from benchmarks aimed at measur-
ing similar things (Akyürek et al., 2022), and bench-
marks’ lack of robustness (Alzahrani et al., 2024).

NLP and ML Documentation Various docu-
mentation guidelines have been proposed for NLP
and ML datasets, models, and systems (Bender
and Friedman, 2018; Arnold et al., 2019; Mitchell

2https://github.com/google/BIG-bench
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et al., 2019; Gebru et al., 2021; Bhardwaj et al.,
2024). Datasheets for Datasets (Gebru et al., 2021)
provides a standardized process for documenting
ML datasets, formulated as a list of questions (e.g.,
“Does the dataset contain data that might be consid-
ered confidential?”). In NLP, Data Statements for
NLP (Bender and Friedman, 2018) contains guide-
lines more specific to speech and text data, asking
practitioners to document details about how data
is curated, such as the demographics of the speak-
ers included. Similarly, Model Cards (Mitchell
et al., 2019) and FactSheets (Arnold et al., 2019)
have been proposed to support better model and AI
service documentation.

Our work contributes to these efforts by pro-
viding a set of guidelines for documenting NLP
benchmark design choices. Our focus, however,
is on design choices that affect how benchmarks
are used to gather the necessary evidence about
whether, or to what degree, an evaluated model
has some capabilities of interest. Our framework
also guides the process of gathering the required
validity evidence for benchmark measurements.

Measurement Theory In the social sciences,
hypothesized theoretical entities known as con-
structs (e.g., a person’s creativity, attitude towards
a social issue) cannot be directly measured (Jacobs
and Wallach, 2021). Instead, the measurement
is indirect, relying on samples of observable
behaviors obtained through tests. Measurement
theory is the study of test development, aiming
to minimize measurement error so to produce
the best measurements of the desired constructs
(Bandalos, 2018). Educational testing is rooted in
measurement theory, aiming to produce the best
measurements of students’ abilities.

The quality of tests depends on their validity,
which refers to “the degree to which evidence and
theory support the interpretations of test scores for
proposed uses of tests” (American Educational Re-
search Association, 2014). Bandalos (2018) argues
that it is the most important quality of a test as it
concerns the fundamental issue of what measure-
ment instruments (i.e., tests) are really measuring.

These concepts are relevant to NLP, as many
desirable model capabilities (e.g., language under-
standing) cannot be directly measured; they are
unobservable constructs, and NLP benchmarks can
be seen as tests that use observable model behav-
iors (e.g., LM-generated text) to measure these
constructs (Xiao et al., 2023). This raises key

concerns about the validity of the performance
measurements obtained with various NLP bench-
marks (Blodgett et al., 2021; Bowman and Dahl,
2021; Fleisig et al., 2023).

Evidence-Centered Design (ECD) in Education
is a framework introduced in the field of education
with the goal of guiding the design, evaluation, and
interpretation of educational tests (Mislevy, 2003).
Our main source of inspiration to create Evidence-
Centered Benchmark Design (ECBD) comes from
the conceptual assessment framework (CAF), a
vital component of ECD consisting of five models:

i) Student model: specifies the constructs that
characterize the students and that the test aims
to measure. This model connects the test to
its intended uses (e.g., if a test is to deter-
mine whether students need remedial language
classes, should their reading comprehension
skill be measured?).

ii) Task model: builds a pool of tasks (i.e., test
items) that draw out responses from students.
Since the test relies on these responses to mea-
sure the constructs of interest, the tasks should
elicit evidence about those constructs.

iii) Presentation model: specifies how a given
test item or task is presented to students (e.g.,
font size, instructions given by teachers). The
goal is to avoid introducing measurement error
(e.g., due to differences in the readability of
the test using inconsistent font sizes).

iv) Assembly model: specifies how tasks are se-
lected from the available pool to be presented
to students (e.g., when there are 100 exam
questions but students can only answer 20,
how should the test select these 20 questions?).
This model also specifies and helps assess the
amount of evidence that will be collected (e.g.,
are the selected 20 questions sufficient to mea-
sure reading comprehension?)

v) Evidence model: specifies how to measure
constructs specified in the student model by
observing students’ performance on the pre-
sented test items. It consists of two compo-
nents: one specifies item-level scoring (i.e., ex-
tracting evidence from students’ performance
on a single test item) and the other specifies
test-level scoring (i.e., accumulating extracted
evidence across all presented test items).

In summary, each CAF model has specific roles
to fulfill, and together they roadmap the process
of educational testing. We adapt CAF models to
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NLP benchmarking, proposing a framework for
benchmark design that similarly centers evidence
in measurement.

3 Evidence-Centered Benchmark Design

We consider benchmarking as the process of gather-
ing capability evidence from objects of evaluation
(e.g., LMs)—i.e., evidence about whether or to
what degree those objects have some capabilities
of interest. Evidence-Centered Benchmark Design
(ECBD) structures this process into five modules,3

each of which has a specific role in helping collect
the necessary capability evidence: the capability
module (§3.1), the content module (§3.2), the adap-
tation module (§3.3), the assembly module (§3.4),
and the evidence module (§3.5). See Figure 2 for
an overview of ECBD.

For each module, ECBD breaks down the design
process into three required actions. To guide bench-
mark creation, ECBD requires benchmark creators
to i) describe their design choices; ii) justify these
choices, forming hypotheses about how they ensure
that the module accomplishes its role; and iii) pro-
vide support for these hypotheses, which requires
gathering either evidence showing that underlying
constructs are well-defined and well-grounded, or
validity evidence—i.e., evidence about how bench-
mark design choices might support or threaten the
validity of the resulting benchmark measurements.
Such evidence can be theoretical (e.g., work con-
ceptualizing a capability) or empirical (e.g., experi-
ments correlating benchmark measurements with
some ground truth).

In addition to helping benchmark creators re-
flect on their design choices, ECBD can also support
benchmark analysis by benchmark users or third
parties by drawing attention to whether and how
benchmark creators describe and justify their de-
sign decisions, and to what extent there is validity
evidence supporting these decisions.

We also organize ECBD in a worksheet of 20 ques-
tions to facilitate its use (Appendix A). Benchmark
creators can use this worksheet while constructing a
benchmark, with each question meant to encourage
them to reflect on their decisions and make their as-
sumptions explicit. When analyzing existing bench-

3For clarity, in adapting ECD, we have also adapted some
of the terminology: i) module instead of CAF model, as model
often designates an NLP model; ii) content instead of task,
as task often refers to a category of problems or challenges
that an NLP system aims to solve (e.g., the task of question
answering) instead of a test item (e.g., a single exam question).

marks, the worksheet can be completed by referring
to available documentation of the benchmark under
analysis (e.g., papers, blog posts).

Benchmark Intended Use While establishing
the intended use of a benchmark is not a ECBD
module per se, it is a critical step that should
precede benchmark design or analysis using ECBD
modules. This first step is important as the validity
of the resulting benchmark measurements often
concerns whether the benchmark can be used as
intended. Articulating a benchmark’s intended
use requires specifying: i) What are the intended
objects of evaluation (analogously, “test takers”)?
ii) Who are the intended users of the benchmark?
and iii) How should they interpret and use the
benchmark results?

A benchmark’s design choices should be
assessed with respect to its intended use. This
intended use might be closely connected to the
use context of the evaluated model (e.g., aiming
to inform deployment decisions of automatic
summarizers for medical records), or it might
not be directly connected to any downstream
applications (e.g., aiming to compare language
models’ and humans’ linguistic abilities).

If the intended use is not clearly stated, bench-
mark creators risk making choices simply because
they are convenient or common practices, likely
resulting in a benchmark that does not serve any
particular purpose. Furthermore, if the intended use
is not clearly communicated to potential users, they
could unintentionally misuse the benchmark (e.g.,
use it to evaluate other objects than those intended),
or misinterpret the resulting measurements.

3.1 Capability Module

The capability module specifies the capabilities—
constructs that the objects of evaluation are thought
to exhibit or possess—that the benchmark aims
to measure. For NLP models, such capabilities
might encompass a wide range of model character-
istics and properties, such as reasoning, multilin-
gual understanding, stereotyping, or toxicity. What
capabilities we might want to measure, however,
depends on the benchmark’s intended use. Thus,
this module is also intended to capture the connec-
tion between the benchmark and its intended use.
To do so, it requires benchmark creators to define
the capabilities of interest, justify the aforemen-
tioned connection, and provide appropriate ground-
ing for how these capabilities are defined. This
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Figure 2: The Evidence-Centered Benchmark Design framework. Solid line arrows indicate the process of designing
a benchmark (e.g., designers decide on the intended uses of the benchmark before deciding what capabilities are of
interest). The dotted line arrows indicate the process of the benchmark gathering necessary capability evidence.

process encourages reflection on the definitions of
the capabilities of interest, to ensure that they are i)
well-matched to the benchmark’s intended use, and
ii) well-grounded, as capabilities may be contested
and context-dependent (e.g., who are the users of
an evaluated model, and what are their needs?).

Theoretical work conceptualizing capabilities,
as well as empirical work seeking to understand
contexts of use and capabilities relevant to those
contexts, could provide evidence that the choices of
capabilities and accompanying definitions are well-
grounded. For example, Liao et al. (2022) conduct
survey studies with topical experts and end users to
understand what evaluation criteria are important
for explainable AI algorithms.

3.2 Content Module

The content module specifies the pool of available
test items that the benchmark could require objects
of evaluation to perform or respond to. These test
items should help elicit evidence about the capa-
bilities of interest, so that this evidence can be later
extracted from the responses and accumulated to
produce measurements of those capabilities (§3.5).
Note that it is not necessary for each test item to

target all capabilities of interest, as items can be
used in combination (see §3.4).

Through the characteristics of the test items,
benchmark creators should justify how each test
item elicits evidence about the capabilities it tar-
gets. Gathering validity evidence for this module—
evidence about how the test items help us elicit
useful signals about the capabilities of interest—
could involve research studies or experts assess-
ing whether test items capture the capabilities of
interest.4 The research study by Blodgett et al.
(2021) is such an example, as it examines whether
NLP benchmarks meant to measure stereotyping
actually measure stereotyping. They identify, for
instance, test items that contain true facts instead
of harmful stereotypes (e.g., “Afghanistan shares
a border with Pakistan. Most people there are
Muslim.” (Nangia et al., 2020)). An evaluated
model favoring such items is likely not indicative of
the model producing harmful stereotypes. Conse-
quently, the prevalence of such test items threatens
the validity of these benchmarks.

4In measurement theory, this type of validity evidence is
referred to as “content validity” (Jacobs and Wallach, 2021).
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3.3 Adaptation Module

The adaptation module specifies how test condi-
tions are constructed, and how objects of evaluation
are instructed (e.g., students) or adapted (e.g., mod-
els) for each test item. For example, benchmarks
for evaluating models might employ methods that
add examples in few-shot prompting, or adapt mod-
els by fine-tuning with examples. These methods
and the data they involve are specified in the adapta-
tion module and should be chosen carefully so as to
not confound benchmark measurements. The adap-
tation module should ensure that test conditions
and adapted test items are well-suited to all objects
of evaluation and not disadvantage some objects.

For example, if a benchmark employs prompt-
ing for LMs, some LMs might respond poorly to
certain prompt formats (Sclar et al., 2023), thus
confounding benchmark results; poor performance
might be indicative of this sensitivity to prompt
formatting instead of providing meaningful infor-
mation about the capabilities of interest.

3.4 Assembly Module

The pool of available test items specified by the con-
tent module (§3.2) is what the benchmark has avail-
able to use. The assembly module specifies which
items from this pool are actually used by the bench-
mark for evaluation, and whether this subset en-
ables practitioners to use the benchmark to gather
sufficient evidence for all capabilities of interest.

The simplest assembly method would be to
use all available items. When there are resource
constraints (e.g., computational, financial, or
time), it may become necessary to consider more
sophisticated assembly methods to make sure the
benchmark measurements remain valid and useful.
For instance, using a smaller set of test items
should not introduce an unacceptable amount of
measurement error.

3.5 Evidence Module

The evidence module specifies how capability ev-
idence is extracted from responses obtained from
objects of evaluation (evidence extraction), and
how this evidence is accumulated to produce bench-
mark measurements that capture the capabilities of
interest (evidence accumulation).

Evidence Extraction For each presented test
item, objects of evaluation produce observable re-
sponses (e.g., LM-generated text, token probabili-
ties). Evidence extraction involves specifying what

type of responses are elicited from the objects of
evaluation and the capability evidence we can in-
fer from these responses.

This process necessarily involves representing
the evidence via some observable variables such as
numerical scores (e.g., 1/0 to indicate that a LM-
generated text is “fluent”/“disfluent,” representing
a piece of evidence about the LM’s ability to gen-
erate fluent text). Benchmark creators therefore
need to justify and show that these variables actu-
ally capture the target capabilities. For example,
experiments examining the correlation between au-
tomatic metrics and human annotations (presumed
ground truth) could in some cases provide validity
evidence for this component of the module.

Evidence Accumulation Benchmarks involving
multiple test items often need to accumulate
multiple pieces of extracted evidence to produce
measurements of the capabilities of interest to
be interpreted and used. This component of the
module thus connects observable variables used
for evidence extraction to the capability module
(Section 3.1): the accumulated evidence should
capture the capabilities of interest. For example,
the benchmark measurements might be computed
as the average of item-level responses, if the
distribution of those responses is assumed to
follow a normal distribution. Gathering validity
evidence could involve testing this assumption
about the distribution.

4 Case Studies

To illustrate how our framework guides benchmark
analysis and helps foreground possible validity con-
cerns, we apply the ECBD worksheet to analyze
HELM (Liang et al., 2022), SuperGLUE (Wang
et al., 2019), and BoolQ (Clark et al., 2019).

4.1 Analyzed Benchmarks

SuperGLUE aims to be “a more rigorous test
of language understanding” than its predeces-
sor GLUE (Wang et al., 2018). It includes 8
pre-existing datasets, each corresponding to a

“language understanding task.” HELM, the most
recent benchmark of the three, is meant to be a

“living benchmark” that is continuously updated.
When its accompanying paper was first published,
HELM included 15 existing datasets.5 BoolQ

5HELM includes two evaluations that seem to be com-
pletely independent: a “core” evaluation and a supplementary

“targeted” evaluation. As the main focus of the accompanying
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includes a dataset of real user yes/no queries,
which is re-used in both SuperGLUE and HELM.

These benchmarks are different in many ways:
they are from different points in time and of various
sizes, aim to capture different capabilities, and are
constructed differently (e.g., BoolQ introduces a
novel dataset while SuperGLUE and HELM re-
purposes existing datasets). Due to its flexibility,
ECBD can be applied to all these benchmarks.

4.2 Method

The ECBD worksheet for each benchmark was com-
pleted by two to three authors of this paper, where
one author first read the paper introducing that
benchmark, and then re-read it while completing
the worksheet. At least two other authors then
examined the completed worksheets while read-
ing the paper. We discussed and resolved any
ambiguities and inconsistencies that arose during
this process both in the phrasing of the worksheet
questions and in how to use the information pro-
vided in the benchmark papers to answer the ques-
tions. The completed worksheets can be found at
https://github.com/isle-dev/ECBD.

4.3 Observations

We overview key concerns with the design of
existing benchmarks that ECBD’s modules helped
us foreground.

Intended use: Benchmarks’ intended uses are
vaguely specified. Specifying a benchmark’s in-
tended uses is a crucial first step in ECBD. In exam-
ining how the three benchmarks discuss their in-
tended uses, we found little description of who their
intended users are and how they should interpret
and use the resulting measurements. HELM explic-
itly states that the use and interpretation of bench-
mark measurements is up to the users to decide
for themselves.6 Since validity involves whether
benchmark measurements can be used as intended,
this lack of information makes the analysis and
validation of these benchmarks difficult—in partic-
ular, assessing whether measured capabilities are
relevant to benchmarks’ intended uses.

paper is on the former, we consider it as a single, independent
benchmark that we focus on for our analysis.

6“[W]e expect the totality of the results we provide are
not relevant for every practical use case: we anticipate
practitioners should first identify scenarios and metrics
pertinent to their use conditions, and then prioritize these
scenarios/metrics in interpreting the results of this benchmark.”
(Liang et al., 2022, p. 88)

General-purpose
Language

Understanding

Causal
Reasoning

Commonsense
Reasoning

Everyday
Knowledge ...

...?

Practical Utility

Accuracy Robustness Toxicity ...

...

SuperGLUE

HELM

Figure 3: Different levels of capabilities and their con-
nection, in HELM and SuperGLUE. In SuperGLUE, the
connection between sub-capabilities (e.g., “causal rea-
soning”) and “general-purpose language understanding”
is not explained. It is thus denoted by the dotted lines
and the question mark.

Capability module: When evaluating complex
capabilities, benchmarks seem to break down
capabilities of interest into intermediate capabil-
ities that are perhaps easier to measure, but this
process is sometimes not explicitly described.
ECBD’s capability module draws attention towards
what capabilities the benchmarks measure and how
they are conceptualized. For SuperGLUE, which
aims to measure “general language understand-
ing” (GLU), we found that the benchmark seems
to consider intermediate capabilities of interest
that contribute to measuring GLU (see Figure 3).
The paper’s descriptions of datasets introduce con-
structs such as “causal reasoning,”7 treating them
as though they are self-evidently relevant to GLU.
However, these additional constructs are not de-
fined, and their connection to GLU is left implied.
This lack of clarity about capabilities of interest
makes it difficult to analyze whether a benchmark
properly operationalizes them. HELM provides
more descriptions of choices and definitions of
capabilities: it draws an explicit connection be-
tween the overall capability under measurement—

“practical utility”—and the seven intermediate ca-
pabilities of interest—e.g., “accuracy,” “calibra-
tion”—which are selected as they are believed to
reflect what “it mean[s] for a system to be useful”
(Liang et al., 2022, p.27). The relationships be-
tween these overall and intermediate capabilities,
however, might need further interrogation.

Capability module: The capabilities the bench-
marks are purportedly measuring are often
poorly and/or inconsistently conceptualized.

7“COPA (Choice of Plausible Alternatives, Roemmele et al.
(2011)) is a causal reasoning task [...].” (Wang et al., 2019).
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ECBD requires benchmark creators not only to say
what they want to measure but also to justify why
they want to measure it. This helps us foreground
inconsistencies in how these capabilities are
defined and justified. For example, some of the
analyzed benchmarks collapse the constructs they
are designed to measure with the measurement
of those constructs. Specifically, HELM describes
e.g., “accuracy” (the construct) as an “umbrella
term for the standard accuracy-like metric” (Liang
et al., 2022, p.29) (possible measurements of
the construct). This makes it difficult to even
know what capability the resulting measurements
actually measure.

Furthermore, constructs sometimes lack
appropriate grounding; for example, HELM con-
ceptualizes constructs like “fairness,” “bias,” and

“toxicity” as measurable without requiring ‘‘knowl-
edge about the broader social context” (Liang
et al., 2022, p.28). We know from prior work,
however, that more often than not, such constructs
are contested and depend on the context in which
they are applied (Blodgett et al., 2020; Jacobs
and Wallach, 2021). While such inconsistencies
are not necessarily problematic, they can give
rise to validity concerns if the benchmark’s
conceptualizations are not well-justified.

Content module: For benchmarks re-purposing
data, we found little justification connecting the
data to capabilities of interest. Pre-existing data
that is re-purposed by a benchmark may not be fit
for measuring the capabilities that benchmark aims
to measure. By requiring benchmark creators to
justify their choice of data, ECBD’s content module
helps highlight potential disconnects between
capabilities of interest and the re-purposed data.
For instance, the BoolQ dataset was re-purposed
by HELM to measure “(social) bias,” among other
capabilities. Since this dataset was not designed to
elicit evidence about “bias,” ECBD requires HELM
to justify and validate the re-use of this data to cap-
ture this capability. We found no such justification
or validation, which raises doubts about whether
the resulting measurement is meaningful.

Adaptation module: Some benchmarks do not
prescribe adaptation methods. ECBD’s adapta-
tion module draws attention to the suitability of
adaptation methods. Among the benchmarks we
inspected, only HELM prescribed an adaptation
strategy: few-shot prompting with 5 in-context ex-
amples. Once chosen for a given dataset, these ex-

amples and the prompt template (e.g., instructions)
stay fixed across all test items from that dataset, as
well as across all evaluated models. BoolQ and Su-
perGLUE do not specify whether or how evaluated
models need to be adapted. As benchmark users are
free to decide for themselves what methods to em-
ploy, it might be difficult to meaningfully interpret
benchmark measurements when users adopt differ-
ent adaptation methods for the same benchmark.
We recommend that users report what adaptation
methods they employ, if such methods are not pre-
scribed by the benchmark.

Assembly module: The choices surrounding as-
sembly methods are often taken as self-evidently
appropriate. We find that the benchmarks we
examined do not fully describe or justify the
choices of assembly methods. For BoolQ, we
only found brief mentions that test items are split
into training, development, and test sets, without
further elaboration about why and how items are
selected to be part of the test set. SuperGLUE uses
existing train/dev/test splits from the datasets it
re-purposes, but does not describe how these splits
were originally constructed or justify the continued
use of those splits. For HELM, a maximum
of 1,000 test items per dataset are selected for
evaluation, but we found no description about
the exact selection process. This lack of attention
to assembly methods could hinder benchmark
creators from considering alternative methods
(e.g., selecting test items based on their difficulty
(Mishra and Arunkumar, 2021)) and reflecting
about possible trade-offs different methods might
help them make, such as balancing resource
constraints with possible threats to validity.

Evidence module: The way evidence is being
extracted and accumulated is often only justi-
fied by a desire to follow similar practices as
prior work. All three benchmarks use automatic
metrics to extract evidence, such as exact-match
for classification tasks and ROUGE-2 for summa-
rization. These metric scores are then accumulated
through functions like F1-score or by averaging.
ECBD’s evidence module requires benchmark cre-
ators to justify these choices, particularly with re-
spect to the role they play in extracting and accu-
mulating capability evidence. However, we found
that when such choices are justified, the explana-
tions often do not focus on whether or how these
methods help capture the capabilities of interest.
Instead, benchmark creators only briefly mention
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that the metrics they use are “standard” or “default”
for a certain task (Liang et al., 2022, p.127-137), or
that they are “follow[ing] prior work” (Wang et al.,
2019, p.5-6) when choosing metrics or aggregation
functions.

We encourage benchmark creators to more care-
fully consider their choices in the evidence module,
including questioning methodology used in prior
work, so as not to risk perpetuating the use of
currently popular yet potentially unsuitable method-
ology. Even where methods may be well-justified
in prior work, they may not always be well-suited
to other contexts (e.g., with differently defined ca-
pabilities under measurement), and their appropri-
ateness to new contexts should always be justified.

Evidence module: Even when new evaluation
methods are introduced, we still find little jus-
tification for how the methods capture the ca-
pabilities of interest. For example, HELM intro-
duces new automatic metrics to measure “(social)
bias” through demographic representation. The
metric first counts occurrences of words related to
each considered demographic group (e.g., “gomez,”

“martinez,” for the group “Hispanic”) in model out-
puts. It then compares the word counts to the uni-
form distribution (i.e., where every demographic
group is equally represented). Some design choices,
such as the demographic groups under considera-
tion and their corresponding word lists, are well-
described. However, we found little justification
for them—for example, why does the benchmark
use the demographic groups “White,” “Hispanic,”
and “Asian” to measure racial bias? Why is the
uniform distribution a suitable reference distribu-
tion? Under ECBD, the creators of HELM would
need to justify how these design decisions enable
the new metric to capture “(social) bias.”

The benchmarks rarely gather validity evidence
to support their design choices. All modules in
ECBD require collecting validity evidence to sup-
port benchmark design choices. The benchmarks
we examined either do not describe collecting such
evidence, or acknowledge the need for it but leave
gathering it to future work. We encourage bench-
mark creators to identify and use validity evidence
that may already exist, and plan future experiments
to gather necessary validity evidence. For existing
benchmarks, identifying and developing this evi-
dence may require efforts from other researchers,
benchmark users, or other practitioners. Appropri-
ate incentives from the community could encourage

future efforts on gathering validity evidence and
on examining how to integrate this evidence into
the use of existing benchmarks (e.g., how might a
benchmark that includes a metric which is found to
be unsuitable be used?). For future benchmarks, we
strongly encourage benchmark creators to gather
and report validity evidence supporting their design
choices during the process of benchmark design.

5 Conclusion

To guide NLP benchmark creation and analysis, we
take inspiration from the evidence-centered design
framework from the field of educational testing to
propose ECBD (Evidence-Centered Benchmark De-
sign). Our framework formalizes the benchmark
design process into five modules that each play a
critical role in gathering valid and useful capability
evidence—i.e., evidence about whether or to what
degree objects of evaluation have some capabilities
of interest. We demonstrated its utility by using it to
analyze BoolQ, SuperGLUE, and HELM, finding
common practices that threaten the validity of their
measurements. For example, for these benchmarks
we found more of a focus on describing design
choices (e.g., which dataset/metric is used), and
less on justifying them and their role in the bench-
mark. Gathering validity evidence is also rare.

Future directions include further analyses of
our framework’s utility in guiding the creation of
benchmarks. It is also important to understand
how ECBD helps increase transparency and supports
practitioners in achieving a greater understanding
of benchmark results and their limitations. Future
work might also examine this, for example through
user studies with benchmark creators and users. As
ECBD does not constrain the model inputs and out-
puts to be textual, we also see it to be applicable or
adaptable to multi-modal NLP benchmarks, or to
other areas in ML and AI.

Limitations

Framework and Worksheet
While we have developed ECBD and the accompa-
nying worksheet to guide practitioners through the
essential components of the benchmark design pro-
cess, the questions for each module are not exhaus-
tive, and it is possible that practitioners will identify
additional questions particularly relevant to their
own benchmark creation or analysis processes.

We also note that assessing a benchmark should
involve many criteria beyond validity, such as the
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provenance of test items (did those who created
the data consent to its use?) (Rogers et al., 2021),
privacy (do test items reveal sensitive or personally
identifying information?) (Huang et al., 2023), and
the reliability of the measurements (can they be
repeated?) (Jacobs and Wallach, 2021).

Case Studies

The choice of benchmarks to analyze (i.e., BoolQ,
SuperGLUE, and HELM) likely also limits our
findings. Although there are many differences be-
tween them, these benchmarks are unlikely to cover
the wide space of possibilities in benchmark design.
We have not analyzed, for instance, dynamic bench-
marks that create test items instead of relying on
existing data (Kiela et al., 2021).

Furthermore, our analysis relied only on the pa-
pers introducing each of the three benchmarks,
namely the work of Clark et al. (2019), of Wang
et al. (2019), and of Liang et al. (2022). We have
not used other sources of information on the bench-
marks, such as their official websites and code
repositories, which could limit our analysis. On
the other hand, only relying on the papers allows
us to examine the benchmark creators’ reporting
practices.

Finally, the case studies are subject to our read-
ing. We could have missed or misinterpreted pas-
sages from the analyzed papers.

Ethical Considerations

NLP benchmarks not only influence the devel-
opment and use of specific NLP models—e.g.,
how performant is a specific model believed to
be?—but also help to construct the field’s priorities
and norms—e.g., what capabilities are researchers
developing models towards, and what is seen as
evidence of success? Well-documented and more
valid benchmarks run less risk of misguiding bench-
mark users and stakeholders of evaluated models—
potentially avoiding e.g., the costs of optimizing
models towards the wrong goal or deploying mod-
els with undetected issues, causing harms to users.

By proposing a more principled way of design-
ing and analyzing NLP benchmarks, we hope to
encourage the construction of well-documented
and more valid benchmarks. However, our work
could potentially have the unintended, opposite
impact of discouraging future work in benchmark
design. Although we believe that the benefits of
following ECBD outweigh its costs, extensive docu-

mentation in following ECBD, as well as conducting
experiments to gather validity evidence, could be
expensive and time-consuming. Finally, although
we intend for ECBD to encourage meaningful reflec-
tion during the benchmark design process, as with
all documentation there is a risk that it will instead
be treated as a checklist.
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A Worksheet Template

Introduction

Evidence-Centered Benchmark Design (ECBD) is a
framework that formalizes the benchmark design
process. It requires first specifying the intended
use of the benchmark (including specifying the
objects of evaluation). The process is then broken
down into five modules:

i) Capability module: capabilities that the
benchmark aims to measure.

ii) Content module: pool of test items that draw
out responses from the objects.

iii) Adaptation module: adapting or instructing
the objects to complete the tasks.

iv) Assembly module: selecting from the pool of
test items to build the set used for evaluation.

v) Evidence module: extracting and accumulat-
ing evidence about the capabilities of interest
from responses produced by the objects.

This worksheet provides guidance on how to
create a new benchmark or analyze an existing
benchmark following ECBD. It can be completed
from different perspectives: as the creator of a new
benchmark, as the custodian or the user of an exist-
ing benchmark, or as a third-party analyzing bench-
marks, etc. Each module contains three questions:
- Describe: What design decisions did the bench-

mark creators make for this module?
- Justify: Why did the benchmark creators make

these decisions? This involves forming a hy-
pothesis that the decisions allow the module to
accomplish its role in the process of gathering
necessary capability evidence.

- Support: What validity evidence do the bench-
mark creators have to support the above hypothe-
sis? In other words, what shows that the module
indeed accomplishes its role?

This worksheet is not a checklist, and it is not
required to answer each question perfectly. These
questions are meant to encourage reflection and
validation of benchmark design decisions, as well
as to guide benchmark documentation.

Benchmark Name and Reference(s)

The references are the source of information used
to complete this worksheet. For example, a third-
party analyzing an existing benchmark may choose
to use the academic publication introducing said
benchmark as their source of information. Other
sources of information could be blog posts, official
websites, or code repositories accompanying the
benchmark.
[ANSWER HERE]

Who is filing the worksheet?

From what perspective is this worksheet com-
pleted? In other words, what is the relation be-
tween the person(s) completing this worksheet and
the benchmark that is the focus of this worksheet?
[ANSWER HERE]

A.1 Intended Use

Q1 - Who/What are the intended objects of eval-
uation? Elaboration on the objects of evaluation
(e.g., their assumed capabilities, demographic in-
formation for human objects of evaluation, etc.)
helps us better understand whether the benchmark
is suitable for all intended objects of evaluation.
[ANSWER HERE]

Q2 - What is the intended use of the benchmark?
Who are the intended users of the benchmark?
Benchmark results aim to provide insights about
the objects of evaluation: how are users meant to
use these insights?
[ANSWER HERE]

A.2 Capability Module

The capability module specifies the capabilities
that the benchmark aims to evaluate. The term
“capability” refers to a construct (e.g., quality
criteria, skill, etc.) that the objects of evaluation
are thought to exhibit or possess. Capabilities often
cannot be directly observed or directly measured,
thus requiring the benchmark to indirectly measure
them by gathering necessary evidence about said
capabilities.

Q3 - DESCRIBE: i) What are the capabilities of
interest? ii) How is each one defined, and under
what context is each one defined?
[ANSWER HERE]

Additional recommended questions to consider
so to further clarify and contextualize the defini-
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tions (in benchmark analysis: as presented by the
benchmark):

• How does the definition used by the bench-
mark differ from other existing definitions of
this capability?
[ANSWER HERE]

• How does this capability differ from other
similarly defined capabilities?
[ANSWER HERE]

Q4 - JUSTIFY: How are the capabilities of inter-
est connected to the intended use of the bench-
mark (specified in Q2)? Are the capabilities
theoretically attainable by the objects to be eval-
uated? Explain the interest in measuring the ca-
pabilities in Q3 and question whether it may be
impossible for the objects of evaluation to have
said capabilities.
[ANSWER HERE]

Q5 - SUPPORT: What validity evidence do the
benchmark creators offer to support the choice
and definition of capabilities of interest?
[ANSWER HERE]

A.3 Content Module
The content module specifies test items that the
benchmark could require objects of evaluation to
perform or to respond to. The test items should
elicit evidence about some capability of interest, so
that said capability evidence can be later extracted
from the responses and aggregated to produce a
measurement of said capability.

Q6 - DESCRIBE: i) Characterize the test
items. Most often, NLP evaluation relies on in-
put data, so this step could involve describing the
data that is available to the benchmark to use, how
the data is obtained, etc. ii) Which capabilities of
interest does each test item aim to capture? Each
item can aim to capture one or several capabilities
amongst those listed in Q3.
[ANSWER HERE]

Q7 - JUSTIFY: How does each test item elicit
evidence about its target capabilities? Justify
via the characteristics of the test items (Q6).
[ANSWER HERE]

Q8 - SUPPORT: What evidence do the bench-
mark creators offer to support content validity
of the test items? In other words, we question

whether the test items captures capabilities of inter-
est. Content validity is often based on analysis by
external experts or benchmark users.
[ANSWER HERE]

A.4 Adaptation Module

When evaluating humans, the benchmark might
instruct them to perform a task by providing
instructions, training exercises, demonstrations,
etc. When evaluating models/systems, there
are also myriad methods that i) modify the
models/systems (e.g., fine-tuning), or ii) format
or add onto the input (e.g., adding examples in
few-shot prompting). These adaptation methods
should be chosen carefully so as to not confound
evaluation results.

Q9 - DESCRIBE: Given an input, how are the
objects of evaluation adapted or instructed to
provide the output?
[ANSWER HERE]

Q10 - JUSTIFY: Elaborate on the suitability of
the adaptation methods for all intended objects
of evaluation.
[ANSWER HERE]

Q11 - SUPPORT: What validity evidence do
benchmark designers offer that supports the
choice of the adaptation methods?
[ANSWER HERE]

A.5 Assembly Module

Test items specified by the content module are
what the benchmark could use. The assembly
module concerns what items from that pool will
actually be used by the benchmark for evaluation,
and whether this set allows the benchmark to
gather sufficient evidence.

Q12 - DESCRIBE: How many test items are cho-
sen to assemble the subset used for evaluation?
What factors inform this selection?
[ANSWER HERE]

Q13 - JUSTIFY: How does the described as-
sembly method ensure that the produced subset
elicits sufficient evidence for all capabilities of
interest?
[ANSWER HERE]
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Q14 - SUPPORT: What validity evidence do the
benchmark creators offer to support the choice
of assembly methods?
[ANSWER HERE]

A.6 Evidence Module

A.6.1 Evidence Extraction Component
In response to each presented test item, objects of
evaluation produce observable behaviors (referred
to as “responses”) which are captured by the bench-
mark. From these responses, the benchmark ex-
tracts evidence about capabilities of interest that
said test item targets (referred to as “salient evi-
dence”).

Q15 - DESCRIBE: For each test item, i) What
responses are captured and used for evidence
extraction? When evaluating humans, many types
of responses can be captured: selection in multiple-
choice questions, long-form answers, response
time, etc. Similarly, the benchmark can use the
generated text (decoded in a certain way), token
probabilities, running time, etc. ii) How is evi-
dence extracted and represented?
[ANSWER HERE]

Q16 - JUSTIFY: How does the extracted evi-
dence capture the capabilities of interest?
[ANSWER HERE]

Q17 - SUPPORT: What validity evidence do the
benchmark creators offer to support the choice
of evidence extraction method?
[ANSWER HERE]

A.6.2 Evidence Accumulation Component
Q18 - DESCRIBE: How is the evidence accu-
mulated to draw insights about the objects of
evaluation in terms of capabilities of interest?
[ANSWER HERE]

Q19 - JUSTIFY: How does the method of accu-
mulating evidence capture capabilities of inter-
est?
[ANSWER HERE]

Q20 - SUPPORT: What validity evidence do the
benchmark creators offer to support the choice
of evidence accumulation method?
[ANSWER HERE]

B Glossary

We compile terminology used in the present paper
and in the ECBD worksheet in Table 1.
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Term Meaning
Objects of
evaluation

Models, systems, people, etc. that are to be evaluated.

Capability Quality criteria, ability, skill, etc. that characterizes the objects of evaluation.
They are very often not observable nor directly measurable.

Capability
evidence

Evidence indicating whether or to what degree an object of evaluation has the
capability of interest. For example, a language model (object of evaluation)
detecting the grammatical error in “their going to the mall.” can be a piece of
evidence supporting the belief that the model has grammatical knowledge
(capability of interest).

Benchmarking
(verb); a
benchmark
(noun)

We view benchmarking as a process of gathering capability evidence from the
objects of evaluation about the capabilities of interest. A benchmark is a
collection of measurement instruments that supports the above process.

Benchmark
results

The final product of benchmarking, often in the form of numerical scores (e.g.,
ratio), rankings, or categorization (e.g., detecting that an object of evaluation is
“biased”). The results inform benchmark users about the objects of evaluation,
about to whether or to what degree the object has the capabilities of interest.

Validity
Evidence

Evidence supporting whether the benchmark results can be interpreted as it is
originally intended to be interpreted, whether the benchmark can be used as it is
originally intended to be used. In other words, it is evidence supporting that the
capability evidence gathered is actually meaningful with respect to the intended
uses of the benchmark. Validity evidence can be theoretical or empirical/

Validity;
validation

Validity is the degree to which all the accumulated validity evidence supports
the intended interpretation of benchmark results for the intended use of the
benchmark. Validation is thus the process of accumulating validity evidence

Test item A single evaluation instance of the benchmark that objects of evaluation can be
asked to perform or respond to in order to obtain outputs or behaviours from
them.

Response Outputs or behaviours from the objects of evaluation in response to a test item
presented to them. These are expected to be observable. For example, a matrix
of token probabilities can be a response from a language model. The decoded
text that the model generated can also be a response. What response to capture
is a benchmark design decision.

Context (in the
capability
module)

Where and how the objects of evaluation are intended to be used or intended to
operate under. Context can involve the types of model/system users, other
stakeholders, the domain of application, the linguistic phenomena the systems
are meant to represent, etc. The definition of capabilities can greatly vary
depending on context (e.g., informativeness of some texts varies for expert vs.
non-expert readers)

Table 1: Glossary
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