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Abstract

Stance detection deals with identifying an au-
thor’s stance towards a target. Most existing
stance detection models are limited because
they do not consider relevant contextual infor-
mation which allows for inferring the stance
correctly. Complementary context can be found
in knowledge bases but integrating the context
into pretrained language models is non-trivial
due to the graph structure of standard knowl-
edge bases. To overcome this, we explore an
approach to integrate contextual information as
text which allows for integrating contextual in-
formation from heterogeneous sources, such as
structured knowledge sources and by prompt-
ing large language models. Our approach can
outperform competitive baselines on a large
and diverse stance detection benchmark in a
cross-target setup, i.e. for targets unseen during
training. We demonstrate that it is more ro-
bust to noisy context and can regularize for un-
wanted correlations between labels and target-
specific vocabulary. Finally, it is independent
of the pretrained language model in use.'

1 Introduction

Given a text and a target the text is directed at,
stance detection (SD) aims to predict whether the
text contains a positive or negative stance towards
the target or is unrelated. We provide an example in
Figure 1. In contrast to formal polls, stance detec-
tion (SD) provides a scalable alternative to assess
opinions expressed in unstructured texts. However,
in contrast to predicting the polarity of a text (i.e.,
sentiment analysis), SD is more challenging be-
cause it requires establishing the relation towards
a target which is rarely mentioned in the text (Au-
genstein et al., 2016).
Further, to infer the correct stance, often the text
alone is not sufficient and contextual information
* Equal contribution.

"Data and code at https://github.com/UKPLab/
arxiv2022-context-injection-stance

needs to be taken into account (Du Bois, 2007).
In contrast, most stance classification models are
expected to make a correct prediction given the
text and target only. This can lead to overly relying
on label correlations with target-specific vocabu-
lary (Reuver et al., 2021; Thorn Jakobsen et al.,
2021). In our example (Figure 1), it is challenging
to follow the reasoning of the text if the meaning
of school spirit is left unclear.

Target: School Uniforms

Label: Pro

Text: Creates a sense of school spirit.

Context: [’school spirit is the enthusiasm and
pride felt by the students of a school’, ’a strong
sense of school spirit is a positive and uplifting
influence on the school and its students’]

Figure 1: Example for Stance Detection from the UKP
ArgMin dataset (Stab et al., 2018). The context is not
part of the original dataset and was extracted from a
large language model via prompting.

Consequently, providing external knowledge as
an additional signal to stance classification has been
proposed as a remedy. However, lacking a gen-
eral solution, previous work applies knowledge
integration only for a specific text domain like
social media (Allaway et al., 2021; Clark et al.,
2021). Nevertheless, SD algorithms are applied
on a multitude of different text sources like social
media (ALD), news (Hanselowski et al., 2019) or
debating fora (Hasan and Ng, 2013; Chen et al.,
2019) and on diverse targets such as persons (Sob-
hani et al., 2017; Li et al., 2021), products (Soma-
sundaran and Wiebe, 2010), or controversial top-
ics (Stab et al., 2018; Jo et al., 2021a), among other
things. In addition, existing approaches (Zhang
et al., 2020; Paul et al., 2020) often depend on the
structure of the external knowledge source used.
However, a single source of knowledge will likely
not suffice for all different scenarios and adapting
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the model architecture to the structure of a spe-
cific knowledge source (e.g. graph-based) limits its
applicability.

This work proposes a flexible and robust ap-
proach to integrate contextual information by en-
coding it as text. It is better aligned to the encoding
schema of a pre-trained language model (PLM) and
circumvents any dependency on the structure of a
particular knowledge source. It also allows for us-
ing any context source that best fits the data’s text
domain or mixing contextual information from mul-
tiple sources. In detail, we propose a dual-encoder
architecture (INJECT), which encodes the input
text and context information separately while facil-
itating information exchange between both via at-
tention. We investigate extracting contextual infor-
mation from various sources using different extrac-
tion strategies. We evaluate our approach across a
benchmark of 16 stance detection datasets exhibit-
ing different characteristics concerning text source,
size, and label imbalance.

First, we demonstrate that existing state-of-the-
art approaches outperform standard baselines only
on the domains they have been tuned for - but per-
form worse on average. When integrating context
via INJECT, we observe improvements on average
and provide an analysis demonstrating the robust-
ness of our approach. In summary, we make the
following contributions:

* We show that the performance of existing
state-of-the-art approaches does not transfer
across a large and diverse benchmark of 16
SD datasets compared to a standard baseline.

* We propose the INJECT architecture to inte-
grate contextual information for cross-target
stance detection. Our approach leads to perfor-
mance improvements across the benchmark
and is independent of the underlying pre-
trained language model.

* We compare different sources for extracting
contextual information and their effectiveness
for stance detection. We extract context from
structured knowledge bases by prompting a
large pre-trained language model.

* An analysis highlights our approach’s ben-
efits compared to a more direct integration
via appending the context to the input. Our
approach regularizes the influence of correla-
tions of target-specific vocabulary and is ro-
bust to noisy contexts.

2 Related Work

Many tasks in NLP benefit from access to ex-
ternal knowledge such as natural language infer-
ence (Chen et al., 2018), machine translation (Shi
et al., 2016) or argument mining (Lauscher et al.,
2022). Within the era of PLMs, many approaches
rely on extensive pretraining using data from
knowledge bases (Peters et al., 2019; Zhang et al.,
2019) (KB) or supervision from knowledge comple-
tion tasks (Wang et al., 2021; Rozen et al., 2021).

Early works leveraged sentiment lexicons (Bar-
Haim et al., 2017b) or combinations thereof (Zhang
et al., 2020) to improve SD classification perfor-
mance. Other contextual components like au-
thor information (Li et al., 2018; Sasaki et al.,
2018; Lukasik et al., 2019), dissemination features
of social media (Lai et al., 2018; Veyseh et al.,
2017) such as retweets or structural discourse ele-
ments (Nguyen and Litman, 2016; Opitz and Frank,
2019) have been shown to play an important role
for stance detection. Similarly to the aforemen-
tioned approaches, the focus in SD has shifted to-
wards combining structural KBs and PLMs. Kaw-
intiranon and Singh (2021) identify label-relevant
tokens and prioritize those during masked language
modeling. This approach risks overfitting on target-
specific tokens because stance is often expressed
using target-specific terminology - an issue which
is particularly problematic for argumentative sen-
tences (Thorn Jakobsen et al., 2021). Clark et al.
(2021) apply a knowledge infusion method for
PLMs by filtering Wikipedia triplets for contex-
tual knowledge. Popat et al. (2019) extend BERT
by introducing a consistency constraint to learn
agreement between the text and its target. Jo et al.
(2021b) presents a variant of BERT pre-trained
using a variety of supervised tasks resembling log-
ical mechanisms. Paul et al. (2020) extract rele-
vant concepts from ConceptNet using graph-based
ranking methods to improve argument relation clas-
sification. Likewise, Liu et al. (2021) uses Con-
ceptNet to identify relevant concept-edge pairs and
integrate them via a graph neural network during
training. Finally, Hardalov et al. (2021) used label
embeddings to improve SD multi-dataset learning
and recently showed (Hardalov et al., 2022) that
sentiment-based pretraining improves multi-lingual
stance detection.

In summary, most existing approaches inte-
grate knowledge through extensive pretraining on
knowledge-rich data. This does not guarantee im-
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provement of the downstream task they are in-
tended for and requires additional experiments. An-
other line of work introduces architectural depen-
dencies on the structure of the knowledge source,
thereby limiting their usage to tasks and domains
for which the knowledge source is applicable. In
contrast, our approach does not require further pre-
training but directly learns to integrate contextual
information during supervised training. The use-
fulness of the context is, therefore, directly mea-
surable. Further, our proposed approach integrates
context in natural language, thereby decoupling
it from the structure of the context source. It is
better aligned with the encoding mechanism of
pre-trained language models and enables the in-
tegration of contextual information from various
sources.

3 Methodology

Our goal is twofold: (1) we aim to integrate contex-
tual information independent of the context source
and (2) in a way that is robust to noisy and irrele-
vant content in the context. We propose INJECT,
a dual encoder approach to integrate contextual
sentences using the cross-attention mechanism in-
troduced by Vaswani et al. (2017). The general
intuition is that information can flow from input
to context and vice versa, thereby regularizing the
attention in both encoders. Thus, the context pro-
vides further information to reweigh the prediction
importance of individual tokens in the input.

3.1 Contextual information

With regards to stance detection, we define con-
textual information (or short context) as the sum
of all information which, given the text and its tar-
get, renders the conclusion of the stance plausible.
The context for each dataset instance is retrieved
beforehand and is provided as text to the model.
Formally, we describe context ¢ € C where c is
a list containing m texts which provide contextual
information on the input text x. See Figure 1 for
an example (m = 2). The length of these texts is
upper bounded by the maximum sequence length
of the encoder model.

3.2 Context integration via INJECT

Figure 2 provides a high-level visualization of our
proposed INJECT architecture. It consists of two
modules: input- and context-encoder. The input
encoder processes input and target [ = (X,T)
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Figure 2: Visualization of the INJECT architecture. It
consists of two modules - input encoder and context
encoder. The context encoder encodes contextual in-
formation, and both encoders are interwoven using an
INJECT-block based on the cross-attention mechanism.

while the context encoder processes the context
sentences C. The encoders exchange information
using inject blocks (I B)) which are injected on
layer j of both encoders. j is a hyperparameter
tuned using the dataset’s development set. All other
layers are standard transformer blocks. An IB
block is technically similar to a self-attention block
but receives different inputs for key K, value V,
and query (). In detail, the inject block of the
context-encoder (on layer j) receives the output
from the self-attention egjl?s) on layer j of the input-
encoder as key and value and the output of its own

self-attention egg 5 on layer j as query:

N (F— ) — ) — )
B (K=e Loy V=€(1.0y Q=€(C.s))

Afterward, it is forwarded to get the new hidden

state hg) of the context. Next, we back-inject the
context into the input-encoder by feeding h(é) as
key and value in its inject block:
IBO(K=h{), V=h{) Q=e)))
Next, the hidden state hgz) at layer j of the input en-
coder is produced by processing the cross-attention
output 68?0). Finally, we add a classification head
to the input encoder, which consists of a pooling
layer, a dropout, and a linear classification layer.
The parameters of both modules are optimized us-
ing the standard cross-entropy loss.

Our architecture is flexible regarding the number
of context sentences that can be encoded (parame-
ter m). In the case of multiple sentences, we aver-
age the cross-attention for all of them. Due to the
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dual encoders, INJECT is computationally more
efficient than context integration via concatenation,
as we explain in the Appendix A.7.

3.3 Context integration via concatenation

An alternative approach would be to append con-
textual information to the input text such that the
model can exploit context directly using the self-
attention mechanism. Technically, this is imple-
mented by separating the input and context using
the model-specific separation token (e.g., text +
[SEP] + context for BERT)?.

We see two major drawbacks of this approach.
First, integrating irrelevant context will hurt down-
stream performance due to its direct influence on
attention. Second, it is limited by the maximum
sequence length of the model in use.

4 Context integration for stance detection

Task In stance detection, given an input text x €
X and its corresponding target t € T, the goal is to
identify the correct label y € Y from a predefined
set of stance descriptions. We further provide a set
of contextual sentences C'. The retrieval of C is
explained in the next section.

4.1 Context retrieval

The INJECT model expects the context in natural
language form and is therefore flexible with regard
to the source of contextual information. To show-
case, we evaluate different context sources that we
deem relevant for inferring stance relations: (1) a
structured knowledge base which stores knowledge
as entity-relationship triplets, (2) a set of causal
relations extracted from an encyclopedia, and (3)
prompting a large pretrained language model us-
ing predefined question templates. The latter pro-
vides an intuitive interface to prompt for relevant
sample-specific context, especially without suitable
knowledge bases.

We neither expect these sources always to pro-
vide perfect contextual information nor to be suit-
able for all of the heterogeneous stance detection
applications (see §5.1). However, our proposed
architecture is designed to be robust, i.e., it utilizes
beneficial context and ignores irrelevant informa-
tion. In the following, we describe each approach
in detail.

*In case of two input texts, the context is concatenated to
the second input text.

ConceptNet Oftentimes, commonsense knowl-
edge is beneficial to infer the stance towards a target
correctly and has been shown to complement stance
classification (Liu et al., 2021). Therefore, we use
ConceptNet (Speer et al., 2017), a directed graph
whose nodes are concepts and whose edges are
assertions of commonsense about these concepts.
For every edge, ConceptNet provides a textual de-
scription of the type of node relationship. Further,
ConceptNet provides a weight factor for every edge
computed based on the edge frequency within the
ConceptNet training corpus.

Our approach uses the English subset of Con-
ceptNet to get context sentences. We filter out
concepts that are part of English stopwords * and
ignore relations without descriptions. In total, we
consider 400k nodes connected through approxi-
mately 600k edges. To retrieve the context, we
use all tokens of the input text to search for string
matches within the ConceptNet concepts. We con-
sider only paths of length one where the start-
and/or end-concept are contained in the input text.
Finally, we sort the paths based on their weight
(provided by ConceptNet) and convert every path
into a context candidate by joining the descriptions
of all its edges, as done in previous work (Lauscher
et al., 2020).

CauseNet Causal relations, as a more specific
example of commonsense knowledge, are often
beneficial for understanding opinionated expres-
sions (Sasaki et al., 2016) but rarely formulated in
the text. To explain such relations, we investigate
CauseNet (Heindorf et al., 2020), a KB of claimed
causal relations extracted from the ClueWeb12 cor-
pus and Wikipedia. We use the causal relations con-
tained in the high-precision subset* of CauseNet,
consisting of 80,223 concepts and 199,806 re-
lations. We ignore concepts shorter than three
characters or consisting of a modal verb (see Ap-
pendix A.6.1). We encode all relations using a sen-
tence encoder (Reimers and Gurevych, 2019) using
BERT-base-uncased weights. For each sample in a
dataset, we retrieve the most relevant relations by
ranking based on the cosine similarity between the
encoded sample and all relations.

Pretrained language model Large PLMs can
be queried as KBs using natural language
prompts (Petroni et al., 2019; Heinzerling and Inui,

?As in NLTK (Bird, 2006)
“see https://causenet.org/
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2021). We adopt this paradigm and generate con-
text candidates by prompting a PLM to provide
more information on either the target, parts of the
input, or a combination of both. Precisely, we
extract noun-phrases from the input sentence of
a length of up to three words using the Stanford
CoreNLP tool (Manning et al., 2014), ignoring
stopwords and filtering noun-phrases that are equal
to the target. Then, we create prompts using the
following templates for single inputs a (e.g., target
or noun-phrase)

Py(a) = define a
Py(a) = what is the definition of a
Ps(a) = explain a

and combination of inputs (a, b).

Py(a,b) = relation between a and b
Ps(a,b) = how is a related to b

Ps(a,b) = explain a in terms of b

The single-input approach is referred to
as TOpp-NP, and the second approach as
TOpp-NP-T. We found those prompts to gener-
ate the most meaningful contexts across different
targets and noun-phrases (see Appendix A.6.2 for
more details). The prompts can then generate out-
puts using any pre-trained sequence-to-sequence
model.

We make use of TOpp® (Sanh et al., 2022), which
is based on a pre-trained encoder-decoder (Raffel
et al., 2020) and was fine-tuned using multiple di-
verse prompts generated using a large set of super-
vised datasets. We set the output sequence length
to 40 words and sort the generated outputs by the
length in descending order because we sometimes
observe TOpp degenerate into producing single
words. We filter those candidates where more than
half of the generated words are repetitions. Finally,
we remove all special tokens from the candidates.
We found using two context sentences (m = 2)
most beneficial in preliminary experiments.

5 Experiments

5.1 Datasets

We use a SD benchmark (Schiller et al., 2021;
Hardalov et al., 2021), which covers 16 English
5See https://huggingface.co/bigscience/

TOpp. We also did experiments using T5 directly but found
the outputs to be inferior to TOpp.

datasets for research on (cross-domain) stance de-
tection. We use this benchmark (Table 1) because
it shows a large diversity regarding text sources,
the number of targets, the number of annotated
instances, and label imbalance. Thus, it provides
a suitable testbed to evaluate the effectiveness of
our context injection approach. More information
about the details of each dataset can be found in
the Appendix A.2.

5.2 Experimental details

Evaluation Our results are evaluated in a cross-
target fashion (Augenstein et al., 2016; Xu et al.,
2018), i.e., the setup is organized such that in-
stances of a specific target are only contained in
the training, development, or test split. We point
out that our results are not directly comparable to
Hardalov et al. (2021) as they perform experiments
in a cross-domain fashion, i.e., their goal is to eval-
uate transfer learning effects by training on all but
one dataset, which is used for testing. In contrast,
we use one dataset per experiment to study the
usefulness of context integration.

Baselines We compare INJECT to the follow-
ing baselines. BERT is provided only the input,
whereas BERT+Target is provided with both in-
put and target using the model-specific separator to-
ken. (BERT®X) refers to BERT+Target with the
retrieved context being appended, where X refers to
context sources used (ConceptNet, CauseNet,
TOpp—NP and TOpp—-NP-T). We also test a com-
bination of all context sources (A11) and integra-
tion of random context (Random). To the best of
our knowledge, no prior work has evaluated context
integration for cross-target SD on the full bench-
mark. Thus, we compare with TGA-Net (All-
away and McKeown, 2020), STANCY (Popat et al.,
2019), and JointCL (Liang et al., 2022) three
state-of-the-art methods for SD which have been
proposed for subsets of the benchmark. TGA-Net
uses clustering to identify generalized topic rep-
resentations. STANCY applies contrastive learn-
ing to learn embeddings where texts supporting
a target are closer and opposing texts are more
distant to their targets. JointCL use a prototyp-
ical graph for target-aware token representations.
All of them require target information, which is
not available for semeval19. In addition, we found
JointCL is not working on fncl due to its long in-
put texts. In these cases, we use the corresponding
BERT-Target score for macro-F; avg. calcula-
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Dataset Target Type Labels Source

arc (Habernal et al., 2018) Headline User Post unrelated (75%), disagree (10%), agree (9%), discuss (6%) Debates

iacl (Walker et al., 2012) Topic Debating Thread pro (55%), anti (35%), other (10%) Debates
perspectrum (Chen et al., 2019) Claim Perspective Sent. support (52%), undermine (48%) Debates
poldeb (Somasundaran and Wiebe, 2010) Topic Debate Post for (56%), against (44%) Debates

scd (Hasan and Ng, 2013) None (Topic) Debate Post for (60%), against (40%) Debates
emergent (Ferreira and Vlachos, 2016)  Headline Article for (48%), observing (37%), against (15%) News

fncl (Pomerleau and Rao, 2017) Headline Article unrelated (73%), discuss (18%), agree (7%), disagree (2%) News

snopes (Hanselowski et al., 2019) Claim Article agree (74%), refute (26%) News

mtsd (Sobhani et al., 2017) Person Tweet against (42%), favor (35%), none (23%) Social Media
rumor (Qazvinian et al., 2011) Topic Tweet endorse (35%), deny (32%), unrelated (18%), question (11%), neutral (4%) Social Media
semeval2016t6 (Mohammad et al., 2016) Topic Tweet against (51%), none (24%), favor (25%) Social Media
semeval2019t7 (Gorrell et al., 2019) None (Topic) Tweet comment (72%), support (14%), query (7%), deny (7%) Social Media
wtwt (Conforti et al., 2020) Claim Tweet comment (41%), unrelated (38%), support (13%), refute (8%) Social Media
argmin (Stab et al., 2018) Topic Sentence argument against (56%), argument for (44%) Various
ibmcs (Bar-Haim et al., 2017a) Topic Claim pro (55%), con (45%) Various

vast (Allaway and McKeown, 2020) Topic User Post con (39%), pro (37%), neutral (23%) Various

Table 1: Stance Detection Benchmark datasets and their characteristics (sorted by source, then alphabetically). This
table is based on Hardalov et al. (2021).

macro»Flavg.‘ arc iacl perspectrum poldeb scd ‘emergent fncl snopes‘ mtsd rumor semevall6 semevall9 wtwt ‘argmin ibmes  vast
BERT 48.3+0.7 |21.5 35.6 64.6 51.3 56.7| 783 272 687 | 404 446 63.5 53.7 255| 59.6 50.7 322
BERT+Target 56.8+0.8 |62.5 36.3 76.0 498 579 780 729 69.7 |41.2 405 64.8 53.7 552 ] 60.3 52.0 36.1
STANCY 56.2+0.5 |62.6 36.9 75.2 50.2 57.9| 783 7431 69.9 | 403 329 64.9 - 540 | 60.0 525 36.1
TGA-Net 46.8+14 |57.2 339 57.5 42 49.8| 59.0 462 571 |37.7 16.0 59.5 - 19.0 | 50.1 479 62.7%
JointCL 50.9+1.8 |28.6 35.8 69.6 272 47.1| 1789 - 69.7 |55.11 51.5f  67.5% - 65.11| 353 353 314
BERT&éConceptNet  5574+0.6 |61.4 39.3f 74.2 492 57.6| 764 721 694 |41.1 446 63.5 533 435 | 602 50.0 35.1
BERT@CauseNet 549+1.3 [60.6 35.0 744 50.0 58.0f 750 709 692 |432 39.1 61.1 54.3 445 | 594 473 360
BERT@®TOpp-NP 55.7+1.0 |61.3 372 74.0 49.8 545| 772 719 694 | 421 413 62.4 522 509 | 602 51.1 354
BERT@GTOpp-NP-T 56.2+0.8 |61.4 36.7 733 488 582 775 721 69.8 |40.6 445 61.9 535 542 | 593 522 344
BERTPALL 55.5+1.3 |61.5 382 74.3 495 56.2| 757 709 688 | 435 427 62.4 553F 429 603 50.6 355
BERT@®Random 545+1.1 |61.3 363 745 49.7 483 748 721 69.6 | 384 382 61.8 53.8 49.6 | 59.0 482 36.1
BERT®ConceptNet 57.2£1.0 |62.7 36.5 75.6 493 583| 778 738 69.0 | 419 479 65.1 54.4 525| 60.1 53.0 37.4f
BERT®CauseNet 57.7+£09 |62.9 369 75.5 489 58.0| 78.1 736 693 | 424 48.1 65.7t 55.1 54.8 | 60.7 53.61 39.61
BERT®TOpp-NP 57.5£1.0 |62.6 37.2 75.6 487 572 712 737 69.6 | 41.2 4927  65.61 55.1 556 | 609 529 37.3f
BERT®TO0pp-NP-T 57.8+1.0 |62.7 37.2 75.9 49.1 579| 787 74.0f 69.1 | 414 5227  659% 55.0 544 | 61.0 534f 37.5%
BERT®ALl 57.2+£09 [63.0 36.6 754 49.7 579| 788 733 69.1 | 424 443 65.5 54.8 53.6 | 60.3 53.61 37.7%
BERT®Random 573+£1.0 |629 36.8 75.5 494 579| 780 735 69.6 |41.6 454 65.8 543 544 | 60.5 53.4f 37.5}

Table 2: Overview of the cross-target results across stance detection benchmark datasets. We highlight best
performance per evaluation setting and dataset in bold. Statistically significant differences compared to the best
performing baseline without access to context (BERT+Target) are indicated by . Numbers are macro-F; scores

averaged over ten runs with differently initialized seeds.

tion for a fair comparison.

Training setup We make use of the standard
splits given in the benchmark (Hardalov et al.,
2021) where possible or create our own (see Ap-
pendix A.1). We use macro-F; as evaluation metric
and average across ten runs with different seeds.
Performance is measured after the best-performing
epoch based on the development set. We use Mann-
Whitney U-Test (Mann and Whitney, 1947) with
p < 0.05 to test statistical significance. We use
the uncased BERT base model (Devlin et al., 2019)
for all experiments. We use the same set of hyper-
parameters for all model setups. For INJECT, we
use the same model architecture for the input and
context encoder. We tune the layer j for context
integration (see §3.2). We tested layers 3, 6, 9, and
12 on the development set of the benchmark. Layer
12 performed the best and was used for all reported

results. More details are in the Appendix A.1.

6 Results

This section shows the effectiveness of INJECT by
providing constant improvements using noisy con-
text on the heterogeneous benchmark (Table 2).

First, we note a large performance boost
(+8.5pp) when including information about the tar-
get when comparing BERT and BERT+Target.
While target information improved the perfor-
mance for individual datasetes (Stab et al., 2018),
we generalize this finding for 14 out of 16 SD
datasets.

The baselines STANCY, TGA-Net, and
JointCL mostly show the best performance for
the datasets they have been proposed for. However,
on average, they do not perform on par with
the strong BERT+Target baseline. STANCY
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performs slightly worse, probably due to the binary
contrastive loss and thereby ignoring multi-label
information. TGA-Net underperforms all other
approaches except for vast. Using generalized
topic representations transfers to a scenario where
the number of targets is relatively high (5634) and
only a few examples per target exist (mean 2.4), as
for vast. JointCL performs best on datasets from
social media (semevall6, wtwt, or mtsd), but is
outperformed by standard baselines for the rest of
the tasks. Thus, this approach can not generalize to
datasets with longer text inputs. We conclude that
existing state-of-the-art approaches for cross-target
stance detection work well for the datasets they
have been designed for but do not generalize
across the diverse set of datasets that exist in SD.

INJECT outperforms BERT+Target in 13 of
16 cases, while for three datasets (perspectrum,
poldeb, snopes) none of the extracted contexts pro-
vides benefits, independently of the integration. On
average, all context sources lead to performance
improvements in combination with INJECT, with
TOpp-NP-T being the best. Combining all con-
text sources underperforms the integration of indi-
vidual context, most probably due to the average
function leading to a perturbation of the context.
Surprisingly, integration of random context slightly
outperforms the strong BERT+Target baseline
in ten datasets while degrading the direct integra-
tion performance, as expected. We investigate the
reasons in our subsequent analysis (§6.3).

6.1 Quality of context

To evaluate the quality of each context source,
we looked at the aggregated performance differ-
ences with the baseline across each source (Fig-
ure 3b). While CauseNet leads to performance
improvements for a maximum number of tasks
(12), TOpp—-NP—-T leads the board concerning the
total sum of absolute improvements across all
datasets. The context quality extracted by prompt-
ing a PLM also becomes evident when looking at
the performance of BERT®. ConceptNet and
CauseNet lead to large performance degradation
both in number of tasks and absolute numbers.

6.2 Generalization across PLMs

We investigate if the benefits of INJECT trans-
fer to other PLM architectures by evaluating it
in combination with RoBERTa (Liu et al., 2019)
and ELECTRA (Clark et al., 2020). We follow
the same experimental protocol as for BERT A.1,

but chose only the best-performing context source
(TOpp—-NP-T) due to the large number of exper-
iments. The results (Table 3) confirm the previ-
ously observed findings that INJECT improves
the performance on average across this diverse set
of stance detection tasks. We observe similar im-
provements as with BERT for both models, with
the strongest increase (+1.1pp on average) and the
best overall performance for ELECTRA.

6.3 Further analysis

As integration with INJECT outperforms direct
integration and even performs more robustly when
provided with random context, we analyze the reg-
ularization provided by the INJECT architecture.

Regularization via INJECT We analyze how
INJECT regularizes inputs by examining how mod-
els rely on target-specific vocabulary. Such vo-
cabulary is often used to express a stance (Wei
and Mao, 2019), but can lead to spurious cor-
relations (Thorn Jakobsen et al., 2021). There-
fore, we identify the top 5% label-indicative and
target-specific tokens and correlate them with the
model attributions using vector-norms (Kobayashi
et al., 2020) (see Appendix A.4 for details). Ta-
ble 4 shows these correlations for six bench-
mark datasets. For arc, argmin, and ru-
mor we note a general low to negative cor-
relation of BERT+Target. Further, we see
BERT®TOpp-NP-T and BERT®TOpp-NP-T
increasing the correlation - giving more attribu-
tion to target and label indicative tokens. This
behavior is one reason for the bad performance
of BERT+Target for these tasks. For ru-
mor, we note a correlation increase of 45.5 for
INJECT+TO0pp-NP-T, which leads to a clear per-
formance improvement of 11.7pp (Table 2). Thus,
INJECT adjusts the low attribution to relevant to-
kens compared to BERT+Target. On the other
hand, we see INJECT+TOpp-NP~T reducing the
attribution for ibmcs, mtsd, and wtwt. Given the
better performance of INJECT+TO0pp—NP-T on
ibmcs and mtsd, we conclude that INJECT can
reduce potential spurious correlations in this case.
For wtwt, INJECT+TOpp—-NP-T reduces the cor-
relation but has a performance loss of 0.8pp. Given
the niche domain of wtwt (financial mergers and ac-
quisitions on Twitter), identifying relevant context
is more challenging using standard context sources.

Dataset characteristics We investigate which
dataset characteristics are indicative of perfor-
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Figure 3: In (a), we compare the relative performance change AF; of BERT®TOpp-NP-T (blue) or
BERT®TOpp-NP-T (red) compared to BERT+Target for every task. Within (b), we show the aggregated
relative performance change of BERT®(blue) and BERT®(red) compared to BERT+Target per context source.
In addition, we count the number of tasks exhibiting performance improvement and deterioration above and below
the bars, respectively.

macro-Fjavg. | arc iacl perspectrum poldeb scd |emergent fncl snopes| mtsd rumor semevall6 semevall9 wtwt|argmin ibmcs vast

BERT+Target 568408 | 625 363  76.0 498 579| 780 729 697 |412 405 648 537 552 603 520 36.1
BERT®TOpp-NP-T 562408 | 614 367 733 488 582| 775 721 698 |406 445 619 535 542 593 522 344
BERT®TOpp-NP-T 57.8+1.0 | 627 372 759 49.1 57.9| 787 7401 69.1 |414 522  65.9¢ 550  544| 610 5341 37.5¢
ROBERTa+Target 61.6£0.6 | 604 329  85.1 496 623| 790 773 749 |612 499 703 578  642| 609 629 37.0
ROBERTa&T0pp-NP-T 60.8+08 | 617 351  84.1 50.6 621 778 770 739 |552 513 682 578 634| 616 579 356
ROBERTa®TOpp-NP-T 619407 [62.9f 334 854 496 595| 785 713 746 | 644 512 705 580 622| 6.1 635 385
ELECTRA+Target 620409 |59.5 352 892 457 617| 774 738 754 | 669 500  70.1 550  637| 602 716 362
ELECTRAGTOpp-NP-T 61.6£0.7 |59.6 355  87.5 478 621| 774 738 740 |647 531 672 541  653| 60.6 684 352
ELECTRA®TOpp-NP-T 63.1+£0.6 |62.5f 354  89.3 474 604| 782 762t 757 |68.9t 547  70.0 571 637] 60.7 717 372

Table 3: Comparing context integration using different PLM architectures in a cross-target setup across stance
detection benchmark datasets. We highlight the best performance per model architecture and dataset in bold. Statis-
tically significant differences compared to the best-performing baseline without access to context (BERT+Target)
are indicated by . Numbers are macro-F; scores averaged over three runs with differently initialized seeds (see
Appendix A.1 for experimental details.)

model arc rumor argmin ibmes mtsd wtwt  exhibit characteristics leading to performance in-
BERT+Target 63 -141 69 270 645 116 stabilities. This is indicated by positive correla-
BERT®TOpp-NP-T 45 31.0 162 257 489 53 tions with an increasing number of labels and la-
BERT®TOpp-NP-T 88 314 98 227 338 64 bel imbalance. Further, we measure text under-

Table 4: Pearson correlation between self-attention standing difficulty using the Flesch reac.hng—ease
and target-label-specific tokens for the baseline model score (FRES) by Flesch (1948). Interestingly, IN-
BERT+Target and the context integration approaches ~ JECT can better deal with datasets exposing a high
(BERT® and BERT®) using the best performing con-  variability of FRES within their instances (mean-
text source (TOpp-NP-T). A larger correlation indi-  flesch, std-flesch). These factors generally con-
cates stronger attention attribution. tribute to training instabilities where INJECT is
more robust. This observation is confirmed by the
strong positive correlation of the variance across
mance improvements using INJECT. Thus, we  random initializations and INJECT performance.
compute the Pearson correlation of various dataset
characteristics and the performance differences  Robustness We investigate robustness across all
between the baseline and the average of the IN-  benchmark datasets for the TOpp—NP—-T context
JECT variants. Details about how we calcu- by visualizing the performance differences to the
late dataset characteristics are provided in the Ap-  baseline (BERT+Target) in Figure 3a. In the
pendix A.5. The results are visualized in Figure 4.  case of performance improvements, INJECT con-
Independent of the context source, we observe ben-  sistently outperforms direct context integration. If
eficial improvements using INJECT if datasets  there is no improvement for both integration ap-
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Figure 4: Pearson correlation of various dataset charac-
teristics with performance difference compared to the
baseline.

proaches, the performance loss is less pronounced
for INJECT with only one exception (snopes). To
substantiate this finding, we contrast both context
integration approaches in a scenario with both ideal
context, i.e., the contextual information is guaran-
teed to be beneficial in predicting the correct class
and random context. Our results demonstrate IN-
JECT successfully leveraging the contextual infor-
mation while not outperforming direct integration
in the case of ideal context. However, when given
irrelevant context, INJECT is closer to context-
free baseline performance. Details about the ex-
periments are provided in the Appendix §A.3. In
summary, we conclude that context integration is
more robust regarding noisy context.

7 Conclusion

We propose INJECT, a dual-encoder approach to in-
tegrate contextual information for stance detection
based on cross-attention. While state-of-the-art ap-
proaches perform mostly well on the datasets they
have been proposed for, we evaluate our approach
across a large and diverse benchmark in a cross-
target setting and observe improvements compared
using three different sources for extracting contex-
tual information. We show that the context inte-
grated via INJECT improves stance detection and
is beneficial for generalization on targets not seen
during training. In future, we plan to explore more
sophisticated ways of prompting large pre-trained
language models for helpful context.

Ethical Considerations and Limitations

Quality of the context The performance im-
provement for contextual information injection is

bounded by the quality of the context source. In-
dependently of the source in use, it is possible to
introduce additional noise into the training proce-
dure. While this is a rather generic problem, our
proposed architecture seems to be better at filtering
noisy context than a direct integration via append-
ing to the input.

Quality of context source Most of the existing
knowledge bases provide high-quality and curated
knowledge. In contrast, when prompting a large
language model for knowledge, we are also ex-
posed to the risk that we extract the biases (e.g.
false facts or stereotypical biases) that the model
has learned during pretraining. In our experiments,
we use the TOpp language model where biases have
been reported to exist®. These biases can poten-
tially influence the prediction performance unin-
tendedly, especially as in many SD datasets, the
annotated targets are often controversial. While
investigating such effects is out of scope for this
work, we consider such an evaluation inevitable
before deploying our proposed model to any data
outside (academic) research context.

Limitations As described in §3, our proposed
approach uses two parallel encoder models (input
and context). It thus requires twice as many pa-
rameters as the baseline model we compare to,
thereby enforcing additional hardware demands.
We consider our approach as a proof-of-concept
on how to integrate contextual knowledge without
amplifying a model’s exploitation of spurious cor-
relations. We plan to make our architecture more
parameter-efficient by investigating more recent ap-
proaches for parameter sharing, e.g. with the use
of adapters (Houlsby et al., 2019).

Moreover, we acknowledge the strong influence
of wording in prompts on the output of a language
model, as has been reported in the literature (Jiang
et al., 2020; Schick and Schiitze, 2021). We ex-
perienced similar effects during preliminary ex-
periments and pointed out that we did not find a
one-size-fits-all solution which works equally well
across the diverse set of SD benchmark datasets.
Therefore, special care must be taken when extract-
ing contextual information from large language
models using prompting.

®More details at
bigscience/TO0pp?

https://huggingface.co/
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A Appendix

A.1 Experimental Details

* All models are trained using five epochs, batch
size of 16, a learning rate of 0.00002, a
warmup-up ratio of 0.2 with linear scheduling,
and AdamW (Loshchilov and Hutter, 2019) as
optimizer. The hyperparameters tuned during
training are described in the main paper (see
§5.2).

* We use CUDA 11.6, Python v3.8.10, torch
v1.10.0, and transformers v4.13.0 as software
environment and a mixture of NVIDIA P100,
V100, A100, A6000 as GPU hardware.

* We load all pretrained language mod-
els from HuggingFace model hub. In

detail, we wuse the following model
tags: bert-base-uncased for
BERT, google/electra-base-

discriminator for ELECTRA, and

roberta-base for RoBERTa.

* We use the captum library (v0.5.0) to calcu-
late the vector-norms for approximating token-
attributions (Kobayashi et al., 2020) in §6.3.

* We use the statsmodel library (v0.13.2) to
calculate statistical significant differences us-
ing the Bhapkar test (Bhapkar, 1966) with
p < 0.05.

* We use sklearn (Pedregosa et al., 2011) for
computing evaluation metrics (e.g. macro-
F1).

* We measured the average training runtime of
models on the argmin dataset as a reference.
BERT+Target and BERT+ConceptNet
needed 618 seconds whereas INJECT needed
400 seconds.

* We use the seeds [0,1,2,3,4,5,6,7,8,9].

A.2 Datasets

We provide details about the individual split propor-
tions for the cross-target evaluation setup in Table 5.
For more information on each individual dataset,
we refer to Schiller et al. (2021) and Hardalov et al.
(2021).

Dataset Train Dev Test Total
arc 12,382 1,851 3,559 17,792
argmin 6,845 1,568 2,726 11,139
emergent 1,638 433 524 2,595
fncl 42,476 7,496 25413 75,385
iacl* 4,221 453 923 5,597
ibmcs 935 104 1,355 2,394
mtsd 6,227 1,317 1,366 8,910
perspectrum 6,978 2,071 2,773 11,822
poldeb 4,753 1,151 1,230 7,134
rumor* 6,093 299 505 7,106 (10,237)
scd 3,251 624 964 4,839
semeval2016t6 2,497 417 1,249 4,163
semeval2019t7* | 5,205 1,478 1,756 8,439 (8,529)
snopes 14416 1,868 3,154 19,438
vast 13,477 2,062 3,006 18,545
wtwt 25,193 7,897 18,194 51,284

Table 5: Number of examples per data split for the cross-
target evaluation setting. For datasets marked with ,
not all tweets could be downloaded or we discovered
empty instances which we excluded (in comparison to
the numbers provided by Hardalov et al. (2021)); for
mtsd, we received the full dataset by the original authors;
the original number of tweets is in parentheses.

A.3 Evaluation with ideal context

To evaluate our goal of robust integration of contex-
tual information using INJECT, we contrast both
context integration approaches in a scenario with
both ideal context, i.e. the contextual information is
guaranteed to be beneficial in predicting the correct
class, and random context. To showcase, we use the
e-SNLI (Camburu et al., 2018) corpus for natural
language inference and the Snopes (Hanselowski
et al., 2019) corpus for claim verification. We use
the provided explanations (e-SNLI, m=1) and ev-
idences (Snopes, m=10) as ideal context, respec-
tively. As random (but syntactically correct) con-
text, we randomly extract sentences from the Guten-
berg corpus’ included in NLTK (Bird, 2006). Ta-
ble 6 compares a BERT baseline without context,
BERT with context integration via concatenation
(BERT®), and integration via INJECT (BERT®).

The results demonstrate INJECT successfully
leveraging the contextual information while not out-
performing direct integration in the case of ideal
context. However, when provided with irrelevant
context, INJECT is closer to the context-free base-
line performance.
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Figure 5: Two examples of the argmin dataset. The first is an argument against gun control, while the second supports
it. It shows the token-level attribution for BERT, BERT+Target, BERT+CauseNet, and INJECT+CauseNet.

e-SNLI (Ideal) e-SNLI (Random) Snopes (Ideal) Snopes (Random)

BERT
BERT®
BERT®

90.33
98.70
98.35

90.33
90.08
90.52

S51.8
78.0
75.8

51.8
49.7
51.1

Table 6: Comparison of context integration via concate-
nation (BERT®) and INJECT (BERT®) on e-SNLI and
Snopes. Original dataset splits are used. Scores are
macro-F1 averaged across three seeds.

A.4 Identification of target-specific label
correlations

We examine internal processes in the model archi-
tecture by analyzing how relevant a token is com-
pared to how much a model attributes to the token.
In detail, we calculate for the 5% most relevant
tokens for target and label the correlation of this
relevance and the model attribution on them.

Token Relevance We consider the probability
of a token to appear in combination with a label 1
and target t. A higher probability indicates that a
token is more likely to occur within a label-target
combination.

In detail, we first calculate the relevance as the
maximum log-odds-ratio r(, (, +,)) (Kawintiranon
and Singh, 2021) over all possible combinations of
labels L = {l,...,1,} and targets T' = {t1, ..., tx }
for a given token w. We define o, (1)) (Equa-
tion 1) as the probability of token ¢ appearing
in combination with label [ and target ¢, with
c(w, (I,t)) denoting the counts of w in texts with
label [ and target t. Next, we calculate the max-
imum log odds-ratio 7(; (r,1)) as in Equation 2.
This tells us how specific a token w is at max. for
a label-target combination.

"http://www.gutenberg.org/

_ cw, (i, 1))

Ow, (ls,t5)) c(~w, (1, t5)) .

max

O(w,(lit5))
— 2
(li,tj)ELXT ) ( )

log(
O(wv_‘(liztj))

M(w,(L,1)) =

Token Attributions To approximate a to-
ken’s attribution, we calculate the vector-norms
(Kobayashi et al., 2020) for the output of the 12th
layer.

We provide anecdotal examples in Figure 5
along with their token-level attribution of
the 12th layer from (BERT, BERT+Target,
BERT+CauseNet) and INJECT+CauseNet.
For the first three, we use the self-attention and
for the latter one the cross-attention. In the first ex-
ample, INJECT+CauseNet made the right pre-
diction while all BERT-based models failed and
vice-versa for the second one. In both examples,
we see lower attribution for target-specific terms
like firearms or arms and higher attribution for
terms with general use like besides, cause, or to.
INJECT+CauseNet makes the correct predic-
tion while BERT+Target failed due to its high
attribution to firearms - an example of a spurious
correlation. However, in some cases this can also
lead to erroneous predictions as in the second ex-
ample where INJECT+CauseNet gives less im-
portance to the specific - and in this case important
- tokens of the sentences (right to bear arms).

A.5 Dataset Characteristics

In Table 7, we provide relevant dataset characteris-
tics for each dataset in the stance detection bench-
mark. To compute label imbalance, we first calcu-
late the mean and standard deviation of the number
of instances per label. The label imbalance is then
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arc  iacl perspectrum poldeb scd |emergent fncl snopes| mtsd

rumor semevall6 semevall9 wtwt |argmin ibmcs vast

Number of Labels 4 3 2 2 2 3 4 2
Label Imbalance 1,16 0,55 0,03 0,11 020 | 041 1,13 048
Train-Test-ratio 348 457 2.52 3.86 3.37 3.13 1.67 457
Train-Test-Vocabulary Overlap | 16461 16939 2875 7553 5171 861 11244 8092
FRES Mean 63.07 70.27 53.12 65.11 70.70| 66.37 61.44 61.36
FRES St.Dev. 142 136 29.6 374 295| 215 103 263
Baseline St.Dev. 0.8 29 0.8 2.8 1.7 1.5 1.3 0.8

3 5
023 0,61
456 1248
4876 818
71.43 58.08
17.5 577

21 98

3
0,37
2
2666
67.43
222
0.6

4
1,09
2.96
3248

58.62
49.3

2.6

4
0,58
1.38

7836 | 4454
48.41| 51.73 39.94

26.8
4.1

2
0,11
2.51

22.8
1.4

2
0,11
0.69
1361

29.4
1.5

2
0,22
4.48
6271
63.19

14.1

1

Table 7: Overview of the dataset-characteristic for each dataset.

defined as the division of the standard deviation by
the mean.

A.6 Knowledge

The information about the average length of the
retrieved contextual knowledge is given in Table 8.
We observe substantially longer paragraphs ex-
tracted from CauseNet which is not surprising
as CauseNet consists of passages extracted from
Wikipedia.

A.6.1 CauseNet

We ignore concepts which are shorter than 3 charac-
ters or consist of one of the following modal verbs
("must", "shall", "will", "should", "would", "can",

non

"could", "may", "might").

A.6.2 Prompts

We manually evaluated the following prompts for
both single and combination inputs. As reported
in related work (Jiang et al., 2020; Schick and
Schiitze, 2021), the generated text is sensible to
wording and punctuation in the prompt. We made
similar experiences and removed all punctuation at
the end of the prompt to prevent the model from
generating outputs of short length.

A.7 On Efficiency of INJECT

From an efficiency point-of-view, INJECTpro-
cesses a text and corresponding contexts more ef-
ficiently than via SEP integration. This is because
there is no self-attention over input and context
jointly where the attention dimension is dgcp, =
(Ien(input) + len(context)) x (len(input) +
len(context)). For INJECT, in contrast, input
and context are processed in separate encoders
with attention dimensions djpp.¢ = len(input) x
len(input) and deoptest = len(context) x
len(context) on every layer. Just in the INJECT-
layer, there are two additional attention blocks

with dimensions deoss contes = len(input) X
len(context) and deyogssinpur = len(context) x
len(input).
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Knowledge Source arc iacl perspectrum poldeb scd emergent fncl snopes mtsd rumor semevall6 semevall9 wtwt argmin ibmcs vast
ConceptNet 51 5.1 55 51 52 55 5.1 55 56 60 55 5.6 56 53 53 5.1
CauseNet 91.2 112.1 20.5 784 698 34.1 137.6 403 564 50.6 52.1 47.0 43.0 364 237 89.5
TOpp-NP 13.1 13.1 13.0 129 125 133 141 13.6 129 13.1 12.4 13.0 125 125 135 131
TOpp-NP-T 99 127 10.5 12.1 119 11.6 16.7 119 140 13.6 12.7 9.4 1.1 127 117 122

Table 8: Average length for each combination of knowledge extraction method and dataset.

Prompt Usage

define a v
what is a

describe a

what is the definition of a
explain a

relation between a and b
how is a related to b
explain a in terms of b

SENENENEN

Table 9: Prompts which have been evaluated for gener-
ating contextual knowledge for stance detection.
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