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Abstract

The following is a description of the RIGA
team’s submissions for the English track of the
SemEval-2023 Task 2: Multilingual Complex
Named Entity Recognition (MultiCoNER) II.
Our approach achieves 17% boost in results
by utilizing pre-existing Large-scale Language
Models (LLMs), such as GPT-3, to gather addi-
tional contexts. We then fine-tune a pre-trained
neural network utilizing these contexts. The
final step of our approach involves meticulous
model and compute resource scaling, which
results in improved performance. Our results
placed us 12th out of 34 teams in terms of over-
all ranking and 7th in terms of the noisy subset
ranking. The code for our method is available
on GitHub1.

1 Introduction

The SemEval 2023 Task 2: MultiCoNER II (Multi-
lingual Complex Named Entity Recognition) (Fe-
tahu et al., 2023b) presented participants with a
challenge to classify words into 36 named and
nominal entities. Unlike traditional named entity
recognition (NER) tasks that deal with relatively
simple classes such as persons, locations, and orga-
nizations, the MultiCoNER task involves entities
with any linguistic constituents. These include en-
tries such as creative works, food, and medical pro-
cedures, among others. Furthermore, rather than
simply classifying a word as part of a high-level
group, the task requires participants to choose the
specific type within the group to which the word
belongs. For instance, if the word pertains to a per-
son, it should be classified as an artist, an athlete, a
politician, and so on.

The datasets provided for the MultiCoNER II
Task included 12 languages, with participants hav-
ing the flexibility to submit their results for any
language of their choosing. In our submission, we

1https://github.com/emukans/multiconer2-riga

focused solely on the most competitive English
track and did not submit to other languages.

The task at hand is considerably more complex
when compared to traditional NER tasks, as all
input texts are lower-cased. Thus, our submission
primarily relied on the utilization of pre-existing
pre-trained large language models (LLMs).

The history of machine learning compute can be
divided into three eras, namely the Pre-Deep Learn-
ing Era, the Deep Learning Era, and the Large-
Scale Era (Sevilla et al., 2022). The Large-Scale
Era was initiated by the release of AlphaGo (Sil-
ver et al., 2016) in late 2015. This trend is likely
to have emerged due to large corporations identi-
fying new opportunities in the field and making
significant investments in it, thereby resulting in
considerable increases in model training budgets.
This, in turn, marked the beginning of a new era
of large-scale language models. Concurrently, it
also prompted small institutes with limited budgets
to explore novel methods for parameter efficient
fine-tuning (PEFT) of LLMs developed by large
corporations.

Several approaches have been proposed to ad-
dress the issue of PEFT for LLMs. One such
method involves incorporating small bottleneck lay-
ers referred to as adapters (Bapna and Firat, 2019;
Houlsby et al., 2019; Pfeiffer et al., 2021) into the
original LLM. In this technique, all parameters of
the original LLM are frozen, and only the bottle-
neck layers are trainable. The approach involves
adding just 3-5% of trainable parameters on top
of the model, resulting in outcomes comparable to
full fine-tuning. While it is true that full fine-tuning
may yield marginally better results than adapters,
we switched to full fine-tuning only at later steps.

The task of selecting a specific entity type out
of a group is a challenging one, even for humans,
as it requires a considerable amount of background
knowledge on various topics. Without additional
context about the sentence, correctly identifying
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the entity type by merely looking at a few words
is nearly impossible. Thus, in our submission, we
focused on leveraging the GPT-3 model (Brown
et al., 2020) to enhance token class prediction.

The authors of (Brown et al., 2020) proposed
a method called "in-context learning", which in-
volves presenting the model with a task template
with a blank gap that it must fill in. In our case, we
utilized the GPT-3 language model to mine addi-
tional context about the sentences. As the GPT-3
language model is trained on data up to June 2021
(OpenAI, 2023), its general knowledge is up to
date, and it is aware of the most significant events
up to that time.

2 Related Work

During SemEval-2022 (Malmasi et al., 2022), the
top-performing systems employed external knowl-
edge bases (Wang et al., 2022; Ma et al., 2022)
and gazetteers (Chen et al., 2022) to tackle the
challenge. However, these solutions are prone to
inaccuracies when faced with entities outside of
the knowledge base and in scenarios where there
are spelling errors and typos. In SemEval-2023
(Fetahu et al., 2023b), the authors highlight the
limitations of the previous year’s best-performing
models in addressing these issues.

Recent advancements in natural language pro-
cessing (NLP) have led to the development of
transformer-based language models (LMs) such as
BERT (Devlin et al., 2019) and, its larger and more
advanced multi-lingual variant, XLM-R (Conneau
et al., 2019). These models have achieved further
improvements in NLP tasks by utilizing deep con-
textual word representations.

The difficulties of NER in real-world scenar-
ios have been addressed in recent studies such as
(Meng et al., 2021) and (Fetahu et al., 2021). These
studies employ external gazetteer knowledge bases
to identify entities in low-context environments.

Typically, modern neural networks are trained
using early stopping techniques (Prechelt, 2012),
where the training process is halted when the loss
function starts to increase on unseen validation data.
In the past year, our team participated in the COD-
WOE task of SemEval (Mickus et al., 2022), where
we explored various training effects such as "Deep
Double Descent" (Nakkiran et al., 2019) and model
"Scaling Laws" (Kaplan et al., 2020). The "Scaling
Law" effect occurs when two out of three training
aspects, namely data, parameter count, and com-

pute, are scaled. Since the data amount was fixed,
we scaled only the model size and compute time,
and achieved an epoch-wise deep double descent.
Furthermore, we found that continuing training
past the overfitting point can lead to more robust
model predictions. In last year’s competition, we
submitted to several languages and achieved 1st
place for French, 2nd place for Spanish, and 3rd
place for Russian. These results demonstrate that
loss is not always correlated with accuracy or F1
scores, and that stopping training too early can hurt
performance.

This year, we replicated our approach and scaled
the number of trainable parameters and the amount
of compute time. The results of training without
early stopping have shown a significant improve-
ment compared to the results obtained using early
stopping.

3 Data

In comparison to the previous iteration of the task,
the new challenge in the latest dataset (Fetahu et al.,
2023a) is the presence of noisy sentences. Named
entities in the dataset may contain typographical
errors, missing named entity labels, or inaccurate
labels. For instance, instead of being labeled as an
Athlete, the entity may be labeled as OtherPER,
indicating that the entity is an unknown type of
person.

The multiconer2-data dataset was generated
semi-automatically, which resulted in missing la-
bels for some named entities. Specifically, in some
sentences that contained two named entities, the
training and development datasets lacked labels for
one or more of them.

Upon analysis of the multiconer2-data
dataset, it was discovered that some of the sen-
tences were duplicated. It is unclear whether the
dataset creators intended to introduce bias into the
model training or if the duplicates were acciden-
tal. The train dataset contains 0.7% duplicated
data, while the test dataset contains 1.7% dupli-
cated data.

The complexity of the task is further com-
pounded by the unbalanced frequency of named
entities, as detailed in the distribution shown in
the appendix A, and the size of the datasets, as
indicated in Table 1.

As the size of the Dev dataset is small, it is diffi-
cult to determine the significance of the difference
in experimental results. Therefore, another dataset,
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Dataset size Train Validate Dev Test
Original 16.8K 0 0.9K 250K
Cleaned 13.3K 3.3K 0.9K 250K

Table 1: Dataset size distribution

called Validation, was created from the cleaned
Train dataset. During the cleaning process, dupli-
cated sentences were reduced to a single unique
entry.

4 Methodology

4.1 Data preprocessing
In the NER task, our approach involved three steps.
Initially, we performed data cleaning and prepro-
cessing. The original multiconer2-data dataset
was in CoNLL format, and we converted it to Hug-
gingFace Datasets (Lhoest et al., 2021) for easier
use.

4.2 Gathering context
In light of previous winning submissions utilizing
external knowledge bases, we opted to gather addi-
tional context for our approach this year. However,
instead of developing a custom knowledge base
and a separate microservice on ElasticSearch like
the previous winning system (Wang et al., 2022),
we chose a more elegant approach. We outsourced
the knowledge base and search mechanism to the
GPT-3 network (Brown et al., 2020). Hence, in the
second step, we extracted additional contexts for
every sentence in the dataset.

To obtain additional context, we employed the
"in-context learning" method, which was intro-
duced in the original GPT-3 research paper (Brown
et al., 2020). This involves designing an input
prompt template and tuning the model parameters
to encourage the generative neural network to pro-
duce the desired output. This process is referred to
as "prompt engineering".

At the time of competition and writing this pa-
per, we utilized the largest GPT-3 model available,
which is text-davinci-003, in order to achieve
the best results in our experiments and submissions.

Before commencing with the tuning of model
parameters, it is imperative to make our intentions
clear. Since our objective is to mine extra context,
it is necessary that the output is precise and robust
to a high degree. Therefore, we need to limit the
degree of experimentation that we can perform on
the model.

The OpenAI model also includes a set of tunable
parameters, including temperature, max length, top
P, frequency penalty, presence penalty, and best of.

The "Best of" parameter determines how many
completions are generated by the server, but only
the best one is displayed. To conserve token usage,
we kept this parameter constant at 1.

The "Top P" parameter controls diversity
through the use of nucleus sampling (Holtzman
et al., 2020). If the parameter value is less than 1,
the model considers all samples where the proba-
bility is greater than the "Top P" value. To ensure
consistent and accurate output, we maintained the
"Top P" parameter at a fixed value of 1.

The "Presence penalty" parameter imposes a
penalty on new tokens that appear in the gener-
ated text. Since named entities are more likely to
be repeated, and the repetition can help the model
identify them, we want to encourage token repeti-
tion. Therefore, we fixed the parameter and set it
to 0.

The "Temperature" parameter controls the level
of randomness in the generated text. A lower tem-
perature forces the model to produce more deter-
ministic and repetitive results. However, for our
task of using the neural network as a knowledge
base, the results need to be deterministic. There-
fore, we fixed the temperature parameter to 0.2
to make the outputs more predictable while still
leaving some room for creativity and randomness.

The "max length" parameter determines the max-
imum number of tokens that the model can generate
in the output. The "frequency penalty" parameter
regulates how much to penalize new tokens based
on their frequency in the text generated so far. Both
of these parameters were adjustable, and we have
summarized some of the results of our experiments
in appendix B. Although we had more samples
during our experiments, we included only repre-
sentative examples in the table. In other attempts,
either the outputs were very similar or there was
no discernible difference.

By changing the "frequency penalty" parameter
from 0 to 0.5, we observed that the named entities
had the same frequency. This result could be re-
lated to the fact that the "presence penalty" was set
to 0. When we increased the "frequency penalty,"
we noticed that the text became more versatile and
varied. During the context mining process, we set
the penalty to 0.5.

We conducted experiments with "max length"
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parameters of 96 and 128. From the examples,
we observed that a larger "max length" parameter
resulted in longer generated context, but the gener-
ated text did not provide more relevant information
about the input sentence. Thus, for the later con-
text mining process, we set the "max length" to 96.
We also attempted to use smaller values, but the
sentences were often truncated and the intended
meaning was not fully developed.

4.3 NER model training

In the initial stage, we conducted numerous at-
tempts with various training data manipulations.
To optimize resource utilization and enable paral-
lel experimentation, we employed adapter modules
(Houlsby et al., 2019) on top of the pre-trained
bert-base-uncased (BERT) model (Devlin et al.,
2019). The F1 score was our primary metric for
evaluation, and unless otherwise specified, we eval-
uated our approach on the Validation dataset.
The Dev dataset, being too small to yield mean-
ingful conclusions, was used only in our final at-
tempts before submitting our work for evaluation.
We used four Tesla v100 16GB GPUs, provided by
our institution, for conducting these experiments.
The results of our experiments, presented in table 2,
reflect our efforts to fine-tune the pre-trained model
for the NER task.

In our initial attempt, we sought to simplify the
NER task by training the model in multiple steps.
Firstly, we trained a simplified NER with only six
classes, where each of the specific classes such as
Athlete, Artist, Scientist, etc., were grouped
under a top-level class, i.e., Person. We then
stacked another adapter layer on top of it using the
adapter fusion method (Pfeiffer et al., 2021). In this
method, the pre-trained adapter and the pre-trained
model were frozen. However, the results were not
successful, and the best score obtained was slightly
lower than the plain model training without any
modifications. The baseline score for adapter train-
ing was 63.2%, and the best score achieved was
also 63.2%.

Later we attempted the same approach as last
year without early stopping. The resulting model,
which used adapters but did not include early stop-
ping, is labeled as adapter-no-early. Unfortu-
nately, simply scaling the compute time did not pro-
duce the expected improvements in performance.

The use of adapter modules can improve the
efficiency and robustness of training. The loss

value has a positive correlation with the F1 score,
which explains the lack of difference between the
adapter-baseline and adapter-no-early ex-
periments. On the other hand, full fine-tuning in-
volves all parameters in the training process, and
the baseline for full fine-tuning with early stop-
ping is denoted as full-no-context-baseline
and achieves a score of 61.2%. However, the F1
plot for this experiment indicates that it does not
correlate with the loss value, and early stopping is
triggered too early. Removing early stopping al-
lows the model to train longer and achieve a much
better result. The full fine-tuning without early
stopping is denoted by full-no-early and has a
score of 69.9%. It is important to note that the
scaling laws only work when at least two out of
three training aspects are increased. Now we could
confirm, that it works when you scale the model
trainable parameters, not the total amount of pa-
rameters.

When comparing the adapter version to the plain
pre-trained model, it can be observed that the
adapter version has more parameters - 109.8M,
while the plain model without adapters has 108.9M
parameters. The adapter version is larger due to the
inclusion of bottleneck layers in the model, with
only these added layers being trainable. In the
adapter experiment, only 0.9M (0.8%) of parame-
ters were trainable, whereas in full fine-tuning, all
108.9M parameters were trainable.

In the subsequent experiment iteration, we intro-
duced additional context that was obtained through
the use of the GPT-3 model API. Consequently,
the input was structured as follows: "<s>[input
sentence]</s>[mined context]</s>". !NB,
the start and end tokens as well as the separa-
tor tokens may vary depending on the selected
model tokenizer. The output is a sequence, where
each input token gets assigned tag or O which de-
notes no tags. The key for the OpenAI contexts is
full-openai-contexts. Incorporating the extra
context resulted in an additional 4% improvement
in performance.

In a separate experiment, we attempted to predict
named entities using GPT-3. We gathered all con-
texts and then the new token classification model
is trained, which accepts input sentence and GPT-3
generated prediction. This experiment is labeled
as full-openai-entities, and the results were
worse than those without any additional informa-
tion. We hypothesize that this is due to the genera-

334



Key Pre-trained model Total params, M Trainable params, % F1, %
adapter-baseline

bert-base-uncased

109.8 0.8 63.4
adapter-fusion 140.9 22.7 63.2
adapter-no-early 109.8 0.8 63.4
full-no-context-baseline 108.9 100 61.2
full-no-early 108.9 100 69.9
full-openai-contexts 108.9 100 74.0
full-openai-entities 108.9 100 67.6
full-crf-head 108.9 100 72.4
adapter-baseline-large

xlm-roberta-large
584.1 4.3 64.0

full-baseline-large 558.9 100 67.4
full-tuned-no-early 558.9 100 79.7

Table 2: Training NER neural network. The scores measured on Validation dataset

Type Clean
Subset
F1, %

Noisy
Subset
F1, %

Overall
Macro
F1, %

Official
Baseline N/A N/A 36.97
No contexts N/A N/A 52.36
With contexts 70.74 66.07 69.3

Table 3: Submission results

tive model’s inherent noisiness, which may produce
numerous incorrect answers.

In NER, it is a common practice to use Condi-
tional Random Fields (CRFs) (Lafferty et al., 2001)
instead of simple multi-layer perceptrons (MLPs).
Therefore, we also experimented with CRFs by us-
ing them as the head of our model. However, this
experiment, which we labeled as full-crf-head,
did not provide any significant improvements.

Finally, according to the scaling laws, we in-
creased the model size from bert-base-uncased
(BERT) to xlm-roberta-large (XLM-R) and
extended the training time in the next ex-
periment. The key for this experiment is
full-tuned-no-early. Additionally, we paid
close attention to tuning the hyperparameters,
which is why the word tuned is included in the
key. The results for this model were the best, with
a score of 79.7%, and we subsequently used this
model to submit our final rankings.

5 Results

We submitted two entries for the final ranking, one
with additional contexts and the other without. The
results of both entries are presented in Table 3. Our
submission was ranked 12th among 34 teams that

participated in the English track.
Regrettably, the organizers calculated the F1

scores for the Clean and Noisy subsets only for
the top-performing solution. Therefore, we have
no information about these scores for the submis-
sions without contexts.

When comparing the submissions with and with-
out contexts, a significant boost in performance is
observed, with almost a 17-point increase. Fur-
thermore, it is concluded that GPT-3 is efficient in
handling noise, leading to a small difference be-
tween the clean and noisy subsets. Ranking based
on the noisy subset elevates our score to the 7th
position.

We evaluated alternative language models, such
as LLaMA (Touvron et al., 2023), which became
available subsequent to the conclusion of the com-
petition. However, the resultant contexts produced
by LLaMA exhibited comparatively lower levels of
semantic coherence when contrasted with outputs
derived from GPT-3.

6 Conclusion

Throughout the competition, our team confirmed
the hypothesis that additional context significantly
impacts the accuracy of named entity recognition.
This highlights the importance for researchers to
leverage existing Large-scale Language Models,
such as GPT-3, when designing solutions as it can
greatly enhance overall performance and stability
in a noisy environment.

Utilizing the scaling laws is one of the simplest
ways to boost system performance. By scaling at
least two out of three aspects of model training, the
system outcome can be improved.
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A Tag distribution in train dataset

Tag % Tag % Tag %
Artist 15 PublicCORP 2 SportsManager 1
HumanSettlement 10 AnatomicalStructure 2 Disease 1
OtherPER 7 Software 2 Vehicle 1
Athlete 7 Station 2 CarManufacturer 1
ORG 6 Food 1 Scientist 1
VisualWork 5 OtherLOC 1 Symptom 1
MusicalWork 4 Medication/Vaccine 1 AerospaceManufacturer 1
WrittenWork 4 Clothing 1
Facility 4 MedicalProcedure 1
OtherPROD 3 Drink 1
MusicalGRP 3 Cleric 1
SportsGRP 3 ArtWork 1

338



B Gathered OpenAI contexts

Input sentence Max
length

Frequency
penalty

Context

the species
was described
by dietrich
brandis after
the forester t. f.
bourdillon.

128 0 Named entities in this text are "species", "Dietrich Brandis",
and "T.F. Bourdillon". Dietrich Brandis was a German-born
British botanist and forester who was the first Inspector Gen-
eral of Forests in British India. T.F. Bourdillon was a British
forester who worked in India and is credited with introducing
the concept of scientific forestry to the country. The species
mentioned in the text is likely a species of plant or tree that was
discovered by Bourdillon and described by Brandis.

0.3 Named entities in this text are "species", "Dietrich Brandis", and
"T. F. Bourdillon". Dietrich Brandis was a German forester and
botanist who worked in India and is credited with introducing
the science of forestry to the country. T. F. Bourdillon was a
British forester who worked in India and is known for his work
on the teak forests of Burma. The species mentioned was likely
a species of plant or animal that was discovered by Bourdillon
and described by Brandis.

0.5 Named entities in this text are "species," "Dietrich Brandis,"
and "T.F. Bourdillon." Dietrich Brandis was a German-born
British botanist and forester who is credited with introducing
the concept of scientific forestry to India and Southeast Asia.
T.F. Bourdillon was an Indian forester who worked with Brandis
in India and is credited with helping to establish the first forest
school in India. The species mentioned in the text was likely a
plant or animal species discovered by Brandis and/or Bourdillon
during their work together in India.

boris sidis
groundbreak-
ing work on
the psychology
of suggestion
dissocia-
tive identity
disorder psy-
chopathology
and genius

96 0.5 Boris Sidis was a pioneering psychologist and neurologist who
made significant contributions to the fields of psychology and
psychiatry. He is best known for his groundbreaking work on
the psychology of suggestion, dissociative identity disorder,
psychopathology, and genius. His research focused on the study
of abnormal behavior, mental illness, and the development of
genius. He was also an early advocate for psychotherapy as a
treatment for mental illness. His work has had a lasting impact
on modern psychology

128 Boris Sidis was a pioneering psychologist who made significant
contributions to the fields of psychology and psychiatry. His
groundbreaking work focused on the psychology of suggestion,
dissociative identity disorder, psychopathology, and genius. He
was one of the first researchers to study the effects of suggestion
on behavior and mental processes, as well as the first to describe
dissociative identity disorder (previously known as multiple
personality disorder). He also studied the psychological aspects
of genius, including its relationship to psychopathology. His
work has had a lasting impact on the field of psychology and
psychiatry.
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