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Abstract

ChatGPT has gained a huge popularity since
its introduction. Its positive aspects have been
reported through many media platforms, and
some analyses even showed that ChatGPT
achieved a decent grade in professional exams,
adding extra support to the claim that AI can
now assist and even replace humans in indus-
trial fields. Others, however, doubt its reliabil-
ity and trustworthiness. This paper investigates
the trustworthiness of ChatGPT and GPT-4 re-
garding logically consistent behaviour, focus-
ing specifically on semantic consistency and
the properties of negation, symmetric, and tran-
sitive consistency. Our findings suggest that
while both models appear to show an enhanced
language understanding and reasoning ability,
they still frequently fall short of generating log-
ically consistent predictions. We also ascertain
via experiments that prompt designing, few-
shot learning and employing larger large lan-
guage models (LLMs) are unlikely to be the
ultimate solution to resolve the inconsistency
issue of LLMs.

1 Introduction

AI systems can be more reliable and trustworthy,
provided that they behave similarly to humans
(De Visser et al., 2016; Jung et al., 2019). In this re-
gard, ChatGPT, a LLM that simulates human-like
conversations (Fares, 2023), is gaining widespread
popularity, reaching 100 million users only two
months after its launch (Milmo, 2023). In addi-
tion to many convenient functions that it provides,
ChatGPT has performed astoundingly well on vari-
ous professional examination cases, including pass-
ing the United States Medical Licensing Examina-
tion (Kung et al., 2023), achieving passing grades
in four real exams at the University of Minnesota
Law School (Choi et al., 2023), and providing de-
cent answers to Operation Management exam ques-
tions, which is a core MBA course (Terwiesch,
2023). These surprising results make people be-

lieve that LLMs can assist humans even in profes-
sional areas and greatly influence diverse academic
and industrial fields.

Others, however, question ChatGPT’s reliability,
pointing out its overconfidence in generating fac-
tually incorrect information (Skopeliti and Milmo,
2023), the inability to comprehend the complexity
of human language (Bogost, 2022), and imperfect
mathematical abilities (Frieder et al., 2023). Even
though these mistakes may appear insignificant in
normal daily tasks, they can provoke crucial con-
cerns in conservative and risk-sensitive domains,
such as law, medicine, and finance.

A correct behaviour is a crucial aspect in de-
ciding models’ trustworthiness by improving the
certification1 process (Jang et al., 2022a). In this
regard, we mainly investigate the trustworthiness
of ChatGPT in terms of logically consistent be-
haviour. By using the BECEL dataset (Jang et al.,
2022a), which is designed to ascertain whether lan-
guage models satisfy various types of consistency,
we analyse ChatGPT’s ability to generate logically
consistent predictions based on the four properties
below:

• Semantic equivalence: f(X) = f(Y ) if X
and Y mean the same.

• Negation property: f(X) ̸= f(¬X).
• Symmetric property: f(X,Y )= f(Y,X).
• Transitive property: X → Y ∧ Y → Z then
X → Z.

Our findings suggest that, similarly to previous
pre-trained language models (PLMs), ChatGPT is
also prone to violate logical consistencies. Further-
more, our results ascertain that employing different
prompt designs, few-shot learning, and utilising
larger LLMs trained with more data, such as GPT-
4, does not necessarily lead to noteworthy enhance-
ments in consistency. Our contributions can be
briefly summarised as follows:

1Trustworthiness = Explanation + Certification (Huang
et al., 2020).
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1. We analyse the consistency behaviour of Chat-
GPT by measuring semantic, negation, sym-
metric, and transitive consistency.

2. We observe that ChatGPT achieves a certain
level of improvements in negation and transi-
tive consistency compared to previous PLMs.

3. We ascertain that ChatGPT and GPT-4 gener-
ate different predictions on text inputs convey-
ing the same meaning.

4. We confirm that ChatGPT and GPT-4 are both
self-contradictory: they violate semantic con-
sistency for paraphrased inputs generated by
themselves.

5. We find that ChatGPT easily violates symmet-
ric consistency, being sensitive to the input
sentence order for order-invariant tasks.

6. Our experiments indicate that prompt design,
few-shot learning, and the training of larger
LLMs like GPT-4 are unlikely to be a funda-
mental and ultimate solution for improving
the model’s consistency.

2 Related Works

The consistency of language models has been
an important topic in natural language process-
ing (NLP) but conducted under various definitions.
The idea of semantic consistency is the most widely
used concept in consistency analysis, meaning that
a model should make consistent decisions in se-
mantically equivalent contexts (Elazar et al., 2021).
Semantic consistency is an indispensable property
that should be satisfied in every textual data and
NLP task. Ravichander et al. (2020) observed that
PLMs are likely to generate different masked lan-
guage modelling predictions when an object in
queries is replaced with its plural form. Elazar
et al. (2021), on the other hand, found that PLMs
generate different masked language modelling pre-
dictions when given paraphrased queries. Raj et al.
(2022) proposed an enhanced framework that fa-
cilitates the assessment of semantic consistency
of natural language generation (NLG) outputs by
introducing agreement functions. Another line of
work employed the idea by introducing a consis-
tency regularisation term for training, which pe-
nalises the violation of semantic consistency, to
train more robust NLP models (Wang and Henao,
2021; Zheng et al., 2021; Kim et al., 2021).

Symmetric consistency is a consistency type
based on symmetric inference, defined as
f(x, y) = f(y, x). This implies that a model

should be input-order invariant for tasks where
the symmetric property holds. Regarding the nat-
ural language inference (NLI) task, Wang et al.
(2019) believed that symmetric consistency ap-
plies to data points with “Not Entailment”, i.e.,
“Contradiction” and “Neutral”, as a label. They
showed that many deep-learning-based NLI mod-
els change their predictions when the premise and
hypothesis are switched. On the other hand, Li
et al. (2019) only considered “contradiction” labels
for their analysis and ascertained that NLI models
based on BERT (Devlin et al., 2019) are likely to
violate symmetric consistency. Kumar and Joshi
(2022) performed a symmetric consistency analy-
sis on NLI and semantic textual similarity (STS)
tasks in a more conservative manner, arguing that
a model should generate not only the same pre-
dictions but also the same confidence scores if it
is truly input-order invariant. They also observed
that PLM-based models violated symmetric consis-
tency and introduced a consistency regularisation
term to compensate for the issue.

The fundamental idea lying in negation consis-
tency is the logical negation property (p is true ⇔
¬p is false (Aina et al., 2018)). Intuitively, the
main idea is that a model’s prediction should dif-
fer for text inputs delivering the opposite meaning.
Several studies investigated the negation consis-
tency of BERT and found that the model often gen-
erates the same outputs when asked negated and
non-negated masked queries, e.g., “Birds can lay
[MASK]” and “Birds cannot lay [MASK]” (Kass-
ner and Schütze, 2020; Ettinger, 2020). Hos-
sain et al. (2020) created negated versions of NLI
datasets and also observed the violation of nega-
tion consistency, suggesting that PLMs lack the
understanding of negation expressions. To alle-
viate the issue, several works adopted data aug-
mentation to train a model with abundant data con-
taining negation expressions (Asai and Hajishirzi,
2020; Hosseini et al., 2021). Jang et al. (2022b)
introduced the meaning-matching task to enhance
PLMs’ textual understanding ability and observed
performance improvements.

Transitive consistency is a consistency type that
can measure the deductive reasoning ability. It
is derived from transitive inference, represented as
X → Y ∧Y → Z then X → Z for three predicates
X, Y, and Z (Gazes et al., 2012; Asai and Hajishirzi,
2020). In the NLI task, Li et al. (2019) employed
the concept to generate four transitive inference
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rules. For three sentences P , H , and Z, the rules
are defined as:

E(P,H) ∧ E(H,Z) → E(P,Z), (1)

E(P,H) ∧ C(H,Z) → C(P,Z), (2)

N(P,H) ∧ E(H,Z) → ¬C(P,Z), (3)

N(P,H) ∧ C(H,Z) → ¬E(P,Z), (4)

where E, N , and C refer to entailment, neutral, and
contradiction. Based on the rules, they collected
a new evaluation set to assess the transitive con-
sistency of BERT-based NLI models and showed
the inconsistency of the models. Other studies in-
vestigated the transitive consistency in question an-
swering (QA) (Asai and Hajishirzi, 2020; Mitchell
et al., 2022) and WordNet word senses (Lin and Ng,
2022) and ascertained that PLMs lack the ability to
perform transitive inference.

Jang et al. (2022a) proposed a universal defi-
nition of the language model’s consistency and a
taxonomy of various consistency types. They also
created a new benchmark dataset that enables the
evaluation of multiple types of consistencies on
various downstream tasks. They assessed diverse
PLMs on the new benchmark and confirmed that,
like studies stated above, none of PLMs show con-
sistent behaviour on all test cases. All the afore-
mentioned works investigated the consistency of
PLMs that emerged before the advent of LLMs
like ChatGPT. To our knowledge, this paper is the
first evaluation of LLMs from various consistency
viewpoints.

3 Experimental Design

3.1 Evaluation Scope

The BECEL dataset provides 19 test sets for as-
sessing five types of consistency on seven down-
stream tasks. However, we reduced the scope of
our experiments mainly because of the compet-
itive usage of OpenAI’s LLM API. Specifically,
our experiments do not consider the additive con-
sistency, as most PLMs were highly consistent
with the additive consistency (Jang et al., 2022a).
Factual consistency, which is a popular subject in
NLP, is also excluded in our evaluation, as (1) BE-
CEL does not contain test cases for a factual in-
consistency analysis, and (2) the factual inconsis-
tency of LLMs is already gaining large attention
from many studies (Tam et al., 2023; Zhao et al.,
2023), so we decided to focus on exploring rela-
tively less investigated consistency types. As for

SNLI RTE MRPC WiC

semantic 4,406 248 202 140

negation 2,204 153 290 -

symmetric 3,237 1,241 3,668 5,428

transitive 2,375 - - 3,162

Table 1: Size of the test sets of consistency evaluation
data points of the SNLI, RTE, MRPC, and WiC tasks.

downstream tasks, we used the SNLI (Bowman
et al., 2015), RTE (Candela-Quinonero et al., 2006),
MRPC (Dolan and Brockett, 2005), and WiC (Pile-
hvar and Camacho-Collados, 2019) datasets. The
SST2 and AG-News datasets were not included,
as they only contain test cases for evaluating the
semantic consistency. Table 1 shows the size of the
test sets for each downstream task and consistency
type.

3.2 Consistency Evaluation Method
This section briefly demonstrates the process of
consistency evaluation by using the BECEL dataset.
The evaluation consists of two steps. First, the
predictions of the original test set and its corre-
sponding perturbed test set are generated. Next,
the predictions of the two test sets are compared to
measure the consistency.

For the four downstream tasks in our evalua-
tion scope, Jang et al. (2022a) collected the per-
turbed test sets for semantic and negation consis-
tency evaluation by modifying “sentence 2” for the
RTE, MRPC, and WiC tasks and “hypothesis” for
the SNLI task, i.e., generating paraphrase and the
opposite meaning sentences for semantic and nega-
tion consistency, respectively. They switched the
order of the two input texts for symmetric consis-
tency evaluation and created new instances based
on existing data examples for assessing transitive
consistency. Figure 1 illustrates the overall pro-
cess for measuring the transitive consistency on
the SNLI task and the three remaining consistency
types on the MRPC task.

3.3 Generating Predictions
For test cases of data size above 1K, we sampled
200 data points, keeping a low traffic of the Open-
AI API. We conducted zero-shot experiments by
using two prompt versions designed by Eleuther
AI 2 and Wei et al. (2022) to observe how consis-
tency changes with different prompt design. The

2https://github.com/EleutherAI/lm-evaluation-harness
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Do S1 and S2 have the same meaning?
S1: There were conflicting reports about 
the number of casualties yesterday.   
S2: There were sharply conflicting reports 
tonight on the death toll.

Yes

Original Test Set

Do S1 and S2 have the same meaning?
S1: There were conflicting reports about 
the number of casualties yesterday.   
S2: The death toll was reported in widely 
disparate ways tonight.

Perturbed Test Set

No
Inc
ons
iste
nt

(a) Semantic Consistency

Do S1 and S2 have the same meaning?
S1: There were conflicting reports about 
the number of casualties yesterday.   
S2: There were sharply conflicting reports 
tonight on the death toll.

Yes

Original Test Set

Do S1 and S2 have the same meaning?
S1: There were conflicting reports about 
the number of casualties yesterday.   
S2: There were no sharply conflicting 
reports tonight on the death toll.

Perturbed Test Set

Yes
Inc
ons
iste
nt

(b) Negation Consistency

Do S1 and S2 have the same meaning?
S1: There were conflicting reports about 
the number of casualties yesterday.   
S2: There were sharply conflicting reports 
tonight on the death toll.

Yes

Original Test Set

Do S1 and S2 have the same meaning?
S1: There were sharply conflicting reports 
tonight on the death toll.
S2: There were conflicting reports about 
the number of casualties yesterday. 

Perturbed Test Set

No
Inc
ons
iste
nt

(c) Symmetric Consistency

Q1: If “A silhouette of a man fishing”, can 
we conclude “A man is fishing”?

Yes

Original Test Set

Newly Created Test Set

Yes

Q2: If “A silhouette of a man fishing”, can 
we conclude “A man is sleeping”?

Q3: If “A man is fishing”, can we conclude
“A man is sleeping”?

No
Inc
ons
iste
nt

(d) Transitive Consistency

Figure 1: Consistency evaluation process of (a) semantic, (b) negation, and (c) symmetric consistency on MRPC
and (d) transitive consistency on SNLI.

prompts of each downstream task and examples are
presented in Tables 7 and 8 in Appendix A. Our
experiments are conducted with the use of the 24th
May version of the OpenAI API for ChatGPT and
the 20th July version for GPT-4.

Typically, LLMs provided a formatted answer,
such as “Yes/No (Equivalent/Not Equivalent)” for
MRPC, along with (or without) explanations for the
decision. However, we observed a few cases where
the output deviated from such structured formats.
We manually reviewed and modified such cases to
match the desired format.

3.4 Evaluation Metrics

We used the same inconsistency metric as in (Jang
et al., 2022a). Specifically, the metric measures
the ratio of predictions that violate the target con-
sistency type. Thus, semantic and symmetric in-
consistency count the number of predictions where
LLMs generate different answers for the original
and its corresponding perturbed input. In contrast,
negation inconsistency counts the results where the
two predictions are the same.

Unlike semantic consistency, which holds uncon-
ditionally, negation and symmetric consistencies
are conditional properties. For example, negation
consistency applies when the label is “Entailment”
for the NLI task and “Equivalent” for the STS task.
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Regarding symmetric consistency, it applies uncon-
ditionally for the STS task, but only to “Not En-
tailment” for the NLI task. As the BECEL dataset
already reflects these conditions, Jang et al. (2022a)
calculated the inconsistency metrics using predic-
tions of all test data points, i.e., the condition is
determined based on gold labels. However, this
can lead to an incorrect estimation of the language
model’s consistency, as they are not perfectly accu-
rate. For example, consider the below example of
the MRPC task:

S1: In the evening, he asked for six pepperoni piz-
zas and two six-packs of soft drinks, which officers
delivered.
S2: In the evening, he asked for six pizzas and soda,
which police delivered.
S2-neg: In the evening, he asked for six pizzas and
soda, which police did not deliver.

The gold label of the S1-S2 pair is “Equivalent”,
so predicting the relation between S1-S2-neg as
“Equivalent” is a violation of negation consistency.
However, if the model believes that the answer of
the S1-S2 pair is “Not Equivalent”, then generating
“Not Equivalent” as an answer of the S1-S2-neg
pair is hard to be considered as violating negation
consistency, because it is the correct answer. Hence,
to mitigate the risk of misestimating LLMs’ con-
sistency capability, we introduce an additional met-
ric called conditioned inconsistency metric, which
only considers data points where LLMs make cor-
rect predictions for calculating the metric.

4 Experimental Results

We now present our experimental results on the con-
sistency performance of LLMs. The primary anal-
ysis target is the comparison between ChatGPT’s
performance with Eleuther AI’s prompt design and
those of fine-tuned PLMs. The BECEL dataset per-
formances of two PLMs (Electra-large (Clark et al.,
2020) and T5 (Raffel et al., 2020)) are taken from
Jang et al. (2022a). The performance of the prompt
design devised by Wei et al. (2022), GPT-4, and
few-shot learning (2-shots in our experiments) will
be mainly discussed in Section 5.

4.1 Semantic Consistency
It is widely known that ChatGPT can perform vari-
ous NLP tasks, including summarisation, question
answering, and paraphrasing. Therefore, in addi-
tion to the original BECEL dataset, we generated
paraphrased sentences using ChatGPT and GPT-4

S1: There were conflicting reports about 
the number of casualties yesterday.  

Original Test Data

S1: There were conflicting reports about 
the number of casualties yesterday.   

Perturbed Test Data

S2: There were sharply conflicting 
reports tonight on the death toll.

1) Generate 
paraphrase using 
ChatGPT

2) Make a perturbed data 
using generated 
paraphrased text. 

3) Use the new data for 
consistency analysis

S2: The death toll was reported in widely 
disparate ways tonight.

Figure 2: Overall process of measuring semantic con-
sistency by using paraphrases generated by ChatGPT.

and used them for evaluation. For the WiC task,
paraphrased instances were removed if they did not
contain the target word. The overall procedure of
this evaluation is illustrated in Figure 2.

The results are summarised in the second column
of Table 2. In the SNLI task using Eleuther AI’s
prompt, LLMs often fail to distinguish “Neutral”
and “Contradiction” classes, potentially leading
to an underestimation of consistency. To address
this, we integrate the two classes into a unified
“Not Entailment” class specifically for this scenario.
Our experimental results show that ChatGPT pro-
duces much higher levels of inconsistency in the
BECEL dataset than fine-tuned PLMs, suggesting
ChatGPT’s limited capacity for making logically
consistent predictions. Moreover, we ascertain that
ChatGPT is self-contradictory, i.e., it produces in-
consistent outputs for self-generated paraphrase
sentences with a probability exceeding 10%. This
implies that ChatGPT failed to generate a proper
paraphrased sentence or to capture the meaning
of texts delivering the same meaning; either case
undermines its reliability. Several examples where
ChatGPT violates semantic consistency are pre-
sented in Table 3. More examples are available in
Table 9 in Appendix B.

4.2 Negation Consistency

The third column of Table 2 presents the experi-
mental results of the negation consistency evalua-
tion. Compared to the fine-tuned PLMs, ChatGPT
attains a lower negation inconsistency in general.
A large improvement has been made in the RTE
task and MRPC task compared to the Electra-large
model. Also, the conditional inconsistency is exten-
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Model
Semantic Negation

MRPC RTE SNLI WiC MRPC RTE SNLI
τB τS τB τS τB τS τB τS τ τC τ τC τ τC

ChatGPT (EAI) 9.4 14.4 11.3 13.7 20.0 20.5 14.3 18.4 26.0 7.0 11.1 2.1 13.0 1.3
ChatGPT (Wei) 10.9 11.4 15.3 17.3 16.5 16.5 14.3 17.2 23.0 6.7 15.0 5.2 11.0 3.4

ChatGPT (EAI, 2s) 17.2 13.8 10.5 10.5 17.5 14.0 30.3 34.5 42.0 4.31 15.7 13.7 23.0 20.0
GPT-4 (EAI) 16.3 13.4 12.5 12.5 19.0 22.0 12.9 13.8 33.5 7.6 7.8 6.8 8.5 1.7
GPT-4 (Wei) 11.9 10.4 9.7 10.5 23.5 25.5 6.4 7.3 26.5 9.8 12.4 6.3 4.5 0.5
Electra-large 5.5 - 8.9 - 7.9 - 8.9 - 77.0 - 17.3 - 5.4 -

T5-large 4.5 - 8.6 - 9.3 - 8.6 - 25.2 - 15.9 - 5.8 -

Table 2: Experimental results of the semantic and negation consistency evaluation. “2s” refers to two-shot learning.
τB and τS denote the inconsistency of the BECEL dataset and paraphrases generated by LLMs, respectively. τ and
τC refer to the original and conditioned negation inconsistency, respectively. The best performance is in bold.

TASK: SNLI, PARAPHRASE TYPE: BECEL
ORIGINAL INPUTS PERTURBED INPUTS

PREMISE: Kids play in the water in the middle of the street. PREMISE: Kids play in the water in the middle of the street.
HYPOTHESIS: Kids are running from zombies. HYPOTHESIS: Children are fleeing from zombies.
PREDICTION: Not Entailment (Contradiction) PREDICTION: Entailment

TASK: MRPC, PARAPHRASE TYPE: ChatGPT
ORIGINAL INPUTS PERTURBED INPUTS

S1: Looking to buy the latest Harry Potter ? S1: Looking to buy the latest Harry Potter ?
S2: Harry Potter ’s latest wizard trick ? S2: The newest magical feat of Harry Potter ?
PREDICTION: Not Equivalent PREDICTION: Equivalent

Table 3: Examples of semantic consistency violation.

sively small compared to the original inconsistency
metric, attaining an average of 4.6% and almost per-
fectly consistent on the SNLI task. The difference
with the original inconsistency metric substantiates
the introduction of the conservative evaluation met-
ric, i.e., conditional inconsistency, aimed at more
precise evaluations. The experimental results sug-
gest that ChatGPT can better understand negation
expressions and antonyms, which has been a criti-
cal issue for PLMs trained in a self-supervised fash-
ion (Kassner and Schütze, 2020; Ettinger, 2020;
Hossain et al., 2020; Hosseini et al., 2021; Jang
et al., 2022b). We believe that incorporating human
feedback into ChatGPT training (Ouyang et al.,
2022) plays a crucial role in learning the meaning
of negation expressions and antonyms, compared
to previous PLMs that infer their meaning based on
the distributional hypothesis by simply relying on
the context information. Investigating the impact
of providing human feedback on learning textual
meaning is an interesting future research direction.
Table 5 presents an example of negation consis-
tency violation. More examples can be found in
Table 10 in Appendix B.

4.3 Symmetric Consistency
The results of the symmetric consistency evalua-
tion are shown in the second column of Table 4.

Compared to the best-performing PLM, ChatGPT
produces three times higher symmetric inconsis-
tency in the MRPC task and five times higher in
the RTE task. The conditioned inconsistency was
lower than the original inconsistency in the RTE
and SNLI tasks, and higher in the WiC task. Al-
though the inconsistency rate for the SNLI task
might be considered trivial, it should not be over-
looked, considering the simple nature of the sym-
metric property. Consider a medical-domain model
that takes a list of symptoms and generates pre-
scriptions. For such a model, which should operate
conservatively, its trustworthiness would be signif-
icantly undermined if it were to generate entirely
different prescriptions whenever the order of symp-
toms changes, even if the probability of such occur-
rence is exceedingly low. Hence, an effort should
be made to make LLMs satisfy logical consisten-
cies to enhance their reliability and safe usage in
real-world applications. Table 5 presents an ex-
ample of symmetric consistency violations. More
examples are presented in Table 10 in Appendix B.

4.4 Transitive Consistency
The third column in Table 4 presents the transitive
consistency evaluation results. In contrast to other
consistency types where ChatGPT performed simi-
lar or worse than fine-tuned PLMs, it shows better
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Model
Symmetric Transitive

MRPC RTE SNLI WiC SNLI WiC
τ τC τ τC τ τC τ τC τ τ

ChatGPT (EAI) 13.0 - 45.0 19.7 5.0 1.4 20.0 25.8 2.1 12.3
ChatGPT (Wei) 14.5 - 45.5 33.3 6.5 3.6 23.5 24.2 2.6 14.9

ChatGPT (EAI, 2s) 31.0 - 55.0 37.2 14.0 2.3 39.5 43.0 5.8 28.9
GPT-4 (EAI) 11.0 - 54.5 20.7 2.0 1.0 6.5 4.1 2.3 3.6
GPT-4 (Wei) 9.0 - 17.0 6.9 2.5 2.0 9.5 8.1 2.9 4.3
Electra-large 5.3 - 6.7 - 6.4 - 7.9 - 2.5 46.5

T5-large 4.2 - 8.0 - 8.3 - 6.3 - 2.9 45.3

Table 4: Experimental results of the symmetric and transitive consistency evaluation. “2s” refers to two-shot
learning. τ and τC denote the original and conditioned symmetric inconsistency, respectively. The best performance
is in bold.

TASK: MRPC, CONSISTENCY TYPE: Negation
ORIGINAL INPUTS PERTURBED INPUTS

S1: He arrives later this week on the first state visit by a US
President .

S1: He arrives later this week on the first state visit by a US
President .

S2: Mr Bush arrives on Tuesday on the first state visit by an
American President .

S2: Mr Bush doesn’t arrive on Tuesday on the first state visit
by an American President.

PREDICTION: Equivalent PREDICTION: Equivalent

TASK: SNLI, CONSISTENCY TYPE: Symmetric
ORIGINAL INPUTS PERTURBED INPUTS

PREMISE: There is a man climbing as the boy holds the rope PREMISE: A man holds a rope for a boy who’s about to climb
a wall.

HYPOTHESIS: A man holds a rope for a boy who’s about to
climb a wall.

HYPOTHESIS: There is a man climbing as the boy holds the
rope

PREDICTION: Not Entailment (Contradiction) PREDICTION: Entailment

TASK: WiC, CONSISTENCY TYPE: Transitive
ORIGINAL INPUTS

SENTENCE1: You must carry your camping gear. SENTENCE1: The airwaves carry the sound.
SENTENCE2: Sound carries well over water. SENTENCE2: Sound carries well over water.
WORD: carry WORD: carry
PREDICTION: Not Equivalent PREDICTION: Equivalent

NEWLY CREATED INPUTS
SENTENCE1: The airwaves carry the sound. SENTENCE2: You must carry your camping gear. WORD: carry

PREDICTION: Equivalent

Table 5: Examples of negation, symmetric, and transitive consistency violations.

results than fine-tuned PLMs, especially with no-
table improvements in the WiC dataset. It is very
interesting that ChatGPT is better at higher-level
logical reasoning like transitive inference, but fails
in simpler logical properties, such as the symmet-
ric property. The results indicate that combining
the advantages of fine-tuned PLMs and LLMs can
pave the way for developing more logically con-
sistent language models. An example that violates
transitive consistency is presented in Table 5. More
examples are listed in Table 11 in Appendix B.

4.5 ChatGPT’s Explainablity

Providing explanations is a core property of trust-
worthy systems (Huang et al., 2020). It is widely
known that generative language models can pro-
vide answers with explanations. However, recent
studies confirmed that explanations generated by

early-stage LLMs like GPT-3 are often logically in-
consistent and unreliable (Jung et al., 2022; Wang
et al., 2023). We confirmed that the identical prob-
lem persists in ChatGPT. We observed several cases
that the generated explanations seem plausible but
contradictory to other generated explanations with
identical context (Camburu et al., 2020), or not
faithful. Table 6 presents some examples. For the
first example, the explanations of the original and
perturbed inputs contradict each other. In the sec-
ond example, the explanation of the perturbed input
is not correct, i.e., the input did mention the age
and gender of the person pushing the shopping cart
(“boy” and “A young man”). It would be interest-
ing for future work to quantitatively evaluate the
quality of explanations provided by LLMs by em-
ploying inconsistent explanation evaluation frame-
works (Camburu et al., 2020; Jang et al., 2023).
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TASK: MRPC, CONSISTENCY TYPE: Symmetric
ORIGINAL QUESTION: “Sentence 1: In the evening, he asked for six pepperoni pizzas and two six-packs of soft drinks, which
officers delivered. Sentence 2: In the evening, he asked for six pizzas and soda , which police delivered. Question: Do both
sentences mean the same thing? Answer:“
ORIGINAL OUTPUT: “Yes, both sentences mean the same thing. They convey that in the evening, the person made a request
for six pepperoni pizzas and two six-packs of soft drinks, and that the officers delivered the items. The second sentence is a
simplified version of the first one, where ‘pizzas‘ refers to pepperoni pizzas, and ‘soda‘ refers to soft drinks.“

PERTURBED QUESTION: “Sentence 1: In the evening, he asked for six pizzas and soda , which police delivered. Sentence 2:
In the evening, he asked for six pepperoni pizzas and two six-packs of soft drinks, which officers delivered. Question: Do both
sentences mean the same thing? Answer:“
PERTURBED OUTPUT: “No, the two sentences do not mean the same thing. The first sentence says that he asked for six pizzas
and soda, while the second sentence says that he asked for six pepperoni pizzas and two six-packs of soft drinks. The type of
pizza and the specific drinks requested are different in the two sentences.“

TASK: SNLI, Semantic-BECEL
ORIGINAL QUESTION: “An enthusiastic boy pushes a shopping card containing a smiling boy. Question: A boy is pushing
a shopping cart. True, False or Neither? Answer:“
ORIGINAL OUTPUT: “True“

PERTURBED QUESTION: “An enthusiastic boy pushes a shopping card containing a smiling boy. Question: A young man
is pushing a shopping cart. True, False or Neither? Answer:“
PERTURBED OUTPUT: “Neither (the description does not mention the age or gender of the person pushing the shopping cart,
only that the person inside the cart is a smiling boy.)“

Table 6: Examples of ChatGPT’s output with explanations.

5 Discussion

Can Prompt Design be a Solution? Prompts are
input text consisting of a task demonstration and,
for a few-shot task, some examples (Lester et al.,
2021). Prompt design has been shown to be an
effective method of regulating the behaviour of
GPT-3 (Brown et al., 2020). Hence, one might ar-
gue that searching for an optimal prompt for each
task can improve consistency. However, our ex-
perimental results provide sceptical evidence for
this claim. When comparing the performance of
ChatGPT using Eleuther AI’s prompts and those
designed by Wei et al. (2022), there was no statisti-
cally significant difference in performance across
all consistency types and downstream tasks at a con-
fidence level of 0.05. In the case of GPT-4, similar
results were observed, where a statistically signif-
icant difference at a confidence level of 0.05 was
found only in symmetric consistency in the RTE
task. We believe that a primary cause contributing
to this phenomenon is an inherent characteristic of
machine learning: inductive reasoning. The under-
lying idea behind prompt design is that prompts
created by experimenters are not optimal, because
language models might have acquired target infor-
mation from completely different contexts (Jiang
et al., 2020). That is, it can resolve the matter of in-
consistency if and only if numerous consistency
properties are reflected in ChatGPT’s inductive
bias, which is technically not feasible. Moreover,

consistency improvements with prompt design can
be considered another violation of semantic con-
sistency, because the prompts will deliver identical
semantic meaning, i.e., task description.

Can Few-shot Learning be a Solution? It is
widely known that providing few-shot examples
generally leads to higher accuracy compared to
the zero-shot setting. To ascertain whether this
principle extends to consistency, we conducted ad-
ditional few-shot experiments on ChatGPT by pro-
viding two-shot examples and using Eleuther AI’s
prompt. However, the findings suggest that provid-
ing few-shot examples is not beneficial to improv-
ing consistency. When compared with the result of
ChatGPT employing the same prompt design but
under a zero-shot setting, we observe statistically
significant increases in inconsistencies across the
majority of test cases. The most substantial rise
in inconsistency values is evident in the context of
symmetric consistency and the WiC task. We even
identified several instances where the model altered
its decision when the order of two-shot examples
was switched. These experimental outcomes indi-
cate that employing a few-shot approach does not
represent a definitive solution for enhancing the
consistency of LLMs.

Can Increasing Data and Model Size be a Solu-
tion? Another possible way to improve consistency
is training a larger LLMs with more abundant train-
ing data, as larger models generally outperform
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smaller ones in numerous NLPs downstream tasks.
However, our experimental results reveal the limi-
tations of this approach. Through a comprehensive
comparison of ChatGPT and GPT-4 performance
employing identical prompt designs, it was ascer-
tained that GPT-4 does not necessarily exhibit supe-
rior performance in comparison to ChatGPT from a
consistency perspective. While GPT-4 did demon-
strate enhanced consistency in several test scenar-
ios, including symmetric and transitive consistency
in the WiC task across both prompt designs, sym-
metric consistency in the RTE task, and negation
consistency in the SNLI task using prompts devised
by Wei et al. (2022), no discernible improvements
were observed in the remaining test cases, which
constitutes a portion of 77% of among the total test
scenarios. In addition, GPT-4 also exhibited a high
level of self-contradiction, just like ChatGPT.

Moreover, increasing the size of the data and
model is a technically unsustainable strategy. First,
the data collection procedure requires tremendous
effort and is challenging to cover all possible varia-
tions, especially for consistency types that demand
abundant linguistic resources, such as semantic con-
sistency. Second, even if we successfully expand
the data, it is doubtful whether we can afford to up-
date an LLM with each new dataset iteration. Con-
sidering the ever-changing information, the data
expansion and update of an LLM should be per-
formed continuously, as neglecting to do so may
raise the concern of outdated information (Zhuo
et al., 2023; Wen and Wang, 2023). However, train-
ing an LLM entails tremendous financial and envi-
ronmental costs (Bender et al., 2021). For instance,
training a BERT-base model without hyperparame-
ter tuning requires a CO2 emission of 650kg, which
is comparable to flying from New York to San Fran-
cisco for one passenger (Strubell et al., 2019). A
simple expectation of CO2 emission for re-training
ChatGPT and GPT-4 would amount to 1,033t and
1,0240t, respectively,3 while a human is responsi-
ble for 5t CO2 emission per year. The continuous
emission of such a substantial volume of green-
house gases would have a detrimental impact on the
environment of modern society facing the global
climate crisis.

3ChatGPT and GPT-4 are approximately 1,590 and 16,000
times larger than BERT-base.

6 Summary and Outlook

The advent of ChatGPT is accelerating the devel-
opments in the NLP field driven by LLMs. Its
outstanding performance captured considerable at-
tention, resulting in many articles, posts, and analy-
ses highlighting ChatGPT’s positive aspects across
numerous media. There are others, however, who
question its reliability based on the model’s faulty
behaviours. To this end, this study aims to exam-
ine the trustworthiness of ChatGPT in terms of the
language model’s consistency.

In this paper, we have investigated the consis-
tency behaviour of ChatGPT across four consis-
tency types and downstream tasks. Our experi-
mental results demonstrate that ChatGPT achieves
a certain level of enhanced language understand-
ing ability, especially in negation expressions and
antonyms. It also exhibits improved deductive rea-
soning ability with lower transitive inconsistencies
compared to the earlier version of PLMs. How-
ever, while ChatGPT exhibits enhanced negation
and transitive consistency, this does not mean that
the model is perfectly consistent, i.e., it still makes
mistakes that violate the logical properties, and the
frequency of such occurrences is non-negligible.
Also, contrary to the widespread belief regarding
the outstanding performance of ChatGPT, its per-
formance across various consistency types falls
short of expectations. It frequently changes its
decision when an input text is replaced with a para-
phrased sentence, even though it is generated from
ChatGPT itself. Moreover, in input-order invari-
ant tasks, ChatGPT is prone to make a different
decision when the order of the input sentences is
switched. These issues are also observed in GPT-
4 or with the use of different prompt designs and
few-shot learning, indicating that these approaches
are unlikely to be a fundamental remedy. Given
how simple and natural the symmetric and seman-
tic consistencies are in human reasoning, violating
these consistencies can be a huge blow to LLMs’
trustworthiness. These fallacious behaviours are es-
pecially lethal to domains operating conservatively
and at high risk. Although LLMs are a revolution-
ary technique that brought an unprecedented era to
NLP, such issues should be resolved before these
models are applied in real applications, particularly
considering the huge economic and environmental
costs consumed for developing LLMs.
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Limitations

Limitations of our work include that the data in-
stances of several test cases (e.g., SNLI dataset and
symmetric evaluation cases) are sampled due to the
heavy usage of ChatGPT. Conducting experiments
on whole data points will provide a more precise
comparison with baseline models.

We were unable to study the model’s consis-
tency on longer documents, e.g., document-level
NLI task, because there are no publicly available
datasets for evaluating consistency on long docu-
ments. We leave this as future work, as a consis-
tency analysis of long documents would be very
appropriate for ChatGPT studies.

We performed a qualitative evaluation of ex-
planations generated by ChatGPT, but a quantita-
tive analysis was omitted due to the resources and
time required for the evaluations. We leave adopt-
ing several explanation quality evaluation frame-
works (Camburu et al., 2020; Jang et al., 2023) to
ChatGPT’s explanations as future work.
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A Prompt Design

SNLI

Format {s1} Question: {s2} True, False or Neither? Answer:
Example A land rover is being driven across a river. Question: A Land Rover is splashing water as it crosses a river. True,

False, or Neither? Answer:
RTE

Format {s1} Question: {s2} True or False? Answer:
Example The harvest of sea-weeds is not allowed in the Puget Sound because of marine vegetation’s vital role in providing

habitat to important species. Question: Marine vegetation is harvested. True or False? Answer:
MRPC

Format Sentence 1: {s1} Sentence 2: {s2} Question: Do both sentences mean the same thing? Answer:
Example Sentence 1: The increase reflects lower credit losses and favorable interest rates. Sentence 2: The gain came as a

result of fewer credit losses and lower interest rates. Question: Do both sentences mean the same thing? Answer:
WiC

Format Sentence 1: {s1} Sentence 2: {s2} Question: Is the word {word} used in the same way in the two sentences above?
Answer:

Example Sentence 1: It was the deliberation of his act that was insulting. Sentence 2: It was the deliberation of his act that
was insulting. The deliberations of the jury. Question: Is the word deliberation used in the same way in the two
sentences above? Answer:

Table 7: Eleuther AI prompt formats and their example used in our experiments for each downstream task.

SNLI

Format If {s1}, can we conclude {s2}? \n Yes, It’s impossible to say, No \n Answer:
Example If A land rover is being driven across a river, can we conclude A Land Rover is splashing water as it crosses a river?

\n Yes, It’s impossible to say, No \n Answer:
RTE

Format {s1} \n Based on the paragraph above can we conclude that {s2}? Yes, No \n Answer:
Example The harvest of sea-weeds is not allowed in the Puget Sound because of marine vegetation’s vital role in providing

habitat to important species. \n Based on the paragraph above can we conclude that Marine vegetation is harvested?
\n Yes, No \n Answer:

MRPC

Format Here are two sentences: \n {s1} \n {s2} \n Do they have the same meaning? \n Yes, No \n Answer:
Example Here are two sentences: \n The increase reflects lower credit losses and favorable interest rates. \n The gain came as

a result of fewer credit losses and lower interest rates. \n Do they have the same meaning? \n Yes, No \n Answer:
WiC

Format In these two sentences (1) {s1} (2) {s2} , does the word {word} mean the same thing? \n Yes, No \n Answer:
Example In these two sentences (1) It was the deliberation of his act that was insulting. (2) It was the deliberation of his act

that was insulting, does the word deliberation mean the same thing? \n Yes, No \n Answer:

Table 8: Prompt formats designed by Wei et al. (2022) and their examples used in our experiments for each
downstream task.
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B Examples

TASK: RTE, PARAPHRASE TYPE: BECEL
ORIGINAL INPUTS PERTURBED INPUTS

S1: Note that SBB, CFF and FFS stand out for the main
railway company, in German, French and Italian.

S1: Note that SBB, CFF and FFS stand out for the main
railway company, in German, French and Italian.

S2: The French railway company is called SNCF. S2: SNCF is the French railway company.
PREDICTION: Not Entailment PREDICTION: Entailment

TASK: SNLI, PARAPHRASE TYPE: ChatGPT
ORIGINAL INPUTS PERTURBED INPUTS

PREMISE: A person swimming in a swimming pool. PREMISE: A person swimming in a swimming pool.
HYPOTHESIS: A person enjoying the waters. HYPOTHESIS: An individual is relishing the water.
PREDICTION: Not Entailment (Neutral) PREDICTION: Entailment

TASK: WiC, PARAPHRASE TYPE: BECEL
ORIGINAL INPUTS PERTURBED INPUTS

WORD: glaze WORD: glaze
S1: Glaze the bread with eggwhite. S1: Glaze the bread with eggwhite.
S2: The potter glazed the dishes. S2: The dishes were glazed by the potter.
PREDICTION: Equivalent PREDICTION: Not Equivalent

Table 9: More examples of semantic consistency violation.

TASK: MRPC, CONSISTENCY TYPE: Negation
ORIGINAL INPUTS PERTURBED INPUTS

S1: The dead cavalry have been honored for more than a
century with a hilltop granite obelisk and white headstones .

S2: The dead cavalry have been honored for more than a
century with a hilltop granite obelisk and white headstones .

S2: The dead cavalrymen are honored with a hilltop granite
obelisk and white headstones .

S2: The dead cavalrymen are honored with a hilltop granite
obelisk and black headstones.

PREDICTION: Equivalent PREDICTION: Equivalent

TASK: SNLI, CONSISTENCY TYPE: Negation
ORIGINAL INPUTS PERTURBED INPUTS

PREMISE: A young man wearing goggles is putting some
liquid in a beaker while a young girl wearing blue gloves
looks down while holding a pen.

PREMISE: A young man wearing goggles is putting some
liquid in a beaker while a young girl wearing blue gloves
looks down while holding a pen.

HYPOTHESIS: Two people are in the same area. HYPOTHESIS: Two people are not in the same area.
PREDICTION: Entailment PREDICTION: Entailment

TASK: MRPC, CONSISTENCY TYPE: Symmetric
ORIGINAL INPUTS PERTURBED INPUTS

S1: In 2001 , the diocese reached a $ 15 million settlement
involving five priests and 26 plaintiffs .

S1: The diocese reached a settlement in 2001 involving five
priests and 26 plaintiffs for an undisclosed sum .

S2: The diocese reached a settlement in 2001 involving five
priests and 26 plaintiffs for an undisclosed sum .

S2: In 2001 , the diocese reached a $ 15 million settlement
involving five priests and 26 plaintiffs .

PREDICTION: Not Equivalent PREDICTION: Equivalent

TASK: WiC, CONSISTENCY TYPE: Symmetric
ORIGINAL INPUTS PERTURBED INPUTS

WORD: master WORD: master
S1: One of the old masters. S1: A master of the violin.
S2: A master of the violin. S2: One of the old masters.
PREDICTION: Equivalent PREDICTION: Not Equivalent

Table 10: More examples of negation and symmetric consistency violations.
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TASK: WiC, CONSISTENCY TYPE: Transitive
ORIGINAL INPUTS

SENTENCE1: Strike a medal. SENTENCE1: Strike coins.
SENTENCE2: Strike coins. SENTENCE2: A bullet struck him.
WORD: strike WORD: strike
PREDICTION: Equivalent PREDICTION: Not Equivalent

NEWLY CREATED INPUTS
SENTENCE1: Strike a medal SENTENCE2: A bullet struck him. WORD: strike

PREDICTION: Equivalent

TASK: SNLI, CONSISTENCY TYPE: Transitive
ORIGINAL INPUTS

PREMISE: A performance group is staged in one collective
motion.

PREMISE: A performance group is staged in one collective
motion.

HYPOTHESIS: The group is separate from one another. HYPOTHESIS: There’s a performance group doing something
together.

PREDICTION: Contradiction PREDICTION: Entailment
NEWLY CREATED INPUTS

PREMISE: The group is separate from one another. HYPOTHESIS: There’s a performance group doing something together.
PREDICTION: Entailment

Table 11: More examples of transitive consistency violations.
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