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Abstract

Explainable NLP techniques primarily explain
by answering “Which tokens in the input are re-
sponsible for this prediction?”. We argue that
for NLP models that make predictions by com-
paring two input texts, it is more useful to ex-
plain by answering “What differences between
the two inputs explain this prediction?”. We
introduce a technique to generate contrastive
phrasal highlights that explain the predictions
of a semantic divergence model via phrase-
alignment-guided erasure. We show that the
resulting highlights match human rationales
of cross-lingual semantic differences better
than popular post-hoc saliency techniques and
that they successfully help people detect fine-
grained meaning differences in human transla-
tions and critical machine translation errors.

1 Introduction

A common strategy to explain the predictions of
NLP models is to highlight salient tokens in their
inputs (Li et al., 2016; Ribeiro et al., 2016; Lund-
berg and Lee, 2017). However, this is suboptimal
for the many NLP tasks that require comparing and
contrasting two or more pieces of text to predict a
class or a similarity score, such as natural language
inference (Bowman et al., 2015), semantic textual
similarity (Agirre et al., 2012), or evaluation and
quality estimation of text generation (Bojar et al.,
2017; Ma et al., 2018, 2019; Mathur et al., 2020;
Freitag et al., 2021b, 2022). At the same time, a
long line of research in social sciences shows that
human explanations are contrastive (Miller, 2019),
i.e., humans do not explain why an event happened
in a vacuum but instead compare what happened
to a contrast case. For instance, to explain how
a Greek sentence and a translation in English dif-
fer, it is more intuitive to show how they differ (as
presented in Figure 1) than to highlight all salient
Greek and English tokens without specifying how
they relate to each other.

*Work done while at the University of Maryland.
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GLOSS The measures put place in Greece received many
positive comments for having slowed
the spread of the disease in the country.

EN The measures put in place in Greece are among the
most proactive and strictest in Europe and have been credited
for having slowed the spread of the disease.

Figure 1: The color-coded contrastive phrasal highlights
explain meaning differences between a Greek sentence
(EL) and its English translation (EN) from Wikipedia.

In this work, we introduce a post-hoc explain-
ability technique to answer “What differences be-
tween two inputs explain a prediction”? for NLP
regression models that produce a score encoding a
relationship between two text inputs. We apply it
to the task of explaining meaning divergences be-
tween a text in one language and its translation. We
design a phrase-alignment-guided erasure strategy
to explain the predictions of a semantic divergence
model and highlight minimal phrase pairs in the
two inputs that result in meaning differences.

We extensively evaluate our approach with both
proxy and human-centered evaluations. Compar-
ing against human explanations for meaning differ-
ences in English-French human translations, our
approach matches human rationales better than
popular post-hoc methods that highlight salient
tokens independently (Ribeiro et al., 2016; Lund-
berg and Lee, 2017). Acknowledging the limita-
tions of such proxy evaluations (Buginca et al.,
2020), we conduct two IRB-approved human stud-
ies to assess the usefulness of our contrastive
phrasal highlights when crowd-sourcing challeng-
ing bilingual annotation tasks. We find that our
approach helps annotators reliably discover fine-
grained meaning differences in English-French and
English-Spanish human translations and detect crit-
ical errors in Portuguese-to-English machine trans-
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lation. We make our code and data publicly avail-
able: https://github.com/Elbria/Ex-SemDiv.

2 Background

We focus on local explanations which explain why
a specific prediction was made, often to help hu-
mans rely on predictions appropriately in machine-
in-the-loop use cases (Doshi-Velez and Kim, 2017).

Highlight Explanations Local explanations of-
ten consist of highlighting input features deemed
important to a prediction. In glass-box settings,
prior works seek to quantify feature saliency with
model-internal signals such as gradients (Arras
et al., 2016; Smilkov et al., 2017), contextual de-
compositions (Murdoch et al., 2018), or attention
mechanisms (Choi et al., 2016). However, these
highlights’ ability to serve as explanations has been
questioned (Jain and Wallace, 2019; Wang et al.,
2020; Moradi et al., 2021), leading to work revisit-
ing technical solutions and evaluations under which
attention could be seen as an explanation (Wiegr-
effe and Pinter, 2019; Moradi et al., 2019; Tutek
and Snajder, 2020). Another family of approaches
relies on erasure strategies to explain the predic-
tions of black box models. Li et al. (2016) quantify
a token’s importance as the difference in model
confidence once it is erased from the input, with
several following works exploring different token
erasure schemes (Feng et al., 2018; Kim et al.,
2020). LIME (Ribeiro et al., 2016) approximates the
model’s local decision boundary with linear models
by erasing multiple tokens from a model’s input,
while SHAP (Lundberg and Lee, 2017) computes
Shapley values by estimating the marginal contribu-
tion of each token across all possible erasures. We
build on this line of work by designing an erasure
strategy that identifies salient contrastive phrasal
pairs rather than independent salient tokens.

Contrastive Explanations Motivated by social
science research suggesting that humans explain
with respect to an (implicit) contrast case (Miller,
2019), recent work has sought to generate the lat-
ter by producing counterfactual explanations: min-
imally edited versions of the input that change
the model prediction. Performing such edits usu-
ally requires training dedicated editors (Ross et al.,
2021), prompting language models (Paranjape
etal., 2021), and accessing knowledge bases (Chen
et al., 2021), among others (Li et al., 2020; Chem-
mengath et al., 2022). Closer to our work, an-

other family of approaches extracts highlights con-
trastively: Jacovi and Goldberg (2021) extend
erasure-based approaches to identify which input
features lead to the actual prediction vs. a con-
trastive prediction, while Yin and Neubig (2022)
extend saliency methods to explain the generation
of contrast cases for language generation tasks. Our
work explains the predictions of models that com-
pare two inputs, where identifying salient phrase
pairs that differ across them provides a natural
mechanism for contrastive explanations.

Evaluation Most current work in NLP adopts
proxy evaluations that compare automatic expla-
nations with human explanations of the gold la-
bel, with numerous datasets encoding explanations
using highlights or free-form text (Wiegreffe and
Marasovic, 2021). Others rely on simplified human
tasks, such as simulatability, evaluating whether
explanations help people predict a model’s pre-
diction more accurately (Hase and Bansal, 2020;
Nguyen, 2018). Despite the attractiveness of the
above evaluations, evidence is growing that they do
not reliably indicate how useful explanations are in
practice (Buginca et al., 2020). Boyd-Graber et al.
(2022) call for application-grounded evaluations
to directly assess whether explanations help peo-
ple complete an actual task, as suggested by work
in HCI (Suresh et al., 2021; Liao et al., 2020). We
heed that call by complementing a proxy evaluation
with two application-grounded user studies.

Explaining Translation Differences Detecting
translation differences is a core task in multilin-
gual NLP, e.g., to predict machine translation errors
(Rei et al., 2020), to study how humans translate
(Zhai et al., 2020), or to understand how multi-
lingual resources such as Wikipedia differ across
languages (Miquel-Ribé and Laniado, 2018; Jiang
et al.,, 2017). Automatic approaches often score
the degree of (dis)similarity between an input and
its translation to quantify machine translation qual-
ity (Zhang et al., 2019; Sellam et al., 2020; Rei
et al., 2020) or to detect meaning divergences in
human translations (Vyas et al., 2018; Briakou
and Carpuat, 2020; Wein and Schneider, 2021).
However, sentence-level scores can be hard to in-
terpret and do not pinpoint how translations differ.
This has been addressed by tagging text with hu-
man translation processes (Zhai et al., 2018), with
dedicated, supervised models or with word-level
quality estimation (QE) tasks (Specia et al., 2018,
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2020, 2021), often addressed by applying post-hoc
explanation methods to sentence-level predictors
(Treviso et al., 2021; Rei et al., 2022). We augment
this work by contributing unsupervised contrastive
explanations of translation differences and testing
whether they help annotate them more reliably.

3 Explaining Divergences with
Contrastive Phrasal Highlights

We introduce a highlighting approach to explain the
predictions of a model that compares and contrasts
two text inputs. We hypothesize that phrase pairs
provide more appropriate cognitive chunks (Doshi-
Velez and Kim, 2017) than tokens as basic units of
explanations. For instance, instead of highlighting
tokens that differ in the English-French pair of Fig-
ure 2, it is more natural to explain that the English
text refers to the Maple Leaf Forever as a national
anthem as opposed to a chant patriotique (patriotic
song) in French and that the English phrase “for
many years” has no equivalent in French.

Building on token-level erasure-based explana-
tion methods (Li et al., 2016), we design a phrase-
alignment-guided erasure strategy to explain the
predictions of a model (Briakou and Carpuat, 2020)
that ranks bilingual sentence pairs based on the
granularity of their semantic similarity (assuming
S is an equivalent pair and Sa pair containing se-
mantic divergences, the model R(-) ranks them
such that R(S) > R(S)). As shown in Figure 2,
given two input texts, we first extract a set of candi-
date counterfactual inputs by masking a subset of
phrase pairs (§3.1). Then, we explain the model’s
prediction by selecting the phrase pair whose era-
sure maximally increases the similarity score be-
tween the two inputs (§3.2).

3.1 Alignment-Guided Phrasal Erasure

We propose an erasure approach that takes into ac-
count the input’s structure. Given a sentence pair S,
we start by extracting a set of candidate counterfac-
tual instances by deleting a single phrase pair from
S. Given that erasing all possible phrase pairs for
each sentence is computationally prohibitive, we
restrict our search to deleting phrases that belong
to an aligned phrase table, P.

Our phrase pair candidates for erasure are de-
rived from classical statistical machine translation
techniques developed for extracting phrase transla-
tion dictionaries from parallel corpora (Och et al.,
1999; Koehn et al., 2007). Given two texts, we de-

rive word alignments based on multilingual word
embeddings (Jalili Sabet et al., 2020) and then ex-
tract all phrase pairs consistent with the word align-
ments. A phrase pair (p1, p2) is consistent with the
word alignment if p; and p, are each contiguous
sequences of words in each language, where all
alignment links that start within p; map to tokens
within p2 and vice versa. Unaligned words (i.e.,
words aligned to a null token) can be included in
either the source (p;) or the target (p2) phrases. As
a result, the extracted phrase pairs comprise not
only equivalent but also include related but diver-
gent phrase pairs (“national anthem” and “chant
patriotique”) and unaligned phrase (“served for
many years”), as seen in Figure 2.

3.2 Explaining by Minimal Contrast

Given the sentence pair S and its aligned phrase
table P, we first extract a set of contrast cases P
consisting of all the phrasal pairs that, once erased,
make the two inputs more equivalent, as measured
by an increase in score larger than a margin e:

P={peP, st R(pEL[Sip]) > R(S)+e}

Since explanations should be minimal (Hilton,
2017; Lipton, 1990), covering only the most rele-
vant causes to reduce cognitive load, we select as
contrastive phrasal highlights the phrase pairs that
correspond to minimal edits with a large impact on
predictions, as follows:

argmax{R(DEL £ -Bn(s,p)}

=

€

2

BR(S,p) = ) ifR(DEL[S;p]) >0

Ip|
e+\ [

otherwise

where the first term R (DEL [S; p]) encourages
the extraction of a contrastive phrasal highlight p
corresponding to a high score under the model (i.e.,
deleting this phrase pair yields a contrast case),
while the second term, BR (S, p) corresponds to
a brevity reward that encourages extraction of
shorter highlights. |S| is computed by adding the
length of each of the two sentences, and DEL[-] is
a function that erases a phrase pair p from S.
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EN:
S{

FR:
‘ INPUT

The Maple Leaf Forever qui est un chant patriotique pro canadien

STEP 1: ALIGNMENT-GUIDED ERASURE

The Maple
The Maple

Repeat for N+

The Maple Leaf Forever qui est

pro . The Maple Leaf Forever served
canadien [}

- : The Maple Leaf Forever served for many years as a Canadian
The Maple Leaf Forever qui est un pro canadien

served for many years as a Canadian national anthem
qui est un chant patriotique pro canadien

The Maple Leaf Forever served for many years

The Maple Leaf Forever served for many years as a Canadian
The Maple Leaf Forever qui est un

The Maple Leaf Forever qui est un chant patriotique pro canadien

The Maple Leaf Forever served for many years as a Canadian national anthem

STEP 2: EXPLAIN BY MINIMAL CONTRAST

. #(DELIS:p1) I Q.%(?. p) o argmar

pro canadien 7 } T T

a Canadian national anthem ... e

Score contrastcases X Brevity Reward

A

OUTPUT ‘

eN:  The Maple Leaf Forever served a Canadian national anthem

FR: The Maple Leaf Forever qui est un chant patriotique pro canadien

Figure 2: Our approach takes as input a sentence pair (S) and extracts a set of perturbed inputs by erasing phrasal
pairs guided by word alignments (Step 1). Then it explains the prediction of a regressor R(S) by highlighting the
phrasal pair p that, once deleted, maximizes the model’s prediction R(DELI[S; p]) multiplied by a brevity reward
BR(S, p) that encourages the extraction of short phrasal pairs (Step 2).

The above approach identifies a single phrase pair
that explains the divergence prediction for the orig-
inal sentence S. To extract multiple explanations,
we repeat this process by iteratively erasing the
extracted contrastive phrasal highlight from the
current input sentence S’ = DEL [S; p], and repeat
the steps in §3.1 and §3.2. This iterative process
ends when, for a given input, none of the extracted
counterfactual instances yield a more equivalent
pair, i.e., P = @, or we reach an equivalent input
under the divergent ranker, i.e., R(S’) > 0.

4 Proxy Evaluation

In this section, we describe our proxy evaluation
based on human-provided highlights. We acknowl-
edge that proxy evaluations encounter validity is-
sues (Boyd-Graber et al., 2022) and use them pri-
marily to guide system development and validate
against standard highlighting methods.

4.1 Experimental Setup

Explanandum We seek to explain the prediction
of a divergence ranking model that is trained as
recommended in prior work (see Appendix A.1).

Explainers We contrast our contrastive phrasal
highlights against a RANDOM baseline that high-
lights tokens in each sentence at random with 0.5
probability, and two standard post-hoc explanation

methods, LIME and SHAP, that seek to explain the
predictions of the explanandum.

Reference Highlights We evaluate our approach
using the REFRESD dataset,! which is manually
annotated with divergences of fine-grained and
coarse-grained granularity, along with rationales
that justify the sentence label. We compare our
contrastive phrasal highlights with the human ra-
tionales on a subset of 418 challenging instances
annotated as having “Some Meaning Differences”
at the sentence level, where we expect the more
subtle differences in meaning to be found.

Evaluation Metrics Following prior proxy evalu-
ations of explanations (Ross et al., 2021; DeYoung
et al., 2020), we compute: 1. Agreement with Hu-
man Rationales: Precision, Recall, and F-1 scores
computed against human rationales; 2. Minimal-
ity: the length of the contrastive phrasal highlights,
measured as the number of highlighted tokens.

4.2 Results

As seen in Table 1, explaining divergence predic-
tions by extracting contrastive phrasal highlights
significantly outperforms both LIME and SHAP.
Those standard highlighting baselines even under-

]https ://github.com/Elbria/xling-SemDiv/
tree/master/REFreSD
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ENGLISH FRENCH

PR. RE. F1 DEL. PR. RE. F1 DEL.
ORACLE 100 100 100 39% 100 100 100 43%
RANDOM 39 48 43 50% 42 49 45 50%
LIME 45 37 41 30% 44 37 40 34%
SHAP 53 34 41 25% 50 32 39 26%
OURS (— BR) 52 76 62 54% 56 74 64 55%
OURS 58 61 62 3™% 60 55 64 3%

Table 1: Proxy evaluation results with respect to human rationales on REFRESD.

The older generation turbines generate kilowatts , and the modern turbines installed generate up to 3 megawatts , depending on the specific turbine and manufacturer ..

HUMAN

Les turbines d’ ancienne génération générent des kilowatts , alors que les éoliennes modernes ont une puissance pouvant aller jusqu’ a 3 mégawatts .

(gloss) The turbines of the old generation generate kilowatts, while the modern wind turbines generate up to 3 megawatts of power.

The older generation turbines generate kilowatts , and the modern turbines installed generate up to 3 megawatts , depending on the specific turbine and manufacturer ..

LIME
Les turbines d’ ancienne génération génerent des kilowatts ,

alors que les éoliennes modernes ont une puissance pouvant aller jusqu’ a 3 mégawatts .

The older generation turbines generate kilowatts , and the modern turbines installed generate up to 3 megawatts ,

SHAP

depending on the specific turbine and manufacturer ..

Les turbines d’ ancienne génération génerent des kilowatts , alors que les éoliennes modernes ont une puissance pouvant aller jusqu’ a 3 mégawatts .

OURS

The older generation turbines generate kilowatts , and the modern turbines installed generate up to 3 megawatts, depending on the specific turbine and manufacturer ..

Les turbines d’ ancienne génération génerent des kilowatts , alors que les éoliennes modernes ont une puissance pouvant aller jusqu” a 3 mégawatts .

Table 2: Examples of divergence explanations (HUMAN corresponds to REFRESD rationales).

perform the RANDOM baseline.” A closer look at
the outputs (Table 2) indicates that both LIME and
SHAP suffer from two major issues: sparsity and
accuracy. We attribute those issues to the fact that
both approaches operate in token space, ignoring
the interdependent relationships between tokens
across the two languages. By explicitly modeling
such relationships, our approach produces high-
lights that match the ones in REFRESD better.
We measure the impact of the brevity reward by
ablation (i.e., OURS (— BR)). This achieves the
highest recall at the expense of precision: dropping
the brevity reward produces fewer and longer high-
lights per instance. It highlights more than 50%
of each sentence pair on average, while humans
only highlight about 40%. The brevity reward thus
helps match reference highlights better, support-
ing the benefits of producing minimal explanations.

In sum, these results are promising indicators that
contrastive phrasal highlights could be helpful
when detecting semantic divergences. However,
as highlighted by recent work on explanation evalu-

2Since LIME and SHAP are feature attribution methods that
assign a continuous score to each word, we checked that chang-
ing the threshold from the default ¢ = 0 does not improve the
results, as both methods suffer from a precision-recall tradeoff.

ation, proxy evaluations can be misleading. Given
that prior work evaluates highlight-based explana-
tions of (machine) translation errors based solely
on automatic evaluations, we chose to initiate a
human-centered discussion that evaluates the use-
fulness of such highlights directly with an in-depth
exploration of multiple small-scale application-
grounded evaluations as detailed below.

S Application-Grounded Evaluation I:
Annotation of Semantic Divergences

As shown by prior work, annotating fine-grained
divergences is a challenging task and requires ded-
icated annotation protocols based on human ra-
tionales (Briakou and Carpuat, 2020) or abstract
meaning representation frameworks (Wein et al.,
2022) to achieve moderate agreement. As a result,
such annotations are usually hard to collect with
crowd workers since they require explicit annotator
training. In this section, we ask whether contrastive
phrasal highlights help crowd-workers annotate di-
vergences more reliably, which could ease the need
for complex and expensive annotation protocols.
Concretely, we test the following hypothesis: Con-
trastive phrasal highlights improve the annotation
of fine-grained semantic divergences in terms of
accuracy and agreement.
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(a) English-French
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(b) English-Spanish

Figure 3: Annotation-grounded evaluation comparing with- vs. without-highlights annotation conditions. Con-
trastive phrasal highlights significantly (p = 0.1) improve the annotation of fine-grained semantic divergences.

5.1 Experimental Setup

Explanandum We seek to explain the predic-
tions of Divergent mBERT. We train separate mod-
els for English-French and English-Spanish follow-
ing the approach detailed in Appendix A.1.

Study Data To provide controlled yet realistic
test samples, we construct a dataset of fine-grained
divergences that mimic translation processes used
by human translators (Zhai et al., 2019). We
start with English-French and English-Spanish
human translations from the multi-parallel FLORES
benchmark (Goyal et al., 2022). We randomly
select 50 seed translations among those identified
as semantically equivalent pairs by Divergent
mBERT. Then, we introduce fine-grained meaning
differences by editing the English references of
10 of those samples. We perform edits motivated
by translation processes, such as modulation,
explicitation, and reduction (Zhai et al., 2019),
by interaction with ChatGPT.> For instance, we
introduce a generalization as follows:

Despite leaving the show in 1993 he kept [the
title of executive producer] — [a senior role]
and continued to receive tens of millions of
dollars every season in royalties.

To create difficult examples of equivalent transla-
tions, we also paraphrase the English references of
10 seed examples with ChatGPT to introduce syn-
tactic changes. We validated all examples, ensuring
that edits actually match the intended divergences
in the first case (Figures 6 and 7) and that syntactic
changes do not alter meaning in the second (Fig-
ure 8). The final dataset consists of 35 semantically
equivalent translations (split into 25 original trans-

3Details of the ChatGPT prompts are in Appendix A.3.

lations and 10 syntactically divergent paraphrases)
and 15 fine-grained divergences resembling trans-
lation processes.

5.2 Study Design

We ran a controlled evaluation across the two lan-
guage pairs (English-French and English-Spanish).
We describe the task and study design below.

Task Description An annotation instance is a
sentence pair in English and, e.g., French. Bilin-
gual speakers are asked to read each sentence
pair closely, determine whether the “sentence
pair contains any difference in meaning”, and fi-
nally characterize the difference as “Added” vs.
“Changed”.“Added” refers to added information,
while “Changed” refers to information that is
present in both languages but does not precisely
match—mirrorring prior annotation divergence pro-
tocols (Briakou and Carpuat, 2020). We include
a screenshot of the task description presented to
annotators in Figures 5 and 7 of Appendix A.4.

Conditions We study two conditions: one
in which participants are shown highlights
(’ v/ HIGHLIGHTS ‘) and a second in which they are
not (’ X HIGHLIGHTS ‘). The only information avail-
able to participants about the highlights is that they

“are Al-generated and indicative of meaning differ-

ences”. We emphasize that highlights are not pre-
sented as explanations of divergence predictions,
as we want annotators to choose how and whether
they use them in their assessments based on their
intuitions.

Procedures We conduct a between-subjects
study where participants are randomly assigned
to a condition. Participants are first presented with
a tutorial that explains the task and relevant ter-
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minology. Each participant is presented with 25
instances from one of the two studied conditions.
Each batch of annotated instances contained 30%
of semantically divergent edits, 20% of syntacti-
cally divergent edits, and 50% original semanti-
cally equivalent pairs. Instances within each batch
are randomized. We include two attention checks
where participants are asked to indicate their an-
swers to the previous question. After completing
the task, participants were asked to complete a
brief survey assessing their perception of the gen-
erated highlights (if assigned to this condition) and
finally were asked to provide their free-form feed-
back on the study along with demographic infor-
mation, such as gender and age. The average time
of the study was 20 minutes. In sum, we collect
3 annotations per instance and annotate a total of
100 instances (50 per condition) for each of the two
language pairs studied.

Participants We recruit 12 participants per lan-
guage pair using Prolific.* Each participant is re-
stricted to taking the study only once. None of
them failed both attention checks; hence we did
not exclude any of the collected annotations from
our analysis. All participants identified as bilingual
speakers in the languages involved in each study.
Participants are compensated at 15 USD per hour.

5.3 Measures

Our main evaluation measures are Precision, Re-
call, and F1 computed by assuming that semanti-
cally edited instances correspond to divergences,
while the rest are treated as semantically equivalent
pairs. We report those accuracy statistics both at
the group level and also by majority voting anno-
tations. Furthermore, we summarize the responses
provided as free-form feedback and report subjec-
tive measures that reflect participants’ perceived
understanding of the explanations, i.e., “the high-
lights are useful in detecting meaning differences”,
if provided. The latter measures are collected on
a 5-point Likert scale. We report statistical signif-
icance based on bootstrap resampling. We draw
samples randomly from the collected annotations
with replacement. The sample size is the same as
the one of the collected annotations, while the num-
ber of resamples is set to 1,000. For the application-
grounded evaluation I, which contains a total of 150
annotations per language, the significance level is
p=0.1.

*https://www.prolific.co/

5.4 Study Results

Reliability of Annotations As shown in Figure 3,
the bilingual group that annotated fine-grained
meaning differences in the presence of contrastive
explanations—‘ v/ HIGHLIGHTS |, is significantly
(p = 0.1) more accurate across Precision, Re-
call, and F1 scores and both language pairs, com-
pared to ‘ X HIGHLIGHTS ‘ Furthermore, those im-
provements carry over when aggregating annota-
tion results by majority voting annotations across
instances. As a result, this leads us to accept the
hypothesis that contrastive phrasal highlights im-
prove the annotation of fine-grained divergences by
bilingual speakers. Finally, detecting divergences
with highlights additionally improves the reliabil-
ity of annotations are measured by Cohen’s Kappa
inter-annotator agreement statistics:

EN-FR EN-ES

X HIGHLIGHTS | 0.51 (moderate) 0.33 (fair)
v HIGHLIGHTS | 0.66 (substantial) .52 (moderate)

Subjective Measures & User Feedback Over-
all, bilingual speakers presented with contrastive
phrasal highlights agreed they were useful in help-
ing them spot fine-grained divergences—average
self-reported usefulness of 3.8 for EN-FR and 4.2
for EN-ES. Finally, although contrastive phrasal
highlights were useful, annotators also note that
they cannot entirely rely on them. For instance,
some of the participant’s feedback is “The high-
lights are useful but not 100% reliable, that is be-
cause I found other added/changed words that Al
did not highlight” and “In most cases, the words
highlighted by the Al have helped to detect possible
differences”.

6 Application-Grounded Evaluation II:
Critical Error Detection

In this section, we examine the potential of using
contrastive phrasal highlights to assist bilingual hu-
mans in detecting critical errors in machine trans-
lation outputs. Recent work on quality estimation
for machine translation proposes an error-based
evaluation framework where bilingual professional
annotators are asked to: highlight translation errors;
rate their severity as major or minor; and finally,
indicate their type (e.g., mistranslation vs. termi-
nology, etc.) (Freitag et al., 2021a). Drawing on
those intuitions, we aim to study whether a sim-
plified evaluation framework that uses contrastive
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phrasal highlights yields reliable annotations of
critical errors with bilingual crowd workers. This
is a hard task as these errors are rare in high-quality
systems and might be missed when parsing transla-
tions quickly. In what follows, we test the hypothe-
sis: Contrastive phrasal highlights help bilingual
crowd-workers detect critical (accuracy) errors in
machine translation outputs.

6.1 Experimental Setup

Explanandum We explain the predictions of Di-
vergent mBERT trained for English-Portuguese fol-
lowing the process detail in Appendix A.1. We
emphasize that the explanandum is sensitive to de-
tecting any meaning differences and not only criti-
cal errors, and therefore, we expect the contrastive
phrasal highlights to surface both minor and major
accuracy errors.

Study Data For the purposes of the study, we use
the synthetic Portuguese-English dataset from the
Critical Error Detection task of WMT (Freitag et al.,
2021b). The dataset consists of pairs sampled from
the OPUS parallel corpus (Tiedemann, 2012) treated
as “not containing a critical error”. Then, the WMT
organizers artificially corrupted 10% of those pairs
to introduce critical errors that reflect hallucinated
content, untranslated content, or mistranslated texts.
We will refer to those errors as WMT for the rest
of the paper. Additionally, to make the task hard
for humans, we a) filter out WMT critical errors
that concern deviation in numbers, time, units, or
dates and b) artificially introduce negation errors:
we edit the English text locally by changing one or
two words in such a way that the meaning of the
sentence is entirely flipped (e.g., the word benefits
in an English reference is replaced by the word
harms). In total, the study dataset consists of 30
translations that do not contain a critical error (also
detected as equivalent under the explanandum), 10
translations reflecting WMT errors, and 10 transla-
tions reflecting local negation errors.

6.2 Study Design

We test our hypothesis with a user study of criti-
cal error detection in English translations of Por-
tuguese texts, as described below.

Task Description An annotation instance is an
excerpt in Portuguese and its (machine) translation
in English. Bilingual speakers are asked to read
the two excerpts, determine whether the translation
contains an accuracy error, and then rate its severity

mmm Without Highlights @ With Highlights |

0 I\:;gation WMT 902’1 All
8245 8123 ’
0 - g %8 ? g ;/6
g ’65’ 7.5 ss %579
11 | b
1 11E 1R
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Figure 4: Application-grounded evaluation results com-
paring | X HIGHLIGHTS | vs. |/ HIGHLIGHTS | annota-
tion conditions. Contrastive phrasal highlights signifi-
cantly improve the Recall and F1 scores when detecting
negation errors (p = 0.05) and errors in the ALL set.
Precision improvements across sets and any improve-
ments on the WMT set are not significant (p > 0.05).

as being minor or major. Following Freitag et al.
(2021a), minor errors are defined as errors that do
not lead to loss of meaning and would not con-
fuse or mislead the reader, while major ones may
confuse or mislead the reader due to significant
changes in meaning. We ask participants to factor
out fluency issues in their assessment as much as
possible. We include a screenshot of the task de-
scription presented to annotators in Figures 9 and
10 of Appendix A.4.

Conditions & Evaluation Constructs We use
Precision, Recall, and F1 as our main evaluation
measures and follow the same conditions and sub-
jective measures described in §5. The above scores
are calculated only against major errors, as those
are the ones for which we have gold labels. We
report statistical significance based on bootstrap re-
sampling as outlined in §5.3. For this study, which
contains a total of 250 annotations, the significance
level is p = 0.05.

Procedures & Participants We collect 5 assess-
ments per instance and annotate a total of 100 in-
stances (50 per condition). Each participant is pre-
sented with 25 instances, among which 20% corre-
spond to WMT critical errors, 20% to negation er-
rors, and the rest to original OPUS parallel texts. We
recruit a total of 40 participants, all of whom self-
identified as proficient in English and Portuguese.
All other participant recruitment details and study
procedures are the same as in §5.

6.3 Study Results

Main Findings As shown in Figure 4, the user
group presented with contrastive phrasal highlights
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Table 3: Critical Error Detection user study results.

Each row represents an annotator, and each cell is an an-

notation, where ¥ indicates no accuracy error detected,
indicates a minor error, and ® a critical error.

exhibits a higher recall in detecting critical er-
rors compared to the one that does not access
them. Crucially, we report significant improve-
ments (p = 0.05) in detecting negation errors,
which are harder to spot. A closer look at the dif-
ferences between the two error classes reveals that
detecting negation errors is more challenging as
annotators have to pay close attention to the com-
pared texts and the relationships between them to
spot local mistranslations that cause a major shift in
meaning. On the other hand, WMT errors are more
easily spotted as they mostly represent detached
hallucination phenomena (i.e., an entire phrase is
added to the English translation), which we hypoth-
esize can be implied by length differences of the
compared texts. Our full annotation results, pre-
sented in Table 3, further validate our hypothesis:
WMT errors are not genuinely missed out but rather
rated as minor by some annotators. On the other
hand, usually, negation errors are not only misper-
ceived as minor but are entirely overlooked. We
include examples of annotations in Figure 10.

Subjective Measures & User Feedback Over-
all, bilingual speakers found the highlights help-
ful, with an average self-reported usefulness of 3.9.
Additionally, they reported they would like to use
them as a tool to assist them in detecting critical
errors, with an average score of 3.8. We include de-
tails on the distribution of ratings in Table 4. Last, a

closer look at the users’ feedback sheds some light

on our approach’s current strengths and limitations.
Although highlights were in principle useful and a

“good feature to have especially when proofreading a
great amount of translated texts”, some annotators

spotted “a high percentage of false positives” (see

Figures 10i and 10j in Appendix A.4) and raised

concerns that “relying solely on them might make

them less aware of errors hidden in non-highlighted

texts” (see Figure 10b in Appendix A.4).

7 Conclusion

We introduce an approach to extracting contrastive
phrasal highlights that explain NLP models that
take as input two texts. Unlike existing techniques
that highlight input fokens independently, we con-
sider the input’s structure and explicitly model the
relationships between contrasting inputs.

We study the effectiveness of contrastive phrasal
highlights by explaining the predictions of a diver-
gence ranker that compares and contrasts meaning
differences in bilingual texts. Our proxy evalua-
tion confirms our approach outperforms standard
explainability approaches, that highlight tokens,
by matching human-provided rationales of diver-
gences in English-French Wikipedia texts. Finally,
through a series of human-centered evaluations, we
explore the usefulness of contrastive phrasal high-
lights in application-grounded contexts for three
language pairs. Our results suggest that contrastive
phrasal highlights assist bilingual speakers in de-
tecting fine-grained meaning differences in (hu-
man) translated texts and critical errors due to local
mistranslations in machine-translated texts.

Our findings create opportunities for designing
better machine-in-the-loop pipelines to identify crit-
ical machine translation errors grounded in high-
stake settings, study translation data at scale, and fa-
cilitate the creation of multilingual content through
crowd-based efforts.
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Limitations

Our work contributed evidence that contrastive
phrasal highlights can provide a framework that
assists humans in detecting meaning differences
of a specific nature (i.e., fine-grained translation
processes or local critical errors). However, de-
tecting translation differences in the wild requires
covering the entire distribution of meaning differ-
ences (Freitag et al., 2021a), which we leave for
future work.

Moreover, although our method builds on un-
supervised modules (i.e., Divergent mBERT and
SimAlign) that do not rely on supervised data
and can, in principle, be applied to any language
pair, we have only evaluated our approach in high-
resource settings where we expect both the ex-
planandum and the word alignment models to
be reasonably accurate. Therefore, further work
should be conducted to explore how our findings
generalize to other settings, such as in low-resource
regimes where we might expect the alignment to
be of poorer quality, introducing errors that may
impact humans’ perceived understanding of the
contrastive highlights differently.

Additionally, future work should explore how
the alignment module should be operationalized
for other NLP tasks that take as input two texts, po-
tentially exploring monolingual aligners (Lan et al.,
2021) or additional structured information such as
abstract meaning representations (Banarescu et al.,
2013).

Finally, the significance of our results could be
strengthened by increasing the sample sizes of fu-
ture user studies. We view our current findings
as solid starting points for an in-depth exploration
of the usefulness of highlights for human-centered
applications that future studies can build upon and
extend with broad explorations.
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A Appendices

A.1 Explanandum Training Details

The divergence ranking model is trained using the
public implementation of Divergent mBERT (Bri-
akou and Carpuat, 2020). Synthetic divergences
are generated starting from the 5,000 top-scoring
WikiMatrix sentences based on LASER score (i.€.,
seed equivalents). We fine-tune the “BERT-Base
Multilingual Cased” model (Devlin et al., 2019)
and set the margin equal to 5 as per the original
implementation.

A.2 Subjective Measures

I 7 .

@)

® ® ® ©

[0 2

Table 4: Bilingual speakers’ agreement ratings with the
statement “Highlights were useful in helping me detect
meaning differences in the compared texts" (left) and “I
would like to use the highlights to help me detect critical
errors” (right).

A.3 ChatGPT Details

Starting from a given English sentence, we asked
ChatGPT to edit the sentence in a way that intro-
duces a small meaning difference. Below, we in-
clude the different prompts we used:

* “Can you edit a small phrase in sentence X to
introduce a small meaning difference?”

* “Can you delete/add a phrase in sentence X
to introduce a small difference in meaning?”

* “Can you edit a small phrase that makes sen-
tence X more general/explicit?”

We then reviewed the edits introduced by
ChatGPTto make sure it indeed introduced small
meaning differences. If we are not satisfied by a
current edit, we ask again and potentially specify
what parts of the sentence we would like to be
edited.

A.4 User Study Interfaces

Below we include screenshots of our user study
interfaces along with annotation examples for each
of our evaluation tasks.
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Task Instructions (Click to collapse)

o In this study, you will be presented with 25 excerpts in English and their respective (human) translations in French.

e The goal of this task is to indicate whether or not the two excerpts contain some meaning differences and choose a label that best describes the type of
meaning differences (when they exist).

« You will also be shown highlighted excerpts. The highlighted excerpts are extracted using an Al system that predicts spans indicative of meaning differences
across the two sentences.

When do two excerpts contain some meaning differences? The excerpts contain some meaning differences, when they convey mostly the same
information, except for some details or nuances (e.g., some information is added and/or missing on either or both sides; some English words have a more
general or specific translation in French). You will be further asked to indicate which of the following cases best describes the reason why the excerpts contain
some meaning differences:

o Added (in French): The French excerpt contains a piece of information that does not exist in the English excerpt.

o Added (in English): The English excerpt contains a piece of information that does not exist in the French excerpt.

o Changed: A piece of information that exists in both the French and the English excerpts does not have the exact same meaning.

Figure 5: Instructions for application-grounded evaluation I: Annotation of Semantic Divergences.

Tasks 5125 — Taske2s, 25/25 e

oesn' rise sbove the horizon or at least 24 hours. doesn' rise above the hrizon fo at east 24 hours.

horizonte. de thorizon.

00 the above excerpts contain some differences n meaning? 00 the above excerpts contain some differences n meaning?
oves No oves Mo

Choose thetype that best descibes the meaning diference.
‘Added (n Enclish) 3 Added n English)

(@ (b)

Task7 15— Task19

‘Choase the type that best describes the meaning difference.

Y p—

blizzards,
condensation on vehice windows. condensation on vehile windows.

Adems, por
0 the above excerpts contain some differences n meaning? 100 the above excerpts contain some differences n meaning?
oves No oves Mo

Choose the type that best descibes the meaning diference. ‘Choase the type that best descibes the meaning difference.

Added (n Enclish) 3 ‘Added (n Enalish)

(© (@

Task11 125 ——
Task1 15 -

Do the above excerpts contain some differences in meaning? 00 the above excerpts contain some differences n meaning?

oves No oves Mo

Choose thetype that best describes the meaning diference.
Added (n Enclish) 3 added,

(e) ®

Taskes 325 = Task 12s -

‘Choase the type that best descibes the meaning difference.
nglish) ¢

Donald . Dond T
comunicd que Ls tropas estadounidenses e retirarian de i, troupes américanes llient seretier de a Syrie
Do the above excerptscontain some differences in meaning? 00 the above excerpts contain some differences n meaning?
ove Mo oves Mo

Choose the type that best descibes the meaning difference. ‘Chioose the type that best descibes the meaning difference.

Added (n Spanish) Added n French)

(® (b

Figure 6: Annotations of fine-grained semantic divergences (English-Spanish on the left and English-French on the
righ) reflective of explicitation and reduction translation processes. Contrastive highlights subsume added content
that is present in one language but missing from the other.
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Task7 17725 ————

Tasks 8/25 —
plustard
00 the above excerpts contain some differences in meaning? 00 the above excerpts contain some differences n meaning?
oves No ove Mo
Choase thetype that best descibes the meaning diference. Choose the type that best descibes the meaning difference.
Changed 3 Changed C

() (b)

Task1s 1325 ———

Task21 275

than what they had needed before. than what they had needed before

iferentes de a5 quetenia antes para ser un competidor fuerte
Do the above excerpts contain some differences n meaning? 00 the above excerptscontain some differences n meaning?
ove N oves Mo

Choose thetype that best descibes the mesning difference. Choase the type that best describes the meaning diference.

Changed hanged

(© (d)

Taske 14 14725 ——— Taskca 14725 ——r
atthe end of Queen Elzabeth I reign at the end of Queen Elizabeth s regn.
devenic une répubiique 2 fin du régne de (3 reine Elzabeth I
o the above excerpts contain some differences n meaning? 00 the above excerpts contain some differences n meaning?
oves No oves Mo
Choase thetype that best descibes the mesning diference. ‘Choase the type that best descibes the meaning difference.
Changed 3 Changed g

(e) ®

Taskes 9/25 — Taskes a5 —

Choose thetype that best describes the meaning diference. Choase the type that best describes the me
Changed ¢ Changed

(® (b

Taskes a2 — Taskc 16 16/25
temporada tras temporada. chaque saion en redevances.
0 the above excerpts contain some differences in meaning? 00 the above excerpts contain some differences n meaning?
oves No ove Mo
Choose thetype that best descibes the meaning diference. Choose the type that best descibes the meaning difference.
Changed 3 Changed ‘

® ®

Task12 12725 —— Task2s 23725
survivalof various species or millons ofyears. survival of variousspecie fo millons of years.
tévolution humaine pendant deux
0 the above excerpts contain some differences n meaning? 00 the above excerpts contain some differen
oves No oves Mo
Choase thetype that best descibes the mesning difference. ‘Choase the type that best descibes the meaning diference.
Changed § Changed s
Taske2s 2325 ————— Taske21 2125 —————
Pord
00 the above excerpts contai
oves Mo

Choose the type that best descibes the meaning diference.
Changed :

(m) ()

Figure 7: Annotations of fine-grained semantic divergences (English-Spanish on the left and English-French on the
right) reflective of modulation translation processes. Contrastive highlights frequently subsume content that does
not convey the exact same meaning across languages.
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Tasks 5/25 — Task2 12725 —mr

Do the above excerpts contain some differences in meaning? 00 the above excerpts cont
Yes 0 No Yes o No
Choase thetype that best describes the meaning diference. Choose the type that best descibes the meaning difference.
NA B NA ¢
Taske14. 14725 e Taskes /25 —
Usually,
Do the above excerpts contain some differences n meaning? 00 the above excerpts contain some differences n meaning?
Yes 0 No Yes o No
Choose the type that best describes the meaning difference. ‘Choase the type that best descibes the meaning difference.

NA ¢ nA

(© (d)

Taskes a5 — Task21 225 ———r
“Trly regrettable” espor Tl regretable”
D0 the above excerpts contain some differences in meaning? 00 the above excerpts contain some differences n meaning?
Yes 0 No Yes o No
Choose the type that best describes the meaning difference. Choase the type that best descibes the meaning diference.

nA 9 nA

(e ®

Task23 2575 Task2s. 25725 ————
Having
0 the above excerpts contain some differences in meaning? D0 the above excerpts contain some differences n meaning?
Yes 0 No Yes o No
Choase thetype that best descibes the mesning difference. ‘Choase the type that best describes the meaning difference.
A B nA c

(€3] (b

Figure 8: Annotations of semantically equivalent pairs (English-Spanish on the left and English-French on the right)
that reflect syntactic divergences. Contrastive highlights surface false positive segments.
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Task Instructions (Click to collapse)

error(s) (i.e., major, minor), when they exist.

across the two sentences.

‘What are the error severity levels?

« In this survey, you will be presented with 25 texts in Portuguese and the respective translations in English generated by an Al system.
« The goal of this task is to indicate whether or not a translation represents accurately the meaning of its source text and indicate the severity of the spotted

You should try to make a decision based only on the meaning of the compared texts (i.e., try to factor out fluency in your judgments).
You will also be shown highlighted excerpts. The highlighted excerpts are extracted using an Al system that predicts spans indicative of meaning differences

o /1 Minor: Errors that don’t lead to loss of meaning and would not confuse or mislead the reader but would be noticed, would decrease stylistic quality,
fluency or clarity, or would make the content less appealing.
° e Major : Errors that may confuse or mislead the reader due to significant change in meaning.

Figure 9: Instructions for application-grounded evaluation II: Critical Error Detection.

Taskc14. 14725 e

when they st

Does the transiated text contain an accuracy error?

oves No

Select the severity of the accuracy error

@ Major
(a) Major error (negation)
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o
willemerge
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oves Mo

Select the severity ofthe accuracy error.
@ sior

(c) Major error (negation)

Task1 1125 -

Does the transiated text contain an accuracy error?
oves No

Select the severity ofthe accuracy error.

@ Moior
(e) Major error (hallucination)

Taskc15. 15/25 e

Aica

Does the transiated text contain an accuracy error?

oves Mo

Select the severkty of the accuracy error.
4 Minor

(g) Minor error

Taskc13. 13725
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Select the severity ofthe accuracy error.
nA

(i) No error

Task2 12725 ——mr

Does the transiated text contain an accuracy error?
ove Mo

Select theseverity of the accuracy error.
@ajor

(b) Major error (negation)

Taskezs P

With teadershi
developed. feld-tested.

Does the transiated text contain an accuracy error?

oves Mo

Select theseverity of the accuracy error

@ sior

(d) Major error (hallucination)

Taske13 13725 ——r

o,

. when they st

have fewlocally available capabiltes.

Does the transiated text contain an accuracy error?
oves Mo

Select theseverity of the accuracy error

@ toior

(f) Major error (hallucination)

Task19 19725

the country s energy strategy

Does the translated text contain an accuracy error?

ove Mo

Select theseverity of the accuracy error.
& Minor

(h) Minor error

Task 14 14725

one o solidarity and ll that follows from .

Does the transiated text contain an accuracy error?

Yes o No

Select theseverity of the accuracy error.
NA

(j) No error

Figure 10: Annotations of accuracy errors in Portuguese translations of English texts. Contrastive highlights
frequently surface meaning differences across the compared texts.



