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Abstract

Dialogue summarization aims to condense a
given dialogue into a simple and focused sum-
mary text. Typically, both the roles’ viewpoints
and conversational topics change in the dia-
logue stream. Thus how to effectively han-
dle the shifting topics and select the most
salient utterance becomes one of the major chal-
lenges of this task. In this paper, we propose
a novel topic-aware Global-Local Centrality
(GLC) model to help select the salient context
from all sub-topics. The centralities are con-
structed at both the global and local levels. The
global one aims to identify vital sub-topics in
the dialogue and the local one aims to select
the most important context in each sub-topic.
Specifically, the GLC collects sub-topic based
on the utterance representations. And each ut-
terance is aligned with one sub-topic. Based
on the sub-topics, the GLC calculates global-
and local-level centralities. Finally, we com-
bine the two to guide the model to capture both
salient context and sub-topics when generating
summaries. Experimental results show that our
model outperforms strong baselines on three
public dialogue summarization datasets: CSDS,
MC, and SAMSUM. Further analysis demon-
strates that our GLC can exactly identify vital
contents from sub-topics. !

1 Introduction

Online conversations have become essential to com-
munication in our daily work and life. Due to the
information explosion, dialogue summarization has
become a vivid field of research in recent years,
which is meaningful for many applications, e.g. on-
line customer service (Liu et al., 2019; Zhu et al.,
2020) and meeting summary (Feng et al., 2021).
Dialogue summarization aims to condense cru-
cial information in a long dialogue into a short text
like traditional summarization tasks. Differently,
*Contribution during internship at ByteDance Inc.
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the main challenges of dialogue summarization are
the viewpoints of multiple speaker roles (Lin et al.,
2021, 2022; Qi et al., 2021; Zhang et al., 2022) and
shifting topics (Chen and Yang, 2020; Zou et al.,
2021; Liu et al., 2021) during the conversation pro-
cess. As shown in Figure 1, summaries not only
depend on the overall context but also needs the
identification and selection of salient context in
crucial sub-topics. We can see that the blue text in
summaries is about sub-topic #1 “The reason why
the product is shipped yet" and the orange text is
about sub-topic #2 “The user decided to refund",
which are aligned to the two salient sub-topics from
dialogue utterances in the first and second block.
The sub-topic #3 is useless for summaries. This
example shows the necessity to model the salient
context and sub-topics in the dialogue.

In this paper, we propose a novel topic-aware
Global-Local Centrality (GLC) model to select
salient contexts from all sub-topics. The centrality
is an effective technique to measure the importance
of sentences in a given document from unsuper-
vised extractive summarization (Zheng and Lapata,
2019; Liang et al., 2021, 2022). The GLC contains
global- and local-level centrality, which are used
to capture the salience of sub-topics and content in
each sub-topic respectively. Based on these central-
ities, we can guide the model to focus on the salient
context and sub-topics when generating summaries.
Specifically, we employ utterance-level represen-
tations to cluster utterances and obtain sub-topic
centers and assign each utterance to one sub-topic.
Then, we compute the global centrality over sub-
topic centers to measure the importance of each
sub-topic and the local centrality over utterances
of each sub-topic to measure the importance of
sub-topic content. Finally, we combine the two to
re-weight the dialogue context representations for
the decoder to generate summaries.

To evaluate the effectiveness of our proposed
GLC, we apply the GLC to three different types of
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User: FSEUEBIEFREAMZARES ? (Why hasn't the smart watch I bought been shipped yet?)

Agent: 837 , MBS |, IHENEER~ , B2 SR ? [BR1REE] ( Hello, please wait a moment. I am inquiring for you, is this product? [PRODUCT

SNAPSHOTY)

User: 2#3, [?f(?]%—fiﬂ'ﬂi , —RRREREE., (Yes. I placed an order at [Date], but no response at all. )
Agent: [F5RRIB] X MNEREEIAYZE, ((PRODUCT SNAPSHOT] This product is out of stock.)
User: AR AFAILATEIR ? B RERE— . (So why can I place an order? Don‘t tell me either)

Topic #1: The
reason why the
product is
shipped yet.

Agent: X NEWEREE, SBRIEND, KEHRESEZEITEARNE, AREEAINGRERE, EERLAND, (This is a giveaway. Is your phone number
correct? I will contacts the purchase and sales to verify the specific time. Then [NUMBER] hours to let you know. Do you think this is 0k?)

User: IFERZEHIBIEFIE , AL 7T, (Then I will apply for a refund directly, I will not buy it.)

Agent: Bl , AZ 713 2 NABEREERT | BUBITEMAERKE TR, (Ok, don't you? The check here is a refund, and the cancellation of the order cannot be

restored.)
User: I8, IBTIE, (Well, refund it.)

Topic #2: The
user decided to
refund.

Agent: fEE A ? EFEEA , RIREREN , FHREF]-EF)NT/EERA. (Are you paying by debit card? Debit card payment, return the same way,

the cycle is within [number]-[number] working days.)

User: 2f9, (Yes.)

Agent: EEFEEW, BOXEEMETLAFSZZAIND? (Please pay attention to check the refund. Is there anything else I can help you with?)

User: #7525, (I have no more question.)

Topic #3:
Useless
information

Agent: BEHEXIEA AU | SUSRETERITR , B! (Thanks for your support. I wish you have a happy life, bye!)

User FBAEISMEZNEIEFRAMTANREE | SABREEEEENRENR, (The user asks why the purchased smart watch has not been shipped, and directly asks for a refund
Summary  after learning that it is out of stock.)

BRESRIEFRRIERRE , FIESOREZLEANEESNER. BRR5EN , BREERFIETREEENE | BESEE-SIaE—ErER
Agent BERNRIE, (The customer service replies to the smart watch is a giveaway and is out of stock, and is ready to inform the user after verifying the specific time. When the user
Summary  applies for a refund, the customer service reminds the user that the order cannot be restored after canceling the order, and then informs that the debit card payment will be

automatically returned within a certain period of time.)

FFERWSERBIEFEAMARLRE. BREDREERRERE  FESOFEZLAGNEEENER. BREREESRERN. ZREEAFIHTRE
Final TARE | B SiEE R SE—ERYIEINIRIE, (The user asks why the purchased phone watch has not been shipped. After customer service inquiries, they will
Summary  answer that the gift is out of stock, and prepare to inform the user after verifying the specific time. The user requests to apply for a refund directly. The customer service reminded

the user that the cancellation of the order cannot be restored, and then informed that the debit card payment will be returned within a certain period of time.)

Figure 1: An example from the CSDS dataset. The dialogue contains 3 different sub-topics. The blue text represents
sub-topic #1 and the red text represents sub-topic #2. The sub-topic #3 is useless information.

seq2seq structure: PGN, BERTAbs, and BART, and
verify them on three public dialogue summarization
datasets: CSDS, MC, and SAMSUM. CSDS and
MC are two Chinese role-oriented summarization
datasets that not only need to generate the overall
summary of the dialogue but also need to gener-
ate role-oriented summaries for specific speakers
in the dialogue as shown in Figure 1. SAMSUM
is a widely used English dialogue summarization
dataset. To generate role-oriented summaries, in
this paper, we directly employ role prompts to
guide the model to generate proper summaries.
And the representations of role prompts can add
role information to the centrality computation. Ex-
perimental results show that our GLC can improve
the performance of all these seq2seq structures on
three datasets. And the GLC-based BART model
obtains new state-of-the-art results on the CSDS
and MC.

Our contributions can be summarized as 1) We
propose a novel topic-aware Global-Local Central-
ity (GLC) model to guide the model to identify
the salient contexts and sub-topics in the dialogue.
2) Our GLC can bring improvement to different
seq2seq models by easily plugging in and does
not add any extra parameters to the seq2seq mod-
els. 3) The GLC-based BART model achieves new
state-of-the-art results on CSDS and MC. Besides,
extension studies prove our GLC can effectively
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capture vital sub-topics.

2 Methodology

Figure 2 shows the main structure of our proposed
topic-aware global-local centrality (GLC) model.
The seq2seq framework with GLC is on the left
of Figure 2, which consists of the bi-directional
encoder, global-local centrality model, and auto-
regression decoder. The detail of GLC is on the
right of Figure 2, which consists of global centrality
and local centrality. In this section, we introduce
them step by step.

2.1 Task Formulation

Firstly, we formulate the dialogue summarization
task and role-oriented summarization task. Given a
dialogue D with N utterances {u1, ..., uy} with
M roles {ry,...,ry}. Each utterance u; contains
a speaker role r; and sentence s;. We simply con-
catenate them by *“:” and get utterance u; = r; : s;.
For role-oriented summarization tasks, the data con-
tains different summary y"7 for different speaker
roles 7;. In this paper, we employ y"*¢" and y®9¢™
to represent summaries of two different roles and
yfmal to represent the overall summary of the
whole dialogue. It is deserved to mention that our
method can also be easily applied to datasets with
more than two speaker roles by introducing differ-
ent role prompts. Normal dialogue summarization
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Figure 2: The main structure of our proposed method. The left is the framework of seq2seq with the GLC model.
The right is the detailed process of our proposed GLC model.

task aims to generate overall summaries v/ and
role-oriented summarization task aims to generate
role-specific summaries yluserlagent|final] from the
input dialogue D = {uy, ..., un } according to the
given role.

2.2 Role Prompts

For role-oriented summarization tasks, previous
works train multiple independent models for dif-
ferent role summaries, which is proven to hurt
the performance of model (Lin et al., 2022) and
needs more computation resources. In this paper,
we employ a simple but effective trick to ensure
that we only need to train a single model to ob-
tain different role-specific summaries and overall
summaries. Specifically, we use the prompts to
control the generation of different kinds of sum-
maries, which attach “[User Summary]”, “[Agent
Summary]”, and “[Final Summary]” to the start of
each dialogue as input to guide the model to gener-
ate required summaries. After that, the input con-
text is re-formalized as “[Role Prompt] Dialogue
Contexts” and then tokenized as 7' tokens/words
{x;}L, for the encoder of seq2seq model.

2.3 Bi-directional Encoder

The bi-directional encoder is used to get tokens the
semantic vector representations {h;}7_; by cap-
ture bi-directional context information from tokens
{x}L | as follows:

{ht}tT:1 = Encoder({xt}tT:l) (D
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Then, we use the average of tokens vectors in each
utterance as the semantic representations of dia-
logue utterances as follows:

E T, Tt € Uy
t

After that, we can get the token-level semantic rep-
resentations {h; }7_; and the utterance-level seman-
tic representations {hy, } Y, where h,, is the vec-
tor representation of the attached role prompt, if
role prompt is used.

P,

U; —
||

(@)

2.4 Global-Local Centrality Model

Before feeding the representations into the decoder
to generate the final summaries, we employ our
proposed global-local centrality (GLC) model to re-
weight the vector representations to identify salient
facts in sub-topics over previous utterance-level
semantic representations {hy, } Y .

Firstly, our GLC obtains several cluster center
points {c }k = 1%, which represent the center of
sub-topics in the vector space. Then each utterance
is assigned to the nearest center. As shown in Fig-
ure 2, utterances with the same color belong to the
same sub-topic. We compute the global centrality
score based on the cluster center representations
to measure the importance of sub-topics and the
local centrality score based on the utterance rep-
resentations to measure the importance of each
utterance belonging to the same sub-topic. Then,
we employ their combination to get global-local



centrality weights, which are used to re-weight
the token-level vector representations. Finally, the
re-weighted token-level vector representations are
fed into the decoder to generate the summary. Our
GLC can be directly plug-in any seq2seq structures,
which makes it flexible.

2.4.1 Obtain Cluster Centers

To obtain the clusters, we directly call the K-Means
algorithm, which is effective and widely used for
cluster tasks. And we all know setting the number
of cluster centers for the K-Means algorithm is
crucial and hard for the final results. However, we
empirically find that we can set it as the number of
utterances (N +1) and then assign each utterance to
the nearest cluster center point in the vector space.
After that, we find that many cluster centers have
no assigned utterances and can be dropped. Based
on this, we assume K < (N + 1) cluster centers
{e;} £, are kept and note the vector representations
of them as {h¢}E .

{h$}E | = KMeans({hq, }1Yo) 3)

And after the assignment of utterances, we can
get K clusters {Cy }/,, which contain utterances
with similar sub-topics. Each Cj, contains several
utterances and one cluster center point c;. Through
the previous method, we do not need to manually
set the number of cluster centers for the K-Means
algorithm.

2.4.2 Global Centrality

The global centrality score aims to measure the
importance of each sub-topic by computing degree
centrality based on the cluster center representa-
tions {h¢ < | . Each cluster center can be seen as
one node on the graph, and the edge value between
nodes k and j is (h{)T - h$. Then, the degree cen-
trality of each cluster can be computed as follows:

Cen(cy) = Z(hi)T - h§ €]

J

where Cen(cy) represents the importance of the

cluster/sub-topic £ in the dialogue. Then we nor-
Cen(cy,)

BY (een(e) 1 T

k=1

malize the score Cen(cg)

2.4.3 Local Centrality

The local centrality score aims to measure the im-
portance of utterances in each cluster by computing
the degree centrality. Each utterance can be seen as
one node on the graph, and the edge value between

nodes i and j is (hy,)” - hy,. Then, the central-
ity of each utterance in the same cluster Cy, can be
computed as follows:

Cen(u;) = Z(hui)T g ug,ug € C (5)

J
where Cen(u;) represents the importance of utter-
ances in the k-th cluster/sub-topic. Then we nor-

malize the score Cen(u;) the same as the previous
global centrality score.

2.4.4 Global-Local Centrality Weight

We can obtain the importance of each cluster
(global centrality score) and the importance of utter-
ances in each cluster (local centrality score) by the
previous two steps. The most important utterance
in the most important sub-topic should be assigned
more attention when generating the summary. So
we obtain global-local centrality weight for each
utterance in the dialogue by simply multiplying
two centrality scores as follows:

wflc = Cen(u;) - Cen(cg),u; € Cg (6)

Finally, we employ the global-local centrality
weights to re-weight the token-level vector repre-
sentations {h;};_; as follows:

iLt = wiglc “hy,xp € ug @)

Where each token uses the global-local centrality
weight w?' of its utterance u; to re-weight the
vector representation h;. The token level represen-
tations {h;}~_, are converted into {h;}7_;.

2.5 Auto-regression Decoder

The auto-regression decoder generates the final
summary based on the re-weighted context rep-
resentations {h;}1 | as follows:

P(§)) = Decoder({\-hi+ (1—=X)-h L)) (8)

where ) is a hyper-parameter to control the influ-
ence of GLC, the default value of A is 0.5. In the
training stage, the model learns the optimal param-
eters f by minimizing the negative log-likelihood.

3 Experiments

3.1 Datasets and Metrics

We evaluate our method on three public datasets:
CSDS (Lin et al., 2021)?, MC (Song et al., 2020)°,

Zhttps://github.com/xiaolinAndy/CSDS
3https://github.com/cuhksz-nlp/HET-MC



CSDS

ROUGE-1

ROUGE-2

ROUGE-L

BLEU

BERTScore

PGN 55.58/53.55/50.20 | 39.19/37.06/35.12 | 53.46/51.05/47.59 | 30.03/29.64/28.25 | 77.96/78.68/76.13
PGN-both 57.20/56.08/51.62 | 40.37/39.10/36.50 | 55.14/53.85/49.12 | 32.58/33.54/29.78 | 78.69/79.52/76.74
PGN-GLC 57.94/57.14/52.85 | 40.97/39.55/37.14 | 55.68/54.25/49.86 | 32.95/33.87.30.15 | 78.93/79.86/76.98
BERT 53.87/52.72/49.57 | 37.59/36.39/33.82 | 52.40/50.44/46.83 | 29.90/30.17/26.99 | 78.52/79.23/76.39
BERT-both 57.24/54.36/51.92 | 40.12/40.70/36.37 | 54.87/55.17/49.52 | 32.13/32.04/29.23 | 79.85/80.70/77.23
BERT-GLC | 57.59/55.14/52.34 | 41.28/41.84/36.48 | 55.74/55.86/50.16 | 32.75/32.64/29.81 | 79.89/80.71/77.28
BART 59.07/58.78/53.89 | 43.72/43.59/40.24 | 57.11/56.86/50.85 | 34.33/34.26/31.88 | 79.74/80.67/77.31
BART-both | 59.21/58.93/54.01 | 43.88/43.69/40.32 | 57.32/57.28/51.10 | 34.75/34.49/32.30 | 79.72/80.64/77.30
BART-GLC | 60.07/61.42/54.59 | 44.67/45.83/40.02 | 58.10/59.25/52.43 | 35.89/36.43/32.58 | 80.10/81.83/77.61
Table 1: Results on the CSDS dataset test set.

MC \ ROUGE-1 ROUGE-2 ‘ ROUGE-L BLEU ‘ BERTScore

PGN 85.32/94.82/82.56 | 81.25/94.32/77.91 | 84.34/94.77/81.47 | 71.50/87.66/68.10 | 92.90/97.60/91.74
PGN-both 85.98/95.10/83.37 | 81.93/94.59/78.78 | 84.94/95.06/82.20 | 72.77/87.82/69.63 | 93.23/97.71/92.15
PGN-GLC 86.57/95.31/83.97 | 82.04/94.88/79.16 | 85.37/96.48/82.84 | 73.02/88.11/70.04 | 93.47/97.95/92.36
BERT 84.07/95.10/81.53 | 79.90/94.48/76.78 | 83.04/95.06/80.30 | 68.19/87.20/64.09 | 92.68/97.86/91.71
BERT-both 84.69/95.18/82.02 | 80.76/94.62/77.54 | 83.68/95.14/80.84 | 69.33/87.40/65.40 | 93.02/97.90/91.91
BERT-GLC | 85.64/95.49/82.87 | 81.44/94.97/78.05 | 84.16/96.10/81.57 | 69.84/87.94/66.01 | 93.15/97.92/92.36
BART 88.37/95.42/86.33 | 84.75/94.99/82.33 | 87.38/95.37/85.30 | 73.68/90.29/68.93 | 93.65/97.94/92.63
BART-both 88.52/95.63/87.06 | 85.22/95.42/82.89 | 87.75/95.91/85.78 | 73.87/90.70/69.31 | 93.69/97.88/92.69
BART-GLC | 89.55/96.84/88.47 | 86.47/96.14/84.62 | 88.56/96.23/86.77 | 74.19/91.32/70.18 | 94.17/98.25/92.96

Table 2: Results on the MC dataset test set.

and SAMSUM (Gliwa et al., 2019)*. The statisti-
cal information of them is shown in the appendix.
CSDS is the first role-oriented dialogue summariza-
tion dataset, which provides separate summaries
for user and agent (customer service). MC is a Chi-
nese medical inquiry dataset containing question
summaries of patients and suggestion summaries
of doctors. We note them as the user and agent
summary. For the MC dataset, we follow the data
process and data split from RODS (Lin et al., 2022).
SAMSUM is a widely used English dialogue sum-
marization dataset to evaluate the performance of
models.

We employ lexical-level and semantic-level
metrics to evaluate the performance of all mod-
els. Specifically, we use lexical level ROUGE-
1/2/L (Lin, 2004)° and BLEU (Papineni et al.,
2002)°, which measure the similarity of references
and generated summaries by computing the n-
gram overlap of them. We use semantic level
BERTScore (Zhang* et al., 2020)’ and Mover-
Score (Zhao et al., 2019)%, which employ pre-

“https://huggingface.co/datasets/samsum
Shttps://pypi.org/project/rouge-score/
®https://github.com/mjpost/sacreBLEU
"https://github.com/Tiiiger/bert_score
8https://github.com/AIPHES/emnlp19-moverscore
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trained language models to map the text into low-
dimensional vectors in semantic space and then
measure the similarity by computing the similarity
by cosine similarity or word mover distance. We
can evaluate the performance of each model com-
prehensively through the previous metrics. And
all reported results are the average results of three
different model checkpoints. The results of Mover-
score on three datasets can be found in the ap-
pendix.

3.2 Baselines

We applied our GLC on three widely used seq2seq
models: PGN (See et al., 2017), BERTAbs (Liu
and Lapata, 2019), and BART (Lewis et al., 2020;
Shao et al., 2021). PGN model is an LSTM-based
seq2seq model without pre-training. BERTAbs
is a BERT-based model, which employs BERT as
the encoder and adds several transformer blocks as
the decoder to generate summaries. We note it as
BERT. BART is a pre-trained transformer-based
seq2seq model, which achieves the best results on
many generation tasks. We add our proposed GLC
into the previous three models and note them as
PGN-GLC, BERT-GLC, and BART-GLC. We
also compare our method with previous SOTA mod-
els: PGN-both and BERT-both from (Lin et al.,



SAMSUM | ROUGE-1 | ROUGE-2 | ROUGE-L ‘ BLEU ‘ BERTScore
PGN 40.08 15.28 36.63 37.49 80.67
PGN-GLC 41.11 16.24 37.31 38.10 81.54
BERT 50.34 24.71 46.63 46.98 88.72
BERT-GLC 51.18 25.26 47.07 47.66 89.64
BART 53.12 27.95 49.15 49.28 92.14
BART-GLC 53.74 28.83 49.62 50.36 92.77

Table 3: Results on the SAMSUM dataset test set.

2022), which proposed a role-interaction attention
mechanism for the decoder. We reproduce it in the
BART model as BART-both. For SAMSUM, we
do not compare with BART-both due to this dataset
does not contain role-oriented summaries.

3.3 Implementation Details

We use Chinese-BART-base’ and BART-large'”
to initialize our transformer-based seq2seq model
for Chinese and English datasets respectively. We
train all BART models on 4xV100 GPUs and
PGN/BERT-based models on 1xV100 GPU. For
all models, the maximum input length is 512, the
maximum generated summary length is 150, and
the beam size is 3. For BART-based models, the
learning rate is le-4 with 10% warmup steps, the
total batch size is 64, and the training epochs are
5. For PGN/BERT-based models, we follow the
settings from (Lin et al., 2022).

3.4 Results

The main results of the two role-oriented dialogue
summarization datasets are shown in Table 1-2.
Each block has three values, representing the final
summary/user summary/agent summary from left
to right. We can see that our proposed GLC can
bring significant improvement to PGN, BERTAbs,
and BART on the two datasets and BART-GLC
achieves new state-of-the-art results. It is deserved
to mention that our model does not need to mod-
ify any structure of the seq2seq structure and only
needs to train one model for different summaries.
We can see that the gain of metrics on the CSDS
is better than on the MC, due to the summary of
the MC dataset being highly similar to the input
dialogue contexts. The results of the BERT-based

*https://huggingface.co/uer/bart-base-chinese-
cluecorpussmall
https://huggingface.co/facebook/bart-large
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model sometimes is worse than the PGN-based, we
guess the reason is the prior knowledge learned in
the pre-training stage of BERT is not suitable for
the generation tasks. The improvement of lexical
level metrics is more conspicuous than semantic
level metrics due to the change of several words
that may not affect the semantics of generated sen-
tences. Overall, our proposed GLC is proved effec-
tive for the role-oriented dialogue summarization
task with results on the two datasets.

The main results of the English dialogue sum-
marization dataset are shown in Table 3. Because
the SAMSUM does not provide role-specific sum-
maries, we only report the performance of overall
final summaries. From the results, we can see that
our GLC can also bring significant improvements
to three different seq2seq structures. We can see
that the BERTScore is very high on SAUSUM, we
guess that because the gold reference of this dataset
is very short and this makes the semantic similarity
between generated summaries and gold summaries
close. The results of SAMSUM demonstrated the
effectiveness and generalization of our proposed
method.

4 Discussion

We conduct many external experiments on the
CSDS dataset to further analyze the effectiveness
of our proposed GLC. And more discussions are
shown in the appendix.

4.1 Ablation Study

To understand the impact of each component of our
proposed GLC model, we compare the full BART-
GLC with the following variants: (1) BART: three
fine-tuned BART models for different summaries
(final/user/agent); (2) BART+Prompt: singe
BART model with role prompts; (3) BART+GC:
three BART models using global centrality scores



| ROUGE-1
BART | 59.07/58.78/53.89
+Prompt | 59.42/58.96/54.03
+GC 59.64/59.55/54.24
+LC 59.37/59.47/54.11
+GC,LC | 59.84/60.91/54.43
BART-GLC | 60.07/61.42/54.59

Table 4: Ablation study on the CSDS dataset.

‘ Win Loss Tie
CSDS&MC | 564 24 412
SAMSUM | 518 32 453

Table 5: Human evaluation results.

to re-weight hidden states; (4) BART+LC: three
BART models using local centrality scores to re-
weight hidden states; (5) BART+GC,LC: three
BART models using global-local centrality scores
to re-weight hidden states. The results of these
models are shown in Table 4. From the results,
we can see that all three components can bring
improvement to the BART model, and the global-
local centrality brings the greatest improvement.
Interesting, The improvement brought by the com-
bination of global and local centrality is far greater
than the improvements they bring separately. This
proves that global and local centrality are mutually
beneficial.

4.2 Human Evaluation

We use human evaluation (Fang et al., 2022) to ver-
ify that our model outperforms the baseline. Specif-
ically, we randomly sample 100 examples from
three datasets and ask five NLP researchers to give
a comparison between our model and baseline mod-
els. The evaluation results are represented as win,
loss, and tie, respectively indicating that the qual-
ity of generated summary by BART-GLC is better,
weaker, or equal to the strong baselines. Annota-
tors were asked to judge from two aspects: fluency
(whether contains grammatical and factual errors)
and coverage (whether contains salient sub-topic
information in the dialogue). For two role-oriented
dialogue summarization datasets CSDS and MC,
our model is compared with BART-both. For SAM-
SUM, our model is compared with BART. From
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Figure 3: The ROUGE-1 score of different training step
checkpoints.

the results in Table 5, we can see that our model
is better than the baseline. Annotators tend to give
ties on SAMSUM dataset. This may be caused
by the length of summaries is short, which makes
it hard to judge whether the summary is better or
worse than the baseline model.

4.3 Convergence of Training

We also compare the training convergence speed
with BART and BART-both to prove our proposed
GLC can bring effective prior knowledge for the
seq2seq model. As shown in Figure 3, we can see
that BART-GLC achieves comparable performance
at 900 steps during training and reaches the SOTA
results at 1,200 steps. This phenomenon demon-
strates that our GLC brings prior knowledge into
the model and speeds up the model training.

4.4 Case study

We select one example from the test set to show the
ability of our proposed GLC in Figure 4. On the
upper-left of this figure are the GLC weights and
the corresponding utterances. In the bottom-left of
the figure is generated summary of our proposed
BART-GLC. On the right of the figure is the input
dialogue and each color refers to one sub-topic.
From this case, we can see that the final summary
focus on two sub-topics: “How to modify user’s
order” and “Questions about refunds”. And from
the color on the right of this figure, we can see that
our GLC can catch them accurately. Interestingly,
generic utterances are aggregated into one topic
(e.g. hello). In the upper-left of this figure is the
GLC weights and we can see that utterances, which
are related to the final summary and belong to the
vital sub-topics, are assigned high weights. This
proves the global-local centrality exactly identified



33 Agent: 3%, FUTRMEIK[EF]-
[T HER (The customer service
answer is expected to arrive at the
latest [NUM]-[NUM] working days.)

4

3 User: #hiIH#E$E 7 /5 4717 (What should
Ido if the address is wrong?)

Iy

040 A

Utterance #id

Dialogue:
0 Role Prompt: [¥}iE## 2] ([Final Summary])

2 User: NIFRE (My order just now)

3 User: Huiit #5$8 T /54 73? (What should I do if the address is wrong?)
4 User: 8£#53& 207 (Can you help me modify it?)

5 User: £ 2 Hi5IRFR? (Or apply for a refund?)

6 User: {R%F (Hello)

7 User: 2 (?)

14 Agent: &%, IEEBERT ITRRIFNEFIHELNE, IR
RWIZE, 0, BAHEICRRBIVRRAN/BIFSHAARREGESR, mkaesuRa,. %
FITEERZBEXR TR, FiEHEIEMB~ (Hello, under normal circumstances, the order is

UEETITEREERHE

submitted successfully and does not support modification. Please check whether there is a modification
button on the order details page. If so, you can click to modify the last-level address/contact/phone
number/delivery time information , if there is no modification button, it means that the order no longer

6 User: {R%F (Hello) 30 User: 79 (Ok)

BART-GLC Generated Summary:

Topic #1: How to modify user’s wrong order.

1 )bt i55 T /4. (The user asks what to do if the address is wrong.)

2 BREEEFELTITRRZMNERZHERE. (The customer service
replied that the successful submitted order does not support modification.)

3 AR ERIERR AT AFMNBART . (The user asked why the application for a
refund could not be refunded.)

4 EEE@XEWFE;ETS‘ZH{?&E’] (The customer service replies that cross-city
modification is not supported.)

Topic #2: Questions about refunds.

5 AP 2B RMIE. (The user asks if the coupon is returned the same way.)

6 ZRREIZEESIEA. (Customer service replies will be returned.)

7 B At A RHEZIM, (The user asks when the refund will arrive. )
EREETHRB I EF]-[HFIANTHER. (The customer service answer is
expected to arrive at the latest [NUM]-[NUM] working days.)

28 User: 3P FBMG, EREZIREMG? (Is the coupon non-refundable? Is it going back the same way?)
29 Agent: #<BAIE (All of them will be returned.)
30 User: 785 (Ok)

supports modification, please understand~)
15 User: 3RERTEIRSX (1 apply for a refund?)
16 User: F4H (then to place an order again?)

rry, the amount of inquiries is

*lﬁ TIEMfJﬁ’Aﬁ/\ETT(i applied for a refund, why can't I get a refund?)

22 Uscr BN HEITTE (order from another city)

23 Agent: IFER I TE S (Please provide the order number.)

24 Agent: B EAXZIFERA, 3 (Cross-city modification is not supported)
25 Agent: NGRAEBUHITE,

#REST T (I cancel the order for you, you place a new order)

32 User: {+/4 R &2 (When will the refund arrive)
33 Agent: ¥, FTREEEIKEF]-[EHFINTHR (The customer service answer is expected to
arrive at the latest [NUM]-[NUM] working days.)

Figure 4: One case from the CSDS test set. Each color refers to one sub-topic. In the upper-left of this figure are
the GLC weights and the corresponding utterances. In the bottom-left of the figure is generated summary of our
proposed BART-GLC. On the right of the figure is the input dialogue.

salient topics and utterances.

5 Related Work

Dialogue summarization has caught more and more
attention in recent years and is widely used in var-
ious domains, e.g. meeting summarization (Car-
letta et al., 2006; Feng et al., 2021), daily dialogue
summarization (Krishna et al., 2021; Chen et al.,
2021; Zhong et al., 2021), etc. Different from tra-
ditional summarization tasks, dialogue summariza-
tion needs to identify the role of speakers and cap-
ture the change of sub-topics during the dialogue.
Besides, the dialogue summarization task has less
labeled data and longer inputs. All of these make
dialogue summarization harder to solve (Chen and
Yang, 2020; Zhang et al., 2021b; Feng et al., 2021;
Lin et al., 2022).

Recent dialogue summarization models can be
categorized into three types: 1) data augmentation
methods (Feng et al., 2021; Chen and Yang, 2021;
Khalifa et al., 2021), which attempt to construct
more pseudo-data to train a better model; 2) topic-
based models (Zou et al., 2021; Liu et al., 2021; Qi
et al., 2021), which track the change of topic infor-
mation in the dialogue to generate more focused
summary; and 3) semantic structure-based models
(Liu and Chen, 2021; Fu et al., 2021; Zhang et al.,
2021a; Lei et al., 2021; Zhao et al., 2021; Zhang
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et al., 2022), which employs semantic structures to
enhance the summarization model.

However, they ignored the sub-topics informa-
tion in the dialogue utterances, which is crucial
for dialogue summarization. Recently, Zhao et al.
(2020) modified the attention mechanism to focus
on the topic words, which can force the model to
learn the topic information. Zou et al. (2021) em-
ployed Neural Topic Model to model the global
level topic information. Liu et al. (2021) tried to
model the change of sub-topics by introducing con-
trastive learning. Differently, in this paper, we
bring the centrality, that has been widely used in
unsupervised summarization (Zheng and Lapata,
2019; Liang et al., 2021, 2022), into the dialogue
summarization task and proposed a novel topic-
aware Global-Local Centrality model to capture
salient dialogue utterances and sub-topics at the
same time. Our proposed method is effective and
more flexible.

6 Conclusion

In this paper, we bring the centrality into dialogue
summarization tasks and proposed a novel topic-
aware Global-Local Centrality (GLC) model for
better capturing the sub-topic information in the di-
alogue utterances. Our GLC can be easily applied
to any seq2seq structure and bring improvement to



their performance. Experiments and further analy-
sis demonstrated that GLC can effectively identify
vital sub-topics and salient content in the dialogue.
In future work, we will try to extend our work to
datasets with longer inputs.

Limitations

Our model also has some limitations: 1) The com-
putation of sub-topic centers brings extra inference
time into the basic seq2seq models. 2) We did not
try to evaluate our model on longer dialogue sum-
marization datasets. 3) We did not build a specific
mechanism for different roles in role-oriented di-
alogue summarization task. We will try to solve
these limitations in future work.
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A Datasets
| CSDS | MC | SAMSUM

Train Size 9,101 29,324 14,732
Val. Size 800 3,258 818
Test Size 800 8,146 819
Input Length 321.92 | 292.21 94.52
User Sum. Length 37.28 22.37 -
Agent Sum. Length | 48.08 95.32 -
Final Sum. Length 83.21 114.54 20.34

Table 6: Statistical information of three datasets.

The statistical information of three datasets is
shown in Table 6.

B Moverscore Results

For Moverscore, we employ chinese-bert-wwm-
ext!! to get the contextual embeddings of Chinese
text input. Because Lin et al. (2021) did not provide
they use what Chinese representation model, we
use chinese-bert-wwm-ext to re-evaluate all their
results and report in Table 7.

B.1 How abstractive is our model?

An abstractive model can be innovative by using
words that are not from the input document in the
summary. We measure the abstractive by the ratio
of novel words or n-gram phrases in the summary.
A higher ratio means a more abstractive model.
We show the results in Figure 5. We can see that

https://huggingface.co/hfl/chinese-bert-wwm-ext
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MoverScore CSDS MC SAMSUM
PGN 59.00/58.68/58.23 | 80.90/93.84/79.69 59.87
PGN-both 59.48/59.32/58.64 | 81.67/94.04/80.52 -
PGN-GLC 59.67/59.51/58.85 | 81.97/94.45/80.84 60.04
BERT 58.23/58.10/57.79 | 81.28/93.90/80.48 61.17
BERT-both | 59.52/59.55/58.46 | 82.26/94.20/81.02 -
BERT-GLC | 59.74/59.62/58.90 | 82.64/94.49/81.44 61.59
BART 60.11/59.86/58.75 | 82.35/94.17/81.27 62.04
BART-both | 60.12/59.86/58.73 | 82.32/94.02/81.40 -
BART-GLC | 60.32/61.03/59.02 | 82.94/95.35/82.10 62.27

Table 7: MoverScore on three datasets.

our BART+GLC is more attractive than BART and
BART-both. However, all of them have a big mar-
gin compared with references. It means more re-
search is needed for generating more abstractive

summaries.
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