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Abstract

Sentiment analysis is a classical problem of nat-
ural language processing. SemEval 2022 sets
a problem on the structured sentiment analysis
in task 10, which is also a study-worthy topic
in research area. In this paper, we propose a
method which can predict structured sentiment
information on multiple languages with lim-
ited data. The ERNIE-M pretrained language
model is employed as a lingual feature extrac-
tor which works well on multiple language pro-
cessing, followed by a graph parser as a opinion
extractor. The method can predict structured
sentiment information with high interpretabil-
ity. We apply data augmentation as the given
datasets are so small. Furthermore, we use
K-fold cross-validation and DeBERTaV3 pre-
trained model as extra English embedding gen-
erator to train multiple models as our ensemble
strategies. Experimental results show that the
proposed model has considerable performance
on both monolingual and cross-lingual tasks.

1 Introduction

Sentiment analysis (Liu, 2012) is widely used in
many aspects of computer science nowadays, such
as human computer interaction, lingual feature ex-
traction, etc. Affective computing techniques en-
able us to explore the sentiment message, which
depicts the preference, emotion or even idea of
people, behind the sentence itself.

Sentiment analysis task can be classified into
text level, sentence level, entity level and opinion
tuple level. The goal of text or sentence level senti-
ment analysis is to predict sentiments of given doc-
uments or sentences. On the other hand, entity level
sentiment analysis needs to consider sentiments be-
tween each entity in given sentence. Furthermore,
a sentence may contain multiple entities with dif-
ferent sentiments (positive or negative). Therefore,
in comparison to entity level sentiment analysis,

opinion tuple level sentiment analysis requires ad-
ditional extraction of relations between entities and
opinions.

Structured sentiment analysis (Barnes et al.,
2022) is a task to predict a sentiment graph for
given sentences. It can be theoretically cast as
an information extraction problem in which one
attempts to find all of the opinion tuples O =
01, ...,0, in a text. As we can see in Figure 1,
each opinion O; is a tuple (h, t, e, p) where h is a
holder who expresses a polarity p towards a target ¢
through a sentiment expression e, implicitly defin-
ing pairwise relationships between elements of the
same tuple.

The structure of the paper is as follows. Sec-
tion 2 briefly reviews recent works on similar tasks;
Section 3 describes our model structure in detail.
Section 4 shows the analysis of the given datasets;
Section 5 introduces our experimental setting and
results. And finally in Section 6, we make a con-
clusion and give the ideas about future works.

2 Background

Dividing structured sentiment analysis into multi-
ple subtasks is a traditional approach, by first iden-
tifying holders, targets and expressions through
Named Entity Recognition (NER) module, then
predicting relations among the entities. (Peng et al.,
2020; Li et al., 2019) are baselines with good per-
formance. On the other hand, the end-to-end senti-
ment analysis is a straight-forward approach, which
directly extracts target and expression without split-
ting them into sub-tasks. (He et al., 2019) presents
an interactive multi-task learning network(IMN)
implemented by a series of a multi-layer CNN mod-
ules. Recently, (Barnes et al., 2021) cast the struc-
tured sentiment problem as the dependency graph
parsing problem, and proposed a method that out-
performs the SOTA((state-of-the-art) baselines on
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Figure 1: A structured sentiment graph is composed of a holder, target, sentiment expression, their relationships and

a polarity attribute. Holders and targets can be none.

extensive experimental results.

In this task, 7 small datasets involving 5 differ-
ent languages are given, which means our method
needs to support multiple languages with limited
data. Therefore, in this work, we use ERNIE-M
pretrained model as word embedding generator, as
it shows SOTA performances in various of NLP
tasks in multiple languages. Because of the out-
standing performance of (Barnes et al., 2021), we
employ a similar network structure to extract the
sentiment information.

3 Model structure

The model structure is similar to the head-final
model structure in (Barnes et al., 2021), while we
use a pretrained model in this work. A bert-style
(ERNIE-M (Ouyang et al., 2020)) pretrained model
takes sentences starting with “[CLS]” token as in-
put. We connect “[CLS]” token with the last word
of the expression, which is the root node of the
tuple (h, t, e). The connection type is related to the
sentiment polarity, “exp:pos” for positive polarity,
“exp:neu” for neutral polarity, and “exp:neg” for
negative corresponding to polarity, such that we
are able to predict sentence polarity based on the
connection type. As shown in Figure 1, a connec-
tion from “[CLS]” to “stars” and a connection from
“[CLS]” to “believe” are established, with a connec-
tion type of “exp:pos” and “exp:neg” respectively.
We describe the model structure in detail below.

For a given sentence 7 (z1,22, ..., Tpn),
where z;(1 < ¢ < n) represents a single word.
In this work, we use ERNIE-M pretrained model
as a text feature extractor, which takes subword to-
kens as the model input. We apply subword-based
tokenization on the input words.

As shown in Figure 2, we apply subword-based

tokenization on the input sentence, getting T =
(t1,t2,...,tm) forany t;(1 < j < m) representing
a subword token. For instance, word “restful” will
be split into “rest” and “##ful”, where "##” indi-
cates that the token is not the start of a word. And
the process can be easily inversed by these special
characters, such as we can restore [“Great”, “and”,
“rest”, “##ful”, “place”, “to”, “stay”, “.’] to its orig-
inal status [“Great”, “and”, “restful”, “place”, “to”,

“stay” “’]. After that, we input the subword tokens
into the ERNIE-M model and get the embedding of
the subword tokens. Then, we apply average pool-
ing on the subword embeddings(7 in equation 1)
which belong to a same original word to get the
word representation @ = (cy, 2, ..., C).

After obtaining the word representations of the
sentence, we perform a position-wise feed-forward
networks to obtain the representation of the heads
and dependents, where heads represent head nodes,
and the dependents represent follower nodes. Then
we use Bilinear Attention Network (Kim et al.,
2018) to calculate the pairwise correlation between
each two words in the sentence.

U = (v, ..., Um) = ERNIE-M(t1, ..., t,,) (1)
phead — pp Nhead ) )

hi? = FFNP(c;) 3)

score; j = Bilinear(h<, h;-leP) 4)

In equation 4, we obtain a score matrix that in-
dicates the relationship between each word in the
input sentence pair-wisely, by passing head and
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ALL Valid Polarity
# avg # avg Opinion Holder Target Exp pos neu neg
Darmstadt_unis  train 2,253 1999 681 21.25 806 63 806 806 340 102 364
dev 232 18.09 82  20.21 98 9 98 98 29 15 54
MPQA train 5,873 2339 1,254 2983 1,706 1,425 1,481 1,706 671 337 698
dev 2,036 2322 416 31.33 570 406 494 570 231 124 215
MultiBooked_ca train 1,174 15.62 1,002 16.14 1,989 169 1,705 1,989 1,273 0 716
dev 167 1337 140 14.21 258 15 211 258 151 0 107
MultiBooked_eu train 1,063 10.52 899 10.77 1,679 205 1,277 1,679 1401 O 278
dev 152 1070 120 10.51 203 33 152 203 167 0 36
NoReC_fine train 8,634 16.71 4,555 1955 8,448 898 6,778 8,448 5695 0 2753
dev 1,531 1692 821 19.12 1,432 120 1,152 1,432 988 0 444
OpeNER _en train 1,744 1472 1,400 1499 2,884 266 2679 2,884 2,101 O 783
dev 249 1422 198 1498 400 49 371 400 284 0 116
OpeNER _es train 1,438 17.13 1,252 17.58 3,042 176 2748 3,042 2472 O 570
dev 206 17.08 174 17.71 387 23 363 387 317 0 70

Table 1: Statistic of the given datasets, including the number of samples and average word count of all samples and
valid samples(where opinions are not empty), as well as number of opinion, holder, target, expression and polarity

in each dataset.

dependent embedding into a bilinear attention net-
work, followed by a softmax layer. We apply cross-
entropy loss as the loss function during model train-
ing.

Word Representations

f

Average
Pooling

t 4
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Great and rest ##ful place to stay 1
Subword Tokenizer

b b

Great and restful place to stay

Figure 2: The process of generating the word represen-
tations.

4 Data

SemEval-2022 task 10 provides a to-
tal of 7 datasets: NoRec_fine(@vrelid
et al., 2020), MultiBooked_eu(Barnes
et al.,, 2018), MultiBooked_ca(Barnes et al.,
2018), OpeNER_es(Agerri et al., 2013),
OpeNER _en(Agerri et al., 2013), MPQA(Wiebe
et al., 2005), Darmstadt_unis(Toprak et al.,
2010), involving different languages (en, ca,
eu, no, es) and a couple of domains. Multi-
Booked_ca (Catalan), MultiBooked_eu (Basque),

Opener_en(English), and Opener_es(Spanish)
belong to hotel reviews domain. NoRec is a
Norwegian dataset in literature, movies, video
games, restaurants, music and theater domains.
Darmstadt_unis is an English dataset in university
domain, and MPQA is an English dataset in news
domain. Our data analysis on the given datasets is
shown in Table 1.

We can see that there are three different types of
sentiment(positive, neutral, negative) in the opin-
ions of Darmstadt_unis and MPQA, while others
only contain Positive and Negative sentiments. In
addition, we find that the number of expressions is
always larger than or equal to the number of hold-
ers and targets for all datasets, which means there
is at least one expression in each opinion. We can
draw a conclusion that in a quadruple (h,t, e, p),
both h and ¢t may be missing, but e and p are not.
Therefore, the expression(more precisely, the last
word of expression) is defined as the root node of a
(h,t,e) triplet.

5 Experiment and result

5.1 Data preprocessing

We process the labels of the original data into the
format that the model required. Taking the sentence
shown in Figure 1 as an example, the preprocessed
result is shown in Table 2. We truncated the sen-
tence due to the length of the sentence.

5.2 Experiments

In model validation period, we introduce two strate-
gies, i.e., data augmentation and focal loss, which
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Table 2: The processed label for the model, where

indicates that there is no relationship between two words.
The words on the y-axis are heads, and the words on the x-axis are dependents.

origin +aug +aug+focal dataset score
NoRec 0.4798 0.4939 - NoRec_fine  0.497 dataset score
Multib_ca 0.7182 0.7281 - Multib_ca 0.678 EN-ES 0.620
Multib_eu 0.6781 0.7070 - Multib_eu 0.723
OpeNER en 0.7271 0.7321 - OpeNER_en 0.745 EN-CA 0.543
OpeNER_es 0.6758 0.7202 - OpeNER_es 0.735
MPQA 0.3375 0.3564 0.3582 MPQA 0.375 EN-EU 0.527
Dm_unis 0.3981 0.4412 0.4073 Dm_unis 0.380

Table 3: The results on the dev dataset, origin means
that there is no extra strategy applied, +aug means a
mixed training set merged by other training sets and
itself, and +aug+focal means that the strategy of focal
loss is applied based on +aug.

are described in detail below.

Data augmentation As shown in Table 1, the
dataset is small. The largest dataset given is the
NoRec dataset with 8,634 pieces of data, and only
4,555 pieces of data are left after removing the sam-
ples with empty opinions. Therefore, we use all
datasets with the same polarity types for training
with the help of ERNIE-M model, which supports
multiple languages. For instance, we find that the
Darmstadt_unis and MPQA have three categories
of sentiment polarity, while the others have two
categories of sentiment polarity. Hence, we merge
Darmstadt_unis and MPQA into one dataset, and
merge the others into another dataset. The results
are shown in Table 3, and the evaluation method'
is based on (Barnes et al., 2021). There is an aver-
age improvement of 2.36% after training the model
with merged dataset, and a most significant im-
provement on the Opener_es at 4.44%.

"https://github.com/jerbarnes/semeval22 _structured _senti
ment

Table 4: The left table is the result of monolingual, and
the right table is the result of cross-lingual.

Focal loss As shown in Table 2, we can see the
imbalance of the labels. The relationship between
most words are none. Therefore, we introduce
focal loss strategy, which reduces the loss weight
of the “none” and increases the loss weight of the
other labels. Because of the baseline scores on the
MPQA and Darmstadt_unis are relatively lower,
we test focal loss strategy on these two datasets.
However, as we can see in Table 3, the performance
is not good on Darmstadt_unis. Therefore, we do
not use the focal loss strategy in the Darmstadt_unis
solution.

5.3 Ensemble

We apply K-fold cross-validation and ensemble on
the results of different pretrained models.

K-fold cross-validation For each dataset, we
merge the original training set and the validation
set, and perform K-fold segmentation after shuf-
fling. The selection of K is related to the propor-
tion of the original dataset training set and valida-
tion set. Notice that the proportion of the training
set and the validation set after the segmentation
should be approximated to their original propor-
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tion. We repeat this operation K times and obtain
K different models. Finally, we ensemble K dif-
ferent models to get the final model.

Usage of other pretrained models For English
datasets (Darmstadt_unis, MPQA, Opener_en), we
train additional model by replacing the ERNIE-M
model with the DeBERTaV3(He et al., 2021) model
as the lingual feature extractor, and keep the other
parts unchanged. Then we perform K-fold cross-
validation strategy on both models and ensemble
them in the same way. The results are shown in
Table 4.

6 Conclusion

In order to solve the issues of small dataset and
cross language in SemEval-2022 task 10, we in-
troduce a multilingual pretrained model ERNIE-M
as a lingual feature extractor to the given baseline
model. Furthermore, we use multiple strategies
such as data augmentation, K-fold cross-validation,
focal loss and ensemble to improve the model per-
formance. In the future, we can take other tech-
niques to do further optimization, such as differ-
ent data augmentation technieques, fine-tuning the
pretrained model with the in-domain dataset, and
changing the label from word level to subword level
to fit the subword representation of the pretrained
model.
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