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Abstract

We present a literature and empirical survey
that critically assesses the state of the art in
character-level modeling for machine trans-
lation (MT). Despite evidence in the litera-
ture that character-level systems are compa-
rable with subword systems, they are virtu-
ally never used in competitive setups in WMT
competitions. We empirically show that even
with recent modeling innovations in character-
level natural language processing, character-
level MT systems still struggle to match their
subword-based counterparts. Character-level
MT systems show neither better domain ro-
bustness, nor better morphological generaliza-
tion, despite being often so motivated. How-
ever, we are able to show robustness towards
source side noise and that translation quality
does not degrade with increasing beam size at
decoding time.

1 Introduction

The progress in natural language processing (NLP)
brought by deep learning is often narrated as remov-
ing assumptions about the input data and letting the
models learn everything end-to-end. One of the as-
sumptions about input data that seems to resist this
trend is (at least partially) linguistically motivated
segmentation of input data in machine translation
(MT) and NLP in general.

For NMT, several papers have claimed parity
of character-based methods with subword models,
highlighting advantageous features of such systems.
Very recent examples include Gao et al. (2020); Ba-
nar et al. (2020); Li et al. (2021). Despite this,
character-level methods are rarely used as strong
baselines in research papers and shared task sub-
missions, suggesting that character-level models
might have drawbacks that are not sufficiently ad-
dressed in the literature.

In this paper, we examine what the state of the
art in character-level MT really is. We survey ex-
isting methods and conduct a meta-analysis of the

fraser}@Qcis.lmu.de

input segmentation methods used in WMT shared
task submissions. We then systematically compare
the most recent character-processing architectures,
some of them taken from general NLP research
and used for the first time in MT. Further, we
propose an alternative two-step decoder architec-
ture that unlike standard decoders does not suffer
from a slow-down due to the length of character
sequences. Following the recent findings on MT
decoding, we evaluate different decoding strategies
in the character-level context.

Many previous studies on character-level MT
drew their conclusions from experiments on rather
small datasets and focused only on quantitatively
assessed translation quality without further analy-
sis. To compensate for this, we revisit and system-
atically evaluate the state-of-the-art approaches to
character-level neural MT and identify their major
strengths and weaknesses on large datasets.

2 Character-Level Neural MT

Character-level processing was hardly possible
within the statistical MT paradigm that assumed
the existence of phrases consisting of semantically
rich tokens that roughly correspond to words. Neu-
ral sequence-to-sequence models (Sutskever et al.,
2014; Bahdanau et al., 2015; Vaswani et al., 2017)
do not explicitly work with this assumption. In
theory, they can learn to transform any sequence
into any sequence.

The original sequence-to-sequence models used
word-based vocabularies of a limited size and
which led to a relatively frequent occurrence of
out-of-vocabulary tokens. A typical solution to that
problem is subword segmentation (Sennrich et al.,
2016; Kudo and Richardson, 2018), which keeps
frequent tokens intact and splits less frequent ones
into smaller units.

Modeling language on the character level is at-
tractive because it can help overcome several prob-
lems of subword models. One-hot representations
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of words or subwords do not reflect systematic
character-level relations between words, potentially
harming morphologically rich languages. With sub-
words, minor typos on the source side lead to radi-
cally different input representations resulting in low
robustness towards source-side noise (Provilkov
et al., 2020; Libovicky and Fraser, 2020).

Models using recurrent neural networks (RNNs)
showed early success with character-level segmen-
tation on the decoder side (Chung et al., 2016).
Using character-level processing on the encoder
side proved harder which was attributed to the fea-
tures of the attention mechanism which can pre-
sumably benefit from semantically rich units (such
as subwords) in the encoder. Following this line
of thinking, Lee et al. (2017) introduced 1D con-
volutions with max-pooling that pre-process the
character sequence into a sequence of latent word-
like states. Coupled with a character-level decoder,
they claimed to match the state-of-the-art subword-
based models. Even though this architecture works
well on the character level, it does not general-
ize further to the byte level (Costa-jussa et al.,
2017). Hybrid approaches combining tokenization
into words with the computation of character-based
word representations were successfully used with
RNNs (Luong and Manning, 2016; Gronroos et al.,
2017; Ataman et al., 2019). Later, Cherry et al.
(2018) showed that RNNs perform on par with
subword models without changing the model archi-
tecture if the models are sufficiently large. Kreutzer
and Sokolov (2018) support this by showing that
RNN models which learn segmentation jointly with
the rest of the model are close to character-level.

Character-level modeling with Transformers ap-
pears to be more difficult. Gupta et al. (2019) used
Transparent Attention (Bapna et al., 2018) to train
deep character-level models and needed up to 32
layers to close the gap between the BPE and char-
acter models, which makes the model too large
for practical use. Libovicky and Fraser (2020)
narrowed the gap between subword and character
modeling using curriculum learning by finetuning
subword models to character-level.

Gao et al. (2020) proposed adding a convolu-
tional sub-layer in the Transformer layers. At the
cost of a 30% increase in parameter count, they
managed to narrow the gap between subword- and
character-based models by half. Banar et al. (2020)
reused the convolutional preprocessing layer with
constant-size segments of Lee et al. (2017) in a
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Figure 1: A timeline of research interest in character-
level MT. Months of arXiv pre-print publication of
the papers cited in Sections 2 and 3. Transformer repr.
means pre-trained general-purpose sentence representa-
tion, not MT models.

Transformer model for translation into English.
Without changing the decoder, they reached compa-
rable, but usually slightly worse, translation quality
compared to BPE-based models.

Shaham and Levy (2021a) revisited character-
and byte-level MT on rather small IWSLT datasets.
Their results show that character-level and byte-
level models are usually worse than BPE models,
but byte-based models without embedding layers
often outperform BPE-based models in the out-of-
English direction. Using similarly small datasets,
Li et al. (2021) claim that character-level modeling
outperforms BPE when translating into fusional,
agglutinative, and introflexive languages.

Nikolov et al. (2018) experimented with
character-level models for romanized Chinese.
These models performed comparable to models
using logographic signs, but significantly worse
than models using subwords. Zhang and Komachi
(2018) argued that signs in logographic languages
carry too much information and were able to im-
prove the translation quality by segmenting Chi-
nese and Japanese into sub-character units while
keeping subword segmentation on the English side.

Little is known about other properties of
character-level MT beyond the overall translation
quality. Sennrich (2017) prepared a set of con-
trastive English-German sentence pairs and tested
them using shallow RNN-based models. They ob-
served that character-based models transliterated
better, but captured morphosyntactic agreement
worse. Libovicky and Fraser (2020) evaluated
Transformer-based character-level models using
MorphEval and came to mixed conclusions.

Gupta et al. (2019) and Libovicky and Fraser
(2020) make claims about the noise robustness of
the character-level models using synthetic noise.
Li et al. (2021) evaluated domain robustness by
training models on small domain-specific datasets
and evaluating them on unrelated domains, claim-
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ing the superiority of character-level models in this
setup. On the other hand, Gupta et al. (2019) evalu-
ated the domain robustness in a more natural setup
and did not observe higher robustness when eval-
uating general domain models on domain-specific
tests compared to BPE.

Another consideration is longer training and in-
ference times. Character-level systems are signifi-
cantly slower due to the increased sequence length.
Libovicky and Fraser (2020) reported a 5.6-fold
slowdown at training time and a 4.7-fold slowdown
at inference time compared to subword models.

Recent research on character-level modeling
goes beyond MT. Pre-trained multilingual repre-
sentations are a particularly active area. Clark et al.
(2021) propose CANINE. The model shrinks char-
acter sequences into fewer hidden states (similar
to Lee et al., 2017). They use local self-attention
and strided convolutions (instead of highway layers
and max-pooling as in Lee’s work). Their model is
either trained using the masked-language-modeling
objective (Devlin et al., 2019) with subword super-
vision, or in an encoder-decoder setup similar to
Raffel et al. (2020). Both methods reach a repre-
sentation quality comparable to similar subword
models.

ByT5 (Xue et al., 2021a) and Charformer (Tay
et al., 2021) are based on the mT5 model (Xue
et al., 2021b) which uses sequence-to-sequence de-
noising pre-training. Whereas byT5 only uses byte
sequences instead of subwords and differs in hy-
perparameters, Charformer uses convolution and
combines character blocks to obtain latent subword
representations. These models mostly reach similar
results to sub-word models, occasionally outper-
forming a few of them, in the case of Charformer
without a significant slowdown.

3 WMT submissions

The Conference on Machine Translation (WMT)
organizes annual shared tasks in various use cases
of MT. The shared task submissions focus on trans-
lation quality rather than the novelty of presented
ideas, as most other research papers do. There-
fore, we assume that, if character-level models
were a fully-fledged alternative to subword models,
at least some systems submitted to the shared tasks
would use character-level models.

We annotated recent system description papers
with the input and output segmentation method
they used. We focused on information about exper-
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Figure 2: A boxplot of vocabulary sizes of WMT sys-
tems from 2018-2020, the median is denoted with the
orange line.

iments with character-level models. Since we are
primarily interested in the Transformer architecture
that became the standard after 2017, we only in-
cluded system description papers from 2018-2020
(Bojar et al., 2018; Barrault et al., 2019, 2020).
Transformers were used in 81%, 87%, and 97% of
the systems in the respective years. We included
the main task on WMT, news translation, and two
minor tasks where character-level methods might
help: translation robustness (Li et al., 2019; Spe-
cia et al., 2020) and translation between similar
languages (ibid.).

Almost all systems use a subword-based vocabu-
lary (BPE: 81%, 71%, 66% in the respective years;
SentencePiece: None in 2018, 9% and 25% in the
following ones). Purely word-based (none in 2018,
2% and 3% in the later years) or morphological
segmentation (4%, 2%, 3% in the respective years)
are rarely used. The average vocabulary size de-
creases over time (see Figure 2) with a median size
remaining at 32k in the last two years. The rea-
son for the decreasing average is probably a higher
proportion of systems for low-resource languages,
where a smaller vocabulary leads to better transla-
tion quality (Sennrich and Zhang, 2019).

Among the 145 annotated system description
papers, there were only two that used character-
level segmentation. Mahata et al. (2018) used a
character-level model for Finnish-to-English trans-
lation. This system, however, makes many subop-
timal design choices and ended up as the last one
in the manual evaluation. Scherrer et al. (2019)
experimented with character-level systems for sim-
ilar language translation and observed that charac-
ters outperform other segmentations for Spanish-
Portuguese translation, but not for Czech-Polish.
Knowles et al. (2020) experimented with differ-
ent subword vocabulary sizes for English-Inuktikut
translation and reached the best results using a sub-
word vocabulary of size 1k, which makes it close to
the character level. Most of the papers do not even
mention character-level segmentation as a viable
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alternative they would like to pursue in future work
(7% in 2018, 2% in 2019, none in 2020).

Character-level methods were more frequently
used in WMT17 with RNN-based systems, espe-
cially for translation of Finnish (Escolano et al.,
2017; Ostling et al., 2017) and less successfully
for Chinese (Holtz et al., 2017) and the automatic
post-editing task (Vari$ and Bojar, 2017).

On the other hand, Figure 1 shows that the re-
search interest in character-level methods remains
approximately the same, or may have slightly in-
creased. For practical solutions in WMT systems,
we clearly show that system designers in the WMT
community have avoided character-level models.

We speculate that the main reasons for not con-
sidering character-level modeling are its lower ef-
ficiency and the fact that the literature shows no
clear improvement of translation quality. Most of
the submissions use back-translation (85%, 82%,
and 94% in the respective years), often iterated sev-
eral times (11%, 20%, 16%), which requires both
training and inference on large datasets. With the
approximately 5-fold slowdown, WMT-scale exper-
iments on character models are not easily tractable.

4 Evaluated Models

We evaluate several Transformer-based architec-
tures for character-level MT. A major issue with
character-level sequence processing is the sequence
length and low information density compared to
subword sequences. Architectures for character-
level sequence processing typically address this
issue by locally processing and shrinking the se-
quences into latent word-like units. In our experi-
ments, we explore several ways to do this.

First, we directly use character embeddings as
input to the Transformer. Second, following Banar
et al. (2020), we use the convolutional character
processing layers proposed by Lee et al. (2017).
Third, we replace the convolutions with local self-
attention as proposed in the CANINE model (Clark
et al., 2021). Finally, we use the recently proposed
Charformer architecture (Tay et al., 2021).

Lee-style encoding. Lee et al. (2017) process the
sequence of character embeddings with convolu-
tions of different kernel sizes and number of output
channels. In the original paper, this was followed
by 4 highway layers (Srivastava et al., 2015). In our
preliminary experiments, we observed that a too
deep stack of highway layers leads to diminishing
gradients, and we replaced the second two High-

way layers with feedforward sublayers as used in
the Transformer architecture (Vaswani et al., 2017).

CANINE. Clark et al. (2021) experiment with
character-level pre-trained sentence representa-
tions. The character-processing architecture is in
principle similar to Lee et al. (2017) but uses more
modern building blocks. Character embeddings are
processed by a Transformer layer with local self-
attention which only allows the states to attend to
states in their neighborhood. This is followed by
downsampling using strided convolution.

Originally, CANINE used a local self-attention
span as long as 128 characters. In the case of MT,
this would usually span the entire sentence, so we
use significantly shorter spans.

Charformer. Unlike previous approaches, Char-
former (Tay et al., 2021) does not apply a non-
linearity on the embeddings and gets latent sub-
word representations by repeated averaging of char-
acter embeddings. First, it processes the sequence
using a 1D convolution, so the states are aware
of their mutual local positions in local neighbor-
hoods. Second, non-overlapping character n-grams
of length up to N are represented by averages of
the respective character embeddings. This means
that for each character, there is a vector that rep-
resents the character as a member of n-grams of
length 1 to N. In the third step, the character blocks
are scored with a scoring function (a linear trans-
formation), which can be interpreted as attention
over the IV different n-gram lengths. The attention
scores are used to compute a weighted average over
the n-gram representations. Finally, the sequence
is downsampled using mean-pooling with window
size and stride size N (i.e., the maximum n-gram
size).

Whereas Lee-style encoding allows using low-
dimensional character embeddings and keeps most
parameters in the convolutional layers, CANINE
and Charformer need the character representation
to have the same dimension as the following Trans-
former layer stack.

Two-step decoding. The architectures men-
tioned above allow the Transformer layers to op-
erate more efficiently with a shorter and more
information-dense sequence of states. However,
while decoding, we need to generate the target char-
acter sequence in the original length, by outputting
a block of characters in each decoding step. Our
preliminary experiments showed that generating
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Figure 3: Encoder-decoder architecture with character-
processing layers and a two-step decoder with
lightweight LSTM for output coherence.

blocks of characters non-autoregressively leads to
incoherent output. Therefore, we propose a two-
step decoding architecture where the stack of Trans-
former layers operating over the downsampled se-
quence is followed by a lightweight LSTM autore-
gressive decoder (see Figure 3).

The input to the LSTM decoder is a concatena-
tion of the embedding of the previously generated
character and a projection of the Transformer de-
coder output state. At inference time, the LSTM
decoder generates a block of characters and inputs
them to the character-level processing layer. The
Transformer decoder computes an output state that
the LSTM decoder uses to generate another char-
acter block. More details are in Appendix A.

Modifying Charformer for the two-step decod-
ing would require a long padding at the beginning
of the sequence causing the decoder to diverge. Be-
cause of that, we use Lee-style encoding on the de-
coder side when using Charformer in the encoder.

First, we conduct all our experiments on the
small IWSLT datasets. Then we evaluate the most
promising architectures on larger datasets.

5 Experiments on Small Data

We implement the models using Huggingface
Transformers (Wolf et al., 2020). We take the CA-
NINE layer from Huggingface Transformers and
use an independent implementation of Charformer! .
Our source code is available on Github.> Hyper-
parameters and other experimental details can be

found in Appendix B.

5.1 Experimental Setup

We evaluate the models on translation between En-
glish paired with German, French, and Arabic (with

'https://github.com/lucidrains/charformer-pytorch
*https://github.com/jlibovicky/
char-nmt-two-step-decoder

English as both input and output) using the IWSLT
2017 datasets (Cettolo et al., 2017) with a train-
ing data size of around 200k sentences for each
language pair (see Appendix B for details).

For the subword models, we tokenize the input
using the Moses tokenizer (Koehn et al., 2007)
and then further split the words into subword units
using BPE (Sennrich et al., 2016) with 16k merge
operations. For the character models, we limit the
vocabulary to 300 UTF-8 characters.

We use the Transformer Base architecture
(Vaswani et al., 2017) in all experiments. We
make no changes to it in the subword and baseline
character experiments. In the later experiments,
we replace the embedding lookup with the char-
acter processing architectures. For the Lee-style
encoder, we chose similar hyperparameters as re-
lated work (Banar et al., 2020). For experiments
with Charformer and CANINE models, we set the
hyperparameters such that they cover the same char-
acter span before downsampling as the Lee-style
encoder, which causes the models to have fewer
parameters than a Lee-style encoder. Note how-
ever that for both the Charformer and the CANINE
models, the number of parameters is almost inde-
pendent of the character window width. For all
three character processing architectures, we experi-
ment with downsampling factors of 3 and 5 (a 16k
BPE vocabulary corresponds to a downsampling
factor of about 4 in English).

5.2 Translation Quality

We evaluate the translation quality using the BLEU
score (Papineni et al., 2002), the chrF score
(Popovié, 2015) (as implemented in SacreBLEU;
Post, 2018),> and the COMET score (Rei et al.,
2020). We run each experiment 4 times and report
the mean value and standard deviation.

The results are presented in Table 1. Except
for translation into Arabic, where character meth-
ods outperform BPEs (which is consistent with the
findings of Shaham and Levy, 2021a and Li et al.,
2021), subword methods are always better than
characters.

The Lee-style encoder outperforms the two more
recent methods and the method of using the char-
acter embeddings directly. Charformer performs
similarly to using character embeddings directly,

SBLEU score signature nrefs:1|case:mixed]|
eff:noltok:13alsmooth:exp|version:2.0.0
chrF score signature nrefs:1|case:mixed|eff:yes|
nc:6|nw:0|space:no|version:2.0.0
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= Enc. Dec, Char ‘ From English Into English
2 proc. ‘ ar de fr ar de fr
= params
downsample ‘ Biev  chrF Cower ‘ Biev  chrF Cower | Biev  chrF Cower | Buieu  chrF Cowsr | Biev  ¢chrF Cower | Biev  chrF - Cower
BPE 16k l6sl6 | 112 436 258 277 555 254|364 619 408|297 521 325316 554 379|362 592 527
+02 +£002 011 +03 +£002  £005 +03 +£002  £008 +02 +001  £147 +03 +£001 008 +03 +£003  £005
Vanilla char. 658 | 13.5 447 267 256 .550 .165|34.6 .611 .350|27.7 .518 .238 |29.4 545 327|347 .585 .487
+04  £004  £016 +07 +£005 034 +0.7 +£002  £020 +08 £006  +034 +07 £005 029 +04 +£003 012
3 _ 9672 | 13.1 448 274 259 552 200|352 .613 .383|28.0 .521 .257 | 302 .551 .345| 353 .588 .506
+0.5 +£002 4009 +0.7 +£001  £023 +04 +£002  £010 404 £002 015 +05 £003 02 +02 £001 013
2 _ oe72 | 125 439 245 250 545 140|332 602 303 | 249 491 .090 [ 289 543 311|344 583 .483
2 +0.1 4002 013 +04 +002 013 +01 +003 017 +44 +042  £208 +03 +002 019 +03 +002  £016
5 3 3 9646 | 11.0 432 143 234 541 .065 | 31.7 .603 277 | 25.6 .509 .170 | 28.0 .537 .262 | 33.3 .577 .440
3 +02 002 013 +04 +£002  £028 +05 £002  £012 +03 001 +016 +03 +£002 019 +04 =001 =015
5 35 9646 | 94 418 006 21.8 .524 -106 | 28.7 .584 .094 | 237 .492 .033 | 255 .519 131|309 .561 .335
+05 £003  +015 +03 +£002 021 +17 +.011 +.096 +03 +001  £015 +03 +£003 4019 +05 +004 018
3 _ 1320 | 133 448 261 259 550 .167 | 329 .607 .300 | 27.3 .520 .229 (299 .548 327 | 35.1 .588 .495
- +03 4002 +o011 +05 +004 026 +03 +£003  +018 +05 £002  +.028 +03 +001  £.008 +03 +002 013
g s _ 1320 | 122 435 179 242 535 .060 | 31.3 .591 .171 | 25.1 .500 .103 | 28.1 .535 .227 | 337 577 .428
5 +03 £002 020 +06 +£003 027 +04 £003  £026 £06  £002  £02 +04 +£003 02 +02 +£002 012
g 3 3 1165 | 103 431 .000 232 .540 .037 | 30.6 .601 .192 | 245 .506 .125 |27.5 .538 225|326 .576 .425
= - +05 £004  +.000 +0.5 +004 034 +04 +£003 031 +04  £003 +021 +05 £003  +021 +03 +.001 +014
O 5 5 1165 | 84 402 -121 199 510 -250 | 274 575 -039 | 184 448 -248 | 235 511 018|292 552 .228
+02 +003  £023 +02 +002  £027 +0.7 £005  +.029 +3.1 +029 173 +0.5 +003  £029 +07 +002 035
3 _ 6446 | 12.6 440 195 254 547 121|332 .606 .269 | 26.1 512 .137 | 29.1 546 273 | 345 .583 448
+03 +£002 019 +05 +002 024 +06 +004 024 £05 £004 024 +04 +002  £.020 +04 +003 014
o 5 _ 7470 | 112 421 .045 225 .524 -095 | 30.5 .584 273 |22.1 477 -.121 | 273 .528 .115| 325 .566 .273
£ +02 £001  £005 +04 +£004 027 +05 £004  £029 £06 +£001  £023 +03 001 +022 +05 £004  £029
S 3 3 6291 | 94 399 .035 21.7 .516 -050 | 29.6 .573 .113 | 234 .490 .007 | 25.0 .523 .120 | 32.1 .570 .357
@] - +06 +104  £023 +03 £003  £-177 +04  £-096 027 £11 194 £130 +08 £008  £-157 | +03 +£102 £-092
5 5 7444 | 6.4 344 -384 19.0 490 -421 | 27.8 531 .046 | 154 389 -516 | 23.0 .494 -112 | 27.6 .520 .044
+03 £107  £.041 +03 +£205  +236 +08 +.201 +.019 +0.1 +-097  £-070 +04 +£201  £210 +04  £-.099  £-181

Table 1: Translation quality of the models on the IWSLT data.

The fourth column shows the size of the character-

processing layers expressed as the vocabulary size of Transformer Base having the same number of parameters in

the embeddings.

CANINE is significantly worse. The results are
mostly consistent across the language pairs.

Increasing the downsampling rate from 3 to 5
degrades the translation quality for all architectures.
Employing the two-step decoder matches the de-
coding speed of subword models. However, the
overall translation quality is much worse.

The three metrics that we use give consistent
results in most cases. Often, relatively small dif-
ferences in BLEU and chrF scores correspond to
much bigger differences in the COMET score.

5.3 Inference

Inference algorithms for neural MT have been dis-
cussed extensively (Meister et al., 2020; Massarelli
et al., 2020; Shi et al., 2020; Shaham and Levy,
2021b) for the subword models. Subword trans-
lation quality quickly degrades beyond a certain
beam width unless heuristically defined length nor-
malization is applied.

As an alternative, Eikema and Aziz (2020) re-
cently proposed Minimum Bayes Risk (MBR; Goel
and Byrne 2000) estimation as an alternative. As-
suming that similar sentences should be similarly
probable, they propose repeatedly sampling from
the model and selecting a sentence that is most sim-
ilar to other samples. With subword models, MBR
performs comparably to beam search.

Intuitive arguments about the inference algo-
rithms are often based on the properties of the

subword output distribution. On average, charac-
ter models will produce distributions with lower
perplexity and thus likely suffer more from the ex-
posure bias which might harm sampling from the
model. Therefore, there is a risk that these empiri-
cal findings do not apply to character-level models.

We explore what decoding strategies are best
suited for the character-level models. We com-
pare the translation quality of beam search de-
coding with different degrees of length normal-
ization.* Further, we compare length-normalized
beam search decoding with MBR (with 100 sam-
ples), greedy decoding, and random sampling. We
use the chrF as a comparison metric which al-
lows pre-computing the character n-grams and thus
faster sentence pair comparison than the originally
proposed METEOR (Denkowski and Lavie, 2011).

Figure 4 shows the translation quality of the se-
lected models for different beam sizes. The dotted
lines denoting the translation quality without length
normalization show that the quality of the subword
models quickly deteriorates without length normal-
ization, whereas vanilla and Lee-style character-
level models do not seem to suffer from this prob-
lem.

Table 2 presents the translation quality for dif-
ferent decoding methods. In all cases, beam search

* As we increase beam size, the number of search errors is
decreasing, but here we are evaluating modeling errors, not
search errors.
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Figure 4: chrF scores for IWSLT en-de translation for
different models and beam sizes. The dotted lines are
without length normalization, the solid lines are with
length normalization. All character processing archi-
tectures use a downsampling window of size 3. The
legend tabulates the Pearson correlation of the beam
size (starting from 5) and the chrF score.

S Enc. Dec. Sample Greedy Beam MBR
§ downsample
BPE 16k 0.482 0.545 0.555 0.554
-0.132 0.199 0.262 0.187
Vanilla char. 0.448 0.537 0.537 0.538
-0446 0.117 0.165 0.086
2 3 0461 0.539 0.552 0.544
z -0.340 0.142 0.200 0.106
E) 3 3 0.430 0.523 0.540 0.526
-0.657 -0.015 0.065 -0.105
o) 3 0305 0530 0.547 0.448
g -1.490 | 0.061 0.149 -0.831
ZE::“ 3 3 0227 | 0462 0.540 0.412
@) -1.720 -0.424 0.036 -1.090
° 3 0307 [ 0531 0.547 0.456
£ -1.500 | 0.051 0.121 -0.838
S 3 3 0253 | 0.516 0.534 0413
-1.680 [-0.097 -0.034 -1.130
Table 2: chrF (yellow-green scale) and COMET

(yellow-red scale) scores for decoding methods for
models trained on en-de systems.

is the best strategy. Sampling from character-level
models leads to very poor translation quality that
in turn also influences the MBR decoding leading
to much worse results than beam search.

Our experiments show that beam search with
length normalization is the best inference algorithm
for character-level models. They also seem to be
more resilient towards the beam search curse com-
pared to subword models.

6 Experiments on WMT Data

Based on the results of the experiments with the
IWSLT data, we further experiment only with the
Lee-style encoder using a downsampling factor of

3 on the source side. Additionally, we experiment
with hybrid systems with a subword encoder and
character decoder. We train translation systems
of competitive quality on two high-resource lan-
guage pairs, English-Czech and English-German,
and perform an extensive evaluation.

6.1 Experimental Setup

For English-to-Czech translation, we use the
CzEng 2.0 corpus (Kocmi et al., 2020b) that ag-
gregates and curates all sources for this language
pair. We use all 66M authentic parallel sentence
pairs and 50M back-translated Czech sentences.

For the English-to-German translation, we use
a subset of the training data used by Chen et al.
(2021). The data consists of 66M authentic sen-
tence pairs filtered from the available data for WMT
and 52M back-translated German sentences from
News Crawl 2020.

We tag the back-translation data (Caswell et al.,
2019). We use the Transformer Big architecture
for all experiments with hyperparameters follow-
ing Popel and Bojar (2018). For the Lee-style en-
coder, we double the hidden layer sizes compared
to the IWSLT experiments (following the hidden
size increase between the Transformer Base and
Big architectures). In contrast to the previous set
of experiments, we use Fairseq (Ott et al., 2019).
Our code is available on Github’. System outputs
are attached to the paper in the ACL anthology.

We evaluate the systems not only on WMT20
test sets but also on data that often motivated the re-
search of character-level methods. We evaluate the
out-of-domain performance of the models on the
NHS test set from the WMT17 Biomedical Task
(Jimeno Yepes et al., 2017) and on the WMT16 IT
Domain test set (Bojar et al., 2016). We use the
same evaluation metrics as for the IWSLT experi-
ments. We estimate the confidence intervals using
bootstrap resampling (Koehn, 2004).

We also assess the gender bias of the systems
(Stanovsky et al., 2019; Kocmi et al., 2020a), using
a dataset of sentence pairs with stereotypical and
non-stereotypical English sentences. We measure
the accuracy of gendered nouns and pronouns using
word alignment and morphological analysis.

Morphological generalization is often mentioned
among the motivations for character-level model-
ing. Therefore, we evaluate our models using Mor-
phEval (Burlot and Yvon, 2017; Burlot et al., 2018).

Shttps://github.com/jlibovicky/char-nmt-fairseq
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Table 3: Results of the WMT-scale experiments.

Similar to the gender evaluation, MorphEval also
uses contrastive sentence pairs that differ in exactly
one morphological feature. Accuracy on the sen-
tences is measured. Besides, we assess how well
the models handle lemmas and forms that were un-
seen at training time. We tokenize and lemmatize
all data with UDPipe (Straka and Strakovd, 2017).
On the WMT?20 test set, we compute the recall of
test lemmas that were not in the training set and the
recall of word forms that were not in the training
data, but forms of the same lemma were. Note that
not generating a particular lemma or form is not
necessarily an error. Therefore, we report the recall
in contrast with the recall of lemmas and forms that
were represented in the training data.

Character-level models are also supposed to be
more robust towards source-side noise. We evalu-
ate the noise robustness of the systems using syn-
thetic noise. We use TextFlint (Wang et al., 2021)
to generate synthetic noise in the source text with
simulated typos and spelling errors. We generate
20 noisy versions of the WMT20 test set and report
the average chrF score.

6.2 Results

The main results are presented in Table 3. The
main trends in the translation quality are the same
as in the case of IWSLT data: subword models
outperform character models. Using Lee-style en-
coding narrows the quality gap and performs simi-
larly to models with subword tokens on the source
side. Although domain robustness often motivates
character-level experiments, our experiments show
that the trends are domain-independent, except for
English-German IT Domain translation.

The similar performance of the subword encoder
and the Lee-style encoder suggests that the hidden
states of the Lee-style encoder can efficiently emu-

late the subword segmentation. We speculate that
the main weaknesses remain on the decoder side.

In the English-to-Czech direction, the character-
level models perform worse in gender bias evalua-
tion, although they better capture grammatical gen-
der agreement according to the MorphEval bench-
mark. On the other hand, character-level models
make more frequent errors in the tense of coor-
dinated verbs. There are no major differences in
recall of novel forms and lemmas.

For the English-to-German translation, character-
level methods reach better results on the gender
benchmark. We speculate that getting gender cor-
rect in German might be easier because unlike
Czech it does not require subject-verb agreement.
The average performance on the MorphEval bench-
mark is also slightly better for character models.
Detailed results on MorphEval are in Tables 7 and 8
in the Appendix. The higher recall of novel forms
also suggests slightly better morphological gener-
alization.

The only consistent advantage of the character-
level models is their robustness towards source side
noise. Here, the character-level models outperform
both the fully subword model and the subword
encoder.

7 Conclusions

In our extensive literature survey, we found evi-
dence that character-level methods should reach
comparative translation quality as subword meth-
ods, typically at the expense of much higher compu-
tation costs. We speculate that the computational
cost is the reason why virtually none of the re-
cent WMT systems used character-level methods
or mentioned them as a reasonable alternative.
Recently, most innovations in character-level
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modeling were introduced in the context of pre-
trained representations. In our comparison of char-
acter processing architectures (two of them used
for the first time in the context of MT), we showed
that 1D convolutions followed by highway layers
still deliver the best results for MT.

Character-level systems are still mostly worse
than subword systems. Moreover, the recent
character-level architectures do not show advan-
tages over vanilla character models, other than im-
proved speed.

To overcome efficiency issues, we proposed a
two-step decoding architecture that matches the
speed of subword models, however at the expense
of a further drop in translation quality.

Furthermore, we found that conclusions of re-
cent literature on decoding in MT do not generalize
for character models. Character models do not
suffer from the beam search curse and decoding
methods based on sampling perform poorly, here.

Evaluation on competitively large datasets
showed that there is still a small quality gap be-
tween character and subword models. Character
models do not show better domain robustness, and
only slightly better morphological generalization in
German, although this is often mentioned as impor-
tant motivation for character-level modeling. The
only clear advantage of character models is high
robustness towards source-side noise.

In contrast to earlier work on character-level MT,
which claimed that decoding is straightforward and
which focused on the encoder part of the model, our
conclusions are that Lee-style encoding is compara-
ble to subword encoders. Even now, most modeling
innovations focus on encoding. Character-level de-
coding which is both accurate and efficient remains
an open research question.
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A Two-step decoder

Here, we describe details of the architecture of the
two step decoder shown in Figure 3. The input
of the decoder are hidden states of the character
processing architecture, i.e., for a downsampling
factor s, a sequence that is s times shorter than
the input sequence. The output of the Transformer
stack is a sequence of the same length.

For each Transformer decoder state h;, the de-
coder needs to produce s characters. This is done
by a light-weight autoregressive LSTM decoder. In
each step, it has two inputs: the embedding of the
previously decoded character and a projection of
the decoder state h;. There are s different linear
projections for each of the output character gener-
ated from a single Transformer state.

2482


https://aclanthology.org/2020.wmt-1.4
https://aclanthology.org/2020.wmt-1.4
https://aclanthology.org/2020.wmt-1.4
http://arxiv.org/abs/1505.00387
https://doi.org/10.18653/v1/P19-1164
https://doi.org/10.18653/v1/P19-1164
https://doi.org/10.18653/v1/K17-3009
https://doi.org/10.18653/v1/K17-3009
https://doi.org/10.18653/v1/K17-3009
https://proceedings.neurips.cc/paper/2014/hash/a14ac55a4f27472c5d894ec1c3c743d2-Abstract.html
http://arxiv.org/abs/2106.12672
http://arxiv.org/abs/2106.12672
https://doi.org/10.18653/v1/W17-4777
https://doi.org/10.18653/v1/W17-4777
https://proceedings.neurips.cc/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://proceedings.neurips.cc/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://doi.org/10.18653/v1/2021.acl-demo.41
https://doi.org/10.18653/v1/2021.acl-demo.41
https://doi.org/10.18653/v1/2021.acl-demo.41
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
http://arxiv.org/abs/2105.13626
http://arxiv.org/abs/2105.13626
https://doi.org/10.18653/v1/2021.naacl-main.41
https://doi.org/10.18653/v1/2021.naacl-main.41
https://doi.org/10.18653/v1/W18-6303
https://doi.org/10.18653/v1/W18-6303
https://doi.org/10.18653/v1/W18-6303

At inference time, the LSTM decoder gets one
Transformer state and generates s output characters.
The characters are fed to the character processing
architecture, which is in turn used to generate the
next Transformer decoder state.

B IWSLT Experiments

B.1 Dataset details

We used the t st 2010 part of the dataset for val-
idation and t st2015 for testing and did not use
any other test sets. The data sizes are presented in
Table 4.

B.2 Model Hyperparameters

All models are trained with initial learning rate:
5 - 10~* with 4k warmup steps. The batch size is
20k tokens for both BPE and character experiments
with update after 3 batches. Label smoothing is set
to 0.1.

Lee-style. The character embedding dimension
is 64. The original paper used kernel sizes from
1 to 8. For ease of implementation, we only use
even-sized kernels up to size 9. The encoder uses
1D convolutions of kernel size 1, 3, 5, 7, 9 with
128, 256, 512, 512, 256 filters. Their output is
concatenated and projected to the model dimension,
followed by 2 highway layers and 2 Transformer
feed-forward layers.

CANINE. The local self-attention span in the
encoder is 4 x the downsampling factor, in the en-
coder, equal to the downsampling factor.

Two-step decoder. The decoder uses character
embeddings with dimension of 64, which is also the
size of the projection of the Transformer decoder
state. The hidden state size of the LSTM is 128.

B.3 Validation Performance

The validation BLEU and chrF scores and training
and inference times are in Table 5. The training
times were measured on machines with GeForce
GTX 1080 Ti GPUs and with Intel Xeon E5—
2630v4 CPUs (2.20GHz), a single GPU was used.

Note that the experiments on IWSLT were not
optimized for speed and are thus not comparable
with the times reported on the larger datasets.

C WMT Experiments
C.1 Training Details

We use the Transformer Big archi-
tecture as defined FairSeq’s  standard
transformer_wmt_en_de_big_t2t.

The Lee-style encoder uses filters sizes 1, 3, 5,
7, 9 of dimensions 256, 512, 1024, 1024, 512.
The other parameters remains the same as in the
IWSLT experiments.

We set the beta parameters of the Adam opti-
mizer to 0.9 and 0.998 and gradient clipping to
5. The learning rate is 5 - 10~* with 16k warmup
steps. Early stopping is with respect to negative log
likelihood with patience 10. We save 5 best check-
points and do checkpoint averaging before evalua-
tion. The maximum batch size is 1800 tokens for
the BPE experiments and 500 for character-level
experiments. We train the models on 4 GPUs, so
the effective batch size is 4 times bigger.

C.2 Validation Performance

During training, we evaluated the models by mea-
suring the cross-entropy on the validation set. After
model training, we use grid search to estimate the
best value of length normalization on the validation
set. The translation quality on the validation data
is tabulated in Table 6.

C.3 Detailed Results

The detailed results on the MorphEval benchmark
are in Tables 7 (Czech) and 8 (German). The details
of the noise evaluation are in Table 9.
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Train Validation Test

Char. Char. Sent. Char. Char. Sent. Char. Char.
src tgt src gt src tgt
en-ar 232k  22.5M 32.8M 1.3k 119k 179k 1.2k 116k 164k
en-de 206k 19.9M 21.7M 1.3k 117k 132k 1.1k 109k 100k

en-fr 232k 22.6M 25.5M 1.3k 119k 140k 1.2k 116k 129k

Sent.

Table 4: IWSLT data statistics in terms of number of parallel sentences and number of characters.

~ Enc. Dec ‘ From English Into English
o) X X
g ar de fr ar de fr
downsample Train Valid Buew chrF | Train  Valid B chrF | Train  Valid Buew  chrF | Train  Valid  Buew  chrF | Train Valid Buew  chrF | Train  Valid Buw  chrF
BPE 16k 8.9 94 138 411 | 82 238 261 .523 | 68 206 358 .594 | 104 198 279 501 | 89 162 302 .534| 93 174 379 591
£16 10 02 0w £09 186 03 =00l £10 E10 05 on +07 £07 ol xo +02 £10 o1 o0l 07 +05 05 2o
Vanilla char. 145 2032 114 417 | 13.7 2935 247 516 | 170 3187 349 590 | 162 2413 268 499 | 156 2035 29.0 .527 | 17.9 230.8 369 .583
. £55 =39 02 20 i35 £58 05 Lo £20 £38 03 zow | £52 +281 07 £005 £33 196 407 ko | 27 294 +05 2o
3 _ 13.0 2328 115 420 | 166 331.0 248 519 | I1.1 3582 349 591 | 9.6 321.0 27.0 .502 | 165 2752 29.6 .533 | 17.4 3015 37.6 .589
205 33 01 xo0 +92 112 00 o =01 £10 04 Tom | xo0 12 01 koo 82 BN 03 oo £17 +34 03 Ton
2 5 _ 16,5 2232 11.0 411 | 94 3138 236 510 | 187 3475 326 .576 | 9.2 237.0 23.7 472 | 21.3 2570 285 .524 | 108 2878 36.4 .580
= +68 +69 +02 +.002 +74 +49 02 +.002 +20 +39 +04 +002 +16 +1207 +47 +043 +17 +29 04 +.003 +96 +90 +02 +002
5 3 3 154 815 100 .398 | 157 103.0 225 .502 | 17.1 1060 33.0 .579 | 142 1025 246 484 | 162 908 273 513 | 148 948 353 .574
2 32 £21 02 Ton £31 £60 03 o +29 =07 02 Tow | +3 22 03 ko0l £20 +29 02 oo +22 37 02 ool
5 5 137 41.0 84 377 | 13.1 464 195 474 | 10.7 442 280 545 | 11.6 472 22.1 461 | 108 434 241 489 | 89 464 31.8 549
£39 =09 01 Eoo £52 +08 203 +on +34 L0 k19 o3 | xes =04 o2 zow £ £05 02 o £20 +08 04 Ton
3 — 164 2320 113 417 | 164 3422 240 510 | 17.2 3638 337 .582 | 154 363.0 27.1 .500 | 16.7 2760 294 .531 | 17.9 3062 37.1 .587
. +24 84 02 00 +27 7.1 04 tos | £1s £83 o1 Eow | £70 00 203 Lo £10 a4 03 ool +32 483 03 ko0l
2 s — 140 630 74 359 | 122 80.8 182 456 | 13.8 762 278 536 | 11.5 625 181 419 | 11.6 642 230 480 | 13.0 725 30.6 .541
=4 19 70 01 oo 10 £154 202 xo0 | 432 74 05 Eoos £37 80 27 £07 | £14 +29 03 £ | 455 £91 03 £on
< 3 3 155 812 100 .398 | 149 102.8 225 497 | 162 1192 322 571 | 148 1042 248 482 | 134 89.0 276 .516 | 157 1002 357 .
E] 16 15 02 ko0l £23 £31 03 w003 | &0 90 04 Eoos | £38 48 103 003 £07 £25 k02 ko | 424 £98 01 ko0l
O 3 5 140 630 74 359 | 122 80.8 182 456 | 13.8 762 27.8 536 | 11.5 625 181 419 | 11.6 642 230 480 | 13.0 725 30.6 .541
19 70 01 oo 10 £154 x02  xo0 | 432 74 05 oos £37 80 27 £07 | +14 +29 03 £ | 455 £91 03 £on
3 _ 148 3008 10.7 .407 | 19.1 4810 24.1 513 | 20.0 4948 339 582 | 19.7 3688 26.1 493 | 185 3182 288 .526 | 13.3 3475 36.7 .583
- +22 =68 03 00 23 E5120 202 ko | 433 138 206 x| £33 =38 03 2003 +23 +102 x4 ks | +6s 00 x04 Eoos
o 5 _ 139 2492 94 386 | 13.5 366.8 21.6 .489 | 20.1 3955 312 558 | 17.7 363.2 22.6 458 | 129 300.8 26.7 .508 | 169 3122 344 564
g £15 =50 02 Eow £73 £28 04 00 +i2 £54 07 Toos | 4w =89 EE £75 E0s 202 ko | 425 37 ER El—
5 3 3 173 915 94 390 | 186 1385 21.6 .493 | 184 1322 31.6 .567 | 141 1152 239 474 | 129 1045 262 505 | 142 1180 350 .572
O - +25 £ 03 o0 +28 £19 x04 xo0l +18 £159 k06 oo | x49 =18 o6 o0 24 +40 08 Toos | 459 =4l o1 oo
5 5 17.1 72.0 6.1 332 | 152 855 173 450 | 162 89.0 27.1 .529 | 209 81.8 157 .391 | 157 750 225 473 | 13.1 845 294 529
- - 83 £67 02 1005 per) £96 03 00 | +18 £54 EXER— EuN B 04 £005 £39 £24 02 o0l 31 +50 EX Y

Table 5: Training time (hours), inference time on the validation set (seconds) and translation quality in terms of
BLUE and chrF scores on the validation data.

BPE BPE2char  char lee
comparative 78.2% 78.2% 79.6%  80.4%
conditional 59.8% 65.8% 712%  68.4%
coordverb-number 85.4% 81.2% 77.4%  80.0%
coordverb-person 85.2% 82.0% 78.0%  80.0%
coordverb-tense 81.8% 78.4% 74.0%  75.2%
coref-gender 71.7% 74.8% 76.5%  75.9%

Len. future 86.2% 85.8% 84.0%  85.8%
Biew chrF  Cown "0 0 negation 962%  974%  98.0% 98.2%
- noun number 79.4% 81.0% 80.8%  81.4%
BPE 16k 244 524 753 0.8 past 87.2% 89.0% 89.4%  86.8%
% BPE to char 229 513 .687 1.2 preposition 96.0% 96.6% 96.1%  95.9%
& Vanilla char. 223 506 .654 1.4 pron2coord 100.0%  100.0%  99.6%  100.0%
© Lee-style enc. 231 514 .698 1.0 pron2nouns-case 95.8% 95.6% 944%  94.6%
pron2nouns-gender 95.2% 95.2% 93.6%  93.8%
Lee-styleenc. 121 23.7 520 724 14 pron2nouns-number 95.6% 95.6% 94.4%  94.6%
BPE 16k 478 7708 651 1.2 pron fem 94.0% 94.6% 93.8%  93.2%
Q pron plur 92.0% 92.0% 92.0% 91.4%
b \B,PFT to char 437683 594 12 pron relative-gender  78.9%  81.8%  81.8%  81.5%
5 anilla char. 427 .675 .569 1.4 . o o o o
pron relative-number  80.1% 83.1% 82.8%  82.6%
Lee-style enc. 437 .684 595 1.6 superlative 93.0%  91.4%  91.0%  92.0%
Lee-styleenc. 121 449 .691 .617 1.0
NOUN case .102 .108 105 .100
ADJ gender .198 194 211 202
Table 6: Translation quality on the validation data and Qgi number -;gi ‘}gg %;(3) -%8%
o case . . . .
the Yalue of length normalization that led to the best VERB number 117 103 ‘o1 ‘o4
quahty. VERB person .091 .083 .085 .084
VERB tense 113 .109 .108 .110
VERB negation .081 077 .075 .075
Average 88.6% 87.0% 86.4%  86.6%

Table 7: Detailed MorphEval results for English-Czech
translation.
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BPE BPE2char Char Lee
dj strong 97.9% 98.7% 99.6% 99.2%
comparative 96.9% 96.8% 95.6% 96.3%
compounds syns 65.9% 66.0% 65.4% 66.7%
conditional 90.5% 95.4% 97.0% 97.0%
coordverb-number 98.0% 98.7% 99.1% 99.3%
coordverb-person 98.3% 99.1% 99.5% 99.8%
coordverb-tense 98.0% 98.7% 99.3% 99.3%
coref-gender 94.5% 93.2% 95.1% 91.9%
future 87.3% 90.8% 87.6% 88.9%
negation 98.8% 98.8% 99.4% 99.4%
noun number 67.0% 69.3% 71.5% 68.4%
past 94.7% 97.1% 96.0% 96.5%
pron2nouns-gender 100.0% 100.0% 100.0%  100.0%
pron2nouns-number 100.0% 100.0% 100.0%  100.0%
pron plur 99.2% 99.2% 98.6% 98.2%
pron relative-gender 69.4% 69.1% 68.8% 71.0%
pron relative-number ~ 69.4% 69.1% 68.8% 71.0%
superlative 99.8% 99.8% 99.8% 99.6%
verb position 96.0% 95.2% 95.2% 95.8%
ADJ gender .006 .002 .002 .003
ADJ number .004 .001 .002 .001
NOUN case 018 011 013 .011
VERB number .022 .017 .015 .020
VERB person .010 .010 .006 .008
VERB tense/mode 046 .041 .049 .050
Average 90.6 91.3 91.4 91.5

Table 8: Detailed MorphEval results for English-

German translation.

BLEU chrF COMET
BPE 16k 15.1 02 .436 002  -.863 +.010
% BPE to char 14.4 o2 436 +001  -.836 +.009
g Vanilla char. 19.5 02 .493 +.001 -.307 +.009
Lee-styleenc. 20.2 02 .497 +001  -.308 +.009
BPE 16k 16.0 £02 464 +o002 -1.127 o012
-8 BPE to char 15.5 02 465 +o001  -1.112 +.008
S Vanilla char. 18.5 01 .504 +.001 =742 to13
Lee-styleenc.  19.6 0.1 .515 001 -.743 +.014

Table 9: Detailed results on the datasets with generated
noise. Average and standard deviation for 20 evalua-

tions.
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