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Abstract

Crises such as the COVID-19 pandemic con-
tinuously threaten our world and emotionally
affect billions of people worldwide in distinct
ways. Understanding the triggers leading to
people’s emotions is of crucial importance. So-
cial media posts can be a good source of such
analysis, yet these texts tend to be charged
with multiple emotions, with triggers scatter-
ing across multiple sentences. This paper takes
a novel angle, namely, emotion detection and
trigger summarization, aiming to both detect
perceived emotions in text, and summarize
events and their appraisals that trigger each
emotion. To support this goal, we introduce
COVIDET (Emotions and their Triggers dur-
ing Covid-19), a dataset of ~1, 900 English
Reddit posts related to COVID-19, which con-
tains manual annotations of perceived emotions
and abstractive summaries of their triggers de-
scribed in the post. We develop strong baselines
to jointly detect emotions and summarize emo-
tion triggers. Our analyses show that COVIDET
presents new challenges in emotion-specific
summarization, as well as multi-emotion detec-
tion in long social media posts.

1 Introduction

Large-scale crises such as the COVID-19 pandemic
continuously cause emotional turmoil worldwide.
People are emotionally affected in different ways,
e.g., online education has led to mental health is-
sues among students (Akpınar et al., 2021) as well
as parents (Cui et al., 2021); lock-down policies are
protective for the vulnerable (Flaxman et al., 2020;
Hsiang et al., 2020) while economically disastrous
for many (Odii et al., 2021). Emotion analysis —
both detecting emotion and understanding what
triggers the emotion — brings invaluable insights
both practically (e.g., for first responders, coun-
selors, etc) and in scientific research (Arora et al.,
2021; Uban et al., 2021).

*Hongli Zhan and Tiberiu Sosea contributed equally.

Reddit Post
1: My sibling is 19 and she constantly goes places with her friends and to there

houses and its honestly stressing me out.
2: Our grandfather lives with us and he has dementia along with other health issues 

and my mom has diabetes and heart problems and I have autoimmune diseases 
& chronic health issues.

3: She also has asthma.
4: Its stressing me out because despite this she seems to not care about how badly 

it would affect all of us if we were to get the virus.
5: And sadly I feel like its not much I can do she literally doesn’t respect my mom 

and though I’m older she doesn’t respect me either.
6: Its so frustrating.

Emotions and Abstractive Summaries of Triggers
Emotion: anger
Abstractive Summary of Trigger: My sister having absolutely no regard for any of 
our family’s health coupled with the fact that I can’t do anything about it is so 
aggravating to me.

Emotion: fear
Abstractive Summary of Trigger: My sibling, who, in spite of our family’s myriad 
of issues that all make us high-risk people, continuously goes out and about, which 
makes her likely to get infected. I am scared for all of us right now.

Figure 1: An example from COVIDET, with perceived
emotion(s) identified and their trigger(s) summarized.

While emotion detection (typically formulated
as a classification task among standard emotion tax-
onomies) is a well-established task (e.g., Mihalcea
and Strapparava (2012); Wang et al. (2012); Abdul-
Mageed and Ungar (2017); Khanpour and Caragea
(2018); Demszky et al. (2020) and in crises con-
texts (Desai et al., 2020; Sosea et al., 2022)), fewer
have studied what leads to these emotions in the
scope of the text concerned in a data-driven man-
ner. Xia and Ding (2019) adopt an extraction setup
to identify emotion “causes” that is limited to the
clause level, where only one (explicitly expressed)
emotion and one cause are associated. This does
not generalize to long, spontaneous social media
posts that are emotionally charged. Illustrated in
Figure 1, distinct emotions are triggered by differ-
ent events across multiple sentences.

Additionally, how these events are subjectively
evaluated, interpreted or appraised, e.g., “I can’t
do anything about it” in the first example of Fig-
ure 1, also contribute to the emotion (Smith and
Ellsworth, 1985; Ellsworth and Scherer, 2003).
The fact that different individuals may have distinct
appraisals towards the same event (Moors et al.,
2013) further highlights the challenging nature of
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understanding what triggers an emotion.

In this work we take a novel view, and formulate
emotion-trigger detection as an abstractive summa-
rization task that synthesizes a natural language
description of the events and their appraisals that
trigger a particular emotion. We frame our work
as emotion detection and trigger summarization
(Figure 1), which entails both detecting perceived
emotions in text, and summarizing triggers for each
emotion.

We present COVIDET (Emotions and their
Triggers during Covid-19), a new dataset sourced
from 1, 883 English Reddit posts about the COVID-
19 pandemic. Each post is annotated with 7 fine-
grained emotion labels; for each emotion, annota-
tors provided a concise, abstractive summary de-
scribing the triggers of the emotion. The triggers
are further validated in a separate stage. COVIDET
spans from June 2021 to January 2022, captur-
ing various significant events as well as how they
were emotionally appraised during the pandemic.
Compared to prior emotion studies that consider
only sentence-level texts (Sosea and Caragea, 2020;
Demszky et al., 2020) or (short) tweets (Sosea et al.,
2022; Abdul-Mageed and Ungar, 2017), COVIDET
is challenging as it contains significantly longer
texts. We showcase examples of COVIDET in Ap-
pendix §A.

Analyses of COVIDET reveal that negative emo-
tions such as fear and anger are prevalent. These
emotions co-occur most frequently with anticipa-
tion, which consistently rise after the Omicron sub-
variant became more dominant with fear dropping.
Topic modeling over the trigger summaries points
to irritations toward those who don’t mask or get
vaccinated, and positivity towards the vaccines.

Using COVIDET, we benchmark models for
emotion detection and emotion-trigger summariza-
tion. We employ both separate emotion detection
and trigger summarization models, as well as joint
models that we designed to simultaneously detect
emotions and generate trigger summaries. Our ex-
periments showcase the distinct nature of our task,
emphasizing that COVIDET is vital to training re-
liable emotion detection and trigger summariza-
tion approaches in a Covid-19 context. COVIDET
bears various unique characteristics, ranging from
its long sequences and invaluable context to the na-
ture of the task itself. Therefore, general emotion
detection or summarization models unsurprisingly
lag behind in performance compared to our meth-

ods. Moreover, human evaluation of the generated
trigger summaries tailored for emotion-trigger sum-
marization indicates that our models are effective
in capturing the underlying triggers of the post.

We release COVIDET and our code at https:
//github.com/honglizhan/CovidET.

2 Related Work

Summarization. Recent pre-trained models led
to substantial progress in single document summa-
rization. In the case of abstractive summarization,
encoder-decoder transformer models are used to
synthesize a concise description of the most salient
concepts in the input (Lewis et al., 2020; Zhang
et al., 2020). Significant efforts in summarization
focus on news because of the availability of large
datasets such as CNN/DailyMail (Hermann et al.,
2015) and XSum (Narayan et al., 2018); in the do-
main of social media, TL;DR sentences has been
mined in Reddit to serve as summaries and train
models (Völske et al., 2017; Kim et al., 2019).
However, generic summaries tend not to be infor-
mative if users are concerned with specific emo-
tions expressed.

In this sense our setup fits into settings where
only a certain part of the content is of interest to the
user. We could view our task as answering a query,
“Why does the writer feel [emotion]?”. However,
such queries are more general than query-based
summarization (Daumé III and Marcu, 2006; Otter-
bacher et al., 2009; Schilder and Kondadadi, 2008;
Nema et al., 2017; Baumel et al., 2018; Laskar
et al., 2020; Su et al., 2021; Zhong et al., 2021),
where queries tend to be more document-specific.
Perhaps a closer task is opinion summarization, or
aspect-based summarization more generally. In
opinion summarization, models need to summarize
affect/opinions about a certain aspect of a service or
product (Popescu and Etzioni, 2005; Angelidis and
Lapata, 2018; Huy Tien et al., 2019; Suhara et al.,
2020; Angelidis et al., 2021; Amplayo and Lapata,
2021); on the contrary, our setup entails identify-
ing the emotions and summarizing the events and
how they were made sense of with respect to each
emotion. In aspect-based summarization, existing
work has explored summarizing with respect to pre-
designated aspects of certain news (Frermann and
Klementiev, 2019; Ahuja et al., 2022), and entities
mentioned in text (Maddela et al., 2022).

Emotion Cause Extraction. Emotion Cause Ex-
traction (ECE) is a task that aims to extract the
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events triggering a particular emotion (Khunteta
and Singh, 2021). ECE was first introduced by Lee
et al. (2010), where they defined the task as extract-
ing word-level causes to the given emotion in text.
Chen et al. (2010) and Gui et al. (2016) expanded
the task to clause-level cause detection; Xia and
Ding (2019) aimed to removed the constraint that
emotions must be human-annotated before conduct-
ing automatic cause extraction, and thus proposed
Emotion-Cause Pair Extraction (ECPE) aiming to
extract potential pairs of emotions and causes in
a document. Most of the datasets are in Chinese,
in either micro-blog or news domains (Gao et al.,
2015; Gui et al., 2016; Gao et al., 2017).

In contrast, we study a more generalized no-
tion of triggers of an emotion where readers are
asked to actively appraise and interpret the emo-
tions together with their stimuli in the document,
rather than solely identifying the events behind
each emotion. We use abstractive summarization
to handle triggers, which can better synthesize inter-
connected complex events and abstract concepts,
as well as making the output contextually indepen-
dent.

3 Dataset Construction

We present COVIDET, a novel dataset from En-
glish Reddit posts that is manually annotated with
emotions and summaries of their triggers. This sec-
tion discusses the data creation process; in §4, we
discuss inter-annotator agreement and our human
verification process.

3.1 Selecting & Curating Reddit Posts

We gather posts from r/COVID19_support1. We
select it as the source of our data because of its rich
personal narration: rather than COVID-19 news
snippets, this subreddit is targeted for people seek-
ing any community support during the pandemic.
We randomly sample posts before (from Jun 23,
2021 to Oct 1, 2021) and after (from Dec 1, 2021
to Jan 25, 2022) Omicron, a COVID-19 variant that
emerged during December 2021.

We restrict posts to be between 50-400 tokens
long (punctuation excluded); this allows us to have
posts that are long enough, but still manageable
for crowdsourcing tasks. Close scrutiny shows that
the posts in COVIDET center around 100 tokens in
length; the distribution of the length of the posts
is given in Figure 2. The average length of posts

1https://www.reddit.com/r/COVID19_support/
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Figure 2: Distribution of the length of posts in
COVIDET.

in COVIDET is 156.4 tokens (std.dev = 83.3). We
mask web links with an [url] token and do not
provide the metadata to our annotators. Note that 6
posts have length under 50 tokens: this is because
we performed [url] masking after length filtering
when collecting the source data. Details of the full
preprocessing procedure are provided in Appendix
§B.

3.2 Annotation Task
Instructions. Annotators are first asked to anno-
tate Plutchik basic emotions (Plutchik, 2001) they
perceive: anger, anticipation, joy, trust, fear, sad-
ness, and disgust.2 Multiple selection is allowed,
and we also provide a none of the above option in
case no emotion is perceived.

Once the annotators select an emotion, they are
asked to summarize the trigger(s) to their perceived
emotions, specifically an abstractive summary in
their own words, in the author’s voice. The sum-
maries should contain trigger(s) to the emotion
rather than just reflecting the emotion itself. We
provide the detailed instructions to our annotation
task in Appendix §C.

Annotators We recruit two different groups of
annotators. The first group consists of trained turk-
ers from Amazon Mechanical Turk. The workers’
locale is the US, and they have completed 500+
HITs with an acceptance rate ≥ 95%. This group
contributes to COVIDET’s training and validation
sets. The second group consists of 2 linguistic un-
dergraduate students, who contributes to the test set.
To ensure the quality of COVIDET, both groups
of annotators are trained and qualified in a pre-
qualification process. We also ask them to revise
their work when needed during annotation.

2After annotation, we found very little surprise in the data
(59 in total), thus we leave out surprise for this work.
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Pre-Annotation Training We trained the anno-
tators before they annotate COVIDET. We set up a
qualification task on the Amazon Mechanical Turk.
The qualification task involves 3 posts, and annota-
tors are required to complete the qualification task.
Through manually examining the annotators’ work
on the qualification task and comparing the annota-
tions to the gold annotations we develop, we filter
high-quality annotators and give them the access to
our annotation task. We also provide feedback to
their annotations. The turkers are paid at least $10
per hour. To ensure this goal is reached, we keep
track of their working time on the backstage and
give out bonuses accordingly when needed.

Annotation Revisions During the process of the
annotation on COVIDET, we regularly review the
annotations and give feedback accordingly. When
needed, we send the annotations back to the anno-
tator along with the original post, and ask them to
revise their work based on our suggestions. Note
that the annotator is responsible for the revision of
their own work only.

3.3 Benchmark Dataset

We annotated 1, 485 posts on the Amazon Mechan-
ical Turk, each annotated by two independent work-
ers. Since the neutral class is very infrequent, we
remove it from our experiments. To facilitate our
experiments, we split the examples into 1, 200 ex-
amples for training and 285 examples for valida-
tion. Our test set—which is annotated by linguistic
undergraduates—contains 398 examples.

If at least one annotator labels a post with an
emotion e, then we include emotion e as an emo-
tion label. In cases where both annotators assign
an emotion e to a post, we consider the trigger sum-
maries as two separate training examples for the
trigger summarization task. In cases where a post
has two different trigger summaries in the valida-
tion or the test set, we consider them as multiple
references when computing our metrics.

4 Agreement and Validation

To account for the quality of COVIDET, we mea-
sure the inter-annotator agreement in emotions
(§4.1) and triggers (§4.2). The annotations are
further validated through human inspection in §4.3.
Results reveal that annotators tend to agree with
each other in emotions whilst using varied vocabu-
laries when summarizing the triggers.
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Figure 3: Emotion distribution of COVIDET, ranked
by the number of examples. Colors indicate the inter-
annotator agreement measured by the PEA score.

4.1 Agreement in Emotions

Percentage Overlap. For each example in
COVIDET, we measure the number of emotions in
which both annotators agree upon. Results show
that in 81.4% of the examples in COVIDET, both
annotators agree on at least 1 emotion label; in
26.6% of the examples, both annotators agree on
at least 2 emotion labels.

PEA Score. To account for distances between
emotions (e.g., disgust is further away from joy
than from anger), we report the Plutchik Emotion
Agreement (PEA) metric (Desai et al., 2020) for
the inter-annotator agreement of emotions anno-
tated in COVIDET. We first report the average PEA
score among annotators weighted by their numbers
of annotations, which is 0.8 for the training and
validation sets combined, and 0.821 for the test
set (0.804 for all three combined). These numbers
indicate high agreement (Desai et al., 2020).

Figure 3 shows per-emotion PEA scores, along
with the frequency of each emotion. All emotions
have high agreement; the highest are among fear
and anger, with the average PEA scores at around
0.85; the lowest is trust, with the average PEA
score at around 0.74.

Finally, to calculate agreement between students
and crowd workers, we randomly sample 208 exam-
ples from the training set and ask the linguistic un-
dergraduate students to annotate them from scratch.
We assign one student per example for validation.
The average PEA score between crowd workers
and linguistics students is 0.832, suggesting high
agreement.
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AGR DSG FER JOY SDN TRS ANC Avg

Emotion 0.96 0.92 0.96 1 0.96 0.88 0.92 0.94
Trigger 0.92 0.92 0.96 1 0.96 0.84 0.88 0.93

Table 1: Human validation results on the annotated
emotions and abstractive summaries of triggers.

4.2 Similarity in Triggers

We further examine the similarity in the anno-
tated summaries of triggers when two annotators
both select the same emotion for one example, us-
ing ROUGE (Lin, 2004) for lexical overlap and
BERTScore (Zhang et al., 2019) for semantic simi-
larity. The average BERTScore (F1) between the
two annotators is 0.883, indicating highly similar
summaries. Yet the lexical overlap is low: the aver-
age ROUGE F scores between two annotators are:
ROUGE-1: 0.255, ROUGE-2: 0.055, ROUGE-L:
0.190.

For those posts doubly annotated by linguistics
students and crowd workers, the ROUGE values
are similar for students vs. workers: BERTScore:
0.876; ROUGE-1: 0.246, ROUGE-2: 0.063,
ROUGE-L: 0.188. 3

4.3 Human Validation

In addition to the automatic evaluation metrics
above, we also validate the emotion-trigger anno-
tations in COVIDET through human inspections.
We set up a human validation task on the Amazon
Mechanical Turk, and recruit a new group of quali-
fied workers. We randomly sample 300 examples
from our training set for validation. The emotion
annotations, as well as the abstractive summaries
of triggers, are validated.

We describe the validation framework as fol-
lows. The validators are given an annotated trigger
summary. We first validate whether the summary
actually indicates the annotated emotion by asking
a yes/no question. Next, if the validator confirms
the presence of emotion in the summary, we then
ask whether the summary indeed expresses the trig-
ger and not the emotion by raising another yes/no
question. We present the validation results based
on the abstractive summaries in Table 1. The num-
bers indicate the proportion of examples on which
validators confirm upon.

Overall, the human validation results indicate
fairly high correctness in our annotations. It should

3Multi-reference ROUGE and BERTScore are applied in
cases where all 3 annotators agree in the same emotion.

AGR DSG FER JOY SDN TRS ANC

covid disgusted covid happy sad trust covid
annoyed covid afraid covid covid covid expect
people people getting vaccinated feel vaccine looking
angry feel scared pandemic pandemic information know
don don going vaccine life people interested

vaccinated pandemic vaccine getting don believe people
pandemic getting worried people like vaccines symptoms

just like risk feel just help test
want vaccine concerned better people pandemic getting
life just health good friends vaccinated want

going mask vaccinated able time credible going
vaccine going symptoms really lost protect vaccinated
getting vaccinated fear know going know vaccine
family want don news really end positive
really family effects vaccination want feel guidance

Table 2: Results of topic modelling through LDA (Blei
et al., 2003). The words are associated with the most
prominent topic among the abstractive summaries of
triggers of each emotion category in COVIDET.
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Figure 4: Emotion distribution in COVIDET over time
(by week).

be noted that annotators commonly adopt some
sentence patterns that can be easily identified as
emotion triggers. For example, in expressing
the abstractive trigger for anger, an annotation in
COVIDET is I am angry that they would put me
at risk of catching COVID and not tell me, a sen-
tence which is highly linguistically explicit of the
emotion.

5 Data Analysis

Emotion Distribution. On average, there are
2.46 emotions (“none” excluded) per example in
COVIDET. Figure 3 shows the general emotion dis-
tribution of COVIDET. Fear is the most common
emotion in COVIDET, closely followed by antici-
pation. There is clearly a gap among the emotions,
with positively valenced emotions such as trust and
joy rarely present in COVIDET. This is predicted
given the catastrophic nature of our domain.

We present the emotion co-occurrence heatmap
in Figure 5. Anticipation co-occurs with fear and
anger most frequently in COVIDET. Close scrutiny
of the data reveals that the poster is either predict-
ing negative events during COVID-19, or expecting
advice on what do do under austere situations.
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Emotion Trend. We present a temporal analysis
of the emotion distribution by week in Figure 4,
using a red vertical line to separate pre- and post-
Omicron. Interestingly, we notice that the amount
of anticipation consistently rises after the outbreak
of the Omicron COVID-19 variant, whereas the ex-
pression of negative emotions including anger and
fear becomes less prevalent, possibly due to the na-
ture of the Omicron variant, which was less harmful
compared to previous variants (Sigal, 2022). This
result is also unsurprising in that people are get-
ting weary and tired after two years of avoiding
COVID-19.

Trigger Summary Abstractiveness. The aver-
age length of trigger summaries is: 130.9 charac-
ters / 26.9 words / 1.2 sentences. We measure the
abstractiveness of the annotated abstractive sum-
maries of triggers by computing the ROUGE score
between the abstractive summaries and the post. we
use ROUGE-n precision scores to calculate how
abstractive the annotated abstractive summaries
are compared to the post. Results are: ROUGE-
1: 0.576, ROUGE-2: 0.149, ROUGE-L: 0.392.
The results indicate that the trigger summaries are
fairly abstractive with respect to the original posts
in COVIDET.

Topic Variation. To better understand the trig-
gers of each emotion, we use Latent Dirichlet Al-
location (LDA) (Blei et al., 2003) to extract the
topics in the trigger summaries of each emotion.
The triggers are lower-cased, and punctuation as
well as stopwords are removed. We showcase the
unigrams corresponding to the most prominent top-
ics in Table 2. We observe a clear difference among
the topics of triggers behind the emotions. For ex-
ample, we notice words such as don, vaccinated,
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Figure 5: Emotion co-occurrences in COVIDET.

and mask in emotions like anger or disgust, sug-
gesting that the posters are annoyed that people are
not masking or vaccinated to prevent the spread of
the pandemic. On the other hand, we see words
such as vaccine, believe, and credible in trust, de-
noting that the posters believe in the capability of
the vaccines to protect them from the virus.

6 Methods

We discuss our methods across three main dimen-
sions: emotion detection, summarization, and joint
emotion detection and trigger summarization.

6.1 Separate Models
Emotion Detection. To perform emotion detec-
tion, we experiment with 1) EmoLex, a weak base-
line based on the EmoLex lexicon (Mohammad
and Turney, 2013), where words are associated
with Plutchik basic emotions. For each post, we
assign an emotion e if there exists a word from
EmoLex associated with e. 2) GoEmotions (Dem-
szky et al., 2020), which involves training a BERT-
large model (Devlin et al., 2019) on the GoEmo-
tions dataset, which is composed of sentence-level
examples from a general Reddit domain. 3) Hurri-
caneEMO (Desai et al., 2020), the same approach
with the model trained on a Twitter disaster dataset.
Finally, we use a 4) BERT-large model fine-tuned
on COVIDET using the [CLS] token and an addi-
tional linear layer to classify the entire post.

Abstractive Summarization. We perform ab-
stractive trigger summarization using two backbone
models: 1) Pegasus (Zhang et al., 2020) pretrained
on Reddit TIFU (Kim et al., 2019) and 2) BART
(Lewis et al., 2020) pretrained on CNN/DailyMail
(Hermann et al., 2015). For each model, we evalu-
ate the summaries with and without fine-tuning on
COVIDET. We employ a separate summarization
model for each emotion e, which we fine-tune us-
ing the abstractive summaries of triggers for e. We
also experiment with two standard heuristic base-
lines: i.e., considering the first sentence in the post
(1-SENT) or the first three sentences (3-SENT) as
the trigger summary.

6.2 Joint Emotion Detection and Trigger
Summarization

We propose a joint model based on BART that
can be trained to simultaneously perform emotion
detection and abstractive trigger summarization
for a particular emotion e using a multitasking
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Figure 6: Architecture of our joint emotion detection
and trigger summarization model.

framework. The model follows the architecture
of BART (Lewis et al., 2020), where we add a
single linear layer for emotion classification. We
show the architecture of our model in Figure
6 and detail our training procedure as follows:
Given an emotion e and a batch size of B, we
first sample a positive set of B

2 examples: Xp =
{(x1, y1, s1), (x2, y2, s2), ...(xB

2
, yB

2
, sB

2
)},

where
yi = e | i = 1...

B

2
(1)

and si is an abstractive summary of the trig-
ger for emotion yi and post xi. Next, we
sample a set of negative examples for classi-
fication of the same size as follows: Xn =
{(xB

2
+1, yB

2
+1), (xB

2
+2, yB

2
+2), ...(xB, yB)},

where:
yi ̸= e | i =

B

2
...B (2)

Finally, we use a weighted combinations of the
summarization and classification losses to train our
model:

L = λ ∗
B∑

i=0

Le(xi, yi) + (1− λ) ∗
B
2∑

i=0

Ls(xi, si)

(3)
where Le and Ls are the regular classification and
summarization losses.

7 Experiments and Results

7.1 Experimental Setup
We carry out all our experiments on an Nvidia
A5000 GPU. We use the HuggingFace Transform-
ers (Wolf et al., 2020) library for our model im-
plementations and we will make the code for our

AGR DSG FER JOY SDN TRS ANC AVG

EMOLEX 35.6 20.5 56.7 48.7 42.5 13.5 17.8 33.6
GOEMOTIONS 45.4 20.1 65.3 50.4 58.3 15.1 41.3 42.2

HURRICANEEMO 37.1 16.8 58.3 45.2 60.7 17.2 43.7 39.9
BERT-LARGE 68.1 20.2 86.8 54.2 69.5 20.3 64.5 54.8

BART-FT-JOINT 69.5† 20.6 87.8† 54.7 71.3† 20.8 65.9† 55.8†

Table 3: Results of our models in terms of F1 on emo-
tion detection. We report the average performance
of five independent runs. We use bootstrap statistical
significance† testing over BERT-LARGE with p < 0.05
and 200 samples of size 10% of the test set.

methods and data available. We report the perfor-
mance for emotion detection in terms of F1 and use
automatic approaches such as ROUGE (Lin, 2004)
and BERTScore (Zhang et al., 2019) to evaluate
the summarization performance. To enable a fair
comparison with the joint model, for summariza-
tion, we only consider test examples where the joint
model emotion predictions are correct to compute
summarization metrics. We run our approaches
five times with different model initializations and
report average values. We provide extensive details
about our hyperparameters, such as batch size or
loss weighting λ in Appendix §D. Additionally, we
carry out an extensive human evaluation of trig-
ger summaries generated by our BART-FT-JOINT
model and a general BART (Lewis et al., 2020)
model trained on CNN/DailyMail.

7.2 Results

Emotion Detection. We show the F1s obtained
using our models on emotion detection in Table 3.
First, we observe that our lexicon-based EmoLex
approach performs poorly compared to other meth-
ods. We also note that approaches trained outside
our domain lag behind considerably compared to
approaches trained on our data. Specifically, a
BERT large model trained on our data outperforms
the GoEmotions model by as much as 23% in F1 on
anger and 28% in fear. We observe the same trend
for models trained on hurricane disasters, which
decrease the performance by 38% on fear and 9%
on joy. This result indicates that models trained on
natural disasters generalize poorly to Covid-19, fur-
ther emphasizing the uniqueness of our dataset. We
also note that our BART-FT-JOINT model, which
is trained on our data to perform both detection and
summarization obtains an average improvement of
1% over the BERT-large model.

Trigger Summarization. We show in Table 4
the results obtained in terms of ROUGE-L and
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ANGER DISGUST FEAR JOY SADNESS TRUST ANTICIPATION
R-L BERTSc R-L BERTSc R-L BERTSc R-L BERTSc R-L BERTSc R-L BERTSc R-L BERTSc

1-SENT 0.121 0.575 0.112 0.545 0.122 0.528 0.103 0.518 0.115 0.506 0.118 0.537 0.119 0.507
3-SENT 0.142 0.598 0.129 0.562 0.153 0.535 0.154 0.537 0.134 0.517 0.152 0.548 0.142 0.527

PEGASUS 0.164 0.594 0.141 0.560 0.161 0.548 0.155 0.536 0.153 0.562 0.151 0.546 0.153 0.542
BART 0.161 0.587 0.138 0.558 0.164 0.529 0.149 0.551 0.157 0.559 0.158 0.571 0.164 0.558

PEGASUS-FT 0.185 0.681 0.155 0.713 0.199 0.739 0.158 0.683 0.173 0.705 0.164 0.663 0.193 0.736
BART-FT 0.190 0.705 0.159 0.695 0.206 0.748 0.165 0.699 0.177 0.718 0.162 0.653 0.198 0.749

BART-FT-JOINT 0.190 0.701 0.158 0.706 0.203 0.729 0.163 0.694 0.175 0.713 0.165 0.659 0.196 0.746

Table 4: Results of our models in terms of ROUGE-L and BERTScore on the trigger summarization subtask of
emotion detection and trigger summarization. We report the average performance of five independent runs.

METRIC Coherence Consistency Fluency Relevance Extractiveness

BART 4.947 5.000 4.974 2.158 4.970
BART-FT-JOINT 4.262 3.548 4.286 4.048 2.530

Table 5: Results of our trigger summary human evalu-
ation procedure along four quality assessment dimen-
sions.

BERTScore on the summarization task. First, we
note that basic approaches such as 1-SENT or 3-
SENT, which select the first sentences in a post as
the trigger summaries, perform similarly to gen-
eral summarization models like the Pegasus model
trained on Reddit TIFU or the BART trained on
CNN/DailyMail. This result highlights the distinct
nature of our trigger summarization task, which
bears very few similarities with a general summa-
rization task. Fine-tuning these models on our
data, however, brings substantial improvements.
We see improvements as large as 18% in terms
of BERTScore by fine-tuning a BART model on
anger and 19% on anticipation. Our fine-tuned
models also consistently outperform the baselines
in ROUGE-L. For instance, our fine-tuned Pega-
sus obtains an improvement of 4.2% ROUGE-L on
fear and 2% on sadness. We note that applying our
joint model results in no loss of performance across
all emotions.

We emphasize that in practice, generating trig-
ger summaries and detecting emotions using a joint
model has various advantages over single-task ap-
proaches, such as reduced memory footprint (i.e.,
by using a single model) and reduced inference
time. Moreover, our approach improves the perfor-
mance in emotion detection.

7.3 Human Evaluation of Model Summaries
We perform human evaluation and qualitative anal-
ysis of our model-generated trigger summaries to
measure the overall quality and compare our BART-
FT-JOINT model against a general BART summa-
rization model.

Following Fabbri et al. (2021), we instruct two

Reddit Post
1: I have been realizing that I’ve been spiraling out of control lately on account of 

the Delta Variant reports, particularly the WHO message.
2: As of right now we have not been seeing many case increases here in the US.
3: The occasional rise, but so far it hasn’t been huge.
4: That’s why I feel I should take time off from looking at the updates of the Delta 

Variant.
5: The fact that we are still making progress with vaccination should remind 

myself that we are still on the path to beating the pandemic and that these 
restrictions are soon going to be gone.

6: THAT’S the motivation I should have.
7: Yes, we still have to be vigilant and yes, we DO have more to vaccinate, but 

things are just so much better now than before.
8: And for that, I personally think we should stay hopeful, not fearful.
9: This is probably the best I can give to others who feel similar worries.

Emotions and Abstractive Summaries of Triggers
Emotion: joy
Annotated Abstractive Summary of Trigger: The pandemic situation is objectively 
not as bad as I think it is right now. The pandemic is not going to be forever and 
we are continuing to vaccinate. We're doing a lot better compared to when the 
pandemic first started.
Model Generated Summary: I am happy that we are on the path to beating the 
Delta pandemic because that gives me some reason to be hopeful and hopeful that 
things will get better. We still have a long way to go but we have a lot more to be 
happy about than we did before.

Emotion: anticipation
Annotated Abstractive Summary of Trigger: I believe that as long as we continue to 
get people vaccinated the pandemic will be over soon.
Model Generated Summary: I expect that we are on the path to beating the 
pandemic and that these restrictions are soon going to be gone, so I expect that I 
should take a break from all of the Delta variant updates and focus on other things 
that matter, like the progress we are making with vaccination.

Figure 7: Human Evaluation Example.

expert annotators with linguistics expertise to grade
with a score from 1 to 5 (where 1 is the lowest
score) 21 trigger summaries generated by our joint
model (three per emotion) along four dimensions:
Coherence, Consistency, Fluency, and Relevance.
Coherence refers to the collective quality of all the
sentences in the summary and consistency mea-
sures the factual alignment between the summary
and the summarized source. Next, we evaluate the
quality of individual sentences from the post using
fluency and measure how well the summary cap-
tures the emotion triggers through relevance. To
offer a better understanding of these metrics, we de-
tail them further in Appendix §E. Additionally, we
also evaluate the summaries for the amount of Ex-
tractiveness (i.e., the amount of information copied
from the orginial post).

We show the evaluation results in Table 5. The
reported metrics are the average scores of the two
individual annotators’ scores. We measure the

9443



agreement between the two annotators by com-
puting the average score differences between their
responses.

Evaluation of BART-FT-JOINT yields a small
average difference of 0.690, indicating that the two
annotators have good agreement on the assigned
scores. The generated summaries have a good
quality, with an average score of 4. We also note
that the lowest score of 3.548 is obtained on con-
sistency, indicating that the model can introduce
non-factual details, and emphasize that our summa-
rization model performs well identifying triggers,
where it obtains a score of 4.048. To offer addi-
tional insights into the summaries generated by our
joint model, we show an example in Figure 7. The
post is annotated as joy and anticipation, and we
provide both the gold and the model generated sum-
maries. The summary for joy emotion is extremely
effective capturing the trigger; i.e., the progress
towards beating the Delta variant. However, we
also note some model errors, such as the repetition
of the word “hopeful”. The annotators indicate that
the model outputs tends to be two sentences long
and the overall quality is good. Besides scoring the
summaries, we also instruct annotators to spot such
mistakes of the model in order to identify potential
areas of improvement. We detail our findings in
Appendix §F.

As mentioned, we also provide in Table 5 the
Likert scoring of the generic summarization model
by linguistic experts. Inspection of the data re-
veals that the generic summaries tend to be word-
to-word extractive of the original post, leading to
high scores in coherence, consistency, and fluency.
However, the generic summaries perform badly in
terms of relevance, suggesting that the models are
not capturing the triggers of the emotions. This is
also reflected in the low BERTScore performance
for the generic models.

8 Conclusion

We propose a new task entitled emotion detection
and trigger summarization, which aims to jointly
detect perceived emotions in text and summarize
the events as well as their appraisals that trigger
each emotion. To address the task, we introduce
COVIDET, a dataset of 1, 883 English Reddit posts
on COVID-19 annotated with emotions and ab-
stractive summaries of their triggers. Experiments
using our proposed joint model on the dataset re-
veal that COVIDET is vital resource for training

models to capture emotions and their triggers in
text. Our thorough evaluation of model-generated
summaries emphasize that COVIDET is a challeng-
ing benchmark, and our error analysis indicates
potential areas of improvements (e.g., improving
the factuality of the summaries).

Limitations

This work presents a new dataset to address the task
of detecting perceived emotions and summarizing
their triggers in text. While picking the COVID-19
as our topic enables meaningful, real-world appli-
cations and allows us to access emotionally rich
text, the emotion labels in COVIDET are highly
unbalanced: negative emotions such as fear and
anger are more prevalent. This makes it partic-
ularly challenging to train emotion detection and
summarization models on emotions with few exam-
ples (e.g., trust and joy). Moreover, due to the lack
of controllability and interpretability of end-to-end
summarization models, we acknowledge the po-
tential risks of generating biased or inappropriate
trigger summaries for certain posts. In particular,
our results revealed consistency and factuality is-
sues that exist in modern abstractive summarization
systems.
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A Dataset Examples

An example of COVIDET is shown in Figure 8.
This example includes annotations from both an-
notators. Annotations for different emotions are in
distinct colors.

B Data Curation Details

Here we detail the preprocessing procedure over
the source data. We preprocess the source data
using regular expressions. As the first step, we tok-
enize posts into individual words. Specifically, we
apply the following regular expressions in combi-
nation with the NLTK word_tokenize package to
tokenize posts into words:
re.sub("\s+","␣", post)
re.sub(r'(?<=[.,!?:])(?=[^\s])', r'␣', post)
re.sub(r'\s([?.!,:"](?:\s|$))', r'\1', post)
nltk.tokenize.word_tokenize(post)

Then we exclude punctuation from the tokenized
posts and filter the posts that are 50-400 tokens
long. Finally, we mask web links by substituting
them into [url] tokens using the following regular
expressions:
pandas.Series.str.replace(r'http\S+', '[url]').

str.strip()
pandas.Series.str.replace(r'''(?i)\b((?:https

?://|www\d{0,3}[.]|[a-z0-9.\-]+[.][a-z
]{2,4}/)(?:[^\s()<>]+|\(([^\s()<>]+|(\([^\s
()<>]+\)))*\))+(?:\(([^\s()<>]+|(\([^\s()
<>]+\)))*\)|[^\s`!()\[\]{};:'".,<>?«»“”‘’]))
''', '[url]').str.strip()

C Annotation Instructions

Comprehensive instructions are provided to the an-
notators, as demonstrated in Figure 9. Note that
the instruction page pops up as a modal before ev-
ery annotation, so as to remind the annotators of
the task framework. We also ask the annotators to
pay special attention to a few principles as follows.

For the emotion annotations, we ask annotators to
follow the emotion guidelines on the Six Seconds
website6 and interpret anticipation as (good or bad)
expectancy (Plutchik, 1958). For the trigger annota-
tions, we instruct annotators to annotate summaries
containing triggers that lead to the emotion instead
of sentences expressing the emotion itself.

The layout of our annotation task is shown in
Figure 10.

D Hyperparameters

In this section, we detail the hyperparameter search
space and the final hyperparameters used by our
joint BART-FT-JOINT model, which were chosen
based on the best validation performance. Specif-
ically, we show the values for the learning rate,
batch size and multitasking loss weighting term
λ in Table 6. In terms of search space, we tried
batches in the range 4 → 64 and learning rates in
the range 1e−5 → 9e−5 with a step of 1e−5. We
also search a suitable λ in the range 0.1 → 0.9. We
decode our summaries using beam search decoding
and a beam size of 4. Training BART-FT-JOINT
model on our A5000 GPU takes ~1 hour to com-
plete for each emotion.

E Human Evaluation Instructions

We provide the detailed instructions for human eval-
uation in Figure 11.

F Human Evaluation Summary Errors

We instructed our expert human evaluators to find
potential areas of improvement of our BART-FT-
JOINT summarization model by identifying fre-
quent errors the model makes. In this section, we
analyze our findings and present a few examples
in Table 7. Specifically, the annotators pointed out
four main model errors: 1) Non-factual relative
clauses; 2) Model summary includes information
in the summary that is not discussed in the post; 3)
At least a few sentences in the model summary are
formatted to make the text difficult to read; and 4)
The overall model summary is not well-structured.

6https://www.6seconds.org/2020/08/11/
plutchik-wheel-emotions/
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Reddit Post
Aaron Astor has made an interesting discovery on the Delta Variant, according to his Twitter. According to 
graphs in Scotland, the variant may hit hard and fast, but it ultimately doesn’t do as bad a damage as other 
variants. In fact, Scotland’s cases peaked at June 30 after having a big spike. But now the cases have since 
crashed. Big time. More importantly, the hospitalization’s peak, two weeks after, topped out at 1/4 that of 
Alpha. Again, most of that has to do with how vaccinated Scotland was. More interestingly, the most 
vaccinated regions didn’t have such a major impact with it and barely had any huge numbers. The unvaccinated 
ones, on the other hand, did. What does all this mean? One, it means that perhaps the Delta Variant wave won’t 
be as long or as massively damaging as some people are fearing, and two, the vaccine helps. Again, the more 
we vaccinate, the faster we’ll be out of this. But having said that, the Delta Variant’s wave thankfully may not 
be as lengthy. That’s attributed to how much vaccinations we have made. The more people we do this to, the 
better. I hope I am not giving any false hopes, but this post DID have me intrigued.

Annotator 1
• Anticipation
→ Abstractive Summary of Trigger: I hope that as 
vaccination rates rise the pandemic will improve.

• Joy
→ Abstractive Summary of Trigger: It’s comforting 
to know that we might not have to worry as much 
about Delta, especially in highly vaccinated areas.

• Trust
→ Abstractive Summary of Trigger: I trust Aaron 
Astor as a reliable source for COVID.

Annotator 2
• Anticipation
→ Abstractive Summary of Trigger: With how weak 
Delta has been in comparison to the other variants, the 
wave is probably not going to wreak havoc or last 
long.

• Joy
→ Abstractive Summary of Trigger: I’m happy that 
Delta doesn’t seem to be as bad as other variants, that 
Delta cases are falling, and that the peak isn’t as bad as 
the first variants. I’m also happy to see that 
vaccination is working.

• Trust
→ Abstractive Summary of Trigger: I believe Aaron 
Astor is credible. Vaccination is working and I trust it 
to shorten the pandemic.

Figure 8: Example of COVIDET.

ANGER DISGUST FEAR JOY SADNESS TRUST ANTICIPATION

Batch Size 32 32 32 8 32 8 16
Learning Rate 2e− 5 4e− 5 5e− 5 3e− 5 3e− 5 5e− 5 3e− 5
Loss weight λ 0.1 0.1 0.2 0.1 0.1 0.2 0.1

Table 6: Hyperparameters of our BART-FT-JOINT model.
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POST SUMMARY

Non-factual relative clauses

I am visiting family this week. All of my family members who are eligible for the vaccine, including
myself. have gotten vaccinated. The only people who arent are my niece and nephew, because they are
only 4 and 1 years old. I wanted to see an old friend from high school, but I found out that this friend
did not get vaccinated. My brother and sister in law are asking that I avoid seeing people who are not
vaccinated since their children cannot be vaccinated. Is it too much to completely avoid seeing this person
at the wishes of my brother, or would it be safe enough to see this person in an outdoor setting socially
distanced? I know this is a stupid question, but Im curious what you all would do.

I’m looking for any advice about whether it’s safe to
see a friend who isn’t vaccinated when their children
can’t be vaccinated, or whether I should follow the
wishes of my brother and sister-in-law, who want me
to avoid this person. .

My country is in a third wave. Its never ending. Im sure this post will get removed because Im too
depressed/depressing for Reddit. Im broke because of the pandemic. Im struggling to work because my
anxiety gives me physical symptoms. My friends dont talk to me anymore, or when I do talk to them
they just tell me to see a therapist even though I already do (and can barely afford it). Im thinking about
stopping eating so I can afford therapy. Theres no point to any of this. Every death that is about to happen
here could have been prevented, and no one cares and they call me crazy. Im tired of the endless hurt.

I expect that this post will be removed from Reddit
because I’m too depressed to post it because I ex-
pect that no one will want to read it and everyone will
think that I’m crazy for thinking that I should stop
eating so that I can afford to see a therapist. .

Model Summary includes information in the summary not discussed in the post

israel imposed their mask mandate, despite being one of the most vaccinated countries. i feel like this will
never end and I don’t need stupid replies like “hang in there” or “it will be okay.” and don’t remove this
post because it “causes anxiety.” I’m not. I’m simply worried that we’ll never get back to normal.

I’m afraid that we’re never going to be able to get
back to normal after COVID, because Israel has a
mandate and Israel is one of the most vaccinated
countries in the world, and that’s putting a strain
on our health systems and on our mental health.

I am fully vaccinated with the Moderna shot, and have been getting back to my regular life. I live in a state
(MA) with extremely high vaccination rates, but nonetheless Im concerned about the Delta variant. Ive
been hearing stories of breakthroughs of the variant in fully vaccinated people, so I am concerned. At the
same time, Im extremely tired of this. I feel selfish for saying this, Ive done all I can do to protect myself
and others against COVID, and I want to continue to live my life after over a year of taking precautions.
Anyone else feel the same?

I am disgusted to see myself being selfish because I
have done all I can to prevent COVID and I want to
live my life as if I had not had any COVID side effects
at all since I have taken every precaution possible to
prevent the COVID variant.

Some sentences in the model summary are formatted to make the text difficult to read

So the Vaccine team in Iceland is taking a summer holiday for a month that extends over the time when
I was suppose to get my second Astra Zeneca shot. They offered me to get it sooner but I heard it will
decrease it’s effectiveness by allot. Should I get the shot 7 weeks after my first shot or should I wait until
they come back and get it at least 15 weeks after after my first shot. Iceland has stopped all restrictions so
i am a bit nervous.

I trust that the vaccine will help protect me from
catching COVID and I’ll get it as soon as I can get
it. I trust that COVID will do what it’s supposed to
do and do it it will do its best to protect me and my
family from COVID.

Is anyone else experiencing bad post-outing anxiety? Ive been trying to push myself out of my comfort
zone (and sometimes I even get excited to) and so I get ahead of myself and leave my house. No bars
or clubs, but I did attend an outdoor gathering thats weighing heavy on my mind. While Im out, Ive
surprisingly found Im quite bored when I leave my house, but the real problem comes the day afterwards.
I sit and think was that too soon? Can I re-enter my bubble now that people have seen me? Am I a
hypocrite? And these questions flow through my brain in a never ending sequence. Feeling that Ive been
perceived by others and I cant take it back feels unbearable, yet I took the decision to leave my house so I
then encounter feelings of embarrassment, guilt and shame. Not to mention the obvious fear of the delta
variant, and overall uncertainty over cdc recommendations. (I wish someone could spell out a good plan
for reintegration besides - rip off the mask and live!) Everyone I know has returned to life normally and
Im here in a weird limbo. I know a lot of people in this struggle with just leaving the house, but is anyone
else out there struggling with how they feel once they do?

I find it hard to leave the house and it surprises me
when I find out that I’m not feeling the same way
when I do. I feel embarrassed and ashamed that I’ve
been seen out in public and that I can’t go back and
change what I’ve done.

The overall model summary was not well-structured.

I’ve recently heard of stories that people who are getting mildly sick after being vaccinated are still coming
down with long covid. People on the covid long hauler subreddit are saying that we’re going to have a
huge problem on our hands because no vaccine protects against long covid....This isn’t going to end, isn’t
it? Right as I think I’ve tasted freedom, I find out information that makes me want to stay inside forever
like a hermit...

I feel sad and hopeless because I think I’ve tasted
freedom and then I find out more information that
makes me want to stay inside like a hermit. I wish
I could just be free from this virus for a while but it
doesn’t look like that will be possible.

This makes me really just not want to go out and about again.... I’ve been on this sub for a while and
posted a lot. More or less this pandemic has crushed my mental health and with having some health issues
makes me really hesitant to do anything. I was finally getting my life back a little and this Delta variant
makes me want to go back to old habits and just stay home and see no one... I really am at a loss of what
to do and am feeling super overwhelmed.

I’m at a loss for what to do and don’t know what I
can do to get back on track with my health issues, so
I just want to go back to my old ways and stay home
and see no one. I was finally getting my life back
before the pandemic hit.

Table 7: Example of common model errors identified by the expert evaluators.
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Figure 9: Annotation instructions (always shown before annotating).
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Figure 10: The annotation task layout of an example hit on the Amazon Mechanical Turk.
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Figure 11: Human Evaluation Instructions.
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