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Abstract

As it has been unveiled that pre-trained lan-
guage models (PLMs) are to some extent ca-
pable of recognizing syntactic concepts in nat-
ural language, much effort has been made to
develop a method for extracting complete (bi-
nary) parses from PLMs without training sep-
arate parsers. We improve upon this paradigm
by proposing a novel chart-based method and
an effective top-K ensemble technique. More-
over, we demonstrate that we can broaden the
scope of application of the approach into multi-
lingual settings. Specifically, we show that by
applying our method on multilingual PLMs, it
becomes possible to induce non-trivial parses
for sentences from nine languages in an inte-
grated and language-agnostic manner, attain-
ing performance superior or comparable to
that of unsupervised PCFGs. We also ver-
ify that our approach is robust to cross-lingual
transfer. Finally, we provide analyses on the in-
ner workings of our method. For instance, we
discover universal attention heads which are
consistently sensitive to syntactic information
irrespective of the input language.

1 Introduction

Constituency parsing is a classic task in natural
language processing (NLP), whose goal is to con-
struct a phrase-structure tree for a given sentence.
As parse trees have long been recognized as be-
ing integral to the meaning of sentences, there has
been an enormous amount of work in the literature
to develop constituency parsers (Charniak (2000);
Collins (2003); Petrov et al. (2006); inter alia), re-
sulting in the development of sophisticated neural
supervised parsers (Kitaev and Klein, 2018; Ki-
taev et al., 2019; Zhou and Zhao, 2019). Although
it becomes possible to obtain such neural parsers
of high-quality for a few languages, there remain
many other languages which, for lack of resources
or attention, have yet to benefit from the progress

*This work was mainly conducted when TK was at SNU.

made in the field of constituency parsing. The main
issue is that it is expensive and time-consuming to
prepare adequate numbers of gold-standard trees
essential for training parsers with supervision.

Considering this data scarcity problem, unsuper-
vised constituency parsing methods have naturally
arisen as an alternative for generating constituency
trees. Work on unsupervised parsing (Shen et al.
(2018b, 2019); Kim et al. (2019a,b); inter alia) has
focused on devising linguistically-informed neural
models, which are carefully designed to be more
sensitive to the hierarchical nature of language
structure and be able to learn this nature from raw
text rather than gold-standard trees. Despite the
recent progress in implementing English unsuper-
vised parsers with decent performance, it has been
known as not trivial to reproduce such a success in
multilingual environments (Kann et al., 2019; Zhao
and Titov, 2021). Moreover, as most unsupervised
parsers are typically trained on monolingual text
for a specific target language, it is required to pre-
pare separate instances of them to support different
languages.

On the other hand, a different line of work (Kim
et al., 2020; Wu et al., 2020) has proposed a new di-
rection of inducing syntax trees, dubbed in this pa-
per as Constituency Parse Extraction from Pre-trained
Language Models (CPE-PLM), by relying on the com-
bination of (i) simple distance metrics and (ii) the
representations obtained from pre-trained language
models (PLMs).! The core assumption underly-
ing the methodology is that PLMs hold enough
syntactic knowledge to be utilized for predicting
parse trees by themselves. Although the CPE-
PLM framework has demonstrated that non-trivial
trees resembling gold-standard annotations can be
extracted from general PLMs even without fine-

"We use the term pre-trained language models (PLMs) to
refer to BERT-like (Devlin et al., 2019) Transformer (Vaswani
et al., 2017) models that are pre-trained with massive plain
text corpora in a self-supervised fashion.
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tuning on treebanks, it has been also reported that
CPE-PLM’s freedom from task-specific training
comes at the cost of its performance inferior to that
of unsupervised parsers. Furthermore, as is the
case of the foregoing unsupervised parsing litera-
ture, it has yet to be verified that CPE-PLM is also
effective for languages other than English.

In this paper, we first attempt to narrow the
performance gap between unsupervised parsers
and CPE-PLM by introducing a novel method in-
spired by neural chart-based algorithms (Durrett
and Klein, 2015; Stern et al., 2017; Kitaev and
Klein, 2018). In contrast to the top-down CPE-
PLM method (Kim et al., 2020), which focuses on
detecting the boundary of two subspans in a phrase
relying only on the knowledge from the two words
around the boundary, our chart-based method con-
siders all components in a phrase to judge how
plausible the phrase is. Furthermore, we introduce
a simple but effective ensemble technique that uti-
lizes the pre-defined set of attention heads which
are confirmed as being effective by their perfor-
mance on the validation set. We show that our
chart-based method outperforms or is competitive
to the top-down method and that the top-K ensem-
ble plays a key role in boosting their performance.

Second, the limitation of most previous studies
for both unsupervised parsing and CPE-PLM is that
they are heavily English-centric, leaving an open
question whether they are universally applicable.
To investigate this problem, we test CPE-PLM on
several other languages. Specifically, we propose
to introduce multilingual PLMs (Conneau and Lam-
ple, 2019; Conneau et al., 2019) into CPE-PLM to
grant the framework an ability to deal with multi-
ple languages simultaneously. We show that the
CPE-PLM methods built upon multilingual PLMs
are able to induce reasonable parses for sentences
in nine languages in an integrated and language-
agnostic manner, achieving figures superior or com-
parable to ones from neural PCFGs (Kim et al.,
2019a; Zhao and Titov, 2021). In supplementary
analyses, we provide intuitive explanations about
the inner workings of our method. For instance, we
confirm the existence of universal attention heads
which seem to be responsible for capturing syntac-
tic information irrespective of the input language.

2 Background

In this work, we focus on a variant of unsupervised
constituency parsing, which we call Constituency

Methodology Unsupervised Parsing CPE-PLM

In-domain data General corpora

Training data

(e.g., raw text from PTB) (e.g., Wikipedia)
. Task-oriented .
Architecture (e.g., RNNG, PCFG) Transformer
p(S, T) (T is marginalized p(S) (T is not

Modeling

or implicitly modeled) considered in modeling)

Table 1: Comparison between typical unsupervised
parsing and constituency parse extraction from pre-
trained language models (CPE-PLM).

Parse Extraction from Pre-trained Language Models
(CPE-PLM) (Kim et al., 2020; Wu et al., 2020). We
specify the characteristics of CPE-PLM in Table 1,
comparing them with those of general unsupervised
parsing methods.

Typical unsupervised parsers consist of task-
oriented architectures (e.g., RNNG (Kim et al.,
2019b) and PCFG (Kim et al., 2019a)) which are
designed to model both a sentence .S and the corre-
sponding tree 1" (i.e., p(S, 1)) and are trained with
in-domain plain text.> On the other hand, CPE-
PLM simply employs off-the-shelf Transformer
PLMs, which only model the probability of a sen-
tence p(S), as their core component and do not
require additional training—the PLMs are frozen
and no trainable component is augmented on top of
them, meaning parameter-free. Instead, CPE-PLM
methods take advantage of implicit syntactic knowl-
edge residing in PLMs to reconstruct parses, by
computing syntactic distances (Shen et al., 2018b)
between words in a sentence using features from
the PLMs. We describe their algorithmic details in
Section 3. CPE-PLM’s independence from training
also makes it being distinct from syntactic probes
for PLMs (Hewitt and Manning, 2019; Chi et al.,
2020) which demand training probing modules to
investigate the latent knowledge of PLMs.

3 Method

Among various approaches that belong to CPE-
PLM, we regard the top-down method proposed
by Kim et al. (2020) as a starting point and aim to
improve the method in several perspectives.

3.1 Top-down CPE-PLM

Kim et al. (2020) proposed a zero-shot version
of top-down constituency parsing (Shen et al.,

2As it is mostly infeasible to directly model the tree T" with-
out supervision from gold annotations, unsupervised parsers
usually make use of different approximation or marginaliza-
tion techniques such as variational inference and sampling.
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Algorithm 1 Syntactic Distance to Binary Con-
stituency Tree (from Kim et al. (2020))

1: S = [wy,ws,...,w,]: Words in a sentence of length n.
2: d = [d1,d2,...,dn—1]: Vector, each of whose elements
d; is the syntactic distance between w; and w;41.

3: function D2T(S, d)

4 if d = [] then

5 node <— Leaf(S[0])

6 else

7: 1 < argmax;(d)

8 child; < DZT(SSZ', d<z)

9 child, + D2T(S~;,d>;)
10: node < Node(child;, child,)
11: end if
12: return node

13: end function

2018a), where a concept of syntactic distance
(Shen et al., 2018b) plays a vital role. Formally,
given a sequence of words in a sentence S =
[wy,wa, ..., w,], the corresponding syntactic dis-
tance vectord = [dy,da, ..., d,_1] is computed as
follows (each d; is the syntactic distance between
Ww; and wi+1):

di = f(g9(wi), g(wit1)),

where f(-,-) and g(-) are a distance measure func-
tion and representation extractor function. For g,
the authors suggest utilizing G¥ and G?. Given [ as
the number of layers in a PLM and a as the number
of attention heads per layer, G" refers to a set of
functions {g;|j = 1,..., 1}, each of which outputs
the hidden representation of a given word on the
4% layer of the PLM. Similarly, G is defined as
{gé,k)u =1,....,0,k=1,...,a+1}3 each of
whose elements computes the attention distribution
of an input word by using the k" attention head on
the j'" layer of the PLM. For the function f, there
also exist two options, i.e., FV = {COS,L1,L2}
and F? = {JSD, HEL}, where COS, L1, L2, JSD,
and HEL correspond to the Cosine, L1, and L2,
Jensen-Shannon, and Hellinger distance respec-
tively. Note that £V is only compatible with G
while F'? is only with G<.

Finally, given the input sentence S and syntac-
tic distance vector d, Algorithm 1 is adopted to
induce a complete (binary) constituency parse tree,
recursively splitting .S in a top-down manner.

3.2 Chart-based CPE-PLM

Although the top-down method has shown its effec-
tiveness in extracting non-trivial phrase structures
3Given a attention heads on the ;%" layer, Kim et al. (2020)

also consider the (a 4 1)*" head that corresponds to the aver-
age of all attention distributions on the jt" layer.

Algorithm 2 Chart to Syntactic Distance

1: n: Length of an input sentence S.

: C € R™*™: Chart matrix whose elements are Sqpan (i, 7).

: P € R™™: Matrix, whose (4, j)'" element is the split
point of the span (7, j) of the sentence S.

W N

4: s: Start position, initialized as 1.

5: e: End position, initialized as n.

6: function C2D(C, P, s, €)

7: if s = e then

8: return [] (empty vector)

9: else

10: v < Cs][e]

11: p < P[s][e]

12: return [C2D(C, P, s, p); v; C2D(C, P, p+1, e)]
13: (['; *]: vector concatenation)
14: end if

15: end function

from PLMs, there still remains much room for im-
provement, considering that this method by nature
operates in a greedy fashion rather than taking ac-
count of the probabilities of all possible subtrees.
In other words, the top-down CPE-PLM method
only relies on the information obtained from the
representations of two words to estimate the likeli-
hood of the space between the two words becoming
a target to be split. To overcome this limitation, we
propose a novel approach based on chart parsing
which executes an exact inference to find the most
probable parse while effectively considering all
possibilities with dynamic programming.
Following the previous work on chart parsing
(Stern et al., 2017; Kitaev and Klein, 2018), we
assign a real-valued score sy..(7") for each tree
candidate 7', which decomposes as Sy.ce(T) =
Z(i’j)eT Sspan(1,7), where Sgpan(,7) is a score
(or cost) for a constituent that is located between
positions ¢ and j (1 < ¢ < 7 < n) in a sentence.
Specifically, sgpan (i, ) is defined as follows:
(i) = {scomp(i,j) o minicie; Sora(is ki) 0 < g
0 ifi=y
where Sspiit (i, k, j) = Sepan (i, k) +Sspan(E+1, 7).
In other words, S¢omp(%, j) measures the validity
or compositionality of the span (i, 7) itself while
Seplit (i, k, j) indicates how plausible it is to di-
vide the span (i, ) into two subspans (i, k) and
(k + 1,7). We choose the most probable k that
brings us the minimum cost of s, (i, &, j). Note
that each constituent is by definition evaluated with
the scores of its children in addition to its own score.
Once Scomp (-, -) is properly defined, it is straight-
forward to compute every sgpqn (4, j) by utilizing
the CKY algorithm (Cocke, 1969; Kasami, 1966;
Younger, 1967). In the following subsections, we
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formulate two variants of Scomp(-, -) in detail.
Finally, our parser outputs T, the tree that re-

quires the lowest score (cost) to build, as a pre-

diction for the parse tree of the input sentence:

A~

T = argming Sgree(T).

3.2.1 Pair Score Function

The methodology introduced in the previous sec-

tion abstracted over the choice of Scomp(+,-); in

what follows we propose two candidates for it.
First, we propose a pair score function sp(-, -)

which is is defined as follows:

j—it1

sp(iy J) = ( 2 )_1 Z(wm,wy)eg)air@,j) fg(wz), g(wy)),

where pair(i, j) returns a set consisting of all com-
binations of two words from a span (i, j)—e.g.,
pair(1,3) = {(w1,w2), (w1, ws), (w2, ws)}. The
intuition behind this formulation is that every pair
of words in a constituent should have similar at-
tention distributions so that the pair’s embeddings
become similar to each other in the subsequent lay-
ers of PLMs. For f(-,-) and g(-), we again take
advantage of F'¥ and G specified in Section 3.1.*

3.2.2 Characteristic Score Function

We also propose another candidate for scomp(-, -),
namely a characteristic score function s.(-, -). In-
stead of measuring the similarities of all pairs of
attention distributions, we pre-define c as the char-
acteristic vector of a given constituent and evaluate
the cost of each word in the constituent with regard
to this value. Although c can be realized in many
ways, for simplicity, we here use the average of all
the attention distributions of words in a constituent.
As a consequence, s.(i, 7) is formalized as follows:

1
j—i+1

S flglwa),e),

i<e<j

Se(t,J) =

where ¢ = J_ﬁ > i<y<j 9(wy).
3.3 Top-K Ensemble for CPE-PLM

The part remaining ambiguous so far in clarifying
CPE-PLM algorithms is about how to properly se-
lect the distance measure function f and representa-
tion extractor function g from the set of candidates,
i.e., 'Y and G“. Basically, we can consider a typi-
cal case where we acquire the best combination of

“This implies that we make only use of the attention distri-
butions of PLMs, as it is verified by the previous work (Kim
et al., 2020) and our preliminary experiments that attention
distributions offer more useful signals in this setting.

f and g using the validation set and apply it to the
test set. In addition, we introduce one more option,
called top-K ensemble, that enables us to integrate
the knowledge from several attention heads.

Specifically, we first pick an arbitrary candidate
for f, dubbed f > Then, we compute the parsing
performance of every possible combination of f
and g € G on the validation set and sort G ac-
cording to the performance of its elements. After
that, we simply choose the top K elements from the
sorted G¥ and allow all of them (Gfop ) to partici-
pate in parsing instead of just leveraging the best
single one. At test time, given an input sentence,
we predict K separate trees using every element
from Gfo,p - and then convert the trees into corre-
sponding syntactic distance vectors (Algorithm 2).
Finally, we compute the average of the syntactic
distance vectors and translate this averaged vector
into the final tree prediction (Algorithm 1).

By introducing the top-K ensemble technique,
it becomes possible to obtain a more accurate tree
prediction while seamlessly combining diverse syn-
tactic signals provided by different attention heads.

4 Experiments

4.1 General Configurations

To evaluate, we prepare the PTB (Marcus et al.,
1993) dataset for English and the SPMRL (Sed-
dah et al., 2013) dataset for the eight other lan-
guages: Basque, French, German, Hebrew, Hun-
garian, Korean, Polish, and Swedish. We use the
standard split of each dataset, and the datasets
are pre-processed following Kim et al. (2019a)
and Zhao and Titov (2021)—removing punctuation
marks. We leverage the unlabelled sentence-level
F1I (percentage) score as a primary metric to eval-
uate the extent to which tree predictions resemble
corresponding gold-standard trees. The hyperpa-
rameter K, which determines the number of at-
tention heads engaging in the top-K ensemble, is
decided by grid search on some reasonable candi-
dates ({5, 10, 20, 30}). We empirically found that
K =20 is versatile across different settings. From
now on, we employ the abbreviations TD, CP, and
CC to refer to the top-down (Section 3.1; Kim et al.
(2020)), chart-pair (Section 3.2.1; our approach
with s;,), and chart-characteristic method (Section
3.2.2; our method with s.) respectively.

5In practice, we test every element f € F'? exhaustively
to select the best one as F'¢ consists of only two elements.
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Figure 1: Performance of CPE-PLM methods on PTB. Chart-based (CP and CC) approaches show superior figures
in most cases compared to TD. The top-K ensemble also provides orthogonal improvements. Best viewed in color.

French Swedish
™ CP CC TD CP CC TD CP CC TD CP CC

Language German Korean

Method

Naive baselines

Random 162 139 222 16.4
Left-branching 5.7 10.0 18.5 8.4
Right-branching 26.4 147 19.2 30.4
PCFGs

N-PCFG' 422 37.8 25.7 145
C-PCFG' 40.5 37.3 27.7 23.7
Mono. PLMs  41.4 42.4 42.8 38.4 39.6 39.7 51.1 47.3 47.4 35.6 38.4 38.9

Table 2: CPE-PLM’s performance on French, German,
Korean, and Swedish. The best score for each language
is in bold. }: results from Zhao and Titov (2021).

4.2 Experiments on Monolingual Settings

We first assess CPE-PLM on the PTB dataset. We
apply our methods to three different categories
of English PLMs—BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), and XLNet (Yang
et al., 2019).% We also test the effect of the top-K
ensemble by combining it with each of the CPE-
PLM method. In Figure 1, we confirm that our
chart-based methods mostly outperform the top-
down approach, showing an improvement of up to
nearly five points (RoBERTa-large: 33.8 — 38.6).
Moreover, we reveal that the top-K ensemble pro-
vides significant improvements on parsing perfor-
mance in an orthogonal manner, regardless of the
accompanying method. This result implies that the
cues that can contribute to inducing parse trees may
be distributed across different parts of PLMs, rather
than concentrated on a specific attention head. We
attain the 46.4 F1 score by combining XLNet, the
CP method, and the top-K ensemble, which is six
points higher than the best performance (40.1) re-
ported in the previous work (Kim et al., 2020).

Next, we evaluate CPE-PLM methods on French,
German, Korean, and Swedish, for which language-

We prepare two variants for each PLM: (i) X-base consists
of 12 layers, 12 attention heads, and 768 hidden dimensions.
(i1) X-large has 24 layers, 16 heads, and 1024 dimensions.

specific BERT variants are available.” As baselines,
we prepare three naive methods—random and
left/right-branching trees—in addition to N(eural)-
PCFG and C(ompound)-PCFG (Kim et al., 2019a),
which are representative unsupervised parsers.® For
CPE-PLM, we consider both the top-down and
chart methods, all of which are combined with the
top-K ensemble. In Table 2, the CPE-PLM meth-
ods demonstrate performance comparable (French
/ German) or superior (Korean / Swedish) to that
of the strong baselines. In particular, CPE-PLM
shows much better performance in Korean and
Swedish, where PCFGs failed to obtain meaning-
ful results. We conjecture this discrepancy in part
comes from the availability of subword-level fea-
tures, to which PLMs have access while PCFGs do
not, considering that the SPMRL dataset is origi-
nally constructed for testing morphologically-rich
languages. Meanwhile, CP and CC outperform TD
on 3 out of 4 languages, albeit the gaps are rela-
tively small compared to the English case. This
outcome leads to two implications: (i) the effec-
tiveness of a CPE-PLM method depends on the
language where it is applied, and (ii) our top-K en-
semble is broadly helpful for all the parsing meth-
ods, reducing the gap between their performance.

4.3 Experiments on Multilingual Settings

Theoretically, multilingual PLMs have a poten-
tial to be a core asset for CPE-PLM, given that
they are able to deal with sentences from over a
hundred languages simultaneously. However, it
has not yet been investigated whether they can
play a role as expected. To shed light on this is-
sue, we conduct experiments with the CPE-PLM

"The PLMs used per language are listed in Appendix.

8We rely on Zhao and Titov (2021) to report PCFG models’
performance. Note that the authors assume they have access
to parses in the PTB dev set to select the best hyperparameters
following Kim et al. (2019a). This condition is exactly the
same for our English models and cross-lingual transfer settings
in Table 3. Meanwhile, we additionally employ the SPMRL
validation set in Table 2 and the Multi-ling. part of Table 3,
which can give undesirable extra gains to CPE-PLM.
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I English Basque French German Hebrew Hungarian Korean Polish Swedish
Method ™ CP CC TD CP CC T™OD CP CC T™O CP CC T CP CC T™O CP CC T™OD CP CC T™O CP CC TD CP CC
PCFGs

N-PCFG! 50.8 30.2 422 37.8 41.0 379 257 31.7 14.5
C-PCFG! 557 27.9 40.5 37.3 39.2 38.3 27.7 324 23.7
Mono-ling. 42.9 46.4 45.0 414 424 428 384 396 39.7 51.1 473 474 35.6 384 389
Multi-ling.

M-BERT  40.3 45.0 44.8 40.0 409 41.6 429 446 456 393 40.6 403 423 425 420 382 39.1 404 521 509 498 41.6 43.0 429 373 374 393
XLM 442 47.7 462 433 44.1 447 437 46.0 460 392 413 404 439 442 443 408 423 422 43.0 41.6 41.0 443 449 444 390 40.1 40.7
XLM-R 455 46.7 47.0 43.7 438 451 458 442 455 414 422 41.6 450 432 453 424 440 434 559 557 543 431 437 446 395 40.6 415
XLM-R-L 41.7 44.6 45.1 443 44.1 452 395 424 429 389 41.0 40.7 437 441 463 39.8 415 413 51.8 52.6 51.8 41.7 435 445 362 386 394
Cross-ling.

M-BERT 39.8 39.8 41.1 422 446 455 377 403 393 397 428 428 362 394 380 489 47.0 457 39.8 419 423 360 39.1 387
(+.—) (-0.2) (-1.1) (-0.5) (-0.7) (0.0) (-0.1) (-1.6) (-0.3) (-1.0) (-2.6) (+0.3) (+0.8) (-2.0) (+0.3) (-2.4) (-3.2) (-3.9) (-4.1) (-1.8) (-1.1) (-0.6) (-1.3) (+1.7) (-0.6)
XLM 40.6 412 421 442 463 46.1 389 41.5 403 424 458 439 38.0 422 407 40.1 395 384 422 445 444 382 409 409
(+,-) (-2.7) (-2.9) (-2.6) (+0.5) (+0.3) (+0.1) (-0.3) (+0.2) (-0.1) (-1.5) (+1.6) (-04) (-2.8) (-0.1) (-1.5) (-2.9) (-2.1) (-2.6) (-2.1) (-04) (0.0) (-0.8) (+0.8) (+0.2)
XLM-R 434 421 437 454 451 462 415 422 415 455 452 463 413 434 419 526 496 489 443 454 448 404 410 414
(+,-) (-0.3) (-1.7) (-1.4) (-0.4) (+0.9) (+0.7) (+0.1) (0.0) (-0.1) (+0.5) (+2.0) (+1.0) (-1.1) (-0.6) (-1.5) (-3.3) (-6.1) (-5.4) (+1.2) (+1.7) (+0.2) (+0.9) (+0.4) (-0.1)
XLM-R-L 439 426 436 394 423 432 386 40.6 40.6 428 447 454 38.6 399 40.7 51.6 513 505 426 449 451 37.1 39.6 40.0
(+,—) (-0.4) (-1.5) (-1.6) (-0.1) (-0.1) (+0.3) (-0.3) (-0.4) (-0.1) (-0.9) (+0.6) (-0.9) (-1.2) (-1.6) (-0.6) (-0.2) (-1.3) (-1.3) (+0.9) (+1.4) (+0.6) (+0.9) (+1.0) (+0.6)

Table 3: Performance of CPE-PLM on 9 languages. Mono-ling.: CPE-PLM’s performance in monolingual settings.
Multi-ling.: the results when combined with multilingual PLMs. Cross-ling.: the performance when relying on
cross-lingual transfer, in addition to the relative losses or gains (4,—) compared to the original results. The best
score per PLM is in bold while the best for each language is underlined. {: results from Zhao and Titov (2021).

methods built upon multilingual PLMs. We apply
four multilingual PLMs to nine languages in total.
We use a multilingual version of the BERT-base
model (M-BERT, Devlin et al. (2019)), the XLM
model trained on 100 languages (XLLM, Conneau
and Lample (2019)), XLM-R, and XLM-R-L(arge)
(Conneau et al., 2019). For baselines, we only con-
sider PCFGs as we verified in Section 4.2 that they
can subsume naive baselines. We also list CPE-
PLM’s performance in monolingual settings for
reference. Again, we utilize the TD, CP, and CC
methods combined with the top-K ensemble.

In the Multi-ling. section of Table 3, we report
CPE-PLM’s performance with multilingual PLMs
when the best attention heads are separately se-
lected for each language, relying on the validation
sets of respective languages. We observe that the
CPE-PLM framework works pretty well across lan-
guages when it is built upon multilingual PLMs,
outperforming PCFGs except for English. Surpris-
ingly, we discover that for every language we con-
sider, there exists at least one multilingual PLM
that outperforms its monolingual counterpart. For
instance, we achieve the F1 score of 47.7 in En-
glish with the XLLM model, which is higher than all
the scores we achieved for English in monolingual
settings. In conclusion, we confirm that multilin-
gual PLMs can serve as a core component for an
integrated CPE-PLM framework that processes dif-
ferent languages simultaneously. Regarding the
effect of parsing strategies, we identify that CP and

CC generally outperform TD, and that the only ex-
ception occurs in Korean. We assume this is related
to the linguistic properties of target languages, but
we leave a thorough analysis on this as future work.

Next, we evaluate CPE-PLM in a harsher condi-
tion where the validation set is given only for En-
glish. Concretely, we attempt to parse sentences in
eight other languages with the CPE-PLM methods
optimized for English (i.e., the attention heads are
chosen based on the PTB validation set), perform-
ing zero-shot cross-lingual transfer from English
to others. Note that this constraint facilitates re-
vealing the true value of CPE-PLM by answering
the following research question: given no access to
parsers or gold-standard trees in target languages
at all, can we induce non-trivial parse trees by
solely relying on the knowledge residing in PLMs?

In the Cross-ling. section, we present the perfor-
mance of cross-lingual transfer and relative perfor-
mance losses or gains (+,—) compared against the
language-specific optimization (Multi-ling.). To
our surprise, we reveal that the cross-lingual trans-
fer leads to negligible losses or even small gains
in most cases. This is also in line with the reports
from related work (Pires et al. (2019); Cao et al.
(2020); i.a.) that multilingual PLMs are effective in
cross/multi-lingual NLP tasks. Our finding implies
that there exist universal attention heads that are
sensitive to the phrase structures of sentences irre-
spective of the input language. We seek to analyze
this phenomenon in detail in the following section.
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L English Basque French German

Hebrew Hungarian Korean Polish Swedish

Method ™ CP CC TD CP CC

™ CP CC T™O CP CC T™O CP CC TOD CP CC TD CP CC TD CP

CC T CP CC

Pre-training data

Tokens (M) 300.8 2.0 56.8 66.6 31.6 584 542 44.6 12.1

Size (GiB)! 55608 270 9780 10297 3399 7807 5644 6490 77

Val. & Test data

Size (Validation) 1700 948 1235 5000 500 1051 2066 821 494

Size (Test) 2416 946 2540 4999 716 1009 2287 822 666
XLM-R 455 46.7 47.0 437 43.8 451 458 442 455 414 422 41.6 450 432 453 424 440 434 559 557 543 431 437 44.6 395 406 415

Cross-lingual

(+.-)

434 421 437 454 451 462 415 422 415 455 452 463 413 434 419 52,6 49.6 489 443 454 448 404 410 414
(-0.3) (-1.7) (-1.4) (-0.4) (+0.9) (+0.7) (+0.1) (0.0) (-0.1) (+0.5) (+2.0) (+1.0) (-1.1) (-0.6) (-1.5) (-3.3) (-6.1) (-5.4) (+1.2) (+1.7) (+0.2) (+0.9) (+0.4) (-0.1)

Table 4: Factor correlation analysis. The first section describes the statistics of the data utilized for training XLM-R.
The second section displays the characteristics of the validation and test sets. T: from Conneau et al. (2019).

5 Analysis

We present several analyses that enrich our under-
standing about CPE-PLM. We employ XLM-R as a
backbone and the CC method as a parsing scheme.

5.1 Factor Correlation Analysis

First, we attend to two factors that may affect CPE-
PLM’s performance: (i) the amount of the data
consumed to train a PLM, and (ii) the number of
sentences in the validation and test sets. In Table 4,
we do not notice a clear relationship between the
amount of pre-training data and performance. We
conjecture this result is rooted in the sampling tech-
nique exploited when pre-training XLM-R. Specifi-
cally, the technique readjusts the probability of sam-
pling a sentence from each language, increasing
the number of tokens sampled from low-resource
languages while mitigating the bias towards high-
resource languages (Conneau et al., 2019). On
the other hand, we discover that the languages for
which the size of the validation sets are relatively
small (i.e., Hebrew, Polish, and Swedish) tend to
benefit from cross-lingual transfer, implying that
the insufficient number of examples in the vali-
dation set might cause some noise or lead to the
suboptimal in the selection of attention heads.

5.2 Visualization of Attention Heads

We revealed in Section 4.3 that CPE-PLM’s per-
formance for most languages does not suffer much
from cross-lingual transfer, suggesting that there
would exist significant overlaps among the sets
of the attention heads selected for respective lan-
guages. To verify our hypothesis, in Figure 2, we
visualize the language-specific sets of the top 20
heads existing in XLM-R. We observe that the
heads effective for CPE-PLM are distributed over
the middle-to-upper (6-12) layers of XLM-R, im-
plying that phrase-level information is pervasive

XLM-R

Layer
o
LW
W
||
o

w— English |
Basque

French
34 m— German
Hebrew

== Hungarian

= Korean
Polish

19 Swedish

1 2 3 4 5 6 7 8 9 10 11 12
Attention Heads

Figure 2: Visualization of the sets of the top 20 atten-
tion heads (in XLM-R) for 9 languages. Each cell is
filled with the color assigned for a language if the corre-
sponding head is responsible for parsing the language.

in the upper layers rather than the lower ones. In
addition, we discover that most of the heads de-
tected as sensitive to syntax respond to multiple
languages simultaneously and that there exist a few
heads proven to be important for dealing with all
the nine languages we consider. Our finding of the
existence of such universal attention heads explains
why CPE-PLM is robust to cross-lingual transfer
in multilingual settings, in addition to providing a
partial clue on why multilingual PLMs are excel at
cross-lingual transfer as reported in previous work
(Pires et al. (2019); Cao et al. (2020); inter alia).

5.3 Recall Scores on Noun and Verb Phrases

To assess CPE-PLM’s performance in a more fine-
grained manner and probe the extent to which
it detects the core components of sentences, we
present its recall scores on gold-standard noun and
verb phrases. We only target the languages whose
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Figure 3: Recall scores on gold-standard NPs and VPs.
The light bars indicate the random baseline’s perfor-
mance while the dark ones show that of the CC method.

gold-standard trees contain proper tags in their test
sets. In Figure 3, we confirm that compared to the
random baseline, CPE-PLM has a decent ability
to identify noun phrases, succeeding in retrieving
more than half of NPs for every language. On the
contrary, CPE-PLM seems relatively weak in rec-
ognizing VPs which are generally longer and more
complex than NPs. This implies that CPE-PLM
might struggle with grasping the whole structure
of sentences (e.g., VPs), although it successfully
perceives small phrasal components (e.g., NPs).

6 Limitations and Future Work

We here mention a few limitations of our approach
and propose avenues for future work. First, anal-
ogous to several unsupervised parsers (Shi et al.,
2020) including PCFGs (Zhao and Titov, 2021),
the current form of our method relies on a few
gold-standard annotations from the validation set
to determine the best hyperparameters (i.e., the
best choice for attention head selection). This de-
pendency makes it hard to say that our approach
is entirely unsupervised, although it steps aside
from a typical way of learning parsers with super-
vision. A next, promising yet challenging, step will
be therefore to develop a remedy that enables our
method to be free from the annotations, similar to
Li et al. (2020). Note that our cross-lingual transfer
experiments also shed some light on how to relieve
such dependency.

While we have shown that CPE-PLM can be su-
perior or comparable to PCFGs and that it can func-
tion as an effective tool for analyzing PLMs, its per-
formance still falls short of expectations in terms
of whether it can practically substitute standard
parsers, similar to the case of unsupervised parsers.
To improve its performance, we have a plan as
future work to design an ensemble method that
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gathers information from heterogeneous PLMs.

Finally, chart parsing algorithm, whose time
complexity is O(n?), is inherently much more ex-
pensive than other efficient parsing strategies such
as top-down parsing. Therefore, when we need
to decide which parsing algorithm to employ, we
should keep in mind the trade-off between accuracy
and efficiency.

7 Related work

Pre-trained language models (PLMs) now lie at
the heart of many studies in the literature. Follow-
ing the trend, much effort has been made to de-
velop English PLMs (Devlin et al. (2019); Liu et al.
(2019); Radford et al. (2019); Yang et al. (2019),
inter alia), to construct non-English PLMs (Martin
et al. (2019); i.a.), and to train multilingual vari-
ants (Conneau and Lample, 2019; Conneau et al.,
2019). We have explored the potential use of these
PLMs as parsers. The trees induced by our method
can also be leveraged as a tool for probing PLMs,
similar to recent work that attempt to explore the
knowledge in PLMs (Clark et al., 2019; Jawahar
et al., 2019). In particular, Chi et al. (2020) ex-
tended Hewitt and Manning (2019) to multilingual
settings, analogous to our work. Still, it is different
from ours in that it requires explicit supervision
and devotes itself to dependency grammar.

In this study, we have named a line of work
(Rosa and Marecek, 2019; Wu et al., 2020; Kim
et al., 2020) that extracts trees directly from PLMs
as CPE-PLM. We have extended its application
to multilingual scenarios as well as improving its
performance. Notably, Marecek and Rosa (2019)
developed an approach similar to ours, but they
focused on Transformers trained for machine trans-
lation rather than language models. Work on neural
unsupervised parsing (Shen et al. (2018b, 2019);
Kim et al. (2019a); Shi et al. (2020), inter alia) also
seeks to generate parse trees without supervision
from gold-standard trees. It is worth noting that
some work such as Kann et al. (2019) and Zhao
and Titov (2021) attempt to evaluate unsupervised
parsers in multilingual settings, akin to our work.
The difference between ours and theirs is that our
method does not require training a parser for each
language, instead relying on off-the-shelf PLMs.

8 Conclusion

In this work, we study Constituency Parse Extraction
from Pre-trained Language Models (CPE-PLM), a novel



paradigm of inducing parses directly from PLMs.
We introduce a chart-based method and top-K en-
semble for improving performance, and extend the
range of application of the paradigm to different
languages by applying multilingual PLMs. We
hope our work can function as the foundation for
future research on (i) unsupervised constituency
parsing for under-represented languages and (ii)
probing the inner workings of multilingual PLMs.
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A Appendix
A.1 List of Non-English Monolingual PLMs

The PLMs we utilize per language are listed as
follows. German: bert-base-german (https:
//deepset .ai/german-bert). French: camem-
bert (Martin et al., 2019). Swedish: bert-base-
swedish  (https://github.com/huggingface/
transformers/tree/master/model_cards/KB/

bert-base-swedish-cased). Korean: KoBERT-

base (https://github.com/SKTBrain/KoBERT).
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