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Abstract

Transformer-based architectures have become
the de-facto standard models for a wide
range of Natural Language Processing tasks.
However, their memory footprint and high la-
tency are prohibitive for efficient deployment
and inference on resource-limited devices.
In this work, we explore quantization for
transformers. We show that transformers have
unique quantization challenges – namely, high
dynamic activation ranges that are difficult to
represent with a low bit fixed-point format.
We establish that these activations contain
structured outliers in the residual connections
that encourage specific attention patterns,
such as attending to the special separator
token. To combat these challenges, we
present three solutions based on post-training
quantization and quantization-aware training,
each with a different set of compromises for
accuracy, model size, and ease of use. In
particular, we introduce a novel quantization
scheme – per-embedding-group quantization.
We demonstrate the effectiveness of our
methods on the GLUE benchmark using
BERT, establishing state-of-the-art results for
post-training quantization. Finally, we show
that transformer weights and embeddings
can be quantized to ultra-low bit-widths,
leading to significant memory savings with
a minimum accuracy loss. Our source
code is available at https://github.
com/qualcomm-ai-research/
transformer-quantization.

1 Introduction

Recently, transformer architectures have shown re-
markable improvement in many Natural Language
Processing (NLP) tasks and beyond. Based on
the original Transformer (Vaswani et al., 2017),
language models pre-trained from large corpora
of unlabeled text, such as BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), XLNet (Yang
∗Qualcomm AI Research is an initiative of Qualcomm Technologies, Inc.

et al., 2019), Transformer-XL (Dai et al., 2019),
GPT family (Radford et al., 2018, 2019; Brown
et al., 2020), have become an indispensable build-
ing block in modern NLP pipelines. They are also
increasingly adopted in other areas, including vi-
sion (Carion et al., 2020; Dosovitskiy et al., 2020;
Chen et al., 2020; Girdhar et al., 2019) and au-
dio (Dong et al., 2018; Child et al., 2019).

Despite cutting edge results in many applica-
tions, pre-trained transformer-based models are
extremely large, sometimes exceeding billions of
parameters. Hence, efficient deployment of these
models on resource-constrained embedded systems,
and even sometimes in data centers, has become
an important problem due to high latency and pro-
hibitively large memory footprint and energy con-
sumption.

One effective method to tackle this problem is
neural network quantization. Quantization reduces
memory consumption by using low-bit precision
for weight and activation tensors. Is also reduces
inference time, and improves energy efficiency by
employing low-bit fixed-point arithmetic instead of
floating-point arithmetic (Horowitz, 2014).

Quantization, however, is not free. It introduces
additional noise in the network that can lead to
a drop in the model’s performance. While prior
work has demonstrated the feasibility of integer-
only inference for computer vision models (Lin
et al., 2016; Jacob et al., 2018; Krishnamoorthi,
2018; Zhang et al., 2018; Choukroun et al., 2019;
Dong et al., 2019; Esser et al., 2019; Nagel et al.,
2019, 2020), there is relatively little work done
on quantizing NLP models (Wang et al., 2018b;
Xu et al., 2018), and specifically on transformer
models.

Understanding the challenges of transformer
quantization and designing a robust and easy-to-
use quantization pipeline for them constitute the
primary goal of this paper. The contributions of
our work include:

https://github.com/qualcomm-ai-research/transformer-quantization
https://github.com/qualcomm-ai-research/transformer-quantization
https://github.com/qualcomm-ai-research/transformer-quantization
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• We show that standard 8-bit post-training
quantization techniques lead to a significant
performance degradation for transformer en-
coder models.

• We conduct a systematic study to identify
the underlying reason that precludes efficient
transformer quantization. We find that the
main bottleneck is a considerable mismatch
between the different dynamic ranges of acti-
vation tensors in the residual connections. Fur-
ther analysis shows that these activation ten-
sors contain structured outliers that facilitate
specific attention patterns in deeper encoder
layers, such as attending to the special [SEP]
token. We highlight that this issue is inherent
to many architectures and pre-training objec-
tives.

• Based on these findings, we propose a set of
solutions with different trade-offs to overcome
the dynamic range problem, including tech-
niques based on post-training, mixed preci-
sion, and quantization-aware training. In par-
ticular, we introduce a new per-embedding-
group quantization scheme, which solves the
activation quantization issue without a signif-
icant compute overhead or increase in com-
plexity.

• Finally, we show that weights and embeddings
in BERT-like models can be quantized to ultra-
low (2-4) bits, reducing the memory footprint
by more than 8× with a minimal accuracy
loss.

We evaluate our proposed solutions on eight
different NLP tasks from the well-known GLUE
benchmark. Our techniques set a new state-of-
the-art of post-training quantization and per-tensor
quantization-aware training for the BERT model.
To the best of our knowledge, this is the first work
for the BERT-like transformer quantization with
a strong focus on post-training quantization. The
presented method is not exclusive to BERT and is
easily applicable to other pre-trained transformer
models.

2 Background and related work

Efficient Transformers Making transformer
models more efficient in terms of memory and
computation time is an active area of research. A
good survey paper is Tay et al. (2020). Most prior

work focuses on architectural changes that speed
up self-attention, which is the most expensive op-
eration crucial for efficient processing of long se-
quences of tokens or pixels. Notable examples
include ones that apply fixed (Child et al., 2019;
Beltagy et al., 2020) or learned (Kitaev et al., 2020)
sparsity patterns to the otherwise dense attention
matrix, while others introduce efficient approxima-
tions based on low-rank (Wang et al., 2020b) or
kernel methods (Katharopoulos et al., 2020; Choro-
manski et al., 2020). Some of the complemen-
tary efforts in this area are compact and fast ar-
chitectures by design (Sun et al., 2020; Iandola
et al., 2020), weight sharing (Dehghani et al., 2018;
Lan et al., 2019), parameter reuse across multiple
downstream tasks (Houlsby et al., 2019; Stickland
and Murray, 2019), knowledge distillation (Sanh
et al., 2019; Jiao et al., 2020), neural architecture
search (Guo et al., 2019; Wang et al., 2020a), prun-
ing (Sanh et al., 2020; Prasanna et al., 2020), and
better pre-training (Liu et al., 2019; Clark et al.,
2020).

Quantization One of the most powerful ways to
decrease the computational time and memory con-
sumption of neural networks is quantization, which
uses low-bit representations for weight and/or acti-
vation tensors. When moving from 32 to 8 bits, the
memory overhead of storing tensors decreases by a
factor of 4, while the computational cost for matrix
multiplication reduces quadratically by a factor of
16. Low-bit fixed-point representations, such as
INT8, further reduce the energy consumption since
the fixed-point operations are more efficient than
their floating-point counterparts (Horowitz, 2014).
However, exact latency improvements and energy
savings are highly dependent on the target hard-
ware. Therefore, we focus in this work on achiev-
ing high memory and compute reduction while
maintaining acceptable model accuracy and do not
measure actual on-device performance gains. We
will cover relevant basics of quantization here, for
a more comprehensive overview of neural network
quantization please refer to Nagel et al. (2021).

A commonly used scheme for quantization is
uniform affine or asymmetric quantization (Zhou
et al., 2016; Hubara et al., 2017; Krishnamoorthi,
2018) because it allows for efficient implementa-
tion of fixed-point arithmetic. It is defined by bit-
width b ∈ N, scale factor s ∈ R+, and zero-point
z ∈ Z. We simulate the quantization process
in floating-point according to Jacob et al. (2018).
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Quantizing a real-valued tensor x is performed by
first mapping it to an unsigned integer grid:

x(Z) = clip
(⌊x

s

⌉
+ z; 0, 2b − 1

)
, (1)

It is possible to approximately recover the real-
valued input x through an operation that is often
referred to as de-quantization:

x̂ := q (x; s, z, b) = s
(
x(Z) − z

)
≈ x. (2)

In the case of symmetric quantization, we restrict
the quantization grid to be symmetric around z.

It is common to have a single set of quantization
parameters per tensor, known as per-tensor quanti-
zation. One could also increase the quantization
granularity by defining separate quantizers for in-
dividual segments of a tensor. This will improve
the accuracy of a network, but at the cost of an
additional compute and memory overhead.

An important class of quantization methods
is post-training quantization (PTQ) algorithms,
which take a pre-trained FP32 network and con-
vert it directly into a fixed-point network without
the need for the original training pipeline (Krish-
namoorthi, 2018). A vital step in the PTQ process
is finding good quantization ranges for each quan-
tizer. One way of doing this is static range estima-
tion, which determines quantization parameters for
the network by passing a few batches of calibration
data through the model before inference. It yields
more efficient inference since all the quantization
parameters are known in advance and fixed. Sev-
eral of the most common range estimators include:

current min-max or simply min-max, uses the full
dynamic range of the tensor (Zhou et al., 2016;
Wu et al., 2018b; Zhu et al., 2020);

running min-max uses exponential moving av-
erage of the min and max over multiple
batches (Krishnamoorthi, 2018);

MSE finds quantization parameters that minimize
mean squared error between quantized and
floating-point tensors (Choukroun et al., 2019;
Banner et al., 2018).

An alternative to PTQ is to train a neural net-
work with the simulated quantization operations in
the network, known as quantization-aware train-
ing (QAT, Jacob et al. 2018; Gupta et al. 2015;
Krishnamoorthi 2018). It allows the model to

better adapt to the introduced quantization noise
compared to PTQ, at the cost of longer train-
ing times, the need for labeled data and doing a
hyper-parameter search. Gradients through the non-
differentiable quantization step are usually approxi-
mated using the straight-through estimator (Bengio
et al., 2013). Ranges for both weights and activa-
tions can be set using PTQ range estimators or
learned jointly with the weights during training, as
in Esser et al. (2019); Jain et al. (2019).

Finally, it is possible to assign different bit-
widths for different layers or parts of the network,
a technique known as mixed precision (Lin et al.,
2016; Wu et al., 2018a; Zhou et al., 2018; Dong
et al., 2019; Wang et al., 2019; van Baalen et al.,
2020).

Transformer quantization Junczys-Dowmunt
et al. (2018) applied knowledge distillation and
8-bit post-training quantization to speed up trans-
former models for neural machine translation.
Bhandare et al. (2019) also applied 8-bit post-
training quantization to the transformer model for
machine translation and demonstrated how to uti-
lize specialized hardware to accelerate the infer-
ence process.

Zafrir et al. (2019) proposed an 8-bit quantiza-
tion scheme for BERT-like models and achieves
compression of up to 25% of the original model
size. Shen et al. (2020) applies mixed-precision
quantization on BERT, where they assign a dif-
ferent precision to different layers according to
their sensitivity defined by Hessian information.
Kim et al. (2021) proposed a fully integer-only
arithmetic inference scheme based on second-order
polynomial approximations for GELU, Softmax,
and LayerNorm non-linearities. Some examples of
transformer-based model quantization with alterna-
tive quantization schemes include Fan et al. (2020);
Darvish Rouhani et al. (2020).

Note that all the mentioned approaches for
BERT-like transformer quantization employ some
form of QAT and either do not discuss PTQ alter-
natives or only use them as weak baselines.

3 Problem investigation

First, we investigate what happens when we ap-
ply standard 8-bit post-training quantization to
the BERT model and evaluate it on eight down-
stream tasks from the GLUE benchmark (Wang
et al., 2018a). To quantize fine-tuned models, we
use uniform affine quantization with static range



7950

Configuration CoLA SST-2 MRPC STS-B QQP MNLI QNLI RTE GLUE

FP32 57.27 93.12 88.36 89.09 89.72 84.91 91.58 70.40 83.06

W8A8 54.74 92.55 88.53 81.02 83.81 50.31 52.32 64.98 71.03
W32A8 56.70 92.43 86.98 82.87 84.70 52.80 52.44 53.07 70.25
W8A32 58.63 92.55 88.74 89.05 89.72 84.58 91.43 71.12 83.23

Table 1: Post-training quantization results on development sets of the GLUE benchmark (except WNLI). The
metrics for these tasks can be found in the GLUE paper (Wang et al., 2018a); in all cases, higher is better. FP32
baseline is trained by the authors from the pre-trained checkpoint, see Appendix B.1 for details. We report a
median over 5 runs with different random seeds.

estimation, as described in Section 2. We quan-
tize all layer’s weights and activations (both input
and output). We follow a typical setup with sym-
metric weight and asymmetric activation quantiza-
tion (Bhalgat et al., 2020). We try several choices
for range estimation for both weights and activa-
tions and report the best configuration per task,
based on its metric (see Appendix B.2 for details).
In Table 1, we present the results for joint (W8A8),
activation-only (W32A8), and weight-only quanti-
zation (W8A32). We note that there is a significant
performance degradation for joint 8-bit quantiza-
tion. We can also see that weight quantization
incurs almost no error on its own and that most
degradation is due to activation quantization. Fi-
nally, some tasks seem to be more robust to quanti-
zation than others.

To find which part of the network is the most
problematic, we perform an ablation study in which
we do not quantize specific activations. The results
are summarized in Table 2. By far, the smallest
performance drop is when we do not quantize the
residual sum after the feed-forward network (FFN,
see Figure 1). Furthermore, the issue seems to be
the most pronounced for deeper encoder layers (10
and 11).

To understand why quantizing the residual FFN
sum is so detrimental, we look at activation tensors
in the problematic 11th layer. First, from Figure 2a,
we note that FFN’s input and output have radically
different dynamic ranges (note the scale for y-axes)
due to strong outliers in the output tensor. Apply-
ing per-tensor quantization for the FFN’s residual
sum is likely to cause a notable error because of
the following trade-off between the range and the
precision. On the one hand, using the full dynamic
range for the FFN’s output will lead to a very coarse
quantization of its input. On the other hand, using
higher precision for the input will cause informa-

tion loss in the output due to aggressive clipping
of its range. We also notice a correlation of out-
liers with special [SEP] tokens. In addition to
that, from Figure 2b, we observe that only a few
embedding dimensions are consistently responsible
for these outliers across many data points.

In Appendix D, we show that this is the case
for all layers of BERT-base and all GLUE tasks.
Furthermore, we show that a similar issue is also
present in multiple architectures and training objec-
tives, including pre-trained BERT-large, RoBERTa,
and DistilRoBERTa (Sanh et al., 2019), and Mo-
bileBERT (Sun et al., 2020).

Further analysis suggests that structured outliers
in the FFN’s residual connections lead to structured
outliers in query-key multiplications in specific at-
tention heads in the next attention layer, causing
most of the tokens to attend to the special [SEP]
token. See Appendix A for more details on this.

4 Methodology

In this section, we introduce our proposed tech-
niques for BERT-like model quantization. Moti-
vated by our findings from Section 3, we consider
three ways of efficient BERT quantization – post-
training mixed precision, a new per-embedding-
group activation quantization, and quantization-
aware training. Each of these three methods comes
with its own set of trade-offs, which is why we
present all three. The reader can pick an appro-
priate solution for their practice. As before, we
employ uniform affine quantization and static acti-
vation ranges, which are either estimated in PTQ
or learned during QAT, as described in Section 2.

Mixed precision PTQ As seen in Section 3, not
all parts of BERT are equally sensitive to the quanti-
zation noise. Thus, selecting a higher bit-width for
sensitive tensors can lead to better accuracy while
efficiently keeping all the other tensors in 8-bit or
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Quantized activations STS-B MNLI QNLI RTE

none (FP32 model) 89.09 84.91 91.58 70.40
all 62.64 42.67 50.74 48.74

all, except softmax input 70.92 42.54 51.84 48.74
all, except sum of embeddings 67.57 46.82 51.22 51.26
all, except self-attention output 70.47 46.57 50.98 50.90
all, except softmax output 72.83 50.35 50.23 49.46
all, except residual connections after FFN 81.57 82.56 89.73 67.15
same as above, but for layers 10, 11 only 79.40 81.24 88.03 63.90

Table 2 & Figure 1: Left: Leave-one-out analysis for activation quantizers on problematic GLUE tasks. We set
all weights to FP32 and use current min-max (with a batch size of 1) range estimator for activations. We report
median score over 5 runs with different random seeds. Right: A schematic illustration of the attention layer in
BERT. Hidden activation tensor is denoted by x. ⊕ is an element-wise addition. A problematic residual connection
sum after feed-forward network is highlighted in red.

(a) (b)

Figure 2: Full-precision FFN input (top row) and output (bottom row) in 11th layer of BERT. (a) Per-token ranges
for first data sequence in the MNLI development set. (b) Visualization of outliers across embedding dimension for
the first ten data sequences in the MNLI development set. Dark grey color indicates values that exceed six standard
deviations from the mean of the activation tensor.

lower.
First, we consider 16-bit activation quantization

for problematic activation tensors, such as the resid-
ual sum tensor after the feed-forward network. It
will provide a model with sufficient precision to
represent both FFN’s input and output, as well as
their sum. Additionally, given the observation from
Table 1, that the BERT model seems to be quite
resilient to 8-bit weight quantization, we also con-
sider the effect of low-bit (2-4) weight and token
embedding quantization, which reduces the model
size by more than 8× with a minimal loss in accu-
racy.

Per-embedding-group PTQ As discussed in
Section 2, another way of improving the perfor-
mance of the quantized model is to increase the
quantization granularity. Based on our observation

from Figure 2b, that the most problematic outliers
in activation tensors are in few designated embed-
ding dimensions, we consider having distinct quan-
tization parameters for individual embedding di-
mensions or groups of embedding dimensions, as
shown in Figure 3.

We start by describing per-embedding activa-
tion quantization. In BERT-like models, an inter-
mediate hidden activation tensor x has a shape
(B, T, d), where B is the batch size, T is the se-
quence length, and d is the number of embedding
dimensions (d = 768 for BERT-base, Devlin et al.
2019). Inspired by per-channel weight quantiza-
tion (Krishnamoorthi, 2018), we can have distinct
scaling factors and zero-points per embedding di-
mension instead of having two scalars for the whole
tensor. In this case, we can collectively denote the
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(a) Per-tensor (b) Per-embedding (c) Per-embedding-group

Figure 3: An overview for several choices of activation quantization granularity. The color indicates quantization
parameter sharing. In all cases we assume per-tensor weight quantization.

quantization parameters by vectors s, z ∈ Rd. The
rest of the quantization machinery works as before,
including range estimation, with the only differ-
ence that equations (1) and (2) are now with broad-
casting along the last dimension. The proposed
scheme should alleviate the activation quantization
issue since the outlier embedding dimensions will
no longer dominate the ranges of other embedding
dimensions.

Note, however, that full per-embedding activa-
tion quantization will lead to a more expensive
computational graph. To illustrate why, consider a
matrix-vector multiplication Wx, which in case of
per-tensor quantization (and assuming z = 0) for
both weights and activations can be computed as
follows:

Ŵx̂ =
(
sw ·W(Z)

)(
sx · x(Z)

)
= swsx ·

( d∑
j=1

W
(Z)
ij x

(Z)
j

)
i

. (3)

A crucial detail here is that we can factor a common
factor swsx out of the summation. The sum is then
efficiently calculated using integer-only arithmetic.
In case of per-embedding activation quantization
(x̂ = sx � x(Z)), the matrix-vector multiplication
becomes instead:

Ŵx̂ = sw ·
( d∑
j=1

sxj ·W
(Z)
ij x

(Z)
j

)
i

. (4)

Here it is no longer possible to take the scaling
factor out of the summation and perform a single
re-scaling of the result. Instead, one has to perform
repeated intermediate re-scalings on the accumula-
tor.

To alleviate the overhead of constant re-scaling,
we introduce per-embedding-group (PEG) quan-
tization, where we split the activation tensor into

K evenly sized groups along the embedding di-
mension and share quantization parameters among
elements in the same group:

x̂ =
[
sx1 ·

[
x
(Z)
1 . . .x

(Z)
d/K

]
, sx2 ·

[
x
(Z)
d/K+1 . . .

]
,

. . . , sxK ·
[
. . .x

(Z)
d

] ]
, (5)

where [· · · ] denotes concatenation. Thus the re-
quired re-scaling operations are significantly re-
duced from d to K.

The proposed scheme might not be natively sup-
ported on all target device, but there is an efficient
way to implement it using only per-tensor quantiza-
tion. Before quantizing the output of the first Lay-
erNorm (Figure 1), we split the output tensor based
on embedding groups into K individual tensors.
We also accordingly split columns of the first Lin-
ear layer and rows of the second layer and decom-
pose them into K smaller Linear layers each. The
outputs of the first set of layers are elementwise-
summed, and the outputs of the second set of layers
are concatenated before the residual sum. With this
functional equivalent rewriting, all operations can
be performed using standard per-tensor quantiza-
tion.

To ensure all outliers end up in the same group,
we employ a deterministic range-based permu-
tation of the embedding dimensions. Similar to
range estimation for the activation quantization,
we pass some calibration data through the un-
quantized network and record the dynamic range
rj := max(x:,:,j) − min(x:,:,j) for each embed-
ding dimension j. Next, we define K evenly sized
groups based on indices in arg sort(r). During the
range estimation phase, we determine a separate
quantization range for each group. The sorting and
grouping need to happen only once before the range
estimation phase and deployment to the target.
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PEG quantization with permutation can still
be simulated on hardware that only supports per-
tensor operations. First, we can share the same per-
mutation for FFN’s input, output and sum since we
expect the outliers in the output dominate the ones
from the input. Second, we use the permutation-
equivariant properties of LayerNorm and linear lay-
ers (weights are permuted accordingly before in-
ference). We first permute the output of the first
LayerNorm, proceed as described above, and then
apply inverse permutation before the next Layer-
Norm.

Note that the PEG quantization has a negligible
memory overhead, introducing only d+ 2 · 3 ·K
extra parameters per attention layer (permutation
indices and scale & zero points per group for FFN’s
input, output, and sum), which is less than 0.04%
of the total size of BERT-base model.

Quantization-aware training Finally, we con-
sider a variant of QAT with learnable ranges for
both weights and activations by adapting the pro-
cedure from Esser et al. (2019); Jain et al. (2019)
for BERT-like transformer models. Simulating the
quantization process during fine-tuning allows the
model to adapt to quantization noise and often sig-
nificantly increases performance compared to post-
training quantization.

Criterion MP-PTQ PEG-PTQ QAT

Post-training X X 5

Per-tensor X 5 X
Same bit-width 5 X X

Table 3: Comparison between proposed techniques
(MP = mixed precision, PEG = per-embedding-group).

Comparison of methods We summarize differ-
ent trade-offs for the proposed techniques in Ta-
ble 3. As discussed in Section 2, usually PTQ meth-
ods are preferred over QAT algorithms since they
are faster and require either no data or only a small
calibration dataset. Additionally, they typically re-
quire almost no hyperparameter tuning, enabling
easy and computationally efficient quantization. Al-
locating a higher bit-width to certain parts of the
network will reduce the efficiency gain from quan-
tization, because higher bit-width layers are more
computationally expensive. It is also not supported
by all target hardware. Per-embedding-group quan-
tization has a smaller granularity compared to per-
tensor quantization. It leads to a minor amount of

extra compute (and potential latency) due to the
additional summation and re-quantization that oc-
curs and might not be supported natively on every
fixed-point platform. Meanwhile, we have shown
a way to simulate this scheme on a hardware that
only support per-tensor quantization operations.

5 Experiments

In this section, we evaluate the proposed quanti-
zation techniques for the BERT model on GLUE
downstream tasks.

Experimental setup In all experiments, we use
uniform affine quantization – symmetric weights,
asymmetric activations – with the static activation
range setting, as discussed in Section 2. We quan-
tize all layer’s weights and activations. For 8-bit
weight quantization, we use the best range settings
found in the experiment from Section 3, which can
be found in Appendix B.2. However, for low (<8)
bit weight and token embedding quantization, we
always use the MSE range estimator, as recom-
mended by Choukroun et al. (2019); Banner et al.
(2018). We set activation ranges based on min and
max from a single input sequence. For PTQ exper-
iments, we report the median score over five runs
with different random seeds.

For QAT experiments, we initialize all quanti-
zation parameters from the PTQ setup described
above. Similarly to full-precision fine-tuning, we
use Adam (Kingma and Ba, 2014) and a maximum
sequence length of 128, with padding using a spe-
cial [PAD] token for shorter sequences. We use a
typical learning rate schedule from the transformer
literature (Devlin et al., 2019; Liu et al., 2019; Lan
et al., 2019) – a linear warmup for the first 10% of
training steps followed by a linear decay to zero.
We perform a hyper-parameter search over the max-
imum learning rate, batch size, number of epochs,
and the self-attention dropout rate for every task
and report the best median score over three runs
with different random seeds. For reproducibility,
we included more details on the search space and
selected hyper-parameters in Appendix B.3.

Mixed precision PTQ First, we present the re-
sults for mixed precision post-training quantization
(MP-PTQ) in Table 4, where we start from 8-bit
activations and progressively keep more and more
operations in 16-bit precision. We see that for clas-
sification tasks (MNLI, QNLI, RTE), it is sufficient
to keep a few of the most problematic parts in 16-bit
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Method STS-B MNLI QNLI RTE

FP32 89.09 84.91 91.58 70.40
W8A8 PTQ 79.78 45.60 51.73 64.98

MP-PTQ* 85.41 82.20 88.38 66.43
MP-PTQ*† 85.27 82.67 90.41 68.95
MP-PTQ*†‡ 88.00 82.67 90.41 68.95

Table 4: Mixed precision post-training quantization re-
sults for BERT-base on development sets of the prob-
lematic GLUE tasks. *Uses 16-bit residual FFN sum.
†Uses 16-bit FFN input and output. ‡Uses 16-bit final
output (using MSE range estimator).

#groups, K STS-B MNLI QNLI RTE

FP32 89.09 84.91 91.58 70.40
1 (= per-tensor) 79.78 45.60 51.73 64.98

768 (= per-embd.) 87.87 80.97 90.66 69.31
768 (only FFN)* 87.92 81.00 90.68 68.59
6 (only FFN) 87.26 80.51 89.82 68.59
3 (only FFN) 85.96 76.43 80.74 66.06

3 + P (only FFN) 87.92 80.64 91.07 69.31
6 + P (only FFN) 87.92 81.25 91.07 69.31

Table 5: Per-embedding-group activation quantization
PTQ results for BERT-base on development sets of the
problematic GLUE tasks. *Per-embedding-group quan-
tization is applied only to FFN’s input, output, and
residual sum (all the rest – per-tensor). “ + P” – Uses
range-based permutation.

to get good performance. For the STS-B regres-
sion task, it is also necessary to keep the output in
higher precision to close the gap with FP32 model
performace.

In conclusion, by only keeping 22% of the ac-
tivations in 16-bit1, we can achieve performance
close to FP32, while all other activations and all
weights are in 8-bit for efficient inference.

Per-embedding-group PTQ Next, we inves-
tigate the effectiveness of the proposed per-
embedding-group post-training activation quantiza-
tion, depending on the number of groups K. The
results are summarized in Table 5. Per-embedding
activation quantization significantly improves per-
formance, even when only applied to problematic
parts of the network. Surprisingly, we can also
recover most of the performance degradation with
only K = 3 groups (size 256 each), especially if

136 out of 161 activation quantizers for BERT-base

we apply range-based permutation to ensure all the
outliers end up in the same group. A small number
of groups is essential since it limits the number of
re-scalings required, enabling efficient execution
on resource constraint devices.

Comparison of proposed methods We summa-
rize the results for all of our proposed techniques
and compare them to several related methods from
the literature in Table 6. We use the same setup
as described above. Unless otherwise stated, all
results use 8-bit per-tensor quantization for both
weights and activations. For mixed precision (MP-
PTQ), we use the best setup from the ablation
study before. For per-embedding-group quanti-
zation (PEG-PTQ), we use K = 6 groups with
range-based permutation for all tasks and only ap-
ply it to FFN’s input, output, and the sum.

To summarize, all the proposed techniques
solved the dynamic range problem, enabling ef-
ficient transformer quantization with minimum ac-
curacy loss. Our PTQ results strongly outperform
results from the literature, while our assumptions in
mixed precision are milder than ones of Q8BERT,
which keeps all non-linearities in FP32. Our per-
tensor QAT results are also on par or outperform
results from the literature, which uses finer quan-
tization granularity and keeps certain parts of the
network in FP32.

Low-bit weight and token embeddings Given
the robustness of the BERT model to 8-bit weight
quantization, we investigate the effect of low-bit
weight and token embedding quantization and sum-
marize the results in Table 7.

We see that even in the post-training regime, it
is possible to achieve low-bit weight quantization
with acceptable performance degradation, espe-
cially when combined with AdaRound (Nagel et al.,
2020), a technique for learning optimal rounding.
QAT recovers most of the performance, even with
quantized activations. Furthermore, we can push
token embeddings to 2-bits with less than a 0.8%
drop in terms of the GLUE score. This reduces the
model size by 8.85× compared to the original FP32
checkpoint and can significantly increase inference
speed and reduce the energy consumption on re-
source constraint devices. More detailed results,
including per-task scores and comparison to results
from the literature, can be found in Appendix C.
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Method CoLA SST-2 MRPC STS-B QQP MNLI QNLI RTE GLUE

FP32 baseline 57.27 93.12 88.36 89.09 89.72 84.91 91.58 70.40 83.06

Our W8A8 PTQ 54.74 92.55 88.53 81.02 83.81 50.31 52.32 64.98 71.03
Our W8A{8,16} MP-PTQ 58.63 92.66 88.74 88.00 89.40 82.67 90.41 68.95 82.43
Our W8A8 PEG-PTQ 59.43 92.66 88.53 87.92 89.42 81.25 91.07 69.31 82.45
Our W8A8 QAT 61.27 93.00 88.80 88.95 89.44 83.74 90.48 70.40 83.26

Q8BERT W8A8 PTQ*† 56.74 91.04 87.88‡ 87.66‡ 84.98‡ – 89.34 63.32 80.13§

Q8BERT W8A8 QAT* 58.48 92.24 89.56‡ 89.04‡ 87.96‡ – 90.62 68.78 82.38§

Q-BERT W8A8 QATψ – 92.88 – – – 83.87 – – –

Table 6: 8-bit quantization results for BERT-base on development sets of the GLUE benchmark (except WNLI).
The metrics for these tasks can be found in the GLUE paper (Wang et al., 2018a); in all cases, higher is better.
We compare against Q8BERT (Zafrir et al., 2019) and Q-BERT (Shen et al., 2020). Note that these papers start
from FP32 baselines with slightly different scores. *Uses FP32 Softmax, GELU and LayerNorm. †Uses dynamic
activation quantization. ‡Reports F1 score for MRPC, QQP and Pearson Correlation for STS-B, instead of the
combined metrics. §A macro-average without a score for the MNLI task. ψUses group-wise per-channel weight
quantization with 128 groups and keeps the last fully-connected layer in FP32.

Method Memory
reduction

GLUE

FP32 baseline ×1.00 83.06

W6A32 PTQ ×5.33 81.41
W4A32 PTQ ×8.00 72.31
W4A32 AdaRound (PTQ) ×8.00 81.46

W4A32 QAT ×8.00 82.95
W4A8 QAT ×8.00 82.64
W4A8, 2-bit embd. QAT ×8.85 82.29

Table 7: Low-bit weight & token embedding quanti-
zation results for for BERT-base on development sets
of the GLUE benchmark. For AdaRound optimization
(Nagel et al. 2020, our impl.), we used 1024 random
data sequences and 104 iterations with default hyper-
parameters from the paper.

6 Conclusions

In this paper, we explored quantization for BERT-
like transformers. We showed that these models
have unique quantization challenges – namely, high
dynamic activations ranges that are difficult to rep-
resent with a low bit fixed-point format. These
activations contain structured outliers in the resid-
ual connections that encourage specific model be-
havior, such as attending to the special [SEP] to-
ken. Motivated by our findings, we proposed three
solutions, one based on mixed precision quantiza-
tion, a novel per-embedding-group quantization,
and quantization-aware training. Each of these
methods has its own set of trade-offs in terms of

accuracy, ease of use, and model size. Our tech-
niques overcome the dynamic range issues and set
a new state-of-the-art for PTQ and per-tensor QAT
on GLUE downstream tasks. Finally, we achieved
4-bit weight and 2-bit token embedding quantiza-
tion with less than 0.8% drop in terms of GLUE
score, leading to significant memory and compute
savings.
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A Why do these outliers exist?

To better understand why transformer models learn
these peculiar outliers, we look at what happens
with those outliers when they proceed to the next at-
tention layer. We visualize the attention mechanism
for one of the attention heads in the problematic
11th layer of BERT-base in Figure 4. We can see
that most of the tokens in this attention head attend
to special [SEP] tokens. Furthermore, from Fig-
ure 4b we see a similar consistent vertical pattern
(indicated by black arrows) as we saw from the
per-embedding graphs for FFN’s input and output
activation tensors (see Figure 2b in paper). It means
the attention mechanism generates such queries and
key vectors that the decision of attending to special
separator tokens is determined by only a few desig-
nated neurons. It suggests that structured outliers
in residual connections lead to structured outliers
in query-key multiplications, causing most tokens
to attend to the separator token.

Clark et al. (2019) has shown that in BERT-
like transformer models, attending to the spe-
cial [SEP] token is essentially a “no-op” for at-
tention heads that cannot extract patterns they were
trained to look for from the specific passage of text.
Clark et al. (2019) also showed that such behavior
is quite common: often, more than a half of the
head’s attention is on special tokens, specifically in
deeper layers.

We hypothesize that such an attention pattern
seems to be a useful one to obtain a good predictive
performance, while the structured outliers merely
help to facilitate this behavior. These outliers caus-
ing such a high dynamic range for activations likely
emerged as a result of specific architectural choices
(e.g., large fully-connected layers) and long pre-
training with no explicit activation regularization
applied.

B Experimental details

B.1 FP32 fine-tuning details

We use pre-trained checkpoint for BERT-base
(uncased, 109M parameters) from HuggingFace
repository (Wolf et al., 2020). We follow
a standard fine-tuning practices from (Devlin
et al., 2019) and https://github.com/
huggingface/transformers. Each data
point is tokenized and truncated to the maximum
sequence length of 128. Shorter sequences are
padded to the same length of 128 using a spe-

cial [PAD] token. We fine-tune for 3 epochs using
Adam for all tasks. Learning rate is initially set to
its maximum value and is linearly decayed to zero
by the end of fine-tuning. We tune the batch size
and maximum value of learning rate individually
per task from the following search space:

• batch size: {32, 64} for bigger tasks (QQP,
MNLI, QNLI) and {8, 16, 32, 64} for the rest,

• learning rate: {2,3,4,5}e-5.

We repeat every experiment 5 times with different
random seeds and select the configuration with the
best median score on the development set for the
respective task. These configurations are shown

Task Learning rate Batch size

CoLA 2e-05 32
SST-2 2e-05 16
MRPC 5e-05 8
STS-B 4e-05 32
QQP 4e-05 64
MNLI 2e-05 16
QNLI 2e-05 32
RTE 3e-05 8

Table 8: Hyper-parameters for FP32 BERT-base fine-
tuning on GLUE downstream tasks.

in Table 8. Quantization is always applied to the
median checkpoint for the respective task.

We exclude the problematic WNLI
task (Levesque et al., 2012), as it has rela-
tively small dataset and shows an unstable
behaviour (Dodge et al., 2020), in particular due
to several issues with the way the dataset was
constructed2.

B.2 Range setting for 8-bit post-training
quantization

We select the best range estimators from the fol-
lowing search space:

• weights: {min-max, MSE};

• activations: {current min-max, running min-
max, MSE}.

For activations, we also select the best batch size
and number of batches from {1,4,16} (except cur-
rent min-max, for which only a single batch is

2See https://gluebenchmark.com/faq for details.

https://github.com/huggingface/transformers
https://github.com/huggingface/transformers
https://gluebenchmark.com/faq
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(a) (b)

Figure 4: Visualization of the attention pattern in 6th attention head of 11th layer in BERT-base, computed on first
data sequence from the MNLI development set. (a) visualization of the attention weights (attention probabilities)
between the tokens. Thickness of line between the query vector qi of i-th token on the left and key vector kj
of j-th token on the right is proportional to exp

(
qi·kj√

d

)
. To generate this figure, we used “head view” from the

BertViz library (Vig, 2019). (b) a “deconstruction” of the behavior on the left in terms of elementwise query-key
vector multiplications. Values in red indicate high positive values, while values in blue indicate negative values.
We used “neuron view” from the BertViz library to generate this figure.

used). For running min-max, we use the momen-
tum coefficient of 0.9. We repeat every experiment
5 times with different random seeds and select
the configuration with the best median score on
the development set for the respective task. Best

Task Weights Activations (bs, nb)

CoLA min-max running min-max (1, 4)
SST-2 MSE running min-max (4, 16)
MRPC MSE running min-max (16, 16)
STS-B min-max running min-max (1, 16)
QQP min-max running min-max (16, 16)
MNLI min-max running min-max (1, 16)
QNLI min-max running min-max (1, 16)
RTE MSE current min-max (1)

Table 9: Best range estimators for post-training quanti-
zation of BERT-base on GLUE tasks (bs = batch size,
nb = number of batches).

configurations for joint weight and activation 8-bit
post-training quantization are listed in Table 9.

B.3 W8A8 QAT hyper-parameters

Hyper-parameters for W8A8 quantization-aware
training are listed in Table 10.

B.4 W4A8 QAT hyper-parameters

Hyper-parameters for W4A8 quantization-aware
training are listed in Table 11.

Task LR BS E D

CoLA {2, 3, 4}e-5 {16, 32} {3, 6} {0, 0.1}
SST-2 {1, 2, 3}e-5 {16, 32} {3, 6} {0, 0.1}
MRPC {1, 2, 3}e-5 {8} {3, 6} {0, 0.1}
STS-B {2, 4, 8}e-5 {16, 32} {3, 6} {0, 0.1}
QQP {4, 5, 6}e-5 {32} {3} {0, 0.1}
MNLI {2, 3, 4}e-5 {16, 32} {3} {0, 0.1}
QNLI {2, 3, 4}e-5 {16, 32} {3} {0, 0.1}
RTE {1, 3, 5}e-5 {8} {3, 6} {0, 0.1}

Table 10: Hyper-parameters for 8-bit QAT for BERT-
base on development sets of the GLUE benchmark (LR
= maximum learning rate, BS = batch size, E = number
of epochs, D = self-attention dropout rate). Values in
bold indicate the best configuration.

C Detailed results for low-bit weight and
embedding quantization

Detailed results for low-bit weight and token em-
bedding quantization for BERT-base on develop-
ment sets of the GLUE benchmark (including per-
task scores) are summarized in Table 12.

D Additional graphs from problem
investigation

D.1 Per-embedding outliers for all layers in
BERT-base

We visualize per-embedding outliers in FFN’s input
and output for all layers in BERT-base computed on
first ten data sequences from the development set
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Task LR BS E

CoLA {2, 3, 4}e-5 {16, 32} {3, 6}
SST-2 {2, 3, 4}e-5 {16, 32} {3, 6}
MRPC {2, 3, 4}e-5 {8} {3, 6}
STS-B {4, 6, 8}e-5 {16, 32} {3, 6}
QQP {4, 5.5, 7}e-5 {32} {3, 6}
MNLI {3, 4, 5}e-5 {16, 32} {3, 6}
QNLI {2, 3, 4}e-5 {16, 32} {3, 6}
RTE {3, 4, 5}e-5 {8} {3, 6}

Table 11: Hyper-parameters for W4A8 QAT for BERT-
base on development sets of the GLUE benchmark (LR
= maximum learning rate, BS = batch size, E = number
of epochs). Values in bold indicate the best configura-
tion.

of MNLI (Figure 5), STS-B (Figure 6) and MRPC
(Figure 7). We see that only a few designated em-
bedding dimensions generate outliers across many
data points. It suggests that such behavior is already
pre-determined by the weights and embeddings of
the pre-trained BERT model.

D.2 Activation tensors for different
architectures

We shot that dynamic range issue is present in mul-
tiple architectures and training objectives:

• BERT-base in Figure 8,

• BERT-large in Figure 9,

• RoBERTa-base in Figure 10,

• DistilRoBERTa-base in Figure 11,

• MobileBERT-base in Figure 12.

In all cases, we used pre-trained checkpoints from
HuggingFace library (Wolf et al., 2020).
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Method CoLA SST-2 MRPC STS-B QQP MNLI QNLI RTE GLUE

FP32 baseline 57.27 93.12 88.36 89.09 89.72 84.91 91.58 70.40 83.06

Our W8A32, 6-bit embd. PTQ 58.65 92.32 88.36 89.06 89.74 84.62 91.32 68.95 82.88
Our W8A32, 4-bit embd. PTQ 57.43 92.32 88.79 89.02 89.70 84.58 91.43 68.59 82.73
Our W8A32, 2-bit embd. PTQ 57.22 92.32 86.99 88.87 89.63 84.45 91.47 68.23 82.40

Our W6A32 PTQ 56.23 91.86 86.70 87.76 88.94 82.39 88.83 68.23 81.41
Our W4A32 PTQ 43.06 90.83 84.90 83.07 79.37 68.16 79.68 50.18 72.31
Our W4A32 AdaRound (PTQ) 54.56 92.32 87.53 87.91 88.30 81.61 90.17 69.31 81.46

Our W4A32 QAT 58.31 92.49 87.58 89.02 89.78 84.29 91.40 70.76 82.95
Our W4A8 QAT 57.22 92.32 87.77 89.13 89.64 83.69 91.29 70.04 82.64
Our W4A8, 2-bit embd. QAT 56.08 91.74 87.59 89.19 89.56 83.68 90.79 69.67 82.29

Q-BERT W4A8 QAT* – 85.67 – – – 76.85 – – –
Q-BERT W4A8 QAT*† – 92.66 – – – 84.03 – – –

Table 12: Low-bit weight and token embedding quantization results for BERT-base on development sets of the
GLUE benchmark. We compare against Q-BERT (Shen et al., 2020). Note that this work starts from FP32
baselines with slightly different scores. *Keeps the last fully-connected layer in full precision. †Uses group-wise
per-channel weight quantization with 128 groups (of size 6 each).
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Figure 5: Visualization of activation tensor outliers in BERT-base FFN’s input and output across embedding di-
mension for the first ten data sequences in the MNLI development set. Dark grey color indicates values that exceed
six standard deviations from the mean of the activation tensor.
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Figure 6: Visualization of activation tensor outliers in BERT-base FFN’s input and output across embedding dimen-
sion for the first ten data sequences in the STS-B development set. Dark grey color indicates values that exceed six
standard deviations from the mean of the activation tensor.
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Figure 7: Visualization of activation tensor outliers in BERT-base FFN’s input and output across embedding dimen-
sion for the first ten data sequences in the MRPC development set. Dark grey color indicates values that exceed
six standard deviations from the mean of the activation tensor.
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(a) input (b) output

Figure 8: Activation distributions of FFN’s input (a) and output (b) in second to the last layer for BERT-base,
evaluated on first ten data sequences from development sets of GLUE downstream tasks (full-precision). In each
sub-plot, left-to-right, top-to-bottom: CoLA, MNLI, MRPC→ QNLI, QQP, RTE→ SST-2, STS-B, WNLI. x-axis:
index of data sequence. y-axis: the range (note the scales are different for the input and the output).

(a) input (b) output

Figure 9: Activation distributions of FFN’s input (a) and output (b) in second to the last layer for BERT-large,
evaluated on first five data sequences from development sets of GLUE downstream tasks (full-precision). In each
sub-plot, left-to-right, top-to-bottom: CoLA, MNLI, MRPC→ QNLI, QQP, RTE→ SST-2, STS-B, WNLI. x-axis:
index of data sequence. y-axis: the range (note the scales are different for the input and the output).



7968

(a) input (b) output

Figure 10: Activation distributions of FFN’s input (a) and output (b) in second to the last layer for RoBERTa-base,
evaluated on first five data sequences from development sets of GLUE downstream tasks (full-precision). In each
sub-plot, left-to-right, top-to-bottom: CoLA, MNLI, MRPC→ QNLI, QQP, RTE→ SST-2, STS-B, WNLI. x-axis:
index of data sequence. y-axis: the range (note the scales are different for the input and the output).

(a) input (b) output

Figure 11: Activation distributions of FFN’s input (a) and output (b) in second to the last layer for DistilRoBERTa-
base, evaluated on first five data sequences from development sets of GLUE downstream tasks (full-precision). In
each sub-plot, left-to-right, top-to-bottom: CoLA, MNLI, MRPC→ QNLI, QQP, RTE→ SST-2, STS-B, WNLI.
x-axis: index of data sequence. y-axis: the range (note the scales are different for the input and the output).
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(a) input (b) output

Figure 12: Activation distributions of FFN’s input (a) and output (b) in second to the last layer for MobileBERT-
base, evaluated on first ten data sequences from development sets of GLUE downstream tasks (full-precision). In
each sub-plot, left-to-right, top-to-bottom: CoLA, MNLI, MRPC→ QNLI, QQP, RTE→ SST-2, STS-B, WNLI.
x-axis: index of data sequence. y-axis: the range (note the scales are different for the input and the output).


