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Abstract

In this paper we propose a novel approach
towards improving the efficiency of Question
Answering (QA) systems by filtering out ques-
tions that will not be answered by them. This
is based on an interesting new finding: the an-
swer confidence scores of state-of-the-art QA
systems can be approximated well by mod-
els solely using the input question text. This
enables preemptive filtering of questions that
are not answered by the system due to their
answer confidence scores being lower than
the system threshold. Specifically, we learn
Transformer-based question models by distill-
ing Transformer-based answering models. Our
experiments on three popular QA datasets and
one industrial QA benchmark demonstrate the
ability of our question models to approximate
the Precision/Recall curves of the target QA
system well. These question models, when
used as filters, can effectively trade off lower
computation cost of QA systems for lower
Recall, e.g., reducing computation by ~60%,
while only losing ~3—4% of Recall.

1 Introduction

Question Answering (QA) technology is at the core
of several commercial applications, e.g., virtual
assistants such as Alexa, Google Home and Siri,
serving millions of users. Optimizing the efficiency
of such systems is vital to reduce their operational
costs. Recently, there has been a large body of re-
search devoted towards reducing the compute com-
plexity of retrieval (Gallagher et al., 2019; Tan et al.,
2019) and transformer-based QA models (Sanh
et al., 2019; Soldaini and Moschitti, 2020).

An alternate solution for improving QA system
efficiency aims to discard questions that will most
probably be incorrectly answered by the system, us-
ing automatic classifiers. For example, Fader et al.
(2013); Faruqui and Das (2018) aim to capture the
grammaticality and well-formedness of questions.
However, these methods do not take the specific

answering ability of the target system into account.
In practice, QA systems typically do not answer
a significant portion of user questions since their
answer scores could be lower than a confidence
threshold (Kamath et al., 2020), tuned by the sys-
tem to achieve the required Precision. For example,
QA systems for medical domains exhibit a high
Precision since providing incorrect/imprecise an-
swers can have critical consequences for the end
user. Based on the above rationale, discarding ques-
tions that will not be answered by the QA sys-
tem presents a remarkable cost-saving opportunity.
However, applying this idea may appear unrealistic
from the outset since the QA system must first be
executed to generate the answer confidence score.

In this paper, we take a new perspective on im-
proving QA system efficiency by preemptively fil-
tering out questions that will not be answered by
the system, by means of a question filtering model.
This is based on our interesting finding that the an-
swer confidence score of a QA system can be well
approximated solely using the question text.

Our empirical study is supported by several
observations and intuitions. First, the final an-
swer confidence score from a QA system (irre-
spective of its complex pipeline) is often gener-
ated by a Transformer-based model. This is be-
cause Transformer-based models are used for an-
swer extraction in most research areas in QA with
unstructured text, e.g., Machine Reading(MR) (Ra-
jpurkar et al., 2016), and Answer Sentence Selec-
tion(AS2) (Garg et al., 2020). Second, more lin-
guistically complex questions have a lower prob-
ability to be answered. Language complexity cor-
relates with syntactic, semantic and lexical proper-
ties, which have been shown to be well captured by
pre-trained language models (LMs) (Jawahar et al.,
2019). Thus, the final answer extractor will be af-
fected by said complexity, suggesting that we can
predict which questions are likely to be unanswered
just using their surface forms.
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Third, pre-training transformer-based LMs on
huge amounts of web data enables them to im-
plicitly capture the frequency/popularity of general
phrases!, among which entities and concepts play
a crucial role for answerability of questions. Thus,
the contextual embedding of a question from a
transformer LM is, to some extent, aware of the
popularity of entities and concepts in the question,
which impacts the retrieval quality of good answer
candidates. This means that a portion of the re-
trieval complexity of a QA system can also be es-
timated just using the question. Most importantly,
we only try to estimate the answer score from a QA
system and not whether the answer provided by the
system for a question is correct or incorrect (the
latter being a much more difficult task).

Following the above intuitions, we distill the
knowledge of QA models, using them as teachers,
into Transformer-based models (students) that only
operate on the question. Once trained, the student
question model can be used to preemptively filter
out questions whose answer score will not clear
the system threshold, translating to a proportional
reduction in the runtime cost of the system. More
specifically, we propose two loss objectives for
training two variants of this question filter: one
with a regression head and one with a classification
head. The former attempts to directly predict the
continuous score provided by the QA system. The
latter aims at learning to predict if a question will
generate a score >7, which is the answer confi-
dence threshold the QA system was tuned to.

We perform empirical evaluation for (i) show-
ing the ability of our question models to estimate
the QA system score; and (ii) testing the cost sav-
ings produced by our question filters, trading off
with a drop in Recall. We test our models on two
QA tasks with unstructured text, MR and AS2, us-
ing (a) three academic datasets: WikiQA, ASNQ,
and SQuAD 1.1; (b) a large scale industrial bench-
mark, and (c) a variety of different transformer
architectures such as BERT, RoBERTa and ELEC-
TRA. Specifically for (i), we compare the Preci-
sion(Pr)/Recall(Re) curves of the original and the
new QA system, where the latter uses the question
model score to trade-off Precision for Recall. For
(ii), we show the cost savings produced by our ques-
tion filters, when operating the original QA system
at different Precision values. The results show that:

"Intended as general sequence of words, not necessarily
specific to a grammatical theory, which LMs can capture well.

(i) The Pr/Re curves of the question models are
close to those of the original system, suggesting
that they can estimate the system scores well; and
(i) our question models can preemptively filter out
21.9—45.8% questions while only incurring a drop
in Recall of 3.2—4.9%. 2

2 Related Work

Question Answering Prior efforts on QA have
been broadly categorized into two fronts: tackling
MR, and AS2. For the former, recently pre-trained
transformer models (Devlin et al., 2019; Liu et al.,
2019; Lan et al., 2020; Clark et al., 2020), etc. have
achieved SOTA performance, sometimes even ex-
ceeding the human performance. Progress on this
front has also seen the development of large-scale
QA datasets like SQuAD (Rajpurkar et al., 2016),
HotpotQA (Yang et al., 2018), NQ (Kwiatkowski
et al., 2019), etc. with increasingly challenging
types of questions. For the task of AS2, initial
efforts embedded the question and candidates us-
ing CNNs (Severyn and Moschitti, 2015), weight
aligned networks (Shen et al., 2017; Tran et al.,
2018; Tay et al., 2018) and compare-aggregate ar-
chitectures (Wang and Jiang, 2016; Bian et al.,
2017; Yoon et al., 2019). Recent progress has
stemmed from the application of transformer mod-
els for performing AS2 (Garg et al., 2020; Han
et al., 2021; Lauriola and Moschitti, 2021). On the
data front, small datasets like TrecQA (Wang et al.,
2007) and WikiQA (Yang et al., 2015) have been
supplemented with datasets such as ASNQ (Garg
et al., 2020) having several million QA pairs.
Open Domain QA (ODQA) (Chen et al., 2017,
Chen and Yih, 2020) systems involve a combi-
nation of a retriever and a reader (Semnani and
Pandey, 2020) trained independently (Yang et al.,
2017) or jointly (Yang et al., 2019). Efforts in
ODQA transitioned from using knowledge bases
for answering questions to using external text
sources and web articles (Savenkov and Agichtein,
2016; Sun et al., 2018; Xiong et al., 2019; Lu et al.,
2019). Numerous research works have proposed
different techniques for improving the performance
on ODQA (Min et al., 2019; Asai et al., 2019; Wang
et al., 2019; Qi et al., 2019).
Filtering Ill-formed Questions Evaluating well-
formedness and intelligibility of queries has been
a popular research topic for QA systems. Faruqui

2Code will be released soon at https://github.
com/alexa/wga-question-filtering
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and Das annotate the Paralex dataset (Fader et al.,
2013) on the well-formedness of the questions. The
majority of research efforts have been aimed at re-
formulating user queries to elicit the best possible
answer from the QA system (Yang et al., 2014;
Buck et al., 2017; Chu et al., 2019). A comple-
mentary line of work uses hate speech detection
techniques (Gupta et al., 2020) to filter questions
that incite hate on the basis of race, religion, etc.

Answer Verification QA systems sometimes use
an answer validation component in addition to the
system threshold, which analyzes the answer pro-
duced by the system and decides whether to answer
or abstain. These systems often use external entity
knowledge (Magnini et al., 2002; Ko et al., 2007;
Gondek et al., 2012) for basing their decision to ver-
ify the correctness of the answer. Recently Wang
et al. (2020) propose to add a new MR model to
reflect on the predictions of the original MR model
to decide whether the produced answer is correct or
not. Other efforts (Rodriguez et al., 2019; Kamath
et al., 2020; Jia and Xie, 2020; Zhang et al., 2021)
have trained calibrators for verifying if the ques-
tion should be answered or not. All these works are
fundamentally different from our question filtering
approach since they operate jointly on the question
and generated answer, thereby requiring the entire
computation to be performed by the QA system
before making a decision. Our work operates only
on the question text to preemptively decide whether
to filter it or not. Thus the primary goal of these
existing works is to improve the precision of the
answering model by not answering when not confi-
dent, while our work aims to improve efficiency of
the QA system and save runtime compute cost.

Query Performance Prediction Pre-retrieval
query difficulty prediction has been previously ex-
plored in Information Retrieval (Carmel and Yom-
Tov, 2010). Previous works (He and Ounis, 2004;
Mothe and Tanguy, 2005; He et al., 2008; Zhao
et al., 2008; Hauff, 2010) target p(alq, f), ground
truth probability of an answer a to be correct, given
a question ¢ and a feature set f in input using sim-
ple linguistic (e.g., parse trees, polysemy value) and
statistical (e.g., query term statistics, PMI) meth-
ods; while we target the QA-system score s(alq, f),
the probability of an answer to be correct as esti-
mated by the system. This task is more semanti-
cally driven than syntactically, and enables the use
of large amounts of training data without human
labels of answer correctness.
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Figure 1: A real-world QA system having a retrieval
(R), candidate extraction (S) and answering compo-
nent (M). Our proposed question filter (highlighted by
the red box) preemptively removes the questions which
will fail the threshold 71 of M.

Efficient QA Several works on improving the effi-
ciency of the retrieval involve using a cascade of re-
rankers to quickly identify good documents (Wang
et al., 2011, 2016; Gallagher et al., 2019), non-
metric matching functions for efficient search (Tan
et al., 2019), etc. Towards reducing compute of the
answer model, the following techniques have been
explored: multi-stage ranking using progressively
larger models (Matsubara et al., 2020), using in-
termediate representations for early elimination of
negative candidates (Soldaini and Moschitti, 2020;
Xin et al., 2020), combining separate encoding of
question and answer with shallow DNNs (Chen
et al., 2020), and the most popular being knowledge
distillation (Hinton et al., 2015) to train smaller
transformer models with low inference latencies
(DistilBERT (Sanh et al., 2019), TinyBERT (Jiao
et al., 2020), MobileBERT (Sun et al., 2020), etc.)

3 Preliminaries and Problem Setting

We first provide details of QA systems and explain
the cost-saving opportunity space when they oper-
ate at a given Precision (or answer score threshold).

3.1 QA Systems for Unstructured Text

We consider QA systems based on unstructured
text, a simple design for which works as follows (as
depicted in Fig. 1): given a user question ¢, a search
engine, R, first retrieves a set of documents (e.g.,
from a web index). A text splitter, S, applied to the
documents, produces a set of passages/sentences,
which are then input to an answering model M.
The latter produces the final answer. There are two
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main research areas studying the design of M:

Machine Reading (MR): S extracts passages
{p1,...,pm} from the retrieved documents. M
is a reading comprehension head, which uses
(¢, {p1,-..,pm}) to predict start and end position
(span) for the best answer based on these passages.
Answer Sentence Selection (AS2): S splits the
retrieved documents into a set {s1, . . ., S, } of indi-
vidual sentences. M performs sentence re-ranking
over (q,{s1, ..., Sm}), where the top ranked candi-
date is provided as the final answer. M is typically
learned as a binary classifier applied to QA pairs,
labelled as being correct or incorrect. AS2 models
can handle scaling to large collection of sentences
(more documents and candidates) more easily than
MR models (the latter process passages in entirety
before answering while the former can break down
passages into candidates and evaluate them in paral-
lel) thereby having lower latency at inference time.

3.2 Precision/Recall Tradeoff

M provides the best answer (irrespective of the
answer modeling being MR or AS2) for a given
question ¢ along with a prediction score ¢ (DNNs
typically produce a normalized probability), which
is termed MaxProb in several works (Hendrycks
and Gimpel, 2017; Kamath et al., 2020). The most
popular technique to tune the Pr/Re tradeoff is to
set a threshold, 7, on o. This means that the system
provides an answer for ¢ only if 0> 7. Hence-
forth, we denote M operating at a threshold 7 by
M(7). While not calibrated perfectly (as shown
by Kamath et al.), the predictions of QA models
are supposed to be aligned with the ground truth
such that questions that are correctly answered are
more likely to receive higher o than those that are
incorrectly answered. This is an effect of the binary
cross-entropy loss, Lcg, typically used for training
M3, For example, Fig. 2 plots Pr/Re on varying
threshold 7 of popular MR and AS2 systems, both
built using transformer models (SQuAD: BERT-
Base M, ASNQ: RoBERTa-Base M, details in
Section 5.2). The results show that increasing 7
achieves a higher Pr trading it off for lower Re.

3.3 Question Filtering Opportunity Space

Real-world QA systems are always associated with
a target Precision, which is typically rather high to

3For MR, the sum of two cross entropy loss values is used:
one for the start and one for the end of the answer. This sum
is not exactly the probability of having a correct/incorrect
answer, but correlates well with the probability of correctness.
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Figure 2: Change in Pr/Re on varying threshold 7 for

M. Additionally, we plot fraction of / incor-

rectly answered questions with the score o of M in

ranges [0,0.1],...,[0.9, 1] on the x-axis. Frequency of
answers increases towards the right (as c—1).

meet the customer quality requirements* using the
threshold 7. This means that systems will not pro-
vide an answer for a large fraction of questions (g’s
for which o < 7). For example from Fig. 2(b), to
obtain a Precision of 90% for SQuAD 1.1, we need
to set 7=0.55, resulting in not answering 35.2% of
all questions. Similarly, to achieve the same Preci-
sion on ASNQ (Fig. 2(a)), we need to set 7=0.89,
resulting in not answering 88.8% of all questions.

It is important to note that the QA system still
performs the entire computation: R—+S—M on
all questions (even the unanswered ones), to decide
whether to answer or not. Thus, filtering these
questions before executing the system can save the
cost of running redundant computation, e.g., 35.2%
or 88.8% of the cost of the two systems above
(assuming the required Precision value is 90%). In
the next section, we show how we build models
that can produce a reliable prediction of the QA
system score, only using the question text.

4 Modelling QA System Scores using
Input Questions

We propose to use a distillation approach to learn a
model operating on questions that can predict the
confidence score of the QA system, within a cer-
tain error bound. We denote the QA system with
Q(R, S, M(1)), and the question model by F (as
we will use it to filter out questions preemptively).
Intuitively, F aims at learning how confident the
answer model M is on answering a particular ques-
tion when presented with a set of candidate answers
from a retrieval system (R, S).

For a question ¢, we indicate the set of answer

“Even if the Recall were very low this system can still be
very useful for serving a portion of customer requests, as a
part of a committee of specialized QA systems each answering
specific user requests.
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Figure 3: Distilling QA model M to train the question
filter F ¢ with a regression head using the MSE L s

candidate sentences/passages by § = {s1,..., S }-
The output from M for ¢ and 5 corresponds to
the score for the best candidate/span: M(q, §) =
maxses M(q, s). We train a filter Fq for M us-
ing a regression head to directly predict the score
of M irrespective of the threshold 7 using the loss:

Lr m(q,5)=Luse(F(q), M(g,5)), (1)

where Lyisg is the mean square error loss. Fig. 3 di-
agrammatically shows the training process of F 4.

Additionally, as M typically operates with a
threshold 7, we train a filter F () corresponding
to a specific 7, i.e., M(7), using the following loss:

L ar) (@, $)=Lex (F(a), 1 (Mg, 5)>7) ). @)

where Lcg is the cross entropy loss and 1 denotes
the binary indicator function.

The novelty of our proposed approach from stan-
dard distillation techniques (Hinton et al., 2015;
Sanh et al., 2019; Jiao et al., 2020) stems from the
fact that, unlike the standard setting, in our case
the teacher M and the student F operate on differ-
ent inputs: F only on the questions while M on
question-answer pairs. This makes our task much
more challenging as F needs to approximate the
probability of M fitting all answer candidates for
a question. Since our F does not predict if an an-
swer provided by M is correct/incorrect, we don’t
require labels of the QA dataset for training F (F’s
output only depends on predictions of M). This
enables large scale training of F without any hu-
man supervision using the predictions of a system
Q(R,S,M(7)) and a large number of questions.

To use the trained F for preemptively filtering
out questions, we use a threshold on the score

of F. Henceforth, we refer to the threshold of
M by 71 and that of F by 75. Any question ¢
for which F(q)<m, gets filtered out. Using the
question filter, we define the new QA system as
Q(F(r),R,S, M(71)) where the filter F can be
trained using Eq. 1 or 2 (Fq or Faq(r))-

S Experiments

First, we compare how well our models F can
approximate the answer score of M. Then we opti-
mize 7; and 72 on the dev. set to precisely estimate
the cost savings that we can obtain with the appli-
cation of our approach to questions filtering. We
also compare it with different baseline models for
F from previous works on question filtering.

5.1 Datasets

We use three academic and one industrial datasets
to validate our claims across different data domains
and question answering tasks (MR and AS2).
WikiQA: An AS2 dataset (Yang et al., 2015) with
questions from Bing search logs and answer can-
didates from Wikipedia. We use the most popular
setting of training with questions having at least
one positive answer candidate, and testing in the
clean mode with questions having at least one pos-
itive and one negative answer candidate.

ASNQ: A large scale AS2 dataset (Garg et al.,
2020) > corresponding to Natural Questions (NQ),
containing over 60k questions and 23 answer
candidates. Compared to WikiQA, ASNQ has
more sophisticated user questions derived from
Google search logs and a very high class imbal-
ance (~ 1 correct in 400 candidate answers) thereby
making it a challenging dataset for AS2. We di-
vide the dev set from the release of ASNQ into two
equal splits with 1336 questions each to be used
for validation and testing.

SQuAD1.1: A large scale MR dataset (Rajpurkar
et al., 2016) © containing questions asked by crowd-
workers with answers derived from Wikipedia arti-
cles. Unlike the previous two datasets, SQuAD1.1
requires predicting the exact answer span to answer
a question from the provided passage. We divide
the dev set into two splits of 5266 and 5267 ques-
tions for validation and testing respectively. Pr/Re
is computed based on exact answer match (EM).
AQAD: A large scale internal industrial dataset

Shttps://github.com/alexa/wga_tanda
®https://rajpurkar.github.io/
SQuAD-explorer/
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containing non-representative de-identified user
questions from Alexa virtual assistant. Alexa QA
Dataset (AQAD) contains 1 million and 50k ques-
tions in its train and dev. sets respectively, with
their top answer and confidence scores as provided
by the QA system (without any human labels of
correctness). Note that the top answer is selected
using an answer selection model from hundreds
of candidates that are retrieved from a large web-
index (~ 1B web pages). For the purpose of this
paper, we use a human annotated portion of AQAD
(5k questions other than the train/dev. splits) as the
test split for our experiments. Results on AQAD
are presented relative to the baseline M (0) due to
the data being internal.

Sugawara et al. previously highlight several
shortcomings of using popular MR datasets like
SQuAD1.1 for evaluation, due to artifacts such
as (i) 35% questions being answerable only using
their first 4 tokens, (ii) 76% questions having the
correct answer in the sentence with the highest uni-
gram overlap with the question, etc. To ensure that
our question filters are learning the capability of
the QA system and not these artifacts, we consider
datasets from industrial scenarios (where questions
are real customer queries) like ASNQ, AQAD 7
and WikiQA in addition to SQuAD.

5.2 Models

For each of the three academic datasets, we use
two transformer based models (12 and 24 layer) as
M: state-of-the-art RoOBERTa-Base and RoOBERTa-
Large trained with TANDA for WikiQA ? (Garg
et al., 2020); RoBERTa-Base and RoBERTa-Large-
MNLI fine-tuned on ASNQ 2 (Garg et al., 2020);
and, BERT-Base and BERT-Large fine-tuned on
SQuADI1.1 (Devlin et al., 2019). For AQAD, we
use ELECTRA-Base trained using TANDA (Garg
et al., 2020) after an initial transfer on ASNQ as
M. For the question filter F, we use two different
transformer based models (RoBERTa-Base, Large)
for each of the four datasets. For WikiQA, ASNQ
and SQuADI1.1, the RoBERTa-Base F is used for
the 12-layer M and the RoBERTa-Large F is used
for the 24-layer M. For AQAD we train both the
RoBERTa-Base and RoBERTa-Large F for the sin-
gle ELECTRA-Base M. All experimental details
are presented in Appendix B, C for reproducibility.

"For ASNQ and IQAD, only 7.04% and 5.82% questions
are answered correctly by the highest unigram overlap answer
to the question respectively.

5.3 Baselines

To demonstrate efficacy of our question filters, we
use two question filtering baselines. The first cap-
tures well-formedness and intelligibility of ques-
tions from a human perspective. For this we train
RoBERTa-Base, Large regression models on ques-
tion well-formedness human annotation scores of
the Paralex dataset (Faruqui and Das, 2018) 8 We
denote the resulting filter by Fw. For the second
baseline, we train a question classifier which pre-
dicts whether M will correctly answer a question.
This idea has been studied in very recent contem-
porary works (Varshney et al., 2020; Chakravarti
and Sil, 2021) but for answer verification (not for
efficiency). We fine-tune RoBERTa-Base, Large
for each dataset to predict whether the target M
correctly answers the question or not. We denote
this filter by Fc.

We exclude comparisons with early exiting
strategies (Soldaini and Moschitti, 2020; Xin et al.,
2020; Liu et al., 2020) that adaptively reduce the
number of transformer layers per sample and aim
to improve efficiency of M instead of (2. Inference
batching strategy with multiple samples cannot
exploit this efficiency benefit directly, thus these
works report efficiency gains through abstract con-
cepts such as FLOPs (Floating Point Operations per
Second) using an inference batch-size=1, which is
not practical. The efficiency gains from our ap-
proach are tangible, since filtering questions can
scale down the required number of GPU-compute
instances. Furthermore, ideas from these works
can easily be combined with ours to add both the
efficiency gains to the QA System.

5.4 Approximating Precision/Recall of M

Firstly, we want to compare how well our question
filter F can approximate the answer score from
M. For doing this, we plot the Pr/Re curves of M
by varying 71 (i.e, M(71)) and that of filter F by
varying 7o (i.e, F (72)) on the dataset test splits. We
consider three options for filter F: our regression
head question filter Fm and the two baselines: Fyy,
Fc. We present graphs on SQuAD1.1 and AQAD
using RoBERTa-Base F in Fig. 4. Note that our
classification-head filter (F;,)) is trained spe-
cific to a particular 7; for M, and hence it can-
not be directly compared in Fig. 4 (since training
Fm(n) forevery 71 € [0, 1] is not feasible).

$https://github.com/google-research-da
tasets/query-wellformedness

7334


https://github.com/google-research-da
tasets/query-wellformedness

* =% Questions filtered out |.e, cost saving * % Questions filtered out i.e, cost saving

— M

— Fu

M

— Fu
Fc

Fw
— FulD-M(1)
80%
\ %

— R
Fw
— Fulm) > M)

Precision
A Precision

o 35 0w 015 om0 0o
A Recall

(b) AQAD

Figure 4: Pr/Re curves for filters (m, , Fc) and
answer model M (For AQAD we show APr/ARe w.r.t
M(0)). Since test splits only contain questions with at
least one correct answer, Pr=Re at 7 =0.

o3 oi o5 ds
Recall

(a) SQuAD 1.1

The graphs show that F), approximates the
Pr/Re of M much better than the baseline filters
Fw and Fc. The gap in approximating Pr/Re of
M between F o and Fc indicates that learning an-
swer scores is easier than predicting if the model’s
answer is correct just using the question text.

While these plots independently compare F
and M, in practice, Q will operate M at a
non-zero threshold 71 sequentially after Fp(72)
(henceforth we denote this by F(m2)—M(71)).
To simplify visualization of the resulting system
in Fig. 4, we propose to use a single common
threshold 7 for both Fy, and M, denoted as
Fm{t)—M/(7). From Fig. 4-(a), (b), the Pr/Re
curve for F(r)—M(7) on varying T approxi-
mates that of M very well. Using F, however,
imparts a large efficiency gain to Q) as shown by the
four operating points that represent the % of ques-
tions filtered out by F . For example, for AQAD,
60% of all the questions can be filtered out before
running (R, S, M) (translating to a cost saving of
the same fraction) while only dropping the Recall
of (2 by 3 to 4 points. Complete plots having Pr/Re
curves for Fc(7)—M(7) and Fw(r)—M(1) for
all four datasets are included in Appendix D.

5.5 Selecting Threshold 7 for F

When adding a question filter F to Q(R,S, M),
the operating threshold 7 of F is a user-tunable
parameter which can be varied per the use-case:
efficiency desired at the expense of recall. This
user-tunable 79 is a prominent advantage of our ap-
proach since one can decide what fraction of ques-
tions to filter out based on how much recall one can
afford to drop. We plot the variation of the fraction
of questions filtered by F along with the change
in Pr/Re of €2 on varying 7» in Fig. 5. Specifically

we consider the ASNQ and AQAD datasets, and
M operating at 7;=0.5. From Fig. 5(a) we can
observe that for ASNQ, our filter ) can obtain
~18% filtering gains while only losing a recall of
~3 points. Fp4 can obtain even better filtering
gains on AQAD: from Fig. 5(b) ~40% filtering by
only losing ~4 points of recall. Complete plots for
all datasets can be found in Appendix E.

We now present one possible way to choose an
operating threshold 7 for filter F. For a QA sys-
tem Q(F(73), R, S, M (1)), we find the threshold
75 for F at which it best approximates the answer-
ing/abstaining choice of M (7). Specifically, we
use the dev. split of the datasets to find %€ [0, 1]
such that F(7J) obtains the highest F1-score cor-
responding to the binary decision of answering or
abstaining by M (71). We present empirical results
of our filters at different thresholds 7; of M in Ta-
ble 1. We evaluate the % of questions filtered out
by F(15) (efficiency gains) and the resulting drop
in recall of F(r5)—M(m) from M(r1) on the
test split of the dataset. For each dataset and model
M, we train one regression head filter 7, and
five classification head filters F () one at every
threshold 7, for M € {0.3,0.5,0.6,0.7,0.9}. For
regression head F )4, the optimal 2* is calculated
independently for every 71 of M.

Results: From Table 1 we observe that our ques-
tion filters (both with classification and regression
heads) can impart filtering efficiency gains (of dif-
ferent proportions) while only incurring a small
drop in recall. For example on ASNQ (12-layer
M, F), Fpo.5) is able to filter out 17.8% of the
questions while only incurring a drop in recall of
2.9%. On ASNQ (24-layer M, F), F is able
to filter out 21.6% of the questions with a drop in
recall of only 3.9% at 7;=0.7. Barring some cases
at higher thresholds, F i achieves comparable fil-
tering performance to ;). The best filtering
gains are obtained on the industrial AQAD dataset
having real world noise, where for 7= 0.5, the 24-
layer Fpq(0.5) can filter out 45.8% of all questions
only incurring a drop in recall of 4.9%.

We observe that the filtering gains at the optimal
To* are inversely correlated with the precision of
M. For example, for (12-layer M, F) at ;= 0.5,
the Pr of SQuAD 1.1 and ASNQ is 88.7 and 74.6 re-
spectively, and that of AQAD is significantly lower
than ASNQ (due to real world noise). The % of
questions filtered by Faq(r,)(75) or Fa(rs) in-
creases in the order from 9—9.4% to 14.9—17.8%
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M : 12-Layer Transformer M : 24-Layer Transformer ) v
F : RoBERTa-Base F : RoBERTa-Large 3 AR of (e 5 M(05)
Threshold 7; for M — 0.3 0.5 0.6 0.7 0.9 0.3 0.5 0.6 0.7 0.9 8 o] SD“;“E‘U('O”’T: itere
T | — Fraction of Questions Filtere
Mim) Pr 844 87.1 884 884 97.1 92.1 922 920 921 959 %
1 S
g Re 802 753 687 630 28.0 86.0 831 802 77.0 572 ‘g ’
= . % Filter 4.1 29 3.7 70 428 08 33 6.6 78 189 <,
Z T () M(n) =
ARe -24 -08 -16 -25 -37 -08 -20 -41 -50 -6.1 ]
U o2
Q 4 o
Fr )= M) % Filter 4.1 173 209 21.0 440 1.2 1.8 2.6 39 8.8 < /«"”7
ARe -28 -103 -9.0 -83 -7.4 -0.8 -0.8 04 21 -2.9 c w—%
o
M) Pr 682 746 772 796 905 757 796 819 845 929 %
1 -
o Re 48.7 41.1 36.1 289 10.0 61.1 544 493 427 207 S—’
<
5 . % Filter 7.8 17.8 29.8 542 838 02 105 156 298 662 -0
< Frm(r3) o M(n) o a6 s To
ARe -18 -29 47 -82 -39 0 -32 30 -74 70 Threshold T,
o B
oy Flr 60149 335 471 860 10 121 161 216 616 (a) ASNQ
ARe -12 27 =53 64 -5.1 -0.1 33 =35 -39 -6.3 —
- 109 AProf Frity) - M(0.5)
M) Pr 82.0 887 910 934 967 86.0 90.1 923 944 976 o —— ARe of Fi(T;) » M(0.5)
- 1 R
- Re 75.0 633 546 459 287 829 753 675 597 424 2 ] - optimaln o 7
a uw —— Fraction of Questions Filtered
< . % Filter 0 9.4 129 274 610 0 2.0 6.4 140 475 S
& T () M(m) G os
4 ARe 0 -23 24 48 77 0 -0.5  -18 =38 -37 @
fre
—_ . % Filter 1.1 9.0 142 365 63.0 0 2.4 5.1 182 41.8 = o
Falrs) > M(m) S
ARe 04 -23 -32 -82 -88 0 -0.5  -12 55 -8.1 é
Mim) Pr 192 1179 1234 128.1 143.0 192 1179 1234 128.1 143.0 <
| =
a Re 145 121 1157 ]20.1 319 145 12,1 157 (201 ]31.9 S
@
5 . % Filter 20.8 432 539 652 894 219 458 569 662 899 ]
2 Fm ()= M(n) £
34 50 -56 -60 34 32 49 55 46 30 <
. %Filter 17.8 482 598 757 917 152 487 573 720 938 - D |
Faa(rs) = M(m) Threshold
ARe -28 -66 -15 -87 -38 -7 57 62 70 -39 resho'd T2

Table 1: Filtering gains and drop in recall for question filters operat-
For a particular filter F operating
with answer model M(71), A Re refers to the difference in Recall of
F(ro*)—=>M(r) and M(m1). % Filter refers to the % of questions pre-
emptively discarded by F. M () results for AQAD are relative to M (0).

ing at optimal filtering threshold mo*.

to 43.2—48.2%. The efficiency gain of our filters
thus increases as the QA task becomes increasingly
difficult (SQuAD 1.1 — ASNQ — AQAD). Fur-
thermore, except for some cases on WikiQA, we
observe that our question filters increase the pre-
cision of the system (for full table with APr and
AF1 refer Table 5 in Appendix F). This is in line
with our observations in Fig. 2 and Kamath et al..

WikiQA (873 questions) is a very small dataset
for efficiently distilling information from a trans-
former M. Standard distillation (Hinton et al.,
2015) often requires millions of training samples
for efficient learning. To mitigate this, we ex-
trapolate sequential fine-tuning as presented in
(Garg et al., 2020) for learning question filters for
WikiQA. We perform a two step learning of F 4,
F iz first on ASNQ and then on WikiQA. The
results for WikiQA in Table 1 correspond to this
paradigm of training F( and F M(r)» and demon-
strate that our approach works to a reasonable level
even on very small datasets. This also has impli-
cation towards shared semantics of question filters
for models M trained on different datasets.

The drop in Re and filtering gains are contingent
on the Pr/Re curve of M for the dataset. At higher
thresholds (say 71=0.9), if the drop in recall due to

(b) AQAD
Figure 5: A Pr/A Re plots and
fraction of questions filtered on
varying 7 for RoBERTa-Base
Fmlm)—M(0.5) on ASNQ
and AQAD datasets.

F M) OF Fam at 79* is more than desirable, then
one can reduce the value of 75 down from 72" by
reducing the efficiency gains using plots like Fig. 5.

Comparison with Baselines: We also present re-
sults on optimal »* for Fw and J¢ in Table 2 for
ASNQ (complete results for all datasets are in Ap-
pendix F). When compared with the performance
of Frq and F M(r,) for ASNQ in Table 1, both Fw
and F¢ perform inferior in terms of filtering per-
formance. Fw, which evaluates well-formedness
of the questions from a human perspective, is un-
able to filter out any questions even when oper-
ating at its optimal threshold. This indicates that
human-supervised filtering of ill-formed questions
is sub-optimal from an efficiency perspective. Fc
gets better performance than Fy, but always trails
Fpm and F M(r) either in terms of a smaller % of
questions filtered or a larger drop in recall incurred.

Efficiency Gains from Filtering: Under simpli-
fying assumptions, the computational resources
required to answer questions within a fixed time
budget over a fixed set of documents scales roughly
linearly with the number of concurrent requests
that need to be processed by (2. We present a sim-
ple analysis on ASNQ (ignoring cost of retrieval
R, S) considering 1000 questions (ASNQ has 400
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rof M| Fw Fc Question F M
Base Large Base Large 1. What’s your favorite movie series? X X
. PN

03 03/-01 01/-02 02/01 03/-02 2. Where is the key to the building? X X

05 09/-04 01/-0.1 10/-02  05/-03 3. Was Jennifer Lopez a cheerleader for the Lakers? v X

‘ T T A B 4. What are two things that all horses have? X

0.6 i el et 223/-50 27/-0.8 5. Which mayors of New York City had the name David? X v

0.7 10/-02 02/-0.1 385/-62 72/-13 6. Does Ahsoka Tano appear in the Mandalorian? X v
0.9 0/0 0/0 84.4/-48 625/-8.1

Table 2: % Filter / A Recall results of baseline question
filters Fw and F¢ at optimal 75* on ASNQ. Metrics are
similar to those in Table 1. Base and Large refers to
RoBERTa-Base and RoBERTa-Large question filters.

candidate answers/question) and a batch-size=100.
M requires 1000+400,/100=4000 transformer for-
ward passes (max_seq_length=128, standard for
QA tasks due to long answers). On the other
hand, max_seq_length=32 suffices for F. Since
inference latency of transformers scales roughly
quadratic over input sequence length, 1 batch
through M is 42=16 times slower than through
F. Assuming 20% question filtering by F, M
now only answers 800 questions (3200 forward
passes of M), while adding 1000/100=10 forward
passes of F. The %-cost reduction in time is
19.968%~20%. We perform inference on ASNQ
test-set on one V100-GPU (with F 4 set to filter
out 20% as per above) and observe latency drop-
ping from 531.29s — 433.16s (18.47%, slightly
lower than calculated 19.968% due to input/output
overheads). The latency reduction can also trans-
late to a reduction in the number of GPU compute
resources required when performing inference in
parallel. Furthermore, in practice, our filter will
also provide cost/latency savings by not performing
document retrieval for the filtered out questions.

5.6 Qualitative Analysis

In Table 3, we discuss some examples to highlight
a few shortcomings of 7. Both F,M can suc-
cessfully filter out non-factual queries asking for
opinions (examples 1, 2). Identifying popular en-
tities like ("Jennifer Lopez", "Lakers", "horses")
while training, F incorrectly assumes that a ques-
tion composed of these entities will be answered
by the system. While it may happen that due to
unavailability of a web document having the ex-
act answer, M might not answer the question (ex-
amples 3, 4). On the other hand, being unfamil-
iar with entities not encountered during training
("Ahsoka Tano","Mandalorian") or syntactically-
complex questions, F preemptively might filter out
questions which actually will be answered by M
(examples 5, 6).

Table 3: Qualitative examples of questions along with
the filtering decision of M(0.5) and Fa((0.5) (V' / X
indicates clearing / failing the threshold).

6 Conclusion and Future Work

In this paper, we have presented a novel paradigm
of training a question filter to capture the semantics
of a QA system’s answering capability by distilling
the knowledge of the answer scores from it. Our
experiments on three academic and one industrial
QA benchmark show that the trained question mod-
els can estimate the Pr/Re curves of the QA system
well, and can be used to effectively filter questions
while only incurring a small drop in recall.

An interesting future work direction is to an-
alyze the impact/behavior of the question filters
in a cross-domain setting, where the training and
testing corpora are from different domains. This
would allow examining the transferability of the
semantics learned by the question filters. A comple-
mentary future work direction could be knowledge
distillation from a sophisticated answer verification
module like (Rodriguez et al., 2019; Kamath et al.,
2020; Zhang et al., 2021).

In addition to providing efficiency gains, the
question filters could be used to qualitatively study
the characteristics of questions that are likely to
lead to low answer confidence scores. This can (i)
help error analysis for improving the accuracy of
QA systems, and (ii) be used for efficient sampling
of training questions that are harder to be answered
by the target QA system.

Our approach for training the question filters
proposes the idea of partial-input knowledge dis-
tillation (e.g., using only questions instead of QA
pairs). This concept can possibly be extended to
other NLP problems for achieving compute effi-
ciency gains, improved explainability (e.g., to what
extent a partial-input influences model prediction)
and qualitative analysis.
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Appendix
A Dataset Details

All the datasets considered in this paper are in the
English language. The dataset statistics for all the
datasets are presented in Table 4.

WikiQA: A small-scale answer sentence selection
dataset released by Yang et al. where the candidate
answers are extracted from Wikipedia and the ques-
tions are derived from query logs of the Bing search
engine. The search engine used for retrieving can-
didate answers is the Microsoft Bing web search
engine. This dataset can be downloaded from the
provided link °. This dataset has a subset of ques-
tions having no correct answer sentence (all—) or
have only correct answer sentences (all+). The
training is done by removing all— questions, and
the testing is done by removing both the al/l— and
all+ questions.

ASNQ: A large-scale answer sentence selection
dataset released by Garg et al. where the candi-
date answers are from Wikipedia pages and the
questions are from search queries of the Google
search engine. ASNQ is a modified version of the
Natural Questions (NQ) (Kwiatkowski et al., 2019)
dataset by converting it from a MR dataset to an
AS2 dataset. This is done by labelling sentences
from the long answers which contain the short an-
swer string as positive correct answer candidates
and all others as negatives. This dataset can be
downloaded from the provided link !°. The dev
split provided in the link is randomly divided into
two equal components having 1336 questions each:
one for validation, and the other for testing.
SQuAD1.1: A large-scale machine reading dataset
released by Rajpurkar et al. where the questions
have been written by crowdworkers and the an-
swers are derived from Wikipedia articles. This
requires predicting the start and end position (ex-
act span) of the answer for a question from within
the associated passage. Due to the hidden test set
of SQuADI1.1 which is used for the leaderboard,
we randomly divided the dev split into two compo-
nents: one having 5266 questions (to be used for
validation), and the other having 5267 questions (to
be used for testing). All results on SQuAD in the
paper are reported considering exact answer match.
This dataset can be found at this link '!.

9http ://aka.ms/WikiQA

Yhttps://github.com/alexa/wga_tanda

"https://rajpurkar.github.io/
SQuAD-explorer/

Dataset Train Validation  Test

WikiQA 873 121 237
ASNQ 57,242 1,336 1,336
SQuAD 1.1 87,342 5,266 5,267
AQAD 1,000,000 50,000 5,000

Table 4: Dataset statistics providing exact details of
number of questions in the train/validation/test split.

AQAD: A large scale internal industrial QA dataset
derived from Alexa virtual assistant. Alexa QA
Dataset (AQAD) contains 1 million and 50k ques-
tions in its train and dev. sets respectively, with
their top answer and confidence scores as provided
by the QA system. Note that the question an-
swer pairs are without any human labels of cor-
rectness/incorrectness. The top answer is selected
using an answer sentence selection model from
hundreds of candidates that are retrieved from a
large web-index (~ 1B web pages). For testing,
we use 5000 questions (other than those in the
train/dev. splits), each of which is human anno-
tated with a label corresponding to the top answer
from the QA system being correctly or incorrect.
For learning the correctness filter F¢ baseline on
AQAD, we use an additional annotated split of
2,500 questions other than the train/dev./test splits.

B Model Details

For each of the datasets we describe the details of
the answer models M for reproducibility purposes:

« WikiQA: We consider the TANDA model
checkpoints released by Garg et al. which are
trained using sequential fine-tuning and are the
state-of-the-art QA models for WikiQA. Specifi-
cally we consider the RoBERTa-Base 12-layer
model first trained on ASNQ and then on Wik-
iQA and the RoBERTa-Large-MNLI 24-layer
model first trained on ASNQ and then on Wik-
iQA. Baseline accuracy for the 12 and 24-layer
model M on the test split is 82.7% and 91.8%
respectively.

¢ ASNQ: We consider the RoBERTa-Base
and RoBERTa-Large-MNLI model checkpoints
which have been fine-tuned on the training set
of ASNQ for 3 epochs using a learning rate of
2e-5 Adam and have been released by Garg
et al.. Baseline accuracy for the 12 and 24-layer
model M on the test split is 60.8% and 69.2%
respectively.
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Figure 6: Pr/Re curves for filters (F a4,
filters jointly operating with M, i.e, Faq(T)—>M(T),
AQAD we show APr/ARe w.r.t M(0).

* SQuADI1.1: We consider the BERT-Base un-
cased and BERT-Large uncased with whole word
masking model variants and fine-tune them on
the training set of SQuADI.1 for 3 epochs with
a standard learning rate of 2e-5 Adam and learn-
ing rate warm-up set for the first 5% of training
steps. Baseline accuracy for the 12 and 24-layer
model M on the test split is 77.9% and 84.0%
respectively.

* AQAD: We consider the ELECTRA-
Base (Clark et al., 2020) model and perform
sequential fine-tuning using TANDA (Garg
et al., 2020) by a first round of fine-tuning on
ASNQ for 3 epochs with a learning rate of 2e-5
Adam (learning rate warm-up of 5%), followed
by a second round of fine-tuning for 3 epochs
with a learning rate of 2e-6 Adam (learning
rate warm-up of 5%). Baseline accuracy is not
disclosed since the data is internal.

C Experimental Details

Training Details: All computations are performed
on NVIDIA Telsa V100 GPUs with a batch-size
of 128. For training a question filter, we train F
using the proposed loss objectives for 3 epochs

o3 _os 05 o
Recall

(h) WikiQA

03 o4
Recall

(g) ASNQ

, Jc) and answer model M are presented in (a)-(d). Pr/Re curves for

, Fc(T)—M(7) are presented in (e)-(h). For

on the training split of the dataset using a stan-
dard learning rate of 2e-5 Adam (with learning rate
warm-up set for the first 5% of the training steps).
RoBERTa-Base and RoBERTa-Large question fil-
ters are trained corresponding to 12 and 24 layer
answer models M respectively. For AQAD, both
the RoBERTa-Base and RoBERTa-Large question
filters are trained corresponding to the ELECTRA-
Base answer model M. For WikiQA, the ques-
tion filters are trained by sequential training: first
on ASNQ for 3 epochs using a standard learning
rate of 2e-5 Adam (with learning rate warm-up
set for the first 5% of the training steps), and then
on WikiQA for 3 epochs with a learning rate of
3e-6 (with learning rate warm-up set for first 5%
of the training steps). The baseline classifier for
wellformedness Fw and correctness of answering
a question F are also trained by fine-tuning the
RoBERTa-Base and Large models for 3 epochs us-
ing a standard learning rate of 2e-5 (with learning
rate warm-up set for the first 5% of the training
steps). As mentioned in Appendix A, we use an
additional annotated data split containing 250k QA
pairs (2.5k questions) for training Fc on AQAD.

Validation Strategy: For computing the optimal
threshold 72" of a question filter F as described in
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Famo.7y), answer model M and operating configurations

( s Faro.7y—M(0.7)) are presented. For AQAD we show APr/ARe w.r.t M(0).

Section 5.5, we use the dev. split of the datasets to
find 72*€ [0, 1] such that F(73) obtains the highest
F1-score corresponding to the binary decision of
answering or abstaining by M (7). We present
concrete results corresponding to 5 different op-
erating thresholds 77 of the answer model M :
{0.3,0.5,0.6,0.7,0.9}. Ateach 7, for M, we con-
sider all 4 different possible question filters: our
answer-model distilled question filter with regres-
sion head F ), our answer-model distilled question
filter with classification head F (), the correct-
ness question filter /¢ and the well-formedness
question filter Fw. For each of these four filters,
we independently optimise 72*€ [0, 1] correspond-
ing to best F1 filtering of M (7).

Code: The code for training our answer-model dis-
tilled question filters can be accessed at https://

github.com/alexa/wga-question-filtering.

D Complete Graphs on Approximating
Pr/Re of M

We present Pr/Re curves of M by varying 71 (i.e,
M(71)) and that of filters F: {Fpq,Fc,Fw} by
varying 7 (i.e, F(72)) on the dataset test splits
in Fig. 6 (a)-(d). We also present Pr/Re curves
comparing the filters F: { Faq,Fc,Fw} when oper-
ating jointly with the answer model M at the same
threshold 7, i.e, Fa( (1) = M(T) , Fo(T)—M(T)
and Fw(7)—M(T) on the dataset test splits in
Fig. 6 (e)-(h). As visible from the graphs, our filter
Fq is able to better approximate the Pr/Re of M
when operating independently of M (Fig. 6 (a)-(d))
as well as when operating jointly with M at a non-
zero threshold (Fig. 6 (e)-(h)). Note that the trained
answer models on WikiQA (which has a very small
test set having only 237 samples) are very poorly
calibrated. This is visible from the shape of the

Pr/Re curve of M in Fig. 6 (d),(h). Interestingly,
even for such a poorly calibrated answer model,
our filter F o is still able to approximate the Pr/Re
of M better than the baselines F¢ and Fw. This
illustrates the validity of our technique even for
very small datasets (few-shot setting).

Our classification-head filter F 47, is trained
specific to a threshold 7 of M. Since each point
in the Pr/Re graph of M corresponds to a differ-
ent threshold 7 € [0, 1], for fair comparison in
Fig. 6, we will need to train several F ., for
every 71 € [0,1] which is unfeasible. To show
how the classification head filters can approximate
the Pr/Re of M, we arbitrarily select two thresh-
olds 71={0.5,0.7} and plot the Pr/Re curves of the
two classification head filters F (0 5) and F rq(0.7)
in Fig. 7. We also plot the operating configura-
tions for these filters at the corresponding 7; for
M, ie, .FM<0.5> —M({0.5) and fM<0,7>—>M (0.7)
in Fig. 7.

E Complete Graphs on Varying
Threshold 7, of F

We present the variation of the fraction of questions
filtered by F along with the change in Pr/Re of Q
on varying 7o for all the datasets in Fig. 8. We
present plots for three different operating thresh-
olds 71={0.5,0.7,0.9} of the answer model M.
For a dataset, since F 4 is trained independent of
any threshold 7, the fraction of filtered questions
would remain the same as we vary 19 even at dif-
ferent values of 7. Using these graphs, one can
choose the desired operating point for the filter cor-
responding to how much efficiency gain is desired
and how much drop in recall can be tolerated.
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Figure 8: A Pr/ A Re and fraction of questions filtered on varying 7> for ROBERTa-Base F 4 on all datasets for

three different 71 for M: {0.5,0.7,0.9} .

F Complete Results for Optimal 7, of F

We present the complete empirical results of our
filters: Fpq and F M(r) at different thresholds
71 of M in Table 5. We evaluate the % of
questions filtered out by F(75) (efficiency gains)
and the resulting drop in Precision, Recall and
question-answering F1 score of F(73)—M(m)
from M (71) on the test split of the dataset. For
each dataset and model M, we train one regression
head question filter F and five classification head
question filters Frq(;,): one at every threshold 7
for M € {0.3,0.5,0.6,0.7,0.9}. The optimal fil-
tering threshold 7»* is computed using the vali-
dation strategy described in Appendix C. For the
regression head F 4, the optimal 7»* is calculated
independently for every 71 of M.

Additionally we present the complete empirical
results on all datasets corresponding to the opti-
mal filtering threshold m»* for the baseline question
filters: Fc and JFw in Table 6. We observe that
both Fw and F¢ perform inferior in terms of fil-
tering performance to our filters F and F M(r)-
Except for higher thresholds on AQAD, the well-
formedness filter Fw is unable to filter out a sizable
fraction of questions even when operating at 7o*
which indicates that human-supervised filtering of
ill-formed questions is sub-optimal from an effi-
ciency perspective. JFc gets better performance
than Fw, but always trails ¢ and F . either
in terms of a smaller % of questions filtered or a
larger drop in recall incurred.
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M : 12-Layer Transformer Architecture, 7 : RoOBERTa-Base M : 24-Layer Transformer Architecture, 7 : RoBERTa-Large

Threshold 7, for M — 03 05 0.6 0.7 0.9 0.3 0.5 0.6 0.7 0.9
M) Pr/Re 84.4/80.2 87.1/753  884/687  884/630  97.1/28.0 92.1/86.0 922/83.1  920/802  92.1/77.0  95.9/57.2
« Mn Fl 82.2 80.8 713 73.6 435 89.9 87.4 85.7 83.9 717
g R .y APr/ARe  -03/-24 403/-08  -03/-1.6  407/-25  -04/-37 0.1/-08 403/-20  +05/-41  05/-50  +0.2/-6.1
E P oMO) e TAFT 4.1/-09  2.9/-04 37/-1.1 70/-15  428/-47 08/-04  33/-10  66/-22  78/-33  189/-41
o APr/ARe  +07/-28 +23/-103 +28/-90  +433/-83  -09/-74 0.1/-08  0/-08 0.1/-04  02/21  -02/-29
M) mMO) R TAFT 41/-11  173/-50  209/-51  210/-5.1  44.0/-9.6 12/-14  18/-04 26/-0.3 39/-14 8.8/-2.4
M) Pr/Re 68.2/487 746/411  772/361  79.6/289  90.5/10.0 7571611 79.6/544  819/493  845/427  92.9/20.7
o 1 Fl 56.8 53.0 492 424 18.0 67.6 64.6 615 56.7 339
g - iy _APTI/ARe  409/-18  416/-29  +L6/-47  425/82  406/-39 0/0 413732 41.5/30  +1.8/-74  +24/-70
< Tt MO) TERGTAFT 78/-09  178/-21  298/-43  542/-93  83.8/-66 02/0 105/-19  156/-20  298/-66  66.2/-9.9
[ APr/ARe  +07/-12 40.6/-27  +14/-53  +19/-64  -13/-5.1 402/-0.1  +0.8/-33  +1.0/-35  +14/-39  422/-63
M) =MO) . TR TAFT 6.0/-04  149/-22  335/-49  47.1/1  860/-87 1.0/0 121721 161/25  21.6/-32  61.6/-89
M) Pr/Re 82.0/750 88.7/633  91.0/546  934/459  96.7/28.7 86.0/82.9 90.1/753  923/67.5  944/597  97.6/424
= 1 FI 783 739 68.3 61.6 443 84.4 82.0 78.0 73.1 59.1
2 - ainy AP/ ARe 0/0 403/-23  404/24  +0.6/48  +0.1/-17 0/0 $0.1/-05  403/-18  +05/-38  +03/-37
& Tmn MO rEeTAFT 0/0 9.4/-1.5 129/-19  274/44  61.0/-98 0/0 2.0/-0.2 6.4/-1.1 140/27 4157137
wv
. APr/ARe  +402/-04 405/-23  +0.6/-32  40.7/-82  +0.2/-88 0/0 401705  403/-12  +07/-55  +03/-8.1
M= MO TR TAFT 11/-01 9.0/-14 142725  365/-18  63.0/-103 0/0 247103 5.17-0.7 182/4.1  418/-83
Mim) Pr/Re 1927145 117.9/112.1 123470157 128.1/]20.1 143.0/(31.9  192/]45 +17.9/[12.1 123.4/1157 128.1/]20.1 143.0/]31.9
2 Fr)oniny APUARe  413/34 419/-50  420/-56  412/-60  -19/-34 +1.8/-32  425/-49  423/-55  +1.8/-46  +1.9/-30
g Trmimr ") T Fler/AFT 208/-21  432/-48  539/-64  652/80  89.4/-62 219/-18 458/46  569/-63  662/-74  89.9/-54
[ APr/ARe +1.5/-28 425/-66  +21/-15  +1.1/-87  -41/-38 13717 427/-57  +19/-62  423/-70  +0.2/-39
M= MO) . TR TAFT 17.8/-1.6  482/-6.5  598/89  757/-122  91.7/-10 152/-08 487/-54  573/-72  720/-95  938/-7.1

Table 5: Results showing effectiveness of question filtering. For each dataset and model M, we train 6 question
filters: five Fq(;)’s for i € {0.3,0.5,0.6,0.7,0.9} and one F . For a particular filter 7 operating with M (1),
A (Pr/Re/F1) refers to the difference in (Pr/Re/F1) of F(12*)—M(71) and M(7). % Filter refers to the % of
questions preemptively discarded by the question filter. M (7 ) results for AQAD are relative to M (0).

Threshold 71 for M — 0.3 0.5 0.6 0.7 0.9
é Fu RoBERTa-Base 0/0 0.2/-0.1 0/0 02/-0.1 0.8/-0.8

= RoBERTa-Large 0/0 0/0 02/-0.1 0.3/-0.2 0/0
= Fe RoBERTa-Base 4.1/-1.2 15/-08 2.1/-08 4.1/-09 156/-1.7
RoBERTa-Large 0.8/-0.8 13/-09 0.8/-09 12/-1.1 2.8/-0.6

o Fv RoBERTa-Base 0.3/-0.1 09/-04 09/-04 1.0/-0.2 0/0

% RoBERTa-Large 0.1/-0.2 0.1/-0.1 0.1/-02 0.2/-0.1 0/0
< Fe RoBERTa-Base 0.2/-0.1 1.0/-02 223/-50 385/-62 844/-48
RoBERTa-Large 0.3/-0.2 0.5/-03 2.7/-08 7.2/-1.3 62.5/-8.1
:- Fu RoBERTa-Base 0/0 0.47/-0.1 05/-02 0.7/-03 02/-0.2
E: RoBERTa-Large 0.1/-0.1 0.3/-0.2 03/-04 05/-02 0.3/-04
é Fe RoBERTa-Base 0/0 03/-0.1 28.0/-9.1 343/-87 59.7/-9.4
RoBERTa-Large 0/0 08/-03 08/-03 2.6/-1.0 31.0/-85
A Fu RoBERTa-Base 0/0 48/-07 42/-04 157/-19 32.6/-25
g, RoBERTa-Large 0/0 43/-1.1 44/-08 156/-23 29.6/-3.2
< Fe RoBERTa-Base 4.5/-0.8 18.5/-3.1 38.5/-5.8 389/-45 82.3/-3.6

RoBERTa-Large 3.1/-04 20.2/-33 36.1/-54 37.2/-43 80.9/-3.4

Table 6: Table presenting performance of baseline question filters Fw and F¢ on all four datasets corresponding
to their optimal operating threshold 7 *.
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