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Abstract

In this paper, we introduce a counseling dia-
logue system that provides real-time assistance
to counseling trainees. The system generates
sample counselors’ reflections —i.e., responses
that reflect back on what the client has said
given the dialogue history. We build our model
upon the recent generative pretrained trans-
former architecture and leverage context aug-
mentation techniques inspired by traditional
strategies used during counselor training to fur-
ther enhance its performance. We show that
the system incorporating these strategies out-
performs the baseline models on the reflection
generation task on multiple metrics. To con-
firm our findings, we present a human evalu-
ation study that shows that the output of the
enhanced system obtains higher ratings and
is on par with human responses in terms of
stylistic and grammatical correctness, as well
as context-awareness.

1 Introduction

A recent survey on mental and behavioral health-
care showed that while there is an increasing need
for counseling services, the available mental health
workforce is barely coping with this demand.! An
important reason behind this unmet need is that the
training of counselors requires a lot of time and ef-
fort. Typically, counselor training involves refining
counseling skills through practice and feedback us-
ing role-play activities, simulated patients, or real
patients, thus heavily relying on human supervision
and interaction.

In clinician training, feedback and coaching can
significantly improve the post-training counselor
proficiency (Miller et al., 2004). However, the stan-
dard way of providing systematic feedback relies
on human coding of the counseling sessions. This
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process can take up to ten times as long as the dura-
tion of the session itself, and thus it does not scale
up (Atkins et al., 2014).

Previous work has focused on developing auto-
matic tools for counseling evaluation and training
tasks, including automatic coding (i.e., recognizing
a counselor behavior) and forecasting (i.e., pre-
dicting the most appropriate behavior for the next
counselor’s utterance) (Tanana et al., 2016; Park
et al., 2019; Cao et al., 2019). These tools aim to
facilitate the evaluation of a counseling encounter
and, to some extent, provide generic guidance dur-
ing the conversation. Although these systems help
counselors by suggesting the timing of a certain
counseling behavior, they do not offer any help on
how to acomplish it.

Among the different skills to be learned by coun-
selors, reflective listening has been shown to be an
important skill related to positive therapeutic out-
comes (Moyers et al., 2009). Reflective listening
is a conversational strategy used by counselors to
show that they understand their clients’ perspec-
tives, feelings, and values (Miller and Rollnick,
2013). During this process, the counselor listens to
the client’s statements and then makes a statement
(reflection) that is a reasonable approximation of
the meaning of what the client has said. Thus, the
main role of reflections is to keep the conversation
focused on the client and to move the conversation
forward. For example, considering the following
utterance by the client, a counselor could make re-
flections (a) or (b) to show an understanding of the
client’s feelings and concerns.

Client: 1 want to quit smoking because I
don’t want another heart attack; I want to
see my kids grow up.

Counselor (a): You are scared that you
might have another heart attack.
Counselor (b): It seems that you see a con-
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nection between your smoking and the pos-
sibility of having another heart attack.

Motivated by the importance of reflective listen-
ing skills and the significance of real-time feedback
in the success of a counseling encounter, we envi-
sion our system as an automatic assistant that pro-
vides counselors with sample reflection language
that is appropriate to the conversation context, thus
helping counselors to acquire or improve reflective
listening skills by emulating traditional psychother-
apy training, but without the need of close human
supervision.

We present a reflection generation system that
leverages state-of-the-art language models, and fur-
ther improve it with context augmentation tech-
niques inspired by traditional counselor training.
Specifically, we (1) identify previously used reflec-
tions from related sessions based on the current
context, similar to how trainee counselors are ex-
posed to several types of reflections on the same
topic before they have to produce their own; and (2)
we expand the content with synonyms for verbs and
nouns, similar to how counselors are advised to use
rephrasing strategies such as synonym rewording
(Flasher and Fogle, 2012).

We perform a domain adaptation on an addi-
tional counseling corpus containing a variety of
counseling styles, and fine-tune our system on a
corpus of successful counseling interactions with
labels available. Thus, it allows the system to ben-
efit from successful counseling patterns derived
from the cumulative experience of a large number
of professionals. We conduct several comparative
experiments, and perform evaluations using auto-
matic metrics for language generation, including
n-gram based, embedding-based and language di-
versity metrics. In addition, given the subjective
nature of our task and the inability of automatic
metrics to capture other relevant aspects of reflec-
tion generation, we conduct a human evaluation to
assess the ability of our system to generate coun-
seling reflections that are grammatically correct,
fluent, and relevant to the conversation context.

2 Related Work

There have been significant efforts put in building
automatic tools that provide support for mental and
behavioral health. In particular, for dialogue-based
counseling most of the existing work has focused
on generating conversational agents that emulate
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the counselor in chat-bot like settings. For instance,
(Han et al., 2013) built a system that extracts Swlh
(who, what, when, where, why, and how) infor-
mation and user emotions (happy, afraid, sad, and
angry) to recognize what the user says, predict
the conversation context and generate suitable re-
sponses based on utterance templates developed
to encode three basic counseling techniques (para-
phrasing, asking open questions, and reflecting feel-
ings). A similar system is presented in (Han et al.,
2015), where authors first detect the user emotion
and intention (e.g., greeting, self-disclosure, in-
forming, questioning) and then extract the entities
present in the utterance as well as related informa-
tion (from an external knowledge base) to generate
an appropriate response using language templates.

While these studies have focused on the de-
livery of health interventions via conversational
agents (i.e., virtual counselors), we seek to build
an automatic dialogue generation system that can
help training counselors to improve their everyday
practice. This is in line with a recent study on
the impact of technology in psychotherapy, which
has identified the development of technologies for
counselor’s training and feedback and technology-
mediated treatment as important needs in this do-
main (Imel et al., 2017). Initial work in this direc-
tion is presented in (Tanana et al., 2019), where au-
thors present a system that implements an artificial
standardized client that interacts with the counselor
and provides trainees with real-time feedback on
their use of specific counseling skills by providing
suggestions on the type of skills to use. Following
the same line of work, our goal is to aid counselors
while training specific skills, more specifically re-
flective listening skills. However, different from
previous work, we focus on presenting the coun-
selor with automatically generated samples for po-
tential reflections that can be used immediately in
the conversation.

Finally, potential applications of our proposed
system include supporting counselor training in
counseling platforms such as Talkspace?, which
currently has over a million users and five thousand
therapists, and Crisis Text Line,? with 20 thousand
counselors, handling over three thousand conversa-
tions a day, allowing users to connect with licensed
therapists and to seek help via text messaging. The
ability to automatically generate reflections given

Zhttps://www.talkspace.com/
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a conversation context can assist these counselors
in formulating what they are going to say, thus
improving the efficiency and quality of their reflec-
tions, with the final goal of increasing the number
of people they can help and the effectiveness of
their interaction on patient outcomes.

3 Model Overview

To build an automatic reflection generation sys-
tem, we rely on the Generative Pretrained Trans-
former 2 (GPT-2) architecture (Radford et al.,
2019) as a base model. GPT-2 is a state of the art
transformer-based general purpose language model
that has been found useful for dialogue generation
tasks (Zhang et al., 2019). Our choice is motivated
by its ability to produce language that closely emu-
lates text written by humans (Wolf et al., 2019b).

Our model learns how to generate a counselor
reflection using a GPT-2 architecture by operating
entirely in a sequence-to-sequence way. In order
to condition the generation on the counseling dia-
logue context and to generate reflections that are
stylistically correct, we fine-tune the model with
conversations in the counseling domain.

Below, we describe important elements of the
model architecture related to the reflection genera-
tion task.

Input representation. The input sequence for
the model consists of a counselor’s utterance and
a dialogue context including previous utterances
from either the client or counselor. The window
size of the dialogue context is set to five utterances,
as a larger window size did not improve perfor-
mance in preliminary experiments.

Embeddings. Besides learning word and posi-
tional embeddings, we also learn type embeddings
to indicate whether the current token is part of
the utterance from the client, counselor, or the re-
flection response. We use a trainable embedding
matrix to map each location or type into a vector
with the same size as the token embeddings. Sepa-
ration tokens are also added to further delimit these
elements in the dialogue.

Decoding details. The generator model consists
of a transformer decoder with a similar structure
to the decoder in (Vaswani et al., 2017) but only
keeping the self-attention blocks. During the de-
coding stage, we assume we only have access to
the augmented input and dialogue context and not
the response. At each time-step, the model chooses
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a token from the output distribution conditioned on
the context and the previously decoded tokens. The
chosen token will be added into the input in the
next time-step. To generate more diverse and ex-
pressive reflections, we adopted the top-k random
sampling method (Holtzman et al., 2019), where
the model samples from the k options with the
highest probabilities.

4 Counseling-style Reflection Generation

Our goal is not only to generate natural-looking
text that is relevant to the prompt but also to resem-
ble the language style that counselors use while
generating reflections. Thus, we extend the base
model to incorporate two strategies that are com-
monly used by counselors while generating reflec-
tive statements.

First, we consider a training scenario where
trainees are first shown sample reflections made
while discussing different behavioral change goals
(e.g. smoking cessation or weight management).
After they have been exposed to several types of
reflections, trainees are usually asked to construct
alternative reflections for a given scenario as a way
to reinforce what they have learned. In this case,
trainees might associate previous reflections with
the same behavioral change target as potential ex-
amples to generate their own. We attempt to use the
same strategy to improve our system’s responses.
Thus, we devise a retrieval-based method to ob-
tain a reflection to be used to expand the dialogue
context.

Second, considering that counselors generate re-
flections using rephrasing strategies such as reword-
ing with synonyms and verb tense changes, we
design a content expansion method that augments
the system input with verb and nouns synonymes.
These methods are described in detail below.

4.1 Retrieval of the Most Similar Reflection

We seek to identify reflections that contain wording
that could be useful for generating an appropriate
reflection given the dialogue context. This is done
in two main steps.

Selecting a relevant conversation. We start by
identifying a set of relevant conversations i.e., con-
versations discussing the same behavior change.
We then calculate the semantic similarity between
the current dialogue context and this set of conver-
sations. More specifically, we use TF-IDF (term
frequency-inverse document frequency) encoding
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Figure 1: Model architecture. The fine-tuned model uses only client and therapist utterances, while the retrieval
and content expansion models include additional input (TF-IDF matching and synonym content expansion) for the

generation model.

Class Precision | Recall | F1 score
In context 0.768 0.779 0.773
Not in context 0.765 0.754 0.759

Table 1: Performance metrics for the reflection-in-
context classifier

for the dialogue context and candidate conversa-
tions and calculate their cosine similarity. We then
select the conversation with the highest similarity
as the most relevant conversation given the context.
This stage may be further improved with methods
such as BM25 or neural-based matching in future
work.

Selecting a candidate reflection. Our next step
focuses on identifying, among the reflections made
in the most similar conversation, which of them
is more likely to be a good match to the current
context. The selected reflection is then added to the
input of the generation system as a way to provide
wording alternatives. For this task, we first build a
set of candidate pairs by concatenating the current
dialogue context and each of the reflections made in
the most similar conversation. Then, we feed them
to a binary classifier that aims to classify whether
a sequence contains a valid reflection according
to the given context. We score each sequence us-
ing the probabilities provided by the classifier and
choose the one with the highest score as the best ex-
ample reflection to be added to our current dialogue
context.

To build the reflection-in-context classifier, we
use a GPT-2 model and modify it by adding a clas-
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sification layer to the output layer. The classifier
is trained on a balanced set, with positive sam-
ples consisting of reflections from our main dataset,
along with five previous utterances in the actual
conversation, and negative samples consisting of
reflections paired with random context windows
taken from different conversations. We train the
classifier using an 80%-20% split for training and
testing sets respectively. The classifier achieves an
accuracy of 76%, with detailed metrics per class
shown in Table 1, thus showing reasonable perfor-
mance on determining whether a reflection matches
the current context.

4.2 Content Expansion

We augment the context content by applying synset
expansion to synonyms and verbs. We first apply
part-of-speech (POS) tagging on the context utter-
ances using Stanford CoreNLP (Manning et al.,
2014) to identify nouns and verbs and then obtain
their corresponding synonyms for all their mean-
ings using the English WordNet (Miller, 1998).

We then produce one rephrase for each utter-
ance in the context by replacing the original nouns
and/or verbs with a randomly selected synonym
with the same POS tag. Our system uses the result-
ing utterances to augment the current context.

5 Experimental Setup

5.1 Counseling Datasets

We use the Motivational Interviewing (MI) coun-
seling dataset from Pérez-Rosas et al. (2016) as the
main corpus for training our retrieval and genera-



Total sessions 254
Vocabulary size 8,259
Total reflections 3,939
Average turns / session 97.2
Average tokens / reflection 20.9

Table 2: Statistics of the MI dataset

tion models, and perform language model domain
adaptation using the Alexander Street dataset con-
sisting of a variety of psychotherapy styles (e.g.,
cognitive behavioral, existential, solution focused).
The datasets are described below.

MI Counseling Dataset: This dataset consists
of 276 MI conversations annotated at utterance
level with counselor verbal behaviors using the
Motivational Interviewing Treatment Integrity 4.0
(MITI). In addition, the dataset also contains labels
at the session-level, which evaluate the quality of
the counseling interaction. The conversations por-
tray MI encounters for three main behavior change
goals: smoking cessation, medication adherence,
and weight management. Among the different an-
notations available in the dataset, we focus on the
annotations of counselor reflections, including sim-
ple reflections and complex reflections. Before we
use the MI dataset, we remove transcripts corre-
sponding to encounters that were deemed as low-
quality counseling based on the global evaluation
of the counseling interactions, i.e, sessions hav-
ing low empathy scores or a low ratio of questions
to reflections. We are thus left with a set of 254
counseling conversations. Dataset statistics are pro-
vided in Table 2. During our experiments using
this dataset, we use 10% of the data as the test set
and 5% as the validation set.

Alexander Street Dataset: This is a collection
of psychotherapy videos that are published by
Alexander Street Press.* The videos and its cor-
responding transcripts, containing psychotherapy
conversations between clients and therapists on
several behavioral and mental issues, are available
through a library subscription. From this library,
we downloaded the transcripts available under the
Counseling & Therapy in Video: Volume IV, which
contains around 400 real therapy sessions. How-
ever, due to the format inconsistencies, we were
able to collect only 312 transcripts.

*http://alexanderstreet.com/
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5.2 Reflection Generation Neural
Architecture

During our experiments, we use a medium-size
pre-trained GPT-2 (Radford et al., 2019) model
as the backbone network for the language genera-
tion models. Our models are implemented using
the Transformers library (Wolf et al., 2019a). The
base model uses a byte-pair encoding (BPE) (Gage,
1994) and has a vocabulary size of 50,257. We use
dropout with probability 0.1 for the embedding and
attention layers and also for the residual connection
in the blocks.

In addition, we use a warmup scheme for the
learning rate using 5% of the total steps as warmup
steps (Popel and Bojar, 2018). We use the Adam
optimizer with weight decay (Kingma and Ba,
2015) to optimize the network at a learning rate
of 6e-5. All models are trained for 10 epochs with
early stopping.

5.3 Reflection Generation Experiments

We conduct two main sets of experiments on au-
tomatic reflection generation as described below.
During our experiments we use the datasets de-
scribed in section 5.1.

Reflection generation using a fine-tuned GPT-2
model. In this experiment we use the base model
described in section 5.2 to generate counselor re-
flections. We first perform domain adaption of
the language model using the Alexander Street
dataset. We then fine-tune the generator using the
MI dataset.

Reflection generation with retrieval and con-
tent expansion strategies. We extend the fine-
tuned model to include the retrieval of the most
similar reflection and content expansion strategies
described in section 4.1 and 4.2. We experiment
with incremental models that incorporate one strat-
egy at the time.

Finally, we compare our models with a seq2seq
model, which is frequently used as a baseline for
conditional text generation problems (Vinyals and
Le, 2015). We use the seq2seq implementation
available in OpenNMT (Klein et al., 2017). The
encoder and decoder are 2-layers GRU (Gated Re-
current Units) (Cho et al., 2014) with 512 hidden
units. We train the model for 10 epochs with an
Adam optimizer at a learning rate of 0.001.



ROUGE Embedding Diversity
Models RG-1 | RG-2 [ RG-L | Greedy | Average | Extrema | Div-1 | Div-2 Avg Len
Seq2Seq 0.078 | 0.004 | 0.060 | 0.363 0.613 0.309 | 0.156 | 0.447 | 11.189
Fine-tuned GPT-2 0.152 | 0.020 | 0.117 | 0.446 0.726 0.382 | 0.134 | 0.496 | 18.522
+ retrieval 0.156 | 0.025 | 0.117 | 0.456 0.735 0.390 | 0.127 | 0.486 | 18.677
+ content expansion | 0.162 | 0.031 | 0.126 | 0.453 0.731 0.386 | 0.128 | 0.498 | 18.412

Table 3: Performance of our models and the seq2seq baseline on the automatic generation of counselor reflections
using ROUGE and embedding based metrics and n-gram diversity. We also show the average length of generated

utterances for each model.

5.3.1 Automatic Evaluation Metrics

For the quantitative analysis of our reflection gener-
ation model, we use well-known automatic metrics
for language generation, including:

ROUGE metrics: We use the ROUGE metric, a
word overlap metric frequently used in the evalu-
ation of neural language generation systems (Lin,
2004), including ROUGE-N, and ROUGE-L.

We decided to use ROUGE over other n-gram-
based metrics, such as BLEU, because our task of
generating reflective responses shares some simi-
larity with the task of text summarization, where
ROUGE is the metric of choice. Additionally, eval-
uations that we ran with other n-gram-based met-
rics had results consistent with those obtained with
ROUGE.

Embedding-based metrics: We also use three
embedding-based metrics, namely greedy match-
ing, embedding average, and vector extrema (Liu
et al., 2016). The first matches each token in one
sentence to its nearest neighbor in the reference
sentence, this metric favours generated reflections
containing keywords that are semantically similar
to the ground truth reflection. The other two cal-
culate similarity for a pair of sentences based on
their vector representations instead of matching
each word. The sentence vector representations are
constructed by averaging the word embeddings or
taking the number with the highest absolute value
for each dimension.

Diversity: We also evaluate diversity by measur-
ing the ratio of distinct n-grams in the generated
reflection with respect to the reference reflection.

5.3.2 Human Evaluation for Reflection
Generation
To assess our automatic reflection generation sys-

tems’ ability to produce relevant and coherent re-
flections, we also conducted a human evaluation
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study. We recruited two annotators familiar with
counseling reflections, and asked them to evalu-
ate the generated outputs and the ground truth re-
sponses for 50 samples randomly chosen from our
test set. Given the conversation context of the latest
five utterances, the annotators are asked to evaluate
three main properties of several response candi-
dates: relevance, reflection-likeness, and quality.
The candidates are composed of the ground truth re-
sponse and generated responses from four systems,
i.e. seq2seq, GPT fine-tuned, and two improved
versions using retrieval and content expansion. The
annotators evaluate one candidate at a time, without
knowledge of its origin.

Quality is evaluated using a 5-point Likert scale
(i.e., 5: very good, 4: good, 3: acceptable, 2: poor
and 1: very poor). We chose a 3-point Likert scale
(i.e., 1: not at all, 2: somewhat, 3: very much)
to evaluate relevance and reflection-likeness, since
a finer scale may exceed the annotators’ discrim-
inating power (Jacoby and Matell, 1971). More
specifically, we use the following prompts:

Relevance: Does the response seem appropriate
to the conversation? Is the response on-topic?

Reflection-likeness: Does the response show un-
derstanding of the feelings of the client? Does
the response paraphrase or summarize what
the client has said?

Quality: How do you judge the overall quality
of the utterance in terms of its grammatical
correctness and fluency?

We measured inter-rater agreement using Krip-
pendorff’s a (Krippendorff, 2018) and obtain agree-
ment values of 0.18, 0.23, and 0.12 for relevance,
reflection-likeness, and quality, respectively. The
subjective nature of the question prompts may be
the main reason for the low to fair levels of agree-
ment on the different categories. The difference in
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Figure 2: Human evaluation mean scores and standard deviations on the three criteria: relevance, reflection-
likeness, and quality. (The former two criteria are in 3-point Likert scales. Quality uses a 5-point Likert scale;
“*” indicate statistically significant improvement (p<<0.01) over the seq2seq baseline)

personal preference and the level of background
knowledge can both be sources of disagreement
(Amidei et al., 2018). We plan to use more sophis-
ticated evaluation schemes in future work, such as
magnitude estimation or RankME (Novikova et al.,
2018), instead of a plain Likert scale.

6 Results

6.1 Automatic Metrics

Table 3 reports scores for our models and the
seq2seq baseline. From this table, we observe that
all our proposed models outperform the seq2seq
baseline as measured by the different metrics. In
addition, our models with context augmentation
(i.e., including retrieval of the most similar reflec-
tion and content expansion) outperform the fine-
tuned model, thus suggesting that the proposed
retrieval and expansion strategies are useful to im-
prove the generation of reflections. Interestingly,
the generation model augmented with the most
similar reflection scores higher when using the em-
bedding metrics, thus indicating that the model
benefits from augmenting the context with words
that are semantically close to it. Similarly, when us-
ing context expansion, we observe improved scores
for the ROUGE-based metrics as the model takes
advantage of the additional wording alternatives.

6.2 Human Evaluations

The average scores for each system response on rel-
evance, reflection-likeness and quality are shown

16

0.42

8 rouge2 0.19 0.19 0.11 0.36

OEJ rougeL 0.17 0.30
2 greedy 0.25 0.16

© -0.24
g average 0.12

Z extrema  0.25 0.24 0.16 r0.18

length 0.42 0.42 0.099 -0.12

relevance reflection quality

Human evaluation metrics

Figure 3: Spearman’s correlation between human eval-
uation metrics and automatic metrics

in Figure2. From this figure, the general trend in-
dicates that our systems perform on-par or above
the reference reflections (ground truth), and outper-
form the baseline with statistical significance for
both, relevance and reflection-likeness.

More specifically, in terms of relevance, we ob-
serve that our context-augmented models score
the best by providing reflections that are more in
line with the conversation context. Furthermore,
they score very close to the ground truth reflec-
tion. In contrast, the seq2seq output obtains the
lowest scores, thus suggesting that the generated
reflections are more likely to be off-topic. The
reflection-likeness follows a similar trend, confirm-
ing that the retrieval and expansion strategies do
improve the model context.

For quality assessments, all systems (with the
exception of the seq2seq model) produce responses
considered to be of good quality according to the



Counseling Dialogue Context

Model Generated Reflection

C: Um, yes, um I think, um, more so in terms of my
family history, um and then suddenly last week I got the
diagnosis of pre - diabetes. Um, and um, that’s kinda
thrown a wrench into my otherwise healthy normal you
know life that I think I lead.

T: So you are worried that this diagnosis is going to impact
your day to day activities?

C: Um, I'm worried a whole lot because my dad has, um
diabetes and he uh, is right now going under dialysis,... So,
the idea that I might be facing some of these issues in my
future is horrendous for me.

Sounds like you really want to make some
changes just to, as a prevention way to
make sure you don’t have to go through
some of the things your farther went

Ground truth

through.
Seq2seq Okay, so no missed meds.
Fine-tuned So.you are really concerned about your
weight.
So you are really concerned about your
N Contgnt health and where it might go in the fu-
expansion

ture.

C: The joy of smoking!

T: It’s just, there’s something that is enjoyable

C: Yes! It’s habit! I mean it is a habit. And there are
certain things that make me smoke, you know, reasons I
smoke every day

T: Uh huh,

C: It’s the nicotine, is a piece of it. But it’s not the only
piece.

Retrieved: So it’s really becoming realistic in terms of
how this habit that you’ve gotten used to can play a part in
your other behaviors and your activities that you enjoy too.

Ground truth Uh huh, ok, so you enjoy it.

Seq2seq In the trash can.
There are other things that make you
. smoke, and that you like to have, so
Fine-tuned

there’s that, there’s some withdrawal or
other symptoms that make you smoke.

There are other things that you enjoy do-

+ Retrieval .
ing, okay!

Table 4: Top: A case where content expansion helps. Bottom: A case where retrieval leads to an off-topic
response. Examples of the generated reflections using the seq2seq baseline and our proposed systems. We show
the dialogue context along with the ground truth reflection, where C stands for client, T stands for therapist. If the
generated reflection consists of multiple utterances, we only show the first utterance.

Likert scale. Particularly, the system with retrieval
scores 4.8% higher than the system with only fine-
tuning. This can be attributed to the model condi-
tioning the generation on sentences that have sim-
ilar content but somewhat varying structure, thus
allowing the model to take advantage of this infor-
mation. The content expansion model performs
similarly to the model with just fine-tuning. A
potential explanation for this is that the content ex-
pansion sometimes produces subject-verb disagree-
ment thus introducing noise during the generation
process.

Finally, the reflection-likeness aspect of our eval-
uation obtains the highest scores from our retrieval
model, followed by the content expansion model.

Human correlation analysis. To further vali-
date our models, we conduct a correlation analysis
between automatic metrics and human assessments
as shown in Figure 3. In this analysis, we use Spear-
man’s correlation because we care more about the
monotonic relationship of the metrics instead of a
linear relationship. From the results, we observe
that the automatic metrics show weak positive cor-
relations with human evaluations of relevance and
reflection-likeness. Moreover, the quality evalua-
tion shows a weak correlation with automatic met-
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rics, which is somehow expected as n-gram-based
metrics and embedding-based metrics do not take
grammar into consideration. Similarly, the aver-
age length of generated reflections has almost no
impact on whether the response is fluent or con-
tains grammatical errors. On the other hand, av-
erage length obtains the highest correlations with
reflection-likeness and relevance, suggesting that a
longer reflection is more likely to contain informa-
tion the client has previously mentioned.

6.3 Qualitative Analysis

To gain further insights into how the augmented
input helps with generation, we analyze a sample
output for our different systems as shown in Ta-
ble 4. From this table, we observe that all models
based on the pre-trained GPT-2 are able to gener-
ate reflections that agree, to some extent, with the
dialogue context.

For the counseling conversation shown in the
upper side of the table, we observe that the seq2seq
model generates an off-topic reflection while the
reflections generated by the other systems seem
to be more relevant to the context. Therefore,
showing the effectiveness of transfer learning for
counseling-style reflection generation. More in-
terestingly, when using content expansion the sys-



tem is able to generate a reflection with the phrase
“in the future” as a more specific response, which
further confirms that our expansion strategy does
strengthen the signal of important information that
we want the model to capture.

We also observe cases where our methods intro-
duce noise in the reflection generation system. For
example, in the counseling conversation shown in
the bottom section of Table 4, the model trained
without augmented context produces the most ap-
propriate response. The retrieved sentence suc-
cessfully captures the idea of “habits,” while the
conversation is about reasons other than habits that
make the client to enjoy smoking, thus leading to
the generation of a less relevant reflection.

7 Conclusion

We presented a system based on a state of the art
language model that generates counseling reflec-
tions based on the counselor-client dialogue con-
text. We first conducted domain adaptation and sub-
sequently fine-tuned the system with motivational
interviewing conversations. We then improved the
system by augmenting the dialogue context using
retrieval and content expansion methods that im-
plement actual strategies used by counselors while
generating reflections.

We conducted comparative experiments between
systems implementing these strategies and demon-
strated their effectiveness in generating improved
reflections as measured by standard language gener-
ation metrics such as ROUGE as well as embedding-
based and diversity metrics. To further validate our
models, we conducted a human evaluation study
on the generated responses. The evaluation showed
that humans scored our proposed systems higher
than the baseline model on quality, relevance, and
reflection-likeness.

We believe that counselors could benefit from
the proposed system by using the automatically
generated reflections as reference while learning to
formulate reflective statements.
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