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Abstract
In this paper we present an approach
for training verb subatom embeddings.
For each verb we learn several embed-
dings rather than only one. These em-
beddings include the verb itself as well
as embeddings for each grammatical
role of this verb. To give an example,
for the verb ‘to give’ we learn four em-
beddings: one for the lemma ‘give’, one
for the subject, one for the direct ob-
ject and one for the indirect object. We
have exploited these grammatical role
embeddings in order to add new syn-
tagmatic relations to WordNet. The
evaluation of the new relations quality
has been done extrinsically through the
Knowledge-based Word Sense Disam-
biguation task.

1 Introduction
In this paper we present an approach to ex-
tending the knowledge graph, based on Prince-
ton English WordNet (PWN) — (Fellbaum,
1998) — with syntagmatic relations. Our
aim is to improve the knowledge-based word
sense disambiguation (KWSD). In several pa-
pers we showed that adding syntagmatic re-
lations from syntactic and semantic anno-
tated corpora improves the performance of
KWSD — (Simov et al., 2015) and (Simov
et al., 2016). The main types of syntag-
matic relations extracted from these corpora
are the ones corresponding to the grammati-
cal roles: verb-subject (has-subj), verb-direct
object (has-dobj) and verb-indirect object
(has-iobj). Although we managed to extract
good sets of new relations, the main prob-
lem is that corpora annotated with semantic
and syntactic information contain only a frac-
tion of all the possible syntagmatic relations.

The inheritance over the hierarchies of PWN
is problematic because the hierarchies of PWN
are not monotonic. For that reason, in this pa-
per we use feature learning in low dimensional
vectors of real numbers known as embeddings.

Word Embeddings play an important role in
the new stream of natural language process-
ing applications, providing latent features for
lexical items. It is expected that the neces-
sary features are encoded within the embed-
ding space. For example, a verb embedding
represents information for its valency frame
elements. Unfortunately, we can check this
information only indirectly. In the paper we
report embeddings on the subatom level1 that
make explicit some of the features related to
the semantic selectional restrictions on gram-
matical roles of words in text. Thus our goal
is not to learn an embedding for a verb, but
rather embeddings for the participants in the
event (or state) denoted by that verb.

Such an explicit embedding of the valency
frame elements has many potential applica-
tions. In this work we exploit these embed-
dings for adding new syntagmatic relations to
PWN with the aim to improve applications
such as KWSD. Evaluation in the paper is
performed by automatically extending Word-
Net with ranked relations within the context
of KWSD. We show that adding higher ranked
relations improves the performance of KWSD.
Further we provide manual inspection and val-
idation of the new relations that also supports
the feasibility of our approach. Our approach
is similar to the approach of (Paperno et al.,
2014) who started with the lexical function
model where each functional lexical item is
represented via n+1 tensor if it is an n-ary
functor. In order to escape from using tensor

1By subatom level we mean the arguments of a pred-
icate.



with three and more dimensions they proposed
a representation where for each argument a
matrix is used. Each matrix determines the
incorporation of the corresponding argument
semantics into the compositional semantics of
the whole phrase.

Our method is also similar to the other
popular methods for relation extraction. The
main difference is that we do not implement
relation embeddings, but rather a general em-
bedding for one of the entities involved in the
relation. Also we work with relations that are
not present in the knowledge source we extend
— PWN in our case. In this way we hope that
our method is applicable also to the under-
resourced languages.

The structure of the paper is as follows: Sec-
tion 2 briefly discusses related work. In sec-
tion 3 we present our motivation to extend
WordNet with syntagmatic relations. Sec-
tion 4 outlines an example of subatom senten-
tial semantics based on the ideas behind Min-
imal Recursion Semantics. Section 5 describes
the mechanism for creating grammatical role
embeddings. In section 6 the experiment setup
is presented and the results are discussed. The
last section concludes the paper.

2 Related Work

The success of KWSD approaches apparently
depends on the quality of the knowledge graph
– whether the knowledge represented in terms
of nodes and relations (arcs) between them is
sufficient for the algorithm to pick the correct
senses of ambiguous words. Several extensions
of the knowledge graph constructed on the ba-
sis of WordNet have been proposed and im-
plemented. With respect to the extension of
WordNet with syntagmatic information there
exist many works such as (Bentivogli and Pi-
anta, 2004) and (Lothar Lemnitzer and Gupta,
2008).

Here we present in more detail only one ap-
proach similar to ours. It is described in Agirre
and Martinez (2002) and explores the extrac-
tion of syntactically supported semantic rela-
tions from manually annotated corpora. In
this line of research SemCor — (Miller et al.,
1993), being a semantically annotated corpus,
was processed with the MiniPar dependency
parser and the subject-verb and object-verb

relations were consequently extracted. The
new relations were represented on several lev-
els: as word-to-class and class-to-class rela-
tions. The extracted selectional relations were
then added to WordNet and used in the WSD
task. The main differences with the approach
described here are as follows: we used a bigger
set of relations (since it includes also indirect-
object-to-verb relations). Apart from that, the
new relations reported in this paper are not
added as selectional relations, but as semantic
relations between the corresponding synsets.
This means that the specific syntactic role of
the participant is not taken into account, but
only the connectedness between the partici-
pant and the event is registered in the knowl-
edge graph. Also, in our work we use embed-
dings as filters, instead of the selectional re-
strictions approach undertaken in Agirre and
Martinez (2002).

In the range of distributional semantics, the
representation of word semantics for composi-
tionality was suggested as n+1 dimension ten-
sors for n-ary functor words. For example, an
adjective is treated as a function over the mod-
ified noun. In order to implement this idea
in practice, the semantics of the adjective is
represented as a matrix which by multiplica-
tion with the vector representation of the noun
produces the semantics of the noun phrases.
Thus, if we assume 300-size vectors for repre-
sentation of nouns, the adjectives are repre-
sented as a 300 × 300 matrix. For transitive
verbs the representation is a 300 × 300 × 300
tensor. This approach is called lexical function
model by (Paperno et al., 2014). However, it
has been criticized because the number of pa-
rameters to be learned exponentially increases.
In order to solve this problem (Paperno et
al., 2014) proposed a representation of functor
words as a vector of a vector for the semantics
of the word itself and a matrix for each of its
arguments — ⟨−→a ,
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trices corresponds to a function-argument re-
lation, such as subject-verb, noun-modifying
adjective, etc. The compositional semantics
of a phrase is defined as sum of the vector for
the semantic functor and the multiplication of
the vectors for the arguments and the corre-
sponding matrix. This approach is called prac-
tical lexical function (plf) model. (Paperno et



al., 2014) demonstrate the feasibility of plf by
testing it on several benchmarks that repre-
sent different aspects of sentence-level seman-
tics composition. Our main goal is to learn fea-
tures for the prototypical grammatical roles.
In principle, they might be constructed from
the plf representation, but the derivation of
the prototypical roles representation would re-
quire an additional mechanism of abstraction.
We hope that our representation will facilitate
the selectional restrictions of the correspond-
ing predicates. This is not possible to be done
directly by the plf model. One direction of fu-
ture research is to combine both approaches.
This could be done by learning argument ma-
trices that work in combination with the argu-
ment vector and the grammatical role vector.
Our intuition is that such matrices could not
be attached to a specific lexical unit, but to a
class of lexical units.

There is also a huge number of works on ex-
tending world knowledge oriented graphs with
new relations (see (Minervini et al., 2015), and
(Nguyen et al., 2016) among others). The
main difference in our case is that we do not
learn instances of the required relations from
the corpora, but we learn semantic restrictions
over the arguments of the relations. The can-
didate relations are generated from knowledge
base itself (WordNet here).

3 WordNet Extensions with New
Relations

As mentioned above, in our previous works
we extended PWN with syntagmatic relations
using semantically annotated corpora such as
SemCor. The idea was that if there is a
subject-verb syntactic relation in the corpus,
and the related verb and noun are manu-
ally annotated with synset ids from PWN, we
could reliably assume that there is a seman-
tic relation between the noun and the verb
synsets in PWN. At a more general level we
call this relation has-participant. It is di-
rected from the verb to the noun synset. In or-
der to draw a distinction between the different
participants in an event (state), we use subre-
lations named after their grammatical roles:
has-subj, has-dobj, and has-iobj.2

2In future work we plan to switch to semantic role
names.

Adding a has-participant relation be-
tween two synsets in WordNet imposes two
questions: (1) Does this relation hold for more
specific synsets? (2) Does this relation gener-
alize to more general synsets? In our previ-
ous research on extending WordNet with new
relations from semantically and syntactically
annotated corpora — (Simov et al., 2015)
and (Simov et al., 2016) — we showed that
using inference over the WordNet hierarchy
adds new appropriate relations between verb
synsets and noun synsets. Especially with re-
spect to the has-participant relation, we as-
sume that the relation holds when the noun
synset is substituted with a hyponymic synset
and that it also holds when the verb synset is
substituted with a hypernymic synset. We no-
ticed that in many cases such an inheritance is
not correct. For example, if we have “A doc-
tor operates a patient”, it does not entail that
all doctors can operate. Thus we cannot re-
liably substitute the synset for ‘doctor’ with
each of its hyponymic synsets. It is also true
that the verb synset allows many more partici-
pants than the instances in the corpus. For ex-
ample, “A surgeon cures a patient” does not
imply that only hyponymic synsets are appro-
priate to substitute ‘surgeon’. Thus, although
the extraction from syntactically and seman-
tically annotated corpora is a reliable method
for adding syntagmatic relations to WordNet,
their generalization to all possible syntagmatic
relations is problematic. Another problem is
that such manually annotated corpora are rel-
atively small and many verbs and nouns do
not appear in them. Thus, we need a new
mechanism for selection of appropriate noun
synsets for participants of verbs. In this pa-
per we used subatom semantic embeddings for
checking which ones are appropriate. Such
subatom semantic embeddings for each ver-
bal synset are constructed for the appropri-
ate grammatical roles: subject, direct object
and indirect object. Having these embeddings,
we rank each noun synset in PWN with re-
spect to the corresponding grammatical role.
The closer the noun synset embedding to the
grammatical role embedding, the more appro-
priate is the noun synset as a participant for
the corresponding grammatical roles in the se-
lected verbal synset. In the rest of the paper



we present some additional motivation why
such subatomic embeddings are useful, how we
could train and evaluate them.

4 Minimal Recursion Semantics

An additional piece of motivation for subatom
semantic embeddings is the construction of a
logical form for a sentence. In many seman-
tic theories the lexical semantics is represented
not only by using predicates from first order
logic, but by exploring a more complicated
schema which would allow access to a more
detailed representation of the semantic inter-
pretation. As an illustration of such a kind of
semantics we assume Minimal Recursion Se-
mantics (MRS) — (Copestake et al., 2005).
An MRS structure is a tuple <GT, R, C>,
where GT is the top handle, R is a bag of EPs
(elementary predicates) and C is a bag of han-
dle constraints, such that there is no handle h
that outscopes GT. Each elementary predica-
tion contains exactly four components: (1) a
handle which is the label of the EP; (2) a rela-
tion; (3) a list of zero or more ordinary variable
arguments of the relation; and (4) a list of zero
or more handles corresponding to scopal argu-
ments of the relation (i.e., holes). Here is an
example of an MRS structure for the sentence
“Every dog chases some white cat.”

<h0, {h1:every(x,h2,h3), h2:dog(x),
h4:chase(e, x, y), h5:some(y,h6,h7),
h6:white(y), h6:cat(y)}, {}>

The top handle is h0. The quantifiers are
represented as the relations every(x, y, z) and
some(x, y, z), where x is the bound variable, y
and z are handles determining the restriction
and the body of the quantifier. The conjunc-
tion of two or more relations is represented
by sharing the same handle (h6 above). The
outscope relation is defined as a transitive clo-
sure of the immediate outscope relation be-
tween two elementary predications — EP im-
mediately outscopes EP’ iff one of the scopal
arguments of EP is the label of EP’. In the ex-
ample the set of handle constraints is empty,
which means that the representation is un-
derspecified with respect to the scope of both
quantifiers.

In order to use semantic embeddings over
MRS structures we need to determine the in-
teractions of the latent features for each of the

predicate arguments. For example, the fea-
tures from the embeddings for ‘every’, ‘dog’,
and ‘chase’ have to agree on the common ar-
gument denoted by the variable ‘x’. In order
to control this interaction in a better way, we
would like for each multiargument predicate
to learn an embedding per argument. Thus
for the above MRS structure we will need to
have embeddings for ‘x’, ‘y’, ‘e’, ‘h0’, ... ‘h7’.
When we have them, we would like also to cre-
ate an embedding related to the first argument
of ‘every’. The argument of ‘dog’ and the sec-
ond argument of ‘chase’ have to “agree”.

Our long-term goal is to train such subatom
embeddings. Here we present an approach
for learning such embeddings for grammati-
cal roles. Then we use these embeddings for
extending of WordNet with syntagmatic rela-
tions, as it was described above.

5 Grammatical Role Embeddings
from Parsed Corpora

In our first experiment we learned sub-
atom semantic embeddings on the basis of
dependency-parsed corpora. We determined
the arguments as wordforms in the text. As
an example, for the above mentioned case we
used the position of ‘dog’. In order to gener-
alize over the different word forms in the dif-
ferent examples in the corpus we substituted
the wordforms for the corresponding argument
with a pseudoword form. For example, in
the above sentence we generated the follow-
ing variations with pseudoword forms for the
different arguments of the different predicates:

Every SUBJ_chase chases some white cat.
Every dog chases some white OBJ_chase.

and many more. Having learned embeddings
for these pseudowords, we assume that they
represent the selectional features for the cor-
responding grammatical roles of the verbs.

The actual corpus we have used is WaCk-
ypedia_EN corpus — (Baroni et al., 2009).
The WaCkypedia_EN corpus was reparsed
with a more recent version of the Stanford
CoreNLP dependency parser. The depen-
dency of type “collapsed-cc” was selected,
which collapses several dependency relations
in order to obtain direct dependencies between
content words, and in addition propagates de-
pendencies involving conjuncts. For instance,



a parse of the sentence “the dog runs and
barks” would result in the relations nsubj(dog,
runs) and nsubj(dog, barks). This type of de-
pendency allows for a token to have multiple
head words.

The head word of each noun phrase subject,
as well as direct and indirect object, is then
replaced by its predicate role and its govern-
ing verb’s lemma (SUBJ_run, SUBJ_bark —
both for the noun ‘dog’). When a token has
more than one head word suitable for substi-
tution, copies of the sentence are created for
each alternative replacement.

For the relation has-subj we use the depen-
dency relations ‘nsubj’ and ‘nsubjpass’; for the
relation has-dobj we use the dependency re-
lation ‘dobj’; and for the relation has-iobj we
use the dependency relation ‘iobj’. In order to
minimize some errors we enforced a condition
that the dependency word should be a noun.

6 Experiments and Results

In this section we describe the experimental
set up and the results.

Corpora preparation.
The corpora that the algorithms for word

embeddings are trained on can contain ei-
ther natural language text (e.g. Wikipedia
or newswire articles) or artificially generated
pseudo texts. Such pseudo texts can be the
output from the Random Walk algorithm,
when it is set to the mode of selecting se-
quences of nodes from a knowledge graph
(KG) — see (Goikoetxea et al., 2015) for
generation of pseudo corpora from a Word-
Net knowledge graph and (Ristoski and Paul-
heim, 2016) for generation of pseudo corpora
from RDF knowledge graphs such as DBPedia,
GeoNames, FreeBase. Here we report results
only for knowledge graphs based on WordNet
and its extensions.

The corpus for training of the embeddings
reported here consists of two parts: (1) pseudo
corpus generated over WordNet (PCWN); and
(2) real text corpora (RTC). PCWN is used
to ensure that the embeddings represent fea-
tures extracted from the knowledge within the
WordNet. RTC is used to represent relevant
contexts for learning embeddings of pseudo
words for subjects, direct objects and indi-
rect objects. As RTC we have used WaCk-

ypedia_EN corpus processed as described in
Section 5.

The union of both corpora is used in the ex-
periments. In RTC all the words were substi-
tuted with their lemmas. Punctuation marks
and numbers were deleted. The PCWN cor-
pus first was generated on the level of synset
ids, then for each synset a lemma was selected
from the synset randomly. The resulting cor-
pus consists of lemmas and pseudowords for
the grammatical roles. We used the Word2Vec
tool3 in order to train the embeddings. From
the various models we select the one with the
best score on the similarity task. This model
was trained with the following settings: con-
text window of 5 words; 7 iterations; negative
examples set to 5; and frequency cut sampling
set to 7. The resulting embedding is lemma
and pseudoword embedding. Training on the
joint corpus ensure that the noun embeddings
and pseudoword embeddings are in the same
vector space and thus they are comparable.

Since the synset embeddings are not directly
available, we need to calculate those. Thus,
for each synset, we obtain its vector by av-
eraging the vectors for all lemmas it can be
expressed with (this information is retrieved
from WordNet). For grammatical roles, we
average the corresponding grammatical role
vectors per each lemma in the particular verb
synset; in this way, if a particular synset com-
prises N lemmas, we will average the vec-
tors for SUBJ_lemma1, SUBJ_lemma2, ...,
SUBJ_lemmaN .

The first experiments with these embed-
dings showed some, but very small, improve-
ments for the task of Knowledge-based Word
Sense Disambiguation. The explanation for
these results is that calculating synset embed-
dings on the bases of lemma embeddings is not
good enough because of the high level of am-
biguity of lemmas in PWN.

This is why we performed two more exper-
iments with two new versions of the corpora.
First, we annotated the RTC with senses us-
ing UKB system4 for knowledge-based word
sense disambiguation. For the PCWN corpus
we have used the version generated only us-
ing synset ids. In this case the embeddings

3https://code.google.com/archive/p/word2vec/
4http://ixa2.si.ehu.es/ukb/



are directly trained over synsets. Unfortu-
nately, this approach did not improve the re-
sults significantly. Our explanation for this is
the fact that the annotation with UKB, even
with our best knowledge graph from (Simov
et al., 2016), is under 68% accuracy. This re-
sult is too low for our task. Second, we used
the POS annotation for RTC to substitute
each word with lemma-POS strings. In this
way we differentiated the same lemma used
as different parts-of-speech. For PCWN it is
straightforward to substitute the synset ids
with the combinations lemma-POS. This ex-
periment demonstrated the best results which
we report here. From these corpora we trained
two embeddings: (1) embedding trained over
RTC only5. We denote this embedding as RTC;
and (2) embedding trained over the joint cor-
pus. We denote this embedding as RTCPCWN.

Selection and Ranking of Candidate
Relations.

The candidate relations are selected in the
following way. For each verbal synset that has
at least one grammatical role embedding we
form candidate relations in the following for-
mat:
u:noun-synset-id v:verb-synset-id

where noun-synset-id is any noun synset in
PWN. Thus, for each verb we generate more
that 74 000 candidate relations. Here is an
example:
u:00031264-n v:02005948-v

for ‘arrive’ (02005948-v) and ‘group’ for
(00031264-n).

After the completion of this step, we have all
the information necessary to compare synset
embeddings with grammatical role embed-
dings that match verb synsets. The compari-
son is carried out by calculating the cosine sim-
ilarity measure. By setting a similarity thresh-
old, the filter can be controlled, so that more
or fewer new relations are added to the ex-
tended graph. The same procedure is repeated
for DOBJ and IOBJ relations. Using this ap-
proach for each candidate relation we calcu-
late the cosine similarity measure between the
noun synset embedding and the embedding for
the corresponding grammatical role. We then

5This was suggested to us by one of the reviewers
in order to see the impact of adding PCWN.

used the result as a rank over the candidate
relations.

Experiments with Knowledge-based
Word Sense Disambiguation.

In order to check the usefulness of the added
relations, we performed experiments with the
UKB system6 for knowledge-based word sense
disambiguation. The UKB tool requires two
resource files to annotate the input text — a
dictionary file with all lemmas that can be pos-
sibly linked to a sense identifier. In our case
WordNet-derived relations were used for our
knowledge base; consequently, the sense iden-
tifiers are WordNet IDs. For instance, a line
from the WordNet extracted dictionary looks
like this:
predicate 06316813-n:0 06316626-n:0

01017222-v:0 01017001-v:0
00931232-v:0

First comes the lemma associated with the rel-
evant word senses, after the lemma the sense
identifiers are listed. Each ID consists of eight
digits followed by a hyphen and a label refer-
ring to the POS category of the word. Finally,
a number following a colon indicates the fre-
quency of the word sense, calculated on the
basis of a tagged corpus. When a lemma from
the dictionary has occurred in the analysis of
the input text, the tool assigns all the associ-
ated word senses to the word form in the con-
text and attempts to disambiguate its meaning
among them.

The second resource file required for running
the tool is the set of relations used to construct
the knowledge graph over which UKB is run.
The distribution of UKB comes with a file con-
taining the standard lexical relations defined
in WordNet, such as hypernymy, meronymy,
etc., as well as with a file containing relations
derived on the basis of common words found in
the synset glosses, which have been manually
disambiguated. The format of the relations in
the KG is as follows:
u:SynSetId01 v:SynSetId02 s:Source d:w

where SynSetId01 is the identifier of the first
synset in the relation, SynSetId02 is the iden-
tifier of the second synset, Source is the source
of the relation, and w is the weight of the rela-
tion in the graph. In the experiments reported

6http://ixa2.si.ehu.es/ukb/



Knowledge Graph SemCor M13 SemeVal
wn30 51.56 48.41
wn30RTC40 50.32 49.51
wn30RTC45 52.60 49.57
wn30RTC47 50.20 48.47
wn30RTC50 50.34 49.63
wn30RTC52 50.58 51.88
wn30RTC55 51.05 51.70
wn30RTC57 51.60 51.52

Table 1: Results about relations ranked by embeddings from POS tagged real text corpus. The
improvement for SemCor is 1.04 and for M13 SemeVal is 3.47.

Knowledge Graph SemCor M13 SemeVal
wn30 51.56 48.41
wn30RTCPCWN35 51.88 49.27
wn30RTCPCWN38 53.68 51.39
wn30RTCPCWN40 53.91 51.45
wn30RTCPCWN42 54.33 50.42
wn30RTCPCWN43 54.08 50.18
wn30RTCPCWN44 52.56 49.93

Table 2: Results about relations ranked by embeddings from POS tagged real text corpus and
pseudo corpus. The improvement for SemCor is 2.77 and for M13 SemeVal is 3.04.

in the paper, the weight of all relations is set
to 0.

In our experiments we relied on the fol-
lowing knowledge graphs: wn30 — a knowl-
edge graph formed from the relations in PWN
(baseline); wn30RTCNN — a knowledge
graph formed on the basis of wn30 ex-
tended by the grammatical role-based rela-
tions, ranked by RTC embeddings. The number
NN is the rank threshold for selection of the
new relations. If NN is 47, then all relations
with rank equal or higher than 47 are selected;
wn30RTCPCWNNN — a knowledge graph
formed on the basis of wn30 extended by the
grammatical role-based relations, ranked by
RTCPCWN embeddings. The interpretation of
NN is the same.

The evaluation of the Word Sense Disam-
biguation is done over two test data sets: the
test part of SemCor as defined in (Simov et al.,
2015) and (Simov et al., 2016) and the English
part of the test data set for the Multilingual
Word Sense Disambiguation7 — named here
M13 SemeVal. The results are presented in

7https://www.cs.york.ac.uk/semeval-2013/
task12/

Table 1 with improvement of 1.04 for SemCor
and 3.47 for M13 SemeVal and in Table 2 with
improvement of 2.77 for SemCor and 3.04 for
M13 SemeVal. As it can be seen, the results
depend on the type of the test corpus: Sem-
Cor is a balanced one and hence shows usages
of many senses; M13 SemeVal is a smaller one
and does not provide so many diverse types
of text. All the results show that there is a
rank for which there is a highest result, and
for lower or higher ranks the result drops. Our
explanation of this is that: (1) for higher ranks
the number of added relations is smaller and
thus their impact on the result is smaller; and
(2) for the lower ranks the number of the not-
so-good relations is higher. The impact of the
PCWN embeddings is with respect to the type
of the test corpora. In our view better rela-
tions are selected for a wider set of verbs.

Experiments have been performed for eval-
uating the number of examples in the corpus
as well as the quality of learned embeddings.
Thus the verbs for which there were less that
10 examples of the corresponding dependency
relation in the original corpus, were not taken
into account. The results are reported in Ta-



Knowledge Graph SemCor M13 SemeVal
wn30 51.56 48.41
wn30RTCPCWN10-34 52.35 51.39
wn30RTCPCWN10-35 50.64 53.04
wn30RTCPCWN10-36 50.25 50.72
wn30RTCPCWN10-40 50.49 49.45
wn30RTCPCWN10-45 51.15 49.27
wn30RTCPCWN10-50 51.45 48.29

Table 3: Results after cutting less frequent verbs grammatical roles (less ten examples of the
corresponding grammatical role in the original corpus). The improvement for SemCor is 0.79
and for M13 SemeVal is 4.62.

Role Good Acceptable Bad
Subject 68 28 4
Direct object 67 24 9

Table 4: These are the manual evaluation results of the first 100 suggested relations selected via
RTCPCWN embeddings for subject and direct object roles.

ble 3. They show that there are improvements
for both corpora: 0.79 for SemCor and 4.62
for M13 SemeVal. In our view the very small
improvement for SemCor is due to the varying
senses in it. This variety makes it more sen-
sitive to the changes in the knowledge graphs
with respect to deletion of many new relations.
In M13 SemeVal corpus, on the other hand,
there were not so many rare senses.

These results, however, succed to show that
the presented approach for selecting syntag-
matic relations is quite feasible. Since this
evaluation approach seems to be too indirect,
we think that more work is necessary to ade-
quately evaluate the grammatical role embed-
ding.

6.1 Manual Inspection

The results were manually evaluated for the
first 100 top-ranked subject and direct object
relations. A scale was used that classifies the
examples into the following groups: good, ac-
ceptable, and bad. The labels are correla-
tive. This is possibly due to the fact that most
verbs have intransitive and transitive usages.
As it can be seen from the table, most relations
have been labeled as ’good’, then come the
’acceptable’ relations, and finally some ’bad’
ones.

For both syntactic labels it was observed
that the most frequent among the top-

ranked relations are chemistry-oriented do-
main ones, such as: <dimethylglyoxime, dehy-
drogenate>. For the ’good’ relation one exam-
ple is as follows <streusel, caramelize>: ”The
streusel seeps down and caramelizes the apples
in the most glorious way”.

As acceptable relations we marked mostly
ones that are good semantic relations but
would not generate reasonable sentences be-
cause they are derivationally related. For
example: <celebration, celebrate>, <chart,
chart>, <oxidation, oxidate>, <measure-
ment, measure>, etc.

As bad example the following relation is
considered: <cassareep, splinter>.

Thus manual evaluation also shows that the
proposed mechanism of adding syntagmatic
relations to PWN is feasible.

7 Conclusion

The paper presents an approach for learning
features by subtomic semantic representation.
It is useful for addition of syntagmatic rela-
tions to WordNet. Our longterm plan is to
design a learning approach for each semantic
argument of predicates in a logical form. The
results here are the first steps in this direction.

In future we plan to do the following: (1) To
include more arguments in the learning process
like arguments of relational nouns and adjec-
tives. They will impose mutual constraints



on the learned features; (2) To experiment
with different algorithms for learning of em-
beddings such as (Levy and Goldberg, 2014),
where it is possible to select arbitrary con-
texts. Such contexts could be more appro-
priate for grammatical role embeddings learn-
ing; (3) To improve sense annotation in or-
der to respectively improve sense embeddings;
(4) To evaluate the subatom embeddings in
other tasks such as coreference resolution, neu-
ral network word sense disambiguation; (5) To
perform tuning to the linguistic knowledge al-
ready represented in WordNet, FrameNet and
other lexical resources as well as manually
annotated corpora, by techniques similar to
retrofitting; and (6) To develop compositional
semantics over this representation.

Acknowledgements
This research has received partial support by
the grant 02/12 — Deep Models of Semantic
Knowledge (DemoSem), funded by the Bulgar-
ian National Science Fund in 2017–2019. We
are grateful to the anonymous reviewers for
their remarks, comments, and suggestions. All
errors remain our own responsibility.

References
Eneko Agirre and David Martinez. 2002. Integrat-

ing selectional preferences in WordNet. In Pro-
ceedings of First International WordNet Confer-
ence.

Marco Baroni, Silvia Bernardini, Adriano Fer-
raresi, and Eros Zanchetta. 2009. The wacky
wide web: a collection of very large linguisti-
cally processed web-crawled corpora. Language
Resources and Evaluation, 43(3):209–226.

Luisa Bentivogli and Emanuele Pianta. 2004. Ex-
tending wordnet with syntagmatic information.
In In Second Global WordNet Conference, pages
47–53.

Ann Copestake, Dan Flickinger, Carl Pollard, and
Ivan Sag. 2005. Minimal recursion semantics:
An introduction. Research on Language & Com-
putation, 3(4):281–332.

Christiane Fellbaum, editor. 1998. WordNet An
Electronic Lexical Database. The MIT Press,
Cambridge, MA ; London, May.

Josu Goikoetxea, Aitor Soroa, and Eneko Agirre.
2015. Random walks and neural network lan-
guage models on knowledge bases. In HLT-

NAACL, pages 1434–1439. The Association for
Computational Linguistics.

Omer Levy and Yoav Goldberg. 2014.
Dependency-based word embeddings. In
Proceedings of the 52nd Annual Meeting of
the Association for Computational Linguistics
(Volume 2: Short Papers), pages 302–308,
Baltimore, Maryland, June. Association for
Computational Linguistics.

Holger Wunsch Lothar Lemnitzer and Piklu
Gupta. 2008. Enriching GermaNet with Verb-
Noun Relations - a Case Study of Lexical Acqui-
sition. In Proc. of the Sixth International Con-
ference on Language Resources and Evaluation.

George A. Miller, Claudia Leacock, Randee Tengi,
and Ross T. Bunker. 1993. A Semantic Con-
cordance. In Proceedings of the workshop on
Human Language Technology, HLT ’93, pages
303–308, Stroudsburg, PA, USA. Association for
Computational Linguistics.

Pasquale Minervini, Claudia d’Amato, Nicola
Fanizzi, and Floriana Esposito. 2015. Efficient
learning of entity and predicate embeddings for
link prediction in knowledge graphs. In Pro-
ceedings of the 11th International Workshop on
Uncertainty Reasoning for the Semantic Web co-
located with (ISWC 2015), pages 26–37.

Dat Quoc Nguyen, Kairit Sirts, Lizhen Qu, and
Mark Johnson. 2016. Stranse: a novel em-
bedding model of entities and relationships in
knowledge bases. In Proceedings of the 2016
Conference of the North American Chapter of
the Association for Computational Linguistics:
Human Language Technologies, pages 460–466.

Denis Paperno, Nghia The Pham, and Marco Ba-
roni. 2014. A practical and linguistically-
motivated approach to compositional distribu-
tional semantics. In Proceedings of the 52nd
Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers),
pages 90–99.

Petar Ristoski and Heiko Paulheim, 2016.
RDF2Vec: RDF Graph Embeddings for Data
Mining, pages 498–514. Springer International
Publishing, Cham.

Kiril Simov, Alexander Popov, and Petya Osen-
ova. 2015. Improving word sense disambigua-
tion with linguistic knowledge from a sense an-
notated treebank. In Proceedings of the Inter-
national Conference Recent Advances in Natural
Language Processing, pages 596–603.

Kiril Simov, Petya Osenova, and Alexander Popov.
2016. Using context information for knowledge-
based word sense disambiguation. In Christo
Dichev and Gennady Agre, editors, Artificial In-
telligence: Methodology, Systems, and Applica-
tions, pages 130–139, Cham. Springer Interna-
tional Publishing.


