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A NOTE ON CATEGORIAL GRAMMARS

by
R.P. MITCHELL

(Lockheed Missiles and Space Company,
California, U.S.A.)

THIS paper presents a technique for studying the
structure and theory of categorial grammars.
Grammars of the type studied by Y. Bar-Hillel and
others are shown to be representable over a two-
symbol alphabet. A trivial corollary is that the
category "sentence" is decidable in all these
grammars. A decision problem for normal categorial
grammars, of which restricted categorial grammars
are an example, is shown to be recursively un-
decldable.

1. PRELIMINARY DEFINITIONS

Detiote the get of natural numbers by I, and the set of all n-tuples over
1 by 8. mnmsmn=ﬂﬁ,”.,%Hﬁ<k,1515ﬁrwann.nis

convenlent to abbreviate (il, see 3 xa} to x (a) ., as usual, two n-tuples
are sald to be equal Iff thelr corresponding elements are equal:

n h——
x {n) = ¥ (n) > A y =y
1i=1
We shall also flnd 1t convenlent to use the potatlon m.x(a) , M anatural
number, to mean the a-tuple {m.xl, ess ¥ m.xa).

We define the set A of elements of 8 by the conditlon, for all n,
a={a®, 0| W £ 0

and we use Davls! [4] detinition of the characteristic function. Thus,
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o, 1t x(n) #ym)
¢, (xm, yiw =
1, 1ir x{®) =y

Denote U 8 by 8 . We define a function F : 8 = I having
m,n m m n

n
- _{n)

the property that, for each x = x + m.x

€ 8, for some n, F‘m (x) = x 5

1
+... +mt X observe that Fi () = 0 and Fy is not defined.

F, 1s not 1-1 as defined; however, 1f we define an equivalence

relation ~ such that, 1f I and y are elements of 8, » and if
¥ = (xi, cen s xn) has the property that X 4 0, and y={x1, cees X, 0, » 0},
then x ~ ¥y, and define Fm over such equivalence classes, then Fm i1s 1-1.
For our purposes this 1s not essentlal. Fm 1s recursive since it can be
defined by composition in terms of m%, which 1s recursive, and sums and
products. Define the recursion equation by the functlon H : 12 X Sm -1,
for x € Sm , as follows

(0, m x} =1x,

Hiz +1,m,1x) =x,4,. w4 H(z, m, %)
Then F_ (x) =H(n-2, m, x}.

We deflne a functlon Km s Sm X Sm - Sm having the following properties

(a) (b) of 8

for any palr of elements x =X P ¥EY
2B o [y g v o s x,), y®7, 1ra>p;
E @y T 0§ gy e s T oo cA_(x(a), yiahy, ira<b;
@ . CA(x (a) ' y(a) | R ita=n.

Flnally, we also require the runct,ibn Lm : Sm X Sm - Sm such that, 1if

x(a) & Sm . y(b) € S]n’
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{a) (v)

Lm(x » ¥ ) = (I1, ves 3 x&'—l’ 372, s s Yb) . CA(Xa, y1)

Km and Lm are both decidable functions. To show this, define the set
B = {(x,¥) |x <m, y<m X7y} for all %, ¥ and some m. Then

C, (x(m), gy = ¢ (xi.yi . CB(xg,yz} e e s CB(xn,yn}, which 1s recursive.

#. CHARACTERIZATIONS OF CATEGORIAL QGRAMMARS

In {1], Bar-Hillel, et al., define three types of categorial grammars.
Our maln result In thils section 1s the fact that these grammars are examples
of a large class of grammars obtalnable from a general theory. We shall
give an example of another type of categorlal grammar also obtalnable.

As in the previous section, Sm n denotes the set

=g, oen s xn)]xi <m, 1< 1<n}. We define the string corresponding

to the n-tuple x )¢ Sm n 88 the concatenate of the symbels Xir Kyr vees X
L

In the order given by the n-tuple, and dencte this string by x( J; thus,
n

the string corresponding to the palr & (n) y(m)) 18 the concatenate of the

strings x, ., y{m) s viz., the string Xi"' X ¥ oeee ym. We shall find 1t

(n} n 1

convenlent to write the arguments of Km as strings rather than n-tuples.
Let ¢ be the set of strings corresponding to the elements of Sm n’
mn ’
and o; denote the set U %0
n

A didirectional categorial system (BCS) is defined in [1} as an Infinite
set of symbols C obtalned from a given finlte set CD in the foliowlng

manner;

(1) 1t x ECD’ t,henxleC;

1
{2 1tx, yeC, then [x/y] ¢C ;

(3 1tx, yeC , then [x\y] ¢C .

Following Bar-Hillel, we shall call the elements of C primitive categories
and the elements of C  categories.
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Glven any BCS, there 1s a i-1 correspondence between the elements of Cp

and the elements of the set {1, ver » M2} Ccrm 1 ; 1f, further we use
0 for, say, /, and m-1 for \, then orm 1s the set of all possible strings

over the set crm 1" Including thils set. The set corresponding to Cis in

tact, a subset of Kgfﬁ,ak-i

that the following conditlons hold for all x and ¥ € Ty

. We next define a bilnary relation on T such

Ex ... %,x; Ex0, X; E{n-1}x,%; EOx, 0; Ex{m-1)},0; Ex0y, xOy;Ex{m-1)y,x(m-1)y.

The basic reason for such a relation is to ensure that application of

a cancellationrulie leads to a string which 1s a category in the grammar.
The first conditlon, Ex ... X,X, 1s not essentlal for this purpose, but
strings of the form ¥ ... X do not occur in the grammars being considered
here, and 1t is convenlent to conslder such strings equlvalent to the
single category x.

The grammars defined in [1] have no rule for cancellatlon of sequences
of the form X, X; nor for cancellation of sequences of the forms X/¥, ¥/2
and x\y, Y\z. If we wish to characterlse cancellation 1n a BCG by Ign s

—a——

we must define Km (x(a), y(a) Y= {0, ... , O}, which 1s to say, strings

contalning the same number of primitlve categories never cancel. Grammars
of the type consldered by Lambek [5], simiiar to categorial grammars as
deTined by Bar-Hillel [1] in certain other respects, do have a rule of
the form

X/¥, ViZ~X/z2 5 1\Y, ¥\Z ~ X\z.

We can see no particular advantage of such a rule for these grammars, and
in fact eliminationof this rule simplifies our intended characterlzation
by asserting also that x, ¥ does not cancel. Accordingly, we deflne a new

function K¢ such that K'm (x (a), y(b)) = Km(x (a), y(b}) whenever a }f b,
— 3—
and K'y (z(a),y(®)) = (0, ..., 0) when a = b. Then we say that a sequence
a of strings directly cancels* to a sequence S iff
a=y z@, y®, 5 ana g=4, EK! x®),y®), 5le) 5

for some ¥ and S5, and z(e} # o,

* The terminology ls Bar-Hillel's [1].

(98026) 215



To 1llustrate the notlons defined, take the BCG consisting of a ftintte
vocabulary V, an assigmment function A, a BCS C whose Cp = {n,s}, ana
in which s 15 the distinguished element. We take the set o and map

»

/=>0,n0=>1, 8 =2, and \ => 3, The sequences .
(a) 101, 1, 13201, 1 ;
{b) 101, 101, 1, 132, 232

cancel In the following steps:

(a) K; {101, 1} = 10; E10, 1; K'4(1, 13201) = 3201,
E3201, 201; K‘4{201, 1) = 20; ER0,2; 2.
(b} K'4(101, 101) = 0003 EO0QOQ,0; KL {101, 1} = 10;

E10,1; K'4(101. 1) = 10; E10,1; K{4(1, 132) = 32;

B3z, 2; K'4{2. 232) = 32; E32,2; 2.

The tollowling string does not cancel:
{¢) 1, 101, 13201, 1

since K;:(i, 101} = 01 but EO01,0.

Conslder next the question, "What 1s the simplest grammar we can define
using a o and some cancellation palr (Km, E) defined on o, 7*
m,n i

Note that 0'2 o 1s the amallest set 1n a domaln for which cancellation 1s

¥

defined. We therefore take the set {10, 01, 11} as a primitive category

set, and no distingulshed element. We use simple "equivalence“: Ex, X,
tdr all x, and the funection L, as a cancellatlon palr, A sequence a 1is
sald to cancel to a sequence 3 1ff

a = x(g), y{al, 5 ama B*= 5 (2) , 0
for some & , and Eé{z(g)) F’O; il.e., left to right cancellatlon.
Finally, we assume a finlte vocabulary ¥ n~d an agsignment function

A: v-> {10, 01, 11}.

We observe that the sequence 10, 01 cancels, whlle the seguence 01, 10
does not cancel. We may therefore take 10 as a *nominal® category and 01
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as a "verb' category. The remaining string, 11, we use as a "catch-all®
category. Next, we note that the followlng sequences all cancel:

11, 10 : Lz(il, 10) = 10;

11, 11 : L2(11. 11) 11;

10, 01, 10 : L2{10, 01} 11, Lz(ii, 10) = 10 ;

10, 01, 11 3 L2(10, 01) = 11, L2(11, 11} = 11,

By the first sequence, 11 Includes pre-nominals; from the second, all palrs
of words in 11 behave as a word in 11; by the third sequence, transitlve
verbs as well as intransitive are In 01; and by the last sequence, 11
Includes post-verbal modliflers as well as pre-nomlnals. On the other hand,
the sequence 11, 01 shows that 11 does not Include pre-verbal modlfiers.
Hence, the grammar, coarse though 1ts categorles are, does have limltatlons,

3. A DECISION PROBLEM

The examples glven In the preceding sectlon 1llustrate the main advan-
tage of our characterization: Its flexlble and conslstent notation permit
a range of experimentation in grammars of flxed vocabulary and different
image sets for the assignment functlon. Proceeding in a manner simllar
to that used In constructing the *minimal® grammar on Tg, 0+ W can
construct a class of grammars over 0-2 » keeping the vocabulary fixed, but

changing the assignment functlon and the cancellation pair (K, E) as
required.

Conslder now the set o ,, m > 2, Then for some X € S

and €
m,1 y

2 m1 '
the eguatlon y = F‘g(x) holds; In fact, there ls a demmerably infinite

* *
set ol such elements. We take the first element ¥ such that F‘z{x) =¥

for each y € O'fn Writing x* for the string corresponding to x*, we

w17 (n)
*
¢btain a set of strings a-m from o-m by substituting for each cccurrence of

¥ in a string of o-nl the corresponding x* , deleting recurrences of the

same strings. Then o;:; 13 a set of strines of O's and 1's, and is the same

*
- = v o
set as 0'2 H O'm 0'2 . If we have an assignment function A:v Um,k s

we can map V into a set o n 3 well; since, further, X, K', and L were

defined for all m, we need only Ka,- K',, and Lg. Thus every categorial

2!
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grammar of the types consldered here 1s representable over strings of a two-—
symbol alphabet {0, 1}.

For example the categories of the BCG with CD = {n, 8} , considered
previously, may be obtalned as strings formed from the set o

2,2
00 tor /, 01 for n, 1C for s, and 11 for \\; with correspondlng modifi-

: by wrlting

catlons in E, the same cancellatlon rules hold using K'e Instead of K'4 .

It 1s, of course, quite immaterial which of the sets ob’z . ob's e 3 gé,n

we use to obtaln primitive categorles, provided only, given a procedure
for obtaining all categorles of a grammar, we can effectlvely determine

when a given palir of strings cancel to a string belonging to the set of

categories. Since Kz’ K}z and Lz are recursive, the only remalning questlion

Is whether we can effectlvely determine when an arbitrary string is a
category In a given grammar., Thls 1s decldable 1f E 1s a recurslve relation.

For the grammars we have considered, E 1s clearly recursive, being of the
forms Eaf3,a, Baf3, 5, Ea... a,a, for a, B arbitrary {possibly nuil)

strings. Thus, lor example, cancellatlon of a sequence of strings to a dis-
tingulshed category l1s decldable.

We shall call a categorlal grammar normal iff the following are
satisfied:
(1} Vv 1s tinite

(n)A:v—>%

onte a subset of 0'2.

{111} The set of categories 1s the set of assertions of a normal

. l.e.,, the assignment functlon takes the vocabulary

system® on {0,1}.

(iv) A distingulshed category %y

* For the deflnitlon of a normal system as used here, see Post DE,G].
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An example 0f a normal categorlal grammar is the restricted categorial
grammar of Bar-H1llel [1]. Using the notation of Bar-Hillel [1], with
the understanding that &1, cee AM are distinct strings over {0, 1},

and Ai 1s the Initial string, we have the rules:
aAl —> ﬁi\AJ
—
a&l\AJ al\aJ \L\k

where a 1s any string {possibly nuil). Hence, every category In a RCG 1s
an assertlon In a normal categorlal grammar.

A declsion problem known to be recursively unsolvable 13 that of deter-
mining, for an arbitrary normal system, whether an arbitrary (non-null)
string belonging to oy, 1s an assertion of the normal system [, 8]. wWe
thus have the result:

The decislon problem of determining, for an arbitrary normal categorial
grammar belonglne to the class of such grammars over a finite vocabulary,
whether an arbltrary string belonging to T is a category In that grammar

18 recursively unsolvable.
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