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Preface

You will find in this volume papers from the 23rd International Conference on Computational
Linguistics (COLING 2010) held in Beijing, China on August 23-27, 2010 under the auspices of
the International Committee on Computational Linguistics (ICCL), and organized by the Chinese
Information Processing Society (CIPS) of China. For this prestigious natural language processing
conference to be held in China is a significant event for computational linguistics and for colleagues in
China, demonstrating both the maturity of our field and the development of academic areas in China.

COLING started as a friendly gathering in New York in 1965, and has grown steadily since. Yet
COLINGs aspiration to be a different conference remains the same. COLING strives to maintain its
key qualities of embracing different theories and encouraging young scholars in spite of its growing
size. A new component introduced at COLING 2010 underlines this quality. A RefreshINGenious
(RING) session, organized by Aravind Joshi, our General Chair, allows new and un-orthodox ideas to
be presented before they are fully developed in order to generate more discussion and stimulate other
new ideas. We hope that this can become an important feature of COLING in the future.

The 155 oral papers included in the hardcopy proceedings published by Tsinghua University Press, as
well as the 334 papers included in the electronic proceedings (the same 155 oral papers plus 179 poster
papers) are selected from among 815 effective submissions among the more than 840 submissions
received. The very selective acceptance rate of 19.02% for oral presentations (155/815 submissions)
indicates the extremely high quality of the papers. An additional 21.96% (179/815) are selected for
poster presentations to bring the overall acceptance rate to 40.98% (334/815).

We would like to thank the program committee area chairs for their dedicated and efficient review
work, and our 738 reviewers for giving us very high quality reviews with a very short turnaround time,
allowing us to maintain both the review quality and schedule even given the extraordinary number of
submissions. Of course we thank the authors of the 840 papers for submitting their labor of love to
COLING. Although we were only able to accept a minority of the submitted papers, we do hope that all
authors and reviewers benefit from this process of indirect dialogue. We are especially grateful to the
incredibly hard-working team of Stanford volunteers Jenny Finkel, Adam Vogel, and Mengqiu Wang,
and HIT volunteers Sam Liang and Lemon Liu, who provided timely and efficient support for the two
program chairs at every step of the review and publication processes.

Last but not least, we would like to thank the people who made COLING 2010 and this volume possible.
We thank local arrangement committee co-chairs Professor Chengqing Zong and Professor Le Sun for
their tireless work which will make COLING-2010 a sure success. Our special appreciation goes to the
Chinese Information Processing Society (CIPS) and Professor Youqi Cao for their generous support as
the COLING 2010 organizer. Lastly, Professor Qin Lu and Professor Tiejun Zhao should be recognized
for their meticulous preparation for editing and publication, which brought this volume to reality.

Chu-Ren Huang and Dan Jurafsky,
COLING 2010 Program Committee Co-chairs

July 8, 2010
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Szymon Acedański and Adam Przepiórkowski . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Document Expansion Based on WordNet for Robust IR
Eneko Agirre, Xabier Arregi and Arantxa Otegi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .9

Cross-Market Model Adaptation with Pairwise Preference Data for Web Search Ranking
Jing Bai, Fernando Diaz, Yi Chang, Zhaohui Zheng and Keke Chen . . . . . . . . . . . . . . . . . . . . . . . . 18

Going Beyond Traditional QA Systems: Challenges and Keys in Opinion Question Answering
Alexandra Balahur, Ester Boldrini, Andrés Montoyo and Patricio Martı́nez-Barco . . . . . . . . . . . . 27

Robust Sentiment Detection on Twitter from Biased and Noisy Data
Luciano Barbosa and Junlan Feng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

Benchmarking for syntax-based sentential inference
Paul Bedaride and Claire Gardent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Query Expansion based on Pseudo Relevance Feedback from Definition Clusters
Delphine Bernhard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

A Formal Scheme for Multimodal Grammars
Philippe Blache and Laurent Prevot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Composition of Semantic Relations: Model and Applications
Eduardo Blanco, Hakki C. Cankaya and Dan Moldovan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Improved Unsupervised Sentence Alignment for Symmetrical and Asymmetrical Parallel Corpora
Fabienne Braune and Alexander Fraser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Automatic Acquisition of Lexical Formality
Julian Brooke, Tong Wang and Graeme Hirst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

Toward Qualitative Evaluation of Textual Entailment Systems
Elena Cabrio and Bernardo Magnini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Benchmarking of Statistical Dependency Parsers for French
Marie Candito, Joakim Nivre, Pascal Denis and Enrique Henestroza Anguiano . . . . . . . . . . . . . 108

Tree Topological Features for Unlexicalized Parsing
Samuel W. K. Chan, Lawrence Y. L. Cheung and Mickey W. C. Chong . . . . . . . . . . . . . . . . . . . . 117

Improving Graph-based Dependency Parsing with Decision History
Wenliang Chen, Jun’ichi Kazama, Yoshimasa Tsuruoka and Kentaro Torisawa . . . . . . . . . . . . . . 126

A comparison of unsupervised methods for Part-of-Speech Tagging in Chinese
Alex Cheng, Fei Xia and Jianfeng Gao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

xii



The True Score of Statistical Paraphrase Generation
Jonathan Chevelu, Ghislain Putois and Yves Lepage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Acquisition of Unknown Word Paradigms for Large-Scale Grammars
Kostadin Cholakov and Gertjan van Noord . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Global topology of word co-occurrence networks: Beyond the two-regime power-law
Monojit Choudhury, Diptesh Chatterjee and Animesh Mukherjee . . . . . . . . . . . . . . . . . . . . . . . . . .162

Exploiting Paraphrases and Deferred Sense Commitment to Interpret Questions more Reliably
Peter Clark and Phil Harrison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

Two Methods for Extending Hierarchical Rules from the Bilingual Chart Parsing
Martin Cmejrek and Bowen Zhou . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

Unsupervised cleansing of noisy text
Danish Contractor, Tanveer A. Faruquie and L. Venkata Subramaniam . . . . . . . . . . . . . . . . . . . . . 189

Improving Reordering with Linguistically Informed Bilingual n-grams
Josep Maria Crego and François Yvon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

Comparing Sanskrit Texts for Critical Editions
Marc Csernel and Tristan Cazenave . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Hybrid Decoding: Decoding with Partial Hypotheses Combination over Multiple SMT Systems
Lei Cui, Dongdong Zhang, Mu Li, Ming Zhou and Tiejun Zhao . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Global Ranking via Data Fusion
Hong-Jie Dai, Po-Ting Lai, Richard Tzong-Han Tsai and Wen-Lian Hsu . . . . . . . . . . . . . . . . . . . 223

Topic-Based Bengali Opinion Summarization
Amitava Das and Sivaji Bandyopadhyay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232

Enhanced Sentiment Learning Using Twitter Hashtags and Smileys
Dmitry Davidov, Oren Tsur and Ari Rappoport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

Topic Models for Meaning Similarity in Context
Georgiana Dinu and Mirella Lapata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

Recognizing Medication related Entities in Hospital Discharge Summaries using Support Vector Ma-
chine

Son Doan and Hua Xu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

Exploring the Data-Driven Prediction of Prepositions in English
Anas Elghafari, Detmar Meurers and Holger Wunsch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

A Comparison of Features for Automatic Readability Assessment
Lijun Feng, Martin Jansche, Matt Huenerfauth and Noémie Elhadad . . . . . . . . . . . . . . . . . . . . . . . 276

An Efficient Shift-Reduce Decoding Algorithm for Phrased-Based Machine Translation
Yang Feng, Haitao Mi, Yang Liu and Qun Liu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285

xiii



A Novel Method for Bilingual Web Page Acquisition from Search Engine Web Records
Yanhui Feng, Yu Hong, Zhenxiang Yan, Jianmin Yao and Qiaoming Zhu . . . . . . . . . . . . . . . . . . . 294

Building Systematic Reviews Using Automatic Text Classification Techniques
Oana Frunza, Diana Inkpen and Stan Matwin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303

Chinese Sentence-Level Sentiment Classification Based on Fuzzy Sets
Guohong Fu and Xin Wang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

Monolingual Distributional Profiles for Word Substitution in Machine Translation
Rashmi Gangadharaiah, Ralf D. Brown and Jaime Carbonell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 320

Utilizing User-input Contextual Terms for Query Disambiguation
Byron J. Gao, David C. Anastasiu and Xing Jiang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329

Comparing the performance of two TAG-based surface realisers using controlled grammar traversal
Claire Gardent, Benjamin Gottesman and Laura Perez-Beltrachini . . . . . . . . . . . . . . . . . . . . . . . . . 338

Verbs are where all the action lies: Experiences of Shallow Parsing of a Morphologically Rich Lan-
guage

Harshada Gune, Mugdha Bapat, Mitesh M. Khapra and Pushpak Bhattacharyya . . . . . . . . . . . . 347

A Semantic Network Approach to Measuring Relatedness
Brian Harrington . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 356

Conundrums in Unsupervised Keyphrase Extraction: Making Sense of the State-of-the-Art
Kazi Saidul Hasan and Vincent Ng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

Integrating N-best SMT Outputs into a TM System
Yifan He, Yanjun Ma, Andy Way and Josef van Genabith . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374

Learning Phrase Boundaries for Hierarchical Phrase-based Translation
Zhongjun He, Yao Meng and Hao Yu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383

Learning Summary Content Units with Topic Modeling
Leonhard Hennig, Ernesto William De Luca and Sahin Albayrak . . . . . . . . . . . . . . . . . . . . . . . . . . 391

Learning to Model Domain-Specific Utterance Sequences for Extractive Summarization of Contact
Center Dialogues

Ryuichiro Higashinaka, Yasuhiro Minami, Hitoshi Nishikawa, Kohji Dohsaka, Toyomi Meguro,
Satoshi Takahashi and Genichiro Kikui . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 400

Recognizing Relation Expression between Named Entities based on Inherent and Context-dependent
Features of Relational words

Toru Hirano, Hisako Asano, Yoshihiro Matsuo and Genichiro Kikui . . . . . . . . . . . . . . . . . . . . . . . 409

Word Sense Disambiguation-based Sentence Similarity
ChukFong Ho, Masrah Azrifah Azmi Murad, Rabiah Abdul Kadir and Shyamala C. Doraisamy

418

Towards Automated Related Work Summarization
Cong Duy Vu Hoang and Min-Yen Kan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 427

xiv



Negative Feedback: The Forsaken Nature Available for Re-ranking
Yu Hong, Qing-qing Cai, Song Hua, Jian-min Yao and Qiao-ming Zhu . . . . . . . . . . . . . . . . . . . . 436

Morphological Analysis Can Improve a CCG Parser for English
Matthew Honnibal, Jonathan K. Kummerfeld and James R. Curran . . . . . . . . . . . . . . . . . . . . . . . . 445

What’s in a Preposition? Dimensions of Sense Disambiguation for an Interesting Word Class
Dirk Hovy, Stephen Tratz and Eduard Hovy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 454

Learning to Annotate Scientific Publications
Minlie Huang and Zhiyong Lu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 463

Mining Large-scale Comparable Corpora from Chinese-English News Collections
Degen Huang, Lian Zhao, Lishuang Li and Haitao Yu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 472

Bilingual lexicon extraction from comparable corpora using in-domain terms
Azniah Ismail and Suresh Manandhar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481

A framework for representing lexical resources
Fabrice Issac . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 490

Language-Specific Sentiment Analysis in Morphologically Rich Languages
Hayeon Jang and Hyopil Shin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 498

Challenges from Information Extraction to Information Fusion
Heng Ji . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507

Effective Constituent Projection across Languages
Wenbin Jiang, Yajuan Lv, Yang Liu and Qun Liu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 516

A Comparative Study on Ranking and Selection Strategies for Multi-Document Summarization
Feng Jin, Minlie Huang and Xiaoyan Zhu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 525

Identifying Contradictory and Contrastive Relations between Statements to Outline Web Information
on a Given Topic

Daisuke Kawahara, Kentaro Inui and Sadao Kurohashi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 534

Generative Alignment and Semantic Parsing for Learning from Ambiguous Supervision
Joohyun Kim and Raymond Mooney . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 543

Local Space-Time Smoothing for Version Controlled Documents
Seungyeon Kim and Guy Lebanon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 552

A Logistic Regression Model of Determiner Omission in PPs
Tibor Kiss, Katja Keßelmeier, Antje Müller, Claudia Roch, Tobias Stadtfeld and Jan Strunk . .561

Using Syntactic and Semantic based Relations for Dialogue Act Recognition
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Gaël Patin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 963

Improving Name Origin Recognition with Context Features and Unlabelled Data
Vladimir Pervouchine, Min Zhang, Ming Liu and Haizhou Li . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 972

xviii



Filling Knowledge Gaps in Text for Machine Reading
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Acedański, Szymon, 1
Agirre, Eneko, 9
Ahn, Byung-Gyu, 1471
Albayrak, Sahin, 391
Alfonseca, Enrique, 819
Ananiadou, Sophia, 851
Anastasiu, David C., 329
Arregi, Xabier, 9
Asano, Hisako, 409
Aw, Aiti, 639
Azmi Murad, Masrah Azrifah, 418

Bai, Jing, 18
Balahur, Alexandra, 27
Balasubramanian, Krishnakumar, 801
Baldwin, Timothy, 605
Bandyopadhyay, Sivaji, 232
Bapat, Mugdha, 347
Barbosa, Luciano, 36
Barrón-Cedeño, Alberto, 997
Bedaride, Paul, 45
Bender, Emily M., 1068
Benedı́, José Miguel, 1220
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Abstract

There exists a well-established and almost
unanimously adopted measure of tagger
performance, namely, accuracy. Although
it is perfectly adequate for small tagsets
and typical approaches to disambiguation,
we show that it is deficient when applied
to rich morphological tagsets and propose
various extensions designed to better cor-
relate with the real usefulness of the tag-
ger.

1 Introduction

Part-of-Speech (PoS) tagging is probably the
most common and best researched NLP task, the
first step in many higher level processing solu-
tions such as parsing, but also information re-
trieval, speech recognition and machine transla-
tion. There are also well established evaluation
measures, the foremost of which is accuracy, i.e.,
the percent of words for which the tagger assigns
the correct — in the sense of some gold standard
— interpretation.

Accuracy works well for the original PoS tag-
ging task, where each word is assumed to have ex-
actly one correct tag, and where the information
carried by a tag is limited roughly to the PoS of
the word and only very little morphosyntactic in-
formation, as in typical tagsets for English. How-
ever, there are two cases where accuracy becomes
less than adequate: the situation where the gold
standard and / or the tagging results contain mul-
tiple tags marked as correct for a single word, and

the use of a rich morphosyntactic (or morphologi-
cal) tagset.

The first possibility is discussed in detail in
(Karwańska and Przepiórkowski, 2009), but the
need for an evaluation measure for taggers which
do not necessarily fully disambiguate PoS was al-
ready noted in (van Halteren, 1999), where the use
of standard information retrieval measures preci-
sion and recall (as well as their harmonic mean,
the F-measure) is proposed. Other natural gen-
eralisations of the accuracy measure, able to deal
with non-unique tags either in the gold standard1

or in the tagging results, are proposed in (Kar-
wańska and Przepiórkowski, 2009).

Standard accuracy is less than adequate also
in case of rich morphosyntactic tagsets, where
the full tag carries information not only about
PoS, but also about case, number, gender, etc.
Such tagsets are common for Slavic languages,
but also for Hungarian, Arabic and other lan-
guages. For example, according to one com-
monly used Polish tagset (Przepiórkowski and
Woliński, 2003), the form uda has the follow-
ing interpretations: fin:sg:ter:perf (a fi-
nite singular 3rd person perfective form of the
verb UDAĆ ‘pretend’), subst:pl:nom:n and

1There are cases were it makes sense to manually assign
a number of tags as correct to a given word, as any decision
would be fully arbitrary, regardless of the amount of con-
text and world knowledge available. For example, in some
Slavic languages, incl. Polish, there are verbs which option-
ally subcategorise for an accusative or a genitive comple-
ment, without any variation in meaning, and there are nouns
which are syncretic between these two cases, so for such
“verb + nounacc/gen” sequences it is impossible to fully dis-
ambiguate case; see also (Oliva, 2001).
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subst:pl:acc:n (nominative or accusative
plural form of the neuter noun UDO ‘thigh’).
Now, assuming that the right interpretation in a
given context is subst:pl:acc:n, accuracy
will equally harshly penalise the other nominal in-
terpretation (subst:pl:nom:n), which shares
with the correct interpretation not only PoS, but
also the values of gender and number, and the
completely irrelevant verbal interpretation. A
more accurate tagger evaluation measure should
distinguish these two non-optimal assignments
and treat subst:pl:nom:n as partially correct.

Similarly, the Polish tagset mentioned above
distinguishes between nouns and gerunds, with
some forms actually ambiguous between these
two interpretations. For example, zadanie may be
interpreted as a nominative or accusative form of
the noun ZADANIE ‘task’, or a nominative or ac-
cusative form of the gerund derived from the verb
ZADAĆ ‘assign’. Since gerunds and nouns have
very similar distributions, any error in the assign-
ment of part of speech, noun vs. gerund, will most
probably not matter for a parser of Polish — it
will still be able to construct the right tree, pro-
vided the case is correctly disambiguated. How-
ever, the “all-or-nothing” nature of the accuracy
measure regards the tag differing from the correct
one only in part of speech or in case as harshly,
as it would regard an utterly wrong interpretation,
say, as an adverb.

In what follows we propose various evaluation
measures which differentiate between better and
worse incorrect interpretations, cf. § 2. The im-
plementation of two such measures is described
in § 3. Finally, § 4 concludes the paper.

2 Proposed Measures

2.1 Full Interpretations and PoS

The first step towards a better accuracy mea-
sure might consist in calculating two accu-
racy measures: one for full tags, and the
other only for fragments of tags represent-
ing parts of speech. Two taggers wrongly
assigning either fin:sg:ter:perf (T1) or
subst:pl:nom:n (T2) instead of the correct
subst:pl:acc:nwould fare equally well with
respect to the tag-level accuracy, but T2 would be

— rightly — evaluated as better with respect to
the PoS-level accuracy.

The second example given in § 1 shows, how-
ever, that the problem is more general and that a
tagger which gets the PoS wrong (say, gerund in-
stead of noun) but all the relevant categories (case,
number, gender) right may actually be more use-
ful in practice than the one that gets the PoS right
at the cost of confusing cases (say, accusative in-
stead of nominative).

2.2 Positional Accuracy

A generalisation of the idea of looking separately
at parts of speech is to split tags into their compo-
nents (or positions) and measure the correctness
of the tag by calculating the F-measure. For ex-
ample, if the (perfective, affirmative) gerundial in-
terpretation ger:sg:nom:n:perf:aff is as-
signed instead of the correct nominal interpreta-
tion subst:sg:nom:n, the tags agree on 3 po-
sitions (sg, nom, n), so the precision is 3

6 , the re-
call — 3

4 , which gives the F-measure of 0.6. Obvi-
ously, the assignment of the correct interpretation
results in F-measure equal 1.0, and the completely
wrong interpretation gives F-measure 0.0. Taking
these values instead of the “all-or-nothing” 0 or 1,
accuracy is reinterpreted as the average F-measure
over all tag assignments.

Note that while this measure, let us call it po-
sitional accuracy (PA), is more fine-grained than
the standard accuracy, it wrongly treats all com-
ponents of tags as of equal importance and dif-
ficulty. For example, there are many case syn-
cretisms in Polish, but practically no ambiguities
concerning the category of negation (see the value
aff above), so case is inherently much more diffi-
cult than negation, and also much more important
for syntactic parsing, and as such it should carry
more weight when evaluating tagging results.

2.3 Weighted Positional Accuracy

In the current section we make a simplifying as-
sumption that weights of positions are absolute,
rather than conditional, i.e., that the weight of, say,
case does not depend on part of speech, word or
context. Once the weights are attained, weighted
precision and recall may be used as in the follow-
ing example.

2



Assume that PoS, case, number and gender
have the same weight, say 2.0, which is 4 times
larger than that of any other category. Then, in
case ger:sg:nom:n:perf:aff is assigned
instead of the correct subst:sg:nom:n, pre-
cision and recall are given by:

P =
3 × 2.0

4 × 2.0 + 2 × 0.5
=

2

3
,

R =
3 × 2.0

4 × 2.0
=

3

4
.

This results in a higher F-measure than in case of
non-weighted positional accuracy.

The following subsections propose various
ways in which the importance of particular gram-
matical categories and of the part of speech may
be estimated.

2.3.1 Average Ambiguity
The average number of morphosyntactic inter-

pretations per word is sometimes given as a rough
measure of the difficulty of tagging. For exam-
ple, tagging English texts with the Penn Treebank
tagset is easier than tagging Czech or Polish, as
the average number of possible tags per word is
2.32 in English (Hajič, 2004, p. 171), while it is
3.65 (Hajič and Hladká, 1997, p. 113) and 3.32
(Przepiórkowski, 2008, p. 44) for common tagsets
for Czech and Polish, respectively.

By analogy, one measure of the difficulty of as-
signing the right value of a given category or part
of speech is the average number of different val-
ues of the category per word.

2.3.2 Importance for Parsing
All measures mentioned so far are intrinsic (in

vitro) evaluation measures, independent — but
hopefully correlated with — the usefulness of the
results in particular applications. On the other
hand, extrinsic (in vivo) evaluation estimates the
usefulness of tagging in larger systems, e.g., in
parsers. Full-scale extrinsic evaluation is rarely
used, as it is much more costly and often requires
user evaluation of the end system.

In this and the next subsections we propose
evaluation measures which combine the advan-
tages of both approaches. They are variants of
the weighted positional accuracy (WPA) measure,

where weights correspond to the usefulness of a
given category (or PoS) for a particular task.

Probably the most common task taking advan-
tage of morphosyntactic tagging is syntactic pars-
ing. Here, weights should indicate to what extent
the parser relies on PoS and particular categories
to arrive at the correct parse. Such weights may
be estimated from an automatically parsed corpus
in the following way:

for each category (including PoS) c do
count(c) = 0 {Initialise counts.}

end for
for each sentence s do

for each rule r used in s do
for each terminal symbol (word) t in the
RHS of r do

for each category c referred to by r in t
do

increase count(c)
end for

end for
end for

end for
{Use count(c)’s as weights.}

In prose: whenever a syntactic rule is used, in-
crease counts of all morphosyntactic categories
(incl. PoS) mentioned in the terminal symbols oc-
curring in this rule. These counts may be nor-
malised or used directly as weights.

We assume here that either the parser produces
a single parse for any sentence (assumption realis-
tic only in case of shallow parsers), or that the best
or at least most probable parse may be selected au-
tomatically, as in case of probabilistic grammars,
or that parses are disambiguated manually. In case
only a non-probabilistic deep parser is available,
and parses are not disambiguated manually, the
Expectation-Maximisation method may be used
to select a probable parse (Dębowski, 2009) or all
parses might be taken into account.

Note that, once a parser is available, such
weights may be calculated automatically and used
repeatedly for tagger evaluation, so the cost of us-
ing this measure is not significantly higher than
the cost of intrinsic measures, while at the same
time the correlation of the evaluation results with
the extrinsic application is much higher.
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2.3.3 Importance for Corpus Search
The final variant (many more are imagin-

able) of WPA that we would like to de-
scribe here concerns another application of tag-
ging, namely, for the annotation of corpora.
Various corpus search engines, including the
IMS Open Corpus Workbench (http://cwb.
sourceforge.net/) and Poliqarp (http://
poliqarp.sourceforge.net/) allow the
user to search for particular parts of speech and
grammatical categories. Obviously, the tagger
should maximise the quality of the disambigua-
tion of those categories which occur frequently
in corpus queries, i.e., the weights should corre-
spond to the frequencies of particular categories
(and PoS) in user queries. Note that the only re-
source needed to calculate weights are the logs of
a corpus search engine.

An experiment involving an implementation of
this measure is described in detail in § 3.

2.4 Conditional Weighted Positional
Accuracy

The importance and difficulty of a category may
depend on the part of speech. For example, af-
ter case syncretisms, gender ambiguity is one of
the main problems for the current taggers of Pol-
ish. But this problem concerns mainly pronouns
and adjectives, where the systematic gender syn-
cretism is high. On the other hand, nouns do not
inflect for gender, so only some nominal forms
are ambiguous with respect to gender. Moreover,
gerunds, which also bear gender, are uniformly
neuter, so here part of speech alone uniquely de-
termines the value of this category.

A straightforward extension of WPA capitalis-
ing on these observations is what we call con-
ditional weighted positional accuracy (CWPA),
where weights of morphosyntactic categories are
conditioned on PoS.

Note that not all variants of WPA may be easily
generalised to CWPA; although such an extension
is obvious for the average ambiguity (§ 2.3.1), it is
less clear for the other two variants. For parsing-
related WPA, we assume that, even if a given rule
does not mention the PoS of a terminal symbol,2

2For example, in unification grammars and constraint-
based grammars a terminal may be identified only by the

that PoS may be read off the parse tree, so the con-
ditional weights may still be calculated. On the
other hand, logs of a corpus search engine are typ-
ically not sufficient to calculate such conditional
weights; e.g., a query for a sequence of 5 genitive
words occurring in logs would have to be rerun
on the corpus again in order to find out parts of
speech of the returned 5-word sequences. For a
large number of queries on a large corpus, this is
a potentially costly operation.

It is also not immediately clear how to gener-
alise precision and recall from WPA to CWPA.
Returning to the example above, where t1 =
ger:sg:nom:n:perf:aff is assigned in-
stead of the correct t2 = subst:sg:nom:n, we
note that the weights of number, case and gender
may now (and should, at least in case of gender!)
be different for the two parts of speech involved.
Hence, precision needs to be calculated with re-
spect to the weights for the automatically assigned
part of speech, and recall — taking into account
weights for the gold standard part of speech:

P =
δt∗1t∗2w(t∗1) +

∑
c∈C(t1,t2) δtc1tc2

w(c|t∗1)
w(t∗1) +

∑
c∈C(t1) w(c|t∗1)

,

R =
δt∗1t∗2w(t∗2) +

∑
c∈C(t1,t2) δtc1tc2

w(c|t∗2)
w(t∗2) +

∑
c∈C(t2) w(c|t∗2)

,

where t∗ is the PoS of tag t, w(p) is the weight
of the part of speech p, w(c|p) is the conditional
weight of the category c for PoS p, C(t) is the set
of morphosyntactic categories of tag t, C(t1, t2)
is the set of morphosyntactic categories common
to tags t1 and t2, tc is the value of category c in
tag t, and δij is the Kronecker delta (equal to 1 if
i = j, and to 0 otherwise). Hence, for the example
above, these formulas may be simplified to:

P =

∑
c∈{n,c,g} w(c|ger)

w(ger) +
∑

c∈{n,c,g,a,neg} w(c|ger) ,

R =

∑
c∈{n,c,g} w(c|subst)

w(subst) +
∑

c∈{n,c,g} w(c|subst) ,

where n, c, g, a and neg stand for number, case,
gender, aspect and negation.

values of some of its categories, as in the following simple
rule, specifying prepositional phrases as a preposition gov-
erning a specific case and a non-empty sequence of words
bearing that case: PPcase=C → Pcase=C X+

case=C.
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3 Experiment

To evaluate behaviour of the proposed metrics, a
number of experiments were performed using the
manually disambiguated part of the IPI PAN Cor-
pus of Polish (Przepiórkowski, 2005). This sub-
corpus consists of 880 000 segments. Two tag-
gers of Polish were tested. TaKIPI (Piasecki and
Godlewski, 2006) is a tagger which was used for
automatic disambiguation of the remaining part of
the aforementioned corpus. It is a statistical clas-
sifier based on decision trees combined with some
automatically extracted, hand-crafted rules. This
tagger by default sometimes assigns more than
one tag to a segment, what is consistent with the
golden standard. There is a setting which allows
this behaviour to be switched off. This tagger was
tested with both settings. The other tagger is a
prototype version of this Brill tagger, presented by
Acedański and Gołuchowski in (Acedański and
Gołuchowski, 2009).

For comparison, four metrics were used: stan-
dard metrics for full tags and only parts of speech,
as well as Positional Accuracy and Weighted Posi-
tional Accuracy. For the last measure, the weights
were obtained by analysing logs of user queries of
the Poliqarp corpus search engine. Occurrences
of queries involving particular grammatical cat-
egories were counted and used as weights. Ob-
tained results are presented in Table 1.

Table 1: Occurrences of particular grammatical
categories in query logs of the Poliqarp corpus
search engine.

Category # occurrences
POS 37771
CASE 14055
NUMBER 2074
GENDER 552
ASPECT 222
PERSON 186
DEGREE 81
ACCOMMODABILITY 25
POST-PREP. 8
NEGATION 7
ACCENTABILITY 5
AGGLUTINATION 4

3.1 Scored information retrieval metrics
In § 2 a number of methods of assigning a score
to a pair of tags were presented. From now on,
let name them scoring functions. One could use
them directly for evaluation, given that both the
tagger and the golden standard always assign a
single interpretation to each segment. This is not
the case for the corpus we use, hence we pro-
pose generalisation of standard information re-
trieval metrics (precision, recall and F-measure)
as well as strong and weak correctness (Kar-
wańska and Przepiórkowski, 2009) to account for
scoring functions.

Denote by Ti and Gi the sets of tags assigned by
the tagger and the golden standard, accordingly,
to the i-th segment of the tagged text. The set of
all tags in the tagset is denoted by T. The scoring
function used is score:T × T → [0, 1]. Also, to
save up on notation, we define

score(t, A) := max
t′∈A

score(t, t′)

Now, given the text has n segments, we take

P =

∑n
i=1

∑
t∈Ti

score(t, Gi)∑n
i=1 |Ti|

R =

∑n
i=1

∑
g∈Gi

score(g, Ti)∑n
i=1 |Gi|

F =
2 · P · R

P + R

WC =

∑n
i=1 maxt∈Ti score(t, Gi)

n

SC =

∑n
i=1 min({score(t, Gi): t ∈ Ti}

∪ {score(g, Ti): g ∈ Gi})

n

Intuitions for scored precision and recall are that
precision specifies the percent of tags assigned by
the tagger which have a high score with some cor-
responding golden tag. Analogously recall esti-
mates the percent of golden tags which have high
scores with some corresponding tag assigned by
the tagger. The definition of recall is slightly dif-
ferent than proposed by Ziółko et al. (Ziółko et
al., 2007) so that recall is never greater than one.3

3For example if the golden standard specifies a single tag
and the tagger determines two tags which all score 0.6 when
compared with the golden, then if we used equations from
Ziółko et al., we would get the recall of 1.2.
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3.2 Evaluation results
Now the taggers were trained on the same data
consisting of 90% segments of the corpus and then
tested on the remaining 10%. Results were 10-
fold cross-validated. They are presented in Ta-
bles 2, 3, 4 and 5.

As expected, the values obtained with PA and
WPA fall between the numbers for standard met-
rics calculated with full tags and only the part of
speech. What is worth observing is that the use
of WPA makes values for scored precision and re-
call much closer together. This can be justified
by the fact that the golden standard relatively fre-
quently contains more than one interpretation for
some tags, which differ only in values of less im-
portant grammatical categories. WPA is resilient
to such situations.

One may argue that such scoring functions may
hide a large number of tagging mistakes occurring
in low-weighted categories. But this is not the
case as the clearly most common tagging errors
reported in both (Piasecki and Godlewski, 2006)
and (Acedański and Gołuchowski, 2009) are for
CASE, GENDER and NUMBER. Also, the moti-
vation for weighting grammatical categories is to
actually ignore errors in not important ones. To
be fair, though, one should make sure that the
weights used for evaluation match the actual ap-
plication domain of the analysed tagger, and if no
specific domain is known, using a number of mea-
sures is recommended.

It should also be noted that for classic infor-
mation retrieval metrics, the result of weak cor-
rectness for TaKIPI is more similar to 92.55% re-
ported by the authors (Piasecki and Godlewski,
2006) than 91.30% shown in (Karwańska and
Przepiórkowski, 2009) despite using the same test
corpus and very similar methodology4 as the sec-
ond paper presents.

4 Conclusion

This paper stems from the observation that the
commonly used measure for tagger evaluation,
i.e., accuracy, does not distinguish between com-
pletely incorrect and partially correct interpreta-

4The only difference was not contracting the grammati-
cal category of ACCOMMODABILITY present for masculine
numerals in the golden standard.

tions, even though the latter may be sufficient for
some applications. We proposed a way of grad-
ing tag assignments, by weighting the importance
of particular categories (case, number, etc.) and
the part of speech. Three variants of the weighted
positional accuracy were presented: one intrin-
sic and two application-oriented, and an extension
of WPA to conditional WPA was discussed. The
variant of WPA related to the needs of the users
of a corpus search engine for the National Corpus
of Polish was implemented and its usefulness was
demonstrated. We plan to implement the parsing-
oriented WPA in the future.

We conclude that tagger evaluation is far from
being a closed chapter and the time has come to
adopt more subtle approaches than sheer accuracy,
approaches able to cope with morphological rich-
ness and oriented towards real applications.
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Table 2: Evaluation results — standard information retrieval metrics, full tags

Tagger C (%) WC (%) P (%) R (%) F (%)

TaKIPI — defaults 87.67% 92.10% 89.93% 84.72% 87.25%

TaKIPI — one tag per seg. 88.68% 91.06% 90.94% 83.78% 87.21%

Brill 90.01% 92.44% 92.26% 85.00% 88.49%

Table 3: Evaluation results — standard information retrieval metrics, PoS only

Tagger C (%) WC (%) P (%) R (%) F (%)

TaKIPI — defaults 95.56% 97.52% 95.71% 97.61% 96.65%

TaKIPI — one tag per seg. 96.53% 96.54% 96.58% 96.71% 96.65%

Brill 98.17% 98.18% 98.20% 98.26% 98.23%

Table 4: Evaluation results — scored metrics, Positional Accuracy

Tagger C (%) WC (%) P (%) R (%) F (%)

TaKIPI — defaults 95.23% 96.58% 95.69% 95.44% 95.57%

TaKIPI — one tag per seg. 95.69% 96.10% 96.12% 95.00% 95.56%

Brill 97.02% 97.43% 97.42% 96.27% 96.84%

Table 5: Evaluation results — scored metrics, Weighted PA, Poliqarp weights

Tagger C (%) WC (%) P (%) R (%) F (%)

TaKIPI — defaults 95.20% 96.62% 95.34% 96.56% 95.95%

TaKIPI — one tag per seg. 95.88% 95.93% 95.97% 95.94% 95.95%

Brill 97.34% 97.40% 97.41% 97.34% 97.38%
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Abstract

The use of semantic information to im-
prove IR is a long-standing goal. This pa-
per presents a novel Document Expansion
method based on a WordNet-based system
to find related concepts and words. Ex-
pansion words are indexed separately, and
when combined with the regular index,
they improve the results in three datasets
over a state-of-the-art IR engine. Consid-
ering that many IR systems are not robust
in the sense that they need careful fine-
tuning and optimization of their parame-
ters, we explored some parameter settings.
The results show that our method is spe-
cially effective for realistic, non-optimal
settings, adding robustness to the IR en-
gine. We also explored the effect of doc-
ument length, and show that our method
is specially successful with shorter docu-
ments.

1 Introduction

Since the earliest days of IR, researchers noted
the potential pitfalls of keyword retrieval, such
as synonymy, polysemy, hyponymy or anaphora.
Although in principle these linguistic phenom-
ena should be taken into account in order to ob-
tain high retrieval relevance, the lack of algo-
rithmic models prohibited any systematic study
of the effect of this phenomena in retrieval. In-
stead, researchers resorted to distributional se-
mantic models to try to improve retrieval rele-
vance, and overcome the brittleness of keyword
matches. Most research concentrated on Query

Expansion (QE) methods, which typically ana-
lyze term co-occurrence statistics in the corpus
and in the highest scored documents for the orig-
inal query in order to select terms for expanding
the query terms (Manning et al., 2009). Docu-
ment expansion (DE) is a natural alternative to
QE, but surprisingly it was not investigated un-
til very recently. Several researchers have used
distributional methods from similar documents in
the collection in order to expand the documents
with related terms that do not actually occur in the
document (Liu and Croft, 2004; Kurland and Lee,
2004; Tao et al., 2006; Mei et al., 2008; Huang
et al., 2009). The work presented here is com-
plementary, in that we also explore DE, but use
WordNet instead of distributional methods.

Lexical semantic resources such as WordNet
(Fellbaum, 1998) might provide a principled and
explicit remedy for the brittleness of keyword
matches. WordNet has been used with success
in psycholinguistic datasets of word similarity and
relatedness, where it often surpasses distributional
methods based on keyword matches (Agirre et al.,
2009b). WordNet has been applied to IR before.
Some authors extended the query with related
terms (Voorhees, 1994; Liu et al., 2005), while
others have explicitly represented and indexed
word senses after performing word sense disam-
biguation (WSD) (Gonzalo et al., 1998; Stokoe
et al., 2003; Kim et al., 2004). More recently,
a CLEF task was organized (Agirre et al., 2008;
Agirre et al., 2009a) where queries and docu-
ments were semantically disambiguated, and par-
ticipants reported mixed results.

This paper proposes to use WordNet for docu-
ment expansion, proposing a new method: given
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a full document, a random walk algorithm over
the WordNet graph ranks concepts closely related
to the words in the document. This is in con-
trast to previous WordNet-based work which fo-
cused on WSD to replace or supplement words
with their senses. Our method discovers impor-
tant concepts, even if they are not explicitly men-
tioned in the document. For instance, given a doc-
ument mentioning virus, software and DSL, our
method suggests related concepts and associated
words such us digital subscriber line, phone com-
pany and computer. Those expansion words are
indexed separately, and when combined with the
regular index, we show that they improve the re-
sults in three datasets over a state-of-the-art IR en-
gine (Boldi and Vigna, 2005). The three datasets
used in this study are ResPubliQA (Peñas et al.,
2009), Yahoo! Answers (Surdeanu et al., 2008)
and CLEF-Robust (Agirre et al., 2009a).

Considering that many IR systems are not ro-
bust in the sense that they need careful fine-tuning
and optimization of their parameters, we decided
to study the robustness of our method, explor-
ing some alternative settings, including default pa-
rameters, parameters optimized in development
data, and parameters optimized in other datasets.
The study reveals that the additional semantic ex-
pansion terms provide robustness in most cases.

We also hypothesized that semantic document
expansion could be most profitable when docu-
ments are shorter, and our algorithm would be
most effective for collections of short documents.
We artificially trimmed documents in the Robust
dataset. The results, together with the analysis of
document lengths of the three datasets, show that
document expansion is specially effective for very
short documents, but other factors could also play
a role.

The paper is structured as follows. We first in-
troduce the document expansion technique. Sec-
tion 3 introduces the method to include the expan-
sions in a retrieval system. Section 4 presents the
experimental setup. Section 5 shows our main re-
sults. Sections 6 and 7 analyze the robustness and
relation to document length. Section 8 compares
to related work. Finally, the conclusions and fu-
ture work are mentioned.

2 Document Expansion Using WordNet

Our key insight is to expand the document with
related words according to the background infor-
mation in WordNet (Fellbaum, 1998), which pro-
vides generic information about general vocabu-
lary terms. WordNet groups nouns, verbs, adjec-
tives and adverbs into sets of synonyms (synsets),
each expressing a distinct concept. Synsets are in-
terlinked with conceptual-semantic and lexical re-
lations, including hypernymy, meronymy, causal-
ity, etc.

In contrast with previous work, we select those
concepts that are most closely related to the doc-
ument as a whole. For that, we use a technique
based on random walks over the graph represen-
tation of WordNet concepts and relations.

We represent WordNet as a graph as fol-
lows: graph nodes represent WordNet concepts
(synsets) and dictionary words; relations among
synsets are represented by undirected edges; and
dictionary words are linked to the synsets asso-
ciated to them by directed edges. We used ver-
sion 3.0, with all relations provided, including the
gloss relations. This was the setting obtaining the
best results in a word similarity dataset as reported
by Agirre et al. (2009b).

Given a document and the graph-based repre-
sentation of WordNet, we obtain a ranked list of
WordNet concepts as follows:

1. We first pre-process the document to obtain
the lemmas and parts of speech of the open
category words.

2. We then assign a uniform probability distri-
bution to the terms found in the document.
The rest of nodes are initialized to zero.

3. We compute personalized PageR-
ank (Haveliwala, 2002) over the graph,
using the previous distribution as the reset
distribution, and producing a probability
distribution over WordNet concepts The
higher the probability for a concept, the
more related it is to the given document.

Basically, personalized PageRank is computed
by modifying the random jump distribution vec-
tor in the traditional PageRank equation. In our
case, we concentrate all probability mass in the
concepts corresponding to the words in the docu-
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ment.
Let G be a graph with N vertices v1, . . . , vN

and di be the outdegree of node i; let M be a N ×
N transition probability matrix, where Mji = 1

di
if a link from i to j exists, and zero otherwise.
Then, the calculation of the PageRank vector Pr
over G is equivalent to resolving Equation (1).

Pr = cMPr + (1− c)v (1)

In the equation, v is a N × 1 vector and c is the
so called damping factor, a scalar value between
0 and 1. The first term of the sum on the equa-
tion models the voting scheme described in the
beginning of the section. The second term repre-
sents, loosely speaking, the probability of a surfer
randomly jumping to any node, e.g. without fol-
lowing any paths on the graph. The damping fac-
tor, usually set in the [0.85..0.95] range, models
the way in which these two terms are combined at
each step.

The second term on Eq. (1) can also be seen as a
smoothing factor that makes any graph fulfill the
property of being aperiodic and irreducible, and
thus guarantees that PageRank calculation con-
verges to a unique stationary distribution.

In the traditional PageRank formulation the
vector v is a stochastic normalized vector whose
element values are all 1

N , thus assigning equal
probabilities to all nodes in the graph in case of
random jumps. In the case of personalized PageR-
ank as used here, v is initialized with uniform
probabilities for the terms in the document, and
0 for the rest of terms.

PageRank is actually calculated by applying an
iterative algorithm which computes Eq. (1) suc-
cessively until a fixed number of iterations are
executed. In our case, we used a publicly avail-
able implementation1, with default values for the
damping value (0.85) and the number of iterations
(30). In order to select the expansion terms, we
chose the 100 highest scoring concepts, and get
all the words that lexicalize the given concept.

Figure 1 exemplifies the expansion. Given the
short document from Yahoo! Answers (cf. Sec-
tion 4) shown in the top, our algorithm produces
the set of related concepts and words shown in the

1http://ixa2.si.ehu.es/ukb/

bottom. Note that the expansion produces syn-
onyms, but also other words related to concepts
that are not mentioned in the document.

3 Including Expansions in a Retrieval
System

Once we have the list of words for document ex-
pansion, we create one index for the words in the
original documents and another index with the ex-
pansion terms. This way, we are able to use the
original words only, or to also include the expan-
sion words during the retrieval.

The retrieval system was implemented using
MG4J (Boldi and Vigna, 2005), as it provides
state-of-the-art results and allows to combine sev-
eral indices over the same document collection.
We conducted different runs, by using only the in-
dex made of original words (baseline) and also by
using the index with the expansion terms of the
related concepts.

BM25 was the scoring function of choice. It is
one of the most relevant and robust scoring func-
tions available (Robertson and Zaragoza, 2009).

wBM25
Dt := (2)

tfDt

k1

(
(1− b) + b dlD

avdlD

)
+ tfDt

idft

where tfDt is the term frequency of term t in doc-
ument D, dlD is the document length, idft is the
inverted document frequency (or more specifically
the RSJ weight, (Robertson and Zaragoza, 2009)),
and k1 and b are free parameters.

The two indices were combined linearly, as fol-
lows (Robertson and Zaragoza, 2009):

score(d, e, q) := (3)
∑

t∈q∩d
wBM25
Dt

+ λ
∑

t∈q∩e
wBM25
Et

where D and E are the original and expanded in-
dices, d, e and q are the original document, the
expansion of the document and the query respec-
tively, t is a term, and λ is a free parameter for the
relative weight of the expanded index.
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You should only need to turn off virus and anti-spy not uninstall. And that’s

done within each of the softwares themselves. Then turn them back on later after

installing any DSL softwares.

06566077-n→ computer software, package, software, software package, software program, software system

03196990-n→ digital subscriber line, dsl
01569566-v→ instal, install, put in, set up

04402057-n→ line, phone line, suscriber line, telephone circuit, telephone line

08186221-n→ phone company, phone service, telco, telephone company, telephone service

03082979-n→ computer, computing device, computing machine, data processor, electronic computer

Figure 1: Example of a document expansion, with original document on top, and some of the relevant
WordNet concepts identified by our algorithm, together with the words that lexicalize them. Words in
the original document are shown in bold, synonyms in italics, and other related words underlined.

4 Experimental Setup

We chose three data collections. The first is based
on a traditional news collection. DE could be
specially interesting for datasets with short docu-
ments, which lead our choice of the other datasets:
the second was chosen because it contains shorter
documents, and the third is a passage retrieval task
which works on even shorter paragraphs. Table 1
shows some statistics about the datasets.

One of the collections is the English dataset
of the Robust task at CLEF 2009 (Agirre et al.,
2009a). The documents are news collections from
LA Times 94 and Glasgow Herald 95. The top-
ics are statements representing information needs,
consisting of three parts: a brief title statement; a
one-sentence description; a more complex narra-
tive describing the relevance assessment criteria.
We use only the title and the description parts of
the topics in our experiments.

The Yahoo! Answers corpus is a subset of a
dump of the Yahoo! Answers web site2 (Surdeanu
et al., 2008), where people post questions and
answers, all of which are public to any web user
willing to browse them. The dataset is a small
subset of the questions, selected for their linguis-
tic properties (for example they all start with ”how
{to‖do‖did‖does‖can‖would‖could‖should}”).
Additionally, questions and answers of obvious
low quality were removed. The document set was
created with the best answer of each question
(only one for each question).

2Yahoo! Webscope dataset “ydata-yanswers-manner-
questions-v1 0” http://webscope.sandbox.yahoo.com/

docs length q. train q. test
Robust 166,754 532 150 160
Yahoo! 89610 104 1000 88610
ResPubliQA 1,379,011 20 100 500

Table 1: Number of documents, average docu-
ment length, number of queries for train and test
in each collection.

The other collection is the English dataset of
ResPubliQA exercise at the Multilingual Ques-
tion Answering Track at CLEF 2009 (Peñas et al.,
2009). The exercise is aimed at retrieving para-
graphs that contain answers to a set of 500 natu-
ral language questions. The document collection
is a subset of the JRC-Acquis Multilingual Paral-
lel Corpus, and consists of 21,426 documents for
English which are aligned to a similar number of
documents in other languages3. For evaluation,
we used the gold standard released by the orga-
nizers, which contains a single correct passage for
each query. As the retrieval unit is the passage,
we split the document collection into paragraphs.
We applied the expansion strategy only to pas-
sages which had more than 10 words (half of the
passages), for two reasons: the first one was that
most of these passages were found not to contain
relevant information for the task (e.g. “Article 2”
or “Having regard to the proposal from the Com-
mission”), and the second was that we thus saved
some computation time.

In order to evaluate the quality of our expansion
in practical retrieval settings, the next Section re-

3Note that Table 1 shows the number of paragraphs,
which conform the units we indexed.
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base. expa. ∆
Robust MAP .3781 .3835*** 1.43%

Yahoo! MRR .2900 .2950*** 1.72%
P@1 .2142 .2183*** 1.91%

ResPubliQA MRR .3931 .4077*** 3.72%
P@1 .2860 .3000** 4.90%

Table 2: Results using default parameters.

port results with respect to several parameter set-
tings. Parameter optimization is often neglected
in retrieval with linguistic features, but we think it
is crucial since it can have a large effect on rele-
vance performance and therefore invalidate claims
of improvements over the baseline. In each setting
we assign different values to the free parameters in
the previous section, k1, b and λ.

5 Results

The main evaluation measure for Robust is mean
Average Precision (MAP), as customary. In two of
the datasets (Yahoo! and ResPubliQA) there is a
single correct answer per query, and therefore we
use Mean Reciprocal Rank (MRR) and Mean Pre-
cision at rank 1 (P@1) for evaluation. Note that in
this setting MAP is identical to MRR. Statistical
significance was computed using Paired Random-
ization Test (Smucker et al., 2007). In the tables
throughout the paper, we use * to indicate statis-
tical significance at 90% confidence level, ** for
95% and *** for 99%. Unless noted otherwise,
base. refers to MG4J with the standard index, and
expa. refers to MG4J using both indices. Best
results per row are in bold when significant. ∆ re-
ports relative improvement respect to the baseline.

5.1 Default Parameter Setting

The values for k1 and b are the default values as
provided in the wBM25 implementation of MG4J,
1.2 and 0.5 respectively. We could not think of a
straightforward value for λ. A value of 1 would
mean that we are assigning equal importance to
original and expanded terms, which seemed an
overestimation, so we used 0.1. Table 2 shows
the results when using the default setting of pa-
rameters. The use of expansion is beneficial in all
datasets, with relative improvements ranging from
1.43% to 4.90%.

base. expa. ∆
Robust MAP .3740 .3823** 2.20%

Yahoo! MRR .3070 .3100*** 0.98%
P@1 .2293 .2317* 1.05%

ResPubliQA MRR .4970 .4942 -0.56%
P@1 .3980 .3940 -1.01%

Table 3: Results using optimized parameters.

Setting System k1 b λ

Default base. 1.20 0.50 -
expa. 1.20 0.50 0.100

Robust base. 1.80 0.64 -
expa. 1.66 0.55 0.075

Yahoo! basel. 0.99 0.82 -
expa. 0.84 0.87 0.146

ResPubliQA base. 0.09 0.56 -
expa. 0.13 0.65 0.090

Table 4: Parameters as in the default setting or as
optimized in each dataset. The λ parameter is not
used in the baseline systems.

5.2 Optimized Parameter Setting

We next optimized all three parameters using the
train part of each collection. The optimization of
the parameters followed a greedy method called
“promising directions” (Robertson and Zaragoza,
2009). The comparison between the baseline and
expansion systems in Table 3 shows that expan-
sion helps in Yahoo! and Robust, with statistical
significance. The differences in ResPubliQA are
not significant, and indicate that expansion terms
were not helpful in this setting.

Note that the optimization of the parameters
yields interesting effects in the baseline for each
of the datasets. If we compare the results of the
baseline with default settings (Table 2) and with
optimized setting (Table 3), the baseline improves
MRR dramatically in ResPubliQA (26% relative
improvement), significantly in Yahoo! (5.8%) and
decreases MAP in Robust (-0.01%). This dis-
parity of effects could be explained by the fact
that the default values are often approximated us-
ing TREC-style news collections, which is exactly
the genre of the Robust documents, while Yahoo
uses shorter documents, and ResPubliQA has the
shortest documents.

Table 4 summarizes the values of the parame-
ters in both default and optimized settings. For k1,
the optimization yields very different values. In
Robust the value is similar to the default value, but
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base. expa. ∆ λ
Rob MAP .3781 .3881*** 2.64% 0.18

Y! MRR .2900 .2980*** 2.76% 0.27P@1 .2142 .2212*** 3.27%

ResP. MRR .3931 .4221*** 7.39% 0.61P@1 .2860 .3180** 11.19%

Table 5: Results obtained using the λ optimized
setting, including actual values of λ.

in ResPubliQA the optimization pushes it down
below the typical values cited in the literature
(Robertson and Zaragoza, 2009), which might ex-
plain the boost in performance for the baseline in
the case of ResPubliQA. When all three param-
eters are optimized together, the values λ in the
table range from 0.075 to 0.146. The values of the
optimized λ can be seem as an indication of the
usefulness of the expanded terms, so we explored
this farther.

5.3 Exploring λ

As an additional analysis experiment, we wanted
to know the effect of varying λ keeping k1 and b
constant at their default values. Table 5 shows the
best values in each dataset, which that the weight
of the expanded terms and the relative improve-
ment are highly correlated.

5.4 Exploring Number of Expansion
Concepts

One of the free parameters of our system is the
number of concepts to be included in the docu-
ment expansion. We have performed a limited
study with the default parameter setting on the
Robust setting, using 100, 500 and 750 concepts,
but the variations were not statistically significant.
Note that with 100 concepts we were actually ex-
panding with 268 words, with 500 concepts we
add 1247 words and with 750 concepts we add
1831 words.

6 Robustness

The results in the previous section indicate that
optimization is very important, but unfortunately
real applications usually lack training data. In this
Section we wanted to study whether the param-
eters can be carried over from one dataset to the
other, and if not, whether the extra terms found by

train base. expa. ∆

Rob.

def. MAP .3781 .3835*** 1.43%
Rob. MAP .3740 .3823** 2.20%
Y! MAP .3786 .3759 -0.72%
Res. MAP .3146 .3346*** 6.35%

Y!

def. MRR .2900 .2950*** 1.72%
Rob. MRR .2920 .2920 0.0%
Y! MRR .3070 .3100** 0.98%
Res. MRR .2600 .2750*** 5.77%

ResP.

def. MRR .3931 .4077*** 3.72%
Rob. MRR .3066 .3655*** 19.22%
Y! MRR .3010 .3459*** 14.93%
Res. MRR .4970 .4942 -0.56%

Table 6: Results optimizing parameters with train-
ing from other datasets. We also include default
and optimization on the same dataset for compar-
ison. Only MRR and MAP results are given.

DE would make the system more robust to those
sub-optimal parameters.

Table 6 includes a range of parameter set-
tings, including defaults, and optimized parame-
ters coming from the same and different datasets.
The values of the parameters are those in Table
4. The results show that when the parameters are
optimized in other datasets, DE provides improve-
ment with statistical significance in all cases, ex-
cept for the Robust dataset when using parameters
optimized from Yahoo! and vice-versa.

Overall, the table shows that our DE method ei-
ther improves the results significantly or does not
affect performance, and that it provides robustness
across different parameter settings, even with sub-
optimal values.

7 Exploring Document Length

The results in Table 6 show that the perfor-
mance improvements are best in the collection
with shortest documents (ResPubliQA). But the
results for Robust and Yahoo! do not show any re-
lation to document length. We thus decided to do
an additional experiment artificially shrinking the
document in Robust to a certain percentage of its
original length. We create new pseudo-collection
with the shrinkage factors of 2.5%, 10%, 20% and
50%, keeping the first N% words in the document
and discarding the rest. In all cases we used the
same parameters, as optimized for Robust.

Table 7 shows the results (MAP), with some
clear indication that the best improvements are ob-
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tained for the shortest documents.

length base. expa. ∆
2.5% 13 .0794 .0851 7.18%
10% 53 .1757 .1833 4.33%
20% 107 .2292 .2329 1.61%
50% 266 .3063 .3098 1.14%

100% 531 .3740 .3823 2.22%

Table 7: Results (MAP) on Robust when arti-
ficially shrinking documents to a percentage of
their length. In addition to the shrinking rate we
show the average lengths of documents.

8 Related Work

Given the brittleness of keyword matches, most
research has concentrated on Query Expansion
(QE) methods. These methods analyze the user
query terms and select automatically new related
query terms. Most QE methods use statistical
(or distributional) techniques to select terms for
expansion. They do this by analyzing term co-
occurrence statistics in the corpus and in the high-
est scored documents of the original query (Man-
ning et al., 2009). These methods seemed to im-
prove slightly retrieval relevance on average, but
at the cost of greatly decreasing the relevance of
difficult queries. But more recent studies seem
to overcome some of these problems (Collins-
Thompson, 2009).

An alternative to QE is to perform the expan-
sion in the document. Document Expansion (DE)
was first proposed in the speech retrieval commu-
nity (Singhal and Pereira, 1999), where the task
is to retrieve speech transcriptions which are quite
noisy. Singhal and Pereira propose to enhance the
representation of a noisy document by adding to
the document vector a linearly weighted mixture
of related documents. In order to determine re-
lated documents, the original document is used as
a query into the collection, and the ten most rele-
vant documents are selected.

Two related papers (Liu and Croft, 2004; Kur-
land and Lee, 2004) followed a similar approach
on the TREC ad-hoc document retrieval task.
They use document clustering to determine simi-
lar documents, and document expansion is carried
out with respect to these. Both papers report sig-
nificant improvements over non-expanded base-

lines. Instead of clustering, more recent work (Tao
et al., 2006; Mei et al., 2008; Huang et al., 2009)
use language models and graph representations of
the similarity between documents in the collec-
tion to smooth language models with some suc-
cess. The work presented here is complementary,
in that we also explore DE, but use WordNet in-
stead of distributional methods. They use a tighter
integration of their expansion model (compared to
our simple two-index model), which coupled with
our expansion method could help improve results
further. We plan to explore this in the future.

An alternative to statistical expansion methods
is to use lexical semantic knowledge bases such as
WordNet. Most of the work has focused on query
expansion and the use of synonyms from Word-
Net after performing word sense disambiguation
(WSD) with some success (Voorhees, 1994; Liu
et al., 2005). The short context available in
the query when performing WSD is an impor-
tant problems of these techniques. In contrast,
we use full document context, and related words
beyond synonyms. Another strand of WordNet
based work has explicitly represented and indexed
word senses after performing WSD (Gonzalo et
al., 1998; Stokoe et al., 2003; Kim et al., 2004).
The word senses conform a different space for
document representation, but contrary to us, these
works incorporate concepts for all words in the
documents, and are not able to incorporate con-
cepts that are not explicitly mentioned in the doc-
ument. More recently, a CLEF task was orga-
nized (Agirre et al., 2009a) where terms were se-
mantically disambiguated to see the improvement
that this would have on retrieval; the conclusions
were mixed, with some participants slightly im-
proving results with information from WordNet.
To the best of our knowledge our paper is the first
on the topic of document expansion using lexical-
semantic resources.

We would like to also compare our performance
to those of other systems as tested on the same
datasets. The systems which performed best in
the Robust evaluation campaign (Agirre et al.,
2009a) report 0.4509 MAP, but note that they de-
ployed a complex system combining probabilis-
tic and monolingual translation-based models. In
ResPubliQA (Peñas et al., 2009), the official eval-
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uation included manual assessment, and we can-
not therefore reproduce those results. Fortunately,
the organizers released all runs, but only the first
ranked document for each query was included, so
we could only compute P@1. The P@1 of best
run was 0.40. Finally (Surdeanu et al., 2008) re-
port MRR figure around 0.68, but they evaluate
only in the questions where the correct answer
is retrieved by answer retrieval in the top 50 an-
swers, and is thus not comparable to our setting.

Regarding the WordNet expansion technique
we use here, it is implemented on top of publicly
available software4, which has been successfully
used in word similarity (Agirre et al., 2009b) and
word sense disambiguation (Agirre and Soroa,
2009). In the first work, a single word was in-
put to the random walk algorithm, obtaining the
probability distribution over all WordNet synsets.
The similarity of two words was computed as the
similarity of the distribution of each word, obtain-
ing the best results for WordNet-based systems on
the word similarity dataset, and comparable to the
results of a distributional similarity method which
used a crawl of the entire web. Agirre et al. (2009)
used the context of occurrence of a target word to
start the random walk, and obtained very good re-
sults for WordNet WSD methods.

9 Conclusions and Future Work

This paper presents a novel Document Expan-
sion method based on a WordNet-based system
to find related concepts and words. The docu-
ments in three datasets were thus expanded with
related words, which were fed into a separate in-
dex. When combined with the regular index we
report improvements over MG4J usingwBM25 for
those three datasets across several parameter set-
tings, including default values, optimized param-
eters and parameters optimized in other datasets.
In most of the cases the improvements are sta-
tistically significant, indicating that the informa-
tion in the document expansion is useful. Similar
to other expansion methods, parameter optimiza-
tion has a stronger effect than our expansion strat-
egy. The problem with parameter optimization is
that in most real cases there is no tuning dataset

4http://ixa2.si.ehu.es/ukb

available. Our analysis shows that our expansion
method is more effective for sub-optimal param-
eter settings, which is the case for most real-live
IR applications. A comparison across the three
datasets and using artificially trimmed documents
indicates that our method is particularly effective
for short documents.

As document expansion is done at indexing
time, it avoids any overhead at query time. It
also has the advantage of leveraging full document
context, in contrast to query expansion methods,
which use the scarce information present in the
much shorter queries. Compared to WSD-based
methods, our method has the advantage of not
having to disambiguate all words in the document.
Besides, our algorithm picks the most relevant
concepts, and thus is able to expand to concepts
which are not explicitly mentioned in the docu-
ment. The successful use of background informa-
tion such as the one in WordNet could help close
the gap between semantic web technologies and
IR, and opens the possibility to include other re-
sources like Wikipedia or domain ontologies like
those in the Unified Medical Language System.

Our method to integrate expanded terms using
an additional index is simple and straightforward,
and there is still ample room for improvement.
A tighter integration of the document expansion
technique in the retrieval model should yield bet-
ter results, and the smoothed language models of
(Mei et al., 2008; Huang et al., 2009) seem a
natural choice. We would also like to compare
with other existing query and document expan-
sion techniques and study whether our technique
is complementary to query expansion approaches.
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Peñas, A., P. Forner, R. Sutcliffe, A. Rodrigo,
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Abstract

Machine-learned ranking techniques au-
tomatically learn a complex document
ranking function given training data.
These techniques have demonstrated the
effectiveness and flexibility required of a
commercial web search. However, man-
ually labeled training data (with multiple
absolute grades) has become the bottle-
neck for training a quality ranking func-
tion, particularly for a new domain. In
this paper, we explore the adaptation of
machine-learned ranking models across
a set of geographically diverse markets
with the market-specific pairwise prefer-
ence data, which can be easily obtained
from clickthrough logs. We propose
a novel adaptation algorithm, Pairwise-
Trada, which is able to adapt ranking
models that are trained with multi-grade
labeled training data to the target mar-
ket using the target-market-specific pair-
wise preference data. We present results
demonstrating the efficacy of our tech-
nique on a set of commercial search en-
gine data.

1 Introduction

Web search algorithms provide methods for
ranking web scale collection of documents given
a short query. The success of these algorithms
often relies on the rich set of document prop-
erties or features and the complex relationships

between them. Increasingly, machine learn-
ing techniques are being used to learn these
relationships for an effective ranking function
(Liu, 2009). These techniques use a set of la-
beled training data labeled with multiple rele-
vance grades to automatically estimate parame-
ters of a model which directly optimizes a per-
formance metric. Although training data often
is derived from editorial labels of document rel-
evance, it can also be inferred from a careful
analysis of users’ interactions with a working
system (Joachims, 2002). For example, in web
search, given a query, document preference in-
formation can be derived from user clicks. This
data can then be used with an algorithm which
learns from pairwise preference data (Joachims,
2002; Zheng et al., 2007). However, automati-
cally extracted pairwise preference data is sub-
ject to noise due to the specific sampling meth-
ods used (Joachims et al., 2005; Radlinski and
Joachim, 2006; Radlinski and Joachim, 2007).

One of the fundamental problems for a web
search engine with global reach is the develop-
ment of ranking models for different regional
markets. While the approach of training a single
model for all markets is attractive, it fails to fully
exploit of specific properties of the markets. On
the other hand, the approach of training market-
specific models requires the huge overhead of
acquiring a large training set for each market.
As a result, techniques have been developed to
create a model for a small market, say a South-
east Asian country, by combining a strong model
in another market, say the United States, with a
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small amount of manually labeled training data
in the small market (Chen et al., 2008b). How-
ever, the existing Trada method takes only multi-
grade labeled training data for adaptation, mak-
ing it impossible to take advantage of the easily
harvested pairwise preference data. In fact, to
our knowledge, there is no adaptation algorithm
that is specifically developed for pairwise data.

In this paper, we address the development
market-specific ranking models by leveraging
pairwise preference data. The pairwise prefer-
ence data contains most market-specific train-
ing examples, while a model from a large mar-
ket may capture the common characteristics of
a ranking function. By combining them algo-
rithmically, our approach has two unique advan-
tages. (1) The biases and noises of the pairwise
preference data can be depressed by using the
base model from the large market. (2) The base
model can be tailored to the characteristics of the
new market by incorporating the market specific
pairwise training data. As the pairwise data has
the particular form, the challenge is how to ef-
fectively use pairwise data in adaptation. This
appeals to the following objective of many web
search engines: design algorithms which mini-
mize manually labeled data requirements while
maintaining strong performance.

2 Related Work

In recent years, the ranking problem is fre-
quently formulated as a supervised machine
learning problem, which combines different
kinds of features to train a ranking function.
The ranking problem can be formulated as learn-
ing a function with pair-wise preference data,
which is to minimize the number of contra-
dicting pairs in training data. For example,
RankSVM (Joachims, 2002) uses support vector
machines to learn a ranking function from pref-
erence data; RankNet (Burges et al., 2005a) ap-
plies neural network and gradient descent to ob-
tain a ranking function; RankBoost (Freund et
al., 1998) applies the idea of boosting to con-
struct an efficient ranking function from a set of
weak ranking functions; GBRank (Zheng et al.,
2007; Xia et al., 2008) using gradient descent in

function spaces, which is able to learn relative
ranking information in the context of web search.
In addition, Several studies have been focused
on learning ranking functions in semi-supervised
learning framework (Amini et al., 2008; Duh and
Kirchhoff, 2008), where unlabeled data are ex-
ploited to enhance ranking function. Another ap-
proach to learning a ranking function addresses
the problem of optimizing the list-wise perfor-
mance measures of information retrieval, such
as mean average precision or Discount Cumu-
lative Gain (Cao et al., 2007; Xu et al., 2008;
Wu et al., 2009; Chen et al., 2008c). The idea
of these methods is to obtain a ranking function
that is optimal with respect to some information
retrieval performance measure.

Model adaptation has previously been applied
in the area of natural language processing and
speech recognition. This approach has been suc-
cessfully applied to parsing (Hwa, 1999), tag-
ging (Blitzer et al., 2006), and language model-
ing for speech recognition (Bacchiani and Roark,
2003). Until very recently, several works have
been presented on the topic of model adaptation
for ranking (Gao et al., 2009; Chen et al., 2008b;
Chen et al., 2009), however, none of them target
the model adaptation with the pair-wise learn-
ing framework. Finally, multitask learning for
ranking has also been proposed as a means of
addressing problems similar to those we have
encountered in model adaptation (Chen et al.,
2008a; Bai et al., 2009; Geng et al., 2009).

3 Background

3.1 Gradient Boosted Decision Trees for
Ranking

Assume we have a training data set, D =
{〈(q, d), y〉1, . . . , 〈(q, d), y〉n}, where 〈(q, d), t〉i
encodes the labeled relevance, y, of a docu-
ment, d, given query, q. Each query-document
pair, (q, d), is represented by a set of features,
(q, d) = {xi1, xi2, xi3, ..., xim}. These features
include, for example, query-document match
features, query-specific features, and document-
specific features. Each relevance judgment, y,
is a relevance grade mapped (e.g. “relevant”,
“somewhat relevant”, “non-relevant”) to a real
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x1 > a1?

x2 > a2? x3 > a3?

YES NO

Figure 1: An example of base tree, where x1, x2
and x3 are features and a1, a2 and a3 are their
splitting values.

number. Given this representation, we can learn
a gradient boosted decision tree (GBDT) which
models the relationship between document fea-
tures, (q, d), and the relevance score, y, as a de-
cision tree (Friedman, 2001). Figure 1 shows a
portion of such a tree. Given a new query docu-
ment pair, the GBDT can be used to predict the
relevance grade of the document. A ranking is
then inferred from these predictions. We refer to
this method as GBDTreg.

In the training phase, GBDTreg iteratively
constructs regression trees. The initial regres-
sion tree minimizes the L2 loss with respect to
the targets, y,

L2(f, y) =
∑

〈(q,d),y〉
(f(q, d)− y)2 (1)

As with other boosting algorithms, the subse-
quent trees minimize the L2 loss with respect to
the residuals of the predicted values and the tar-
gets. The final prediction, then, is the sum of the
predictions of the trees estimated at each step,

f(x) = f1(x) + . . .+ fk(x) (2)

where f i(x) is the prediction of the ith tree.

3.2 Pairwise Training

As alternative to the absolute grades in D,
we can also imagine assembling a data set
of relative judgments. In this case, as-
sume we have a training data set D� =
{〈(q, d), (q, d′), ρ〉1, . . . , 〈(q, d), (q, d′), ρ〉n},

where 〈(q, d), (q, d′), ρ〉i encodes the prefer-
ence, of a document, d, to a second document,
d′, given query, q. Again, each query-document
pair is represented by a set of features. Each
preference judgment, ρ ∈ {�,≺}, indicates
whether document d is preferred to document d′

(d � d′) or not (d ≺ d′).
Preference data is attractive for several rea-

sons. First, editors can often more easily deter-
mine preference between documents than the ab-
solute grade of single documents. Second, rel-
evance grades can often vary between editors.
Some editors may tend to overestimate relevance
compared to another editor. As a result, judg-
ments need to be rescaled for editor biases. Al-
though preference data is not immune to inter-
editor inconsistency, absolute judgments intro-
duce two potential sources of noise: determin-
ing a relevance ordering and determining a rele-
vance grade. Third, even if grades can be accu-
rately labeled, mapping those grades to real val-
ues is often done in a heuristic or ad hoc manner.
Fourth, GBDTreg potentially wastes modeling
effort on predicting the grade of a document as
opposed to focusing on optimizing the rank order
of documents, the real goal a search engine. Fi-
nally, preference data can often be mined from a
production system using assumptions about user
clicks.

In order to support preference-based
training data, (Zheng et al., 2007) pro-
posed GBRANK based on GBDTreg. The
GBRANK training algorithm begins by con-
structing an initial tree which predicts a constant
score, c, for all instances. A pair is contra-
dicting if the 〈(q, d), (q, d′),�〉 and prediction
f(q, d) < f(q, d′). At each boosting stage,
the algorithm constructs a set of contradicting
pairs, D�contra. The GBRANK algorithm then
adjusts the response variables, f(q, d) and
f(q, d′), so that f(q, d) > f(q, d′). Assume
that (q, d) � (q, d′) and f(q, d) < f(q, d′). To
correct the order, we modify the target values,

f̃(q, d) = f(q, d) + τ (3)

f̃(q, d′) = f(q, d′)− τ (4)

where τ > 0 is a margin parameter that we
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need to assign. In our experiments, we set τ to
1. Note that if preferences are inferred from ab-
solute grades, D, minimizing the L2 to 0 also
minimizes the contradictions.

3.3 Tree Adaptation

Recall that we are also interested in using the
information learned from one market, which we
will call the source market, on a second market,
which we will call the target market. To this end,
the Trada algorithm adapts a GBDTreg model
from the source market for the target market by
using a small amount of target market absolute
relevance judgments (Chen et al., 2008b). Let
the Ds be the data in the source domain and
Dt be the data in target domain. Assume we
have trained a model using GBDTreg. Our ap-
proach will be to use the decision tree structure
learned from Ds but to adapt the thresholds in
each node’s feature. We will use Figure 1 to il-
lustrate Trada. The splitting thresholds are a1, a2
and a3 for rank features x1, x2 and x3. Assume
that the data set Dt is being evaluated at the root
node v in Figure 1. We will split the using the
feature vx = x1 but will compute a new thresh-
old v′a using Dt and the GBDTreg algorithm.
Because we are discussing the root node, when
we select a threshold b, Dt will be partitioned
into two sets, D>bt and D<bt representing those
instances whose feature x1 has a value greater
and lower than b. The response value for each
partition will be the uniform average of instances
in that partition,

f =





1
|D>b

t |
∑

di∈D>b
t
yi if di ∈ D>bt

1
|D<b

t |
∑

di∈D<b
t
yi if di ∈ D<bt

(5)

We would like to select a value for b which min-
imizes the L2 loss between y and f in Equation
5; equivalently, b can be selected to minimize the
variance of y in each partition. In our imple-
mentation, we compute the L2 loss for all pos-
sible values of the feature v′x and select the value
which minimizes the loss.

Once b is determined, the adaptation consists
of performing a linear interpolation between the
original splitting threshold va and the new split-

ting threshold b as follows:

v′a = pva + (1− p)b (6)

where p is an adaptation parameter which deter-
mines the scale of how we want to adapt the tree
to the new task. If there is no additional informa-
tion, we can select p according to the size of the
data set,

p =
|D<as |

|D<as |+ |D<bt |
(7)

In practice, we often want to enhance the adapta-
tion scale since the training data of the extended
task is small. Therefore, we add a parameter β
to boost the extended task as follows:

p =
|D<as |

|D<as |+ β|D<bt |
(8)

The value of β can be determined by cross-
validation. In our experiments, we set β to 1.

The above process can also be applied to ad-
just the response value of nodes as follows:

v′f = pvf + (1− p)f (9)

where v′f is the adapted response at a node, vf is
its original response value of source model, and
f is the response value (Equation 5).

The complete Trada algorithm used in our ex-
periments is presented in Algorithm 1.

Algorithm 1 Tree Adaptation Algorithm

TRADA(v,Dt, p)
1 b← COMPUTE-THRESHOLD(vx,Dt)
2 v′a ← pva + (1− p)b
3 v′f ← pvf + (1− p)MEAN-RESPONSE(Dt)

4 D′t ← {x ∈ Dt : xi < v′a}
5 v′< ← TRADA(v<,D′t, p)

6 D′′t ← {x ∈ Dt : xi > v′a}
7 v′> ← TRADA(v>,D′′t , p)

8 return v′
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The Trada algorithm can be augmented with a
second phase which directly incorporates the tar-
get training data. Assume that our source model,
Ms, was trained using source data, Ds. Re-
call that Ms can be decomposed as a sum of
regression tree output, fMs(x) = f1Ms

(x) +

. . . + fkMs
(x). Additive tree adaptation refers

augmenting this summation with a set of regres-
sion trees trained on the residuals between the
model, Ms, and the target training data, Dt.
That is, fMt(x) = f1Ms

(x) + . . . + fkMs
(x) +

fMt(x)
k+1+. . .+fMt(x)

k+k′ . In order for us to
perform additive tree adaptation, the source and
target data must use the same absolute relevance
grades.

4 Pairwise Adaptation

Both GBRANK and Trada can be used
to reduce the requirement on editorial data.
GBRANK achieves the goal by leveraging pref-
erence data, while Trada does so by leveraging
data from a different search market. A natural
extension to these methods is to leverage both
sources of data simultaneously. However, no al-
gorithm has been proposed to do this so far in
the literature. We propose an adaptation method
using pairwise preference data.

Our approach shares the same intuition as
Trada: maintain the tree structure but adjust
decision threshold values against some target
value. However, an important difference is
that our adjustment of threshold values does not
regress against some target grade values; rather
its objective is to improve the ordering of doc-
uments. To make use of preference data in
the tree adaptation, we follow the method used
in GBRANK to adjust the target values when-
ever necessary to preserve correct document or-
der. Given a base model, Ms, and preference
data, D�t , we can use Equations 3 and 4 to in-
fer target values. Specifically, we construct a set
D�contra from D�t and Ms. For each item (q, d)
in D�contra, we use the value of f̃(q, d) as the tar-
get. These tuples, 〈(q, d), f̃(q, d)〉 along with
Ms are then are provided as input to Trada. Our
approach is described in Algorithm 2.

Compared to Trada, Pairwise-Trada has two

Algorithm 2 Pairwise Tree Adaptation Algo-
rithm

PAIRWISE-TRADA(Ms,D�t , p)
1 Dcontra ← FIND-CONTRADICTIONS(Ms,D�t )
2 D̃t ← {〈(q, d), f̃(q, d)〉 : (q, d) ∈ Dcontra}
3 return TRADA(ROOT(Ms), D̃t, p)

important differences. First, Pairwise-Trada can
use a source GBDT model trained either against
absolute or pairwise judgments. When an orga-
nization maintains a set of ranking models for
different markets, although the underlying mod-
eling method may be shared (e.g. GBDT), the
learning algorithm used may be market-specific
(e.g. GBRANK or GBDTreg). Unfortunately,
classic Trada relies on the source model being
trained using GBDTreg. Second, Pairwise-Trada
can be adapted using pairwise judgments. This
means that we can expand our adaptation data to
include click feedback, which is easily obtain-
able in practice.

5 Methods and Materials

The proposed algorithm is a straightforward
modification of previous ones. The question we
want to examine in this section is whether this
simple modification is effective in practice. In
particular, we want to examine whether pairwise
adaptation is better than the original adaptation
Trada using grade data, and whether the pairwise
data from a market can help improve the ranking
function on a different market.

Our experiments evaluate the performance of
Pairwise-Trada for web ranking in ten target
markets. These markets, listed in Table 1, cover
a variety of languages and cultures. Further-
more, resources, in terms of documents, judg-
ments, and click-through data, also varies across
markets. In particular, editorial query-document
judgments range from hundreds of thousands
(e.g. SEA1) to tens of thousands (e.g. SEA5).
Editors graded query-document pairs on a five-
point relevance scale, resulting in our data setD.
Preference labels, D�, are inferred from these
judgments.
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We also include a second set of experiments
which incorporate click data.1 In these experi-
ments, we infer a preference from click data by
assuming the following model. The user is pre-
sented with ten results. An item i � j if i the fol-
lowing conditions hold: i is positioned below j,
i receives a click, and j does not receive a click.

In our experiments, we tested the following
runs,

• GBDTreg trained using only Ds or Dt
• GBRANK trained using only D�s or D�t
• GBRANK trained using only D�s , D�t , and
Ct
• Trada with both GBDTs and GBRANKs,

adapted with Dt.

• Pairwise-Trada with both GBDTs and
GBRANKs, adapted with D�t and Ct at dif-
ferent ratios.

In the all experiments, we use 400 additive trees
when additive adaptation is used.

All models are evaluated using discounted cu-
mulative gain (DCG) at rank cutoff 5 (Järvelin
and Kekäläinen, 2002).

6 Results

6.1 Adaptation with Manually Labeled
Data

In Table 1, we show the results for all of our ex-
perimental conditions.

We can make a few observations about the
non-adaptation baselines. First, models trained
on the (limited) target editorial data, GBDTt
and GBRANKt, tend to outperform those trained
only on the source editorial data, GBDTs and
GBRANKs. The critical exception is SEA5, the
market with the fewest judgments. We believe
that this behavior is a result of similarity between
the United States source data and the SEA5 tar-
get market; both the source and target query pop-
ulations share the same language, a property not

1For technical reasons, this data set is slightly differ-
ent from the results we show with the purely editorial data.
Therefore the size of the training and testing sets are differ-
ent, but not to a significant degree.

exhibited in other markets. Notice that other
small markets such as LA2 and LA3 see modest
improvements when using target-only runs com-
pared to source-only runs. Second, GBRANK

tends to outperform GBDT when only trained on
the source data. This implies that we should pre-
fer a base model which is based on GBRANK,
something that is difficult to combine with clas-
sic Trada. Third, by comparing GBRANK and
GBDT when only trained on the target data, we
notice that the effectiveness of GBRANK de-
pends on the amount of training data. For mar-
kets where there training data is plentiful (e.g.
SEA1), GBRANK outperforms GBDT. On the
other hand, for smaller markets (e.g. LA3),
GBDT outperforms GBRANK.

In general, the results confirm the hypothe-
sis that adaptation runs outperform all of non-
adaptation baselines. This is the case for both
Trada and Pairwise-Trada. As with the baseline
runs, the Australian market sees different perfor-
mance as a result of the combination of a small
target editorial set and a representative source
domain. This effect has been observed in pre-
vious results (Chen et al., 2009).

We can also make a few observations by com-
paring the adaptation runs. Trada works better
with a GBDT base model than with a GBRANK

base model. We We believe this is the case be-
cause the absolute regression targets are diffi-
cult to compare with the unbounded output of
GBRANK. Pairwise-Trada on the other hand
tends to perform better with a GBRANK base
model than with a GBDT base model. There
are a few exceptions, SEA3 and LA2, where
Pairwise-Trada works better with a GBDT base
model. Comparing Trada to Pairwise-Trada, we
find that using preference targets tends to im-
prove performance for some markets but not all.
The underperformance of Pairwise-Trada tends
to occur in smaller markets such as LA1, LA2,
and LA3. This is similar to the behavior we ob-
served in the non-adaptation runs and suggests
that, in operation, a modeler may have to decide
on the training algorithm based on the amount of
data available.
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SEA1 SEA2 EU1 SEA3 EU2 SEA4 LA1 LA2 LA3 SEA5
training size 243,790 174,435 137,540 135,066 101,076 100,846 91,638 75,989 66,151 37,445
testing size 18,652 26,752 11,431 13,839 12,118 12,214 11,038 16,339 10,379 21,034

GBDTs 9.4483 8.1271 9.0018 10.0630 8.5339 5.9176 6.1699 11.4167 8.1416 10.5356
GBDTt 9.6011 8.6225 9.3310 10.7591 9.0323 6.4185 6.8441 11.8553 8.5702 10.4561
GBRANKs 9.6059 8.1784 9.0775 10.2486 8.6248 6.1298 6.2614 11.5186 8.2851 10.5915
GBRANKt 9.6952 8.6225 9.3575 10.8595 9.0384 6.4620 6.8543 11.7086 8.4825 10.3469

Trada
GBDTs,Dt 9.6718 8.6120 9.3086 10.8001 9.1024 6.3440 6.9444 11.9513 8.6519 10.6279
GBRANKs,Dt 9.6116 8.5681 9.2125 10.7597 8.9675 6.4110 6.8286 11.7326 8.5498 10.6508

Pairwise-Trada
GBDTs,Dt 9.7364 8.6261 9.3824 10.8549 9.0842 6.4705 6.9438 11.8255 8.5323 10.4655
GBRANKs,Dt 9.7539 8.6538 9.4269 10.8362 9.1044 6.4716 6.9438 11.8034 8.6187 10.6564

Table 1: Adaptation using manually labeled training data Southeast Asia (SEA), Europe (EU), and
Latin America (LA) markets. Markets are sorted by target training set size. Significance tests use
a t-test. Bolded numbers indicate statistically significant improvements over the respective source
model.

SEA1 SEA2 EU1 SEA3 EU2 SEA4 LA1 LA2 LA3 SEA5
training size 194,114 166,396 136,829 161,663 94,875 96,642 73,977 108,350 64,481 71,549
testing size 15,655 11,844 11,028 11,839 11,118 5,092 10,038 12,246 10,201 7,477

GBRANKs 9.0159 8.5763 8.7119 11.4512 9.7641 6.5941 6.894 7.9366 8.058 10.7935
Pairwise-Trada

GBRANKs,Dt, Ct

editorial 9.3577 8.9205 8.901 12.2247 9.9531 6.7421 7.1455 8.2811 8.2503 10.7973
click 9.1149 8.7622 8.8187 11.9361 9.8818 6.7703 7.1812 8.264 8.2485 10.9042
editorial+click 9.4898 9.0177 8.945 12.3172 10.1156 6.8459 7.2414 8.4111 8.292 11.1407

Table 2: Adaptation incorporating click data. Bolded numbers indicate statistically significant im-
provements over the baseline. Markets ordered as in Table 1.

6.2 Incorporating Click Data

One of the advantages of Pairwise-Trada is the
ability to incorporate multiple sources of pair-
wise preference data. In this paper, we use the
heuristic rule approach which is introduced by
(Dong et al., 2009) to extract pairwise preference
data from the click log of the search engine. This
approach yields both skip-next and skip-above
pairs (Joachims et al., 2005), which are sorted
by confidence descending order respectively. In
these experiments, we combine manually gener-
ated preferences with those gathered from click
data. We present these results in Table 2.

We notice that no matter the source of prefer-
ence data, Pairwise-Trada outperforms the base-
line GBRANK model. The magnitude of the
improvement depends on the source data used.
Comparing the editorial-only to the click-only
models, we notice that click-only models outper-
form editorial-only models for smaller markets
(SEA4, LA1, and SEA5). This is likely the case
because the relative quantity of click data with

respect to editorial data is higher in these mar-
kets. This is despite the fact that the click data
may be noisier than the editorial data. The best
performance, though, comes when we combine
both editorial and click data.

6.3 Additive tree adaptation

Recall that Pairwise-Trada consists of two parts:
parameter adaptation and additive tree adapta-
tion. In this section, we examine the contri-
bution to performance each part is responsible
for. Figure 2 illustrates the adaptation results for
the LA1 market. In this experiment, we use a
United States base model and 100K LA1 edito-
rial judgments for adaptation. Pairwise-Trada is
performed on top of differently sized base mod-
els with 600, 900 and 1200 trees. The original
base model has 1200 trees; we selected the first
600, 900 or full 1200 trees for experiments. The
number of trees used in the additive tree adap-
tation step ranges up to 600 trees. From Fig-
ure 2 we can see that the additive adaptation can
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Figure 2: Illustration of additive tree adaptation
for LA1. The curves are average performance
over a range of parameter settings.

significantly increase DCG over simple parame-
ter adaptation and is therefore a critical step of
Pairwise-Trada. When the number of trees in
the additive tree adaptation step reaches roughly
400, the DCG plateaus.

7 Conclusion

We have proposed a model for adapting retrieval
models using preference data instead of abso-
lute relevance grades. Our experiments demon-
strate that, when much editorial data is present,
our method, Pairwise-Trada, may be preferable
to competing methods based on absolute rele-
vance grades. However, in real world systems,
we often have access to sources of preference
data beyond those resulting from editorial judg-
ments. We demonstrated that Pairwise-Trada can
exploit such data and boost performance signif-
icantly. In fact, if we omit editorial data alto-
gether we see performance improvements over
the baseline model. This suggests that, in prin-
ciple, we can train a single, strong source model
and improve it using target click data alone. De-
spite the fact that the modification we made is
quite simple, we showed that modification is ef-
fective in practice. This tends to validate the
general principle of using pairwise data from a
different market. This principle can be easily
used in other frameworks such as neural net-

works (Burges et al., 2005b). Therefore, the pro-
posed method also points to a new direction for
future improvements of search engines.

There are several areas of future work. First,
we believe that detecting other sources of pref-
erence data from user behavior can further im-
prove the performance of our model. Second,
we only used a single source model in our ex-
periments. We would also like to explore the
effect of learning from an ensemble of source
models. The importance of each may depend on
the similarity to the target domain. Finally, we
would also like to more accurately understand
the queries where click data improves adaptation
and those where editorial judgments is required.
This sort of knowledge will allow us to train sys-
tems which maximally exploit our editorial re-
sources.
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Abstract  

The treatment of factual data has been 

widely studied in different areas of Nat-

ural Language Processing (NLP). How-

ever, processing subjective information 

still poses important challenges. This 

paper presents research aimed at assess-

ing techniques that have been suggested 

as appropriate in the context of subjec-

tive - Opinion Question Answering 

(OQA). We evaluate the performance of 

an OQA with these new components 

and propose methods to optimally tackle 

the issues encountered. We assess the 

impact of including additional resources 

and processes with the purpose of im-

proving the system performance on two 

distinct blog datasets. The improve-

ments obtained for the different combi-

nation of tools are statistically signifi-

cant. We thus conclude that the pro-

posed approach is adequate for the OQA 

task, offering a good strategy to deal 

with opinionated questions. 

1 Introduction 

The State of the Blogosphere 2009 survey pub-

lished by Technorati 1 concludes that in the past 

years the blogosphere has gained a high influ-

ence on a high variety of topics, ranging from 

cooking and gardening, to economics, politics 

and scientific achievements. The development 

                                                 
1
 http://technorati.com/ 

of the Social Web and the new communication 

frameworks also influenced the way informa-

tion is transmitted through communities. Blogs 

are part of the so-called new textual genres. 

They have distinctive features when compared 

to the traditional ones, such as newspaper ar-

ticles. Blog language contains formal and in-

formal expressions, and other elements, as re-

peated punctuation or emoticons (used to stress 

upon different text elements). With the growth 

in the content of the blogosphere, the quantity 

of subjective data of the Web is increasing ex-

ponentially (Cui et al., 2006). As it is being up-

dated in real-time, this data becomes a source of 

timely information on many topics, exploitable 

by different applications. In order to properly 

manage the content of this subjective informa-

tion, its processing must be automated. The 

NLP task, which deals with the classification of 

opinionated content is called Sentiment Analy-

sis (SA). Research in this field aims at discover-

ing appropriate mechanisms to properly re-

trieve, extract and classify opinions expressed in 

text. While techniques to retrieve objective in-

formation have been widely studied, imple-

mented and evaluated, opinion-related tasks still 

represent an important challenge. As a conse-

quence, the aim of our research is to study, im-

plement and evaluate appropriate methods for 

the task of Question Answering (QA) in the 

opinion treatment framework.  

2 Motivation and Contribution 

Research in opinion-related tasks gained impor-

tance in the past years. However, there are still 

many aspects that require analysis and im-

27



provement, especially for approaches that com-

bine SA with other NLP tasks such as QA or 

automatic summarization. The TAC 2008 Opi-

nion Pilot task and the subsequent research per-

formed on the competition data have demon-

strated that answering opinionated questions 

and summarizing subjective information are 

significantly different from the equivalent tasks 

in the same context, but dealing with factual 

data.  This finding was confirmed by the recent 

work by (Kabadjov et al., 2009). The first moti-

vation of our work is the need to detect and ex-

plore the challenges raised by opinion QA 

(OQA), as compared to factual QA. To this aim, 

we analyze the improvements that can be 

brought at the different steps of the OQA 

process: question treatment (identification of 

expected polarity – EPT, expected source – ES 

and expected target –ET-), opinion retrieval (at 

the level of one and three-sentences long snip-

pets, using topic-related words or using paraph-

rases), opinion analysis (using topic detection 

and anaphora resolution). This preliminary re-

search is motivated by the conclusions drawn by 

previous studies (Balahur et al., 2009). Our pur-

pose is to verify if the inclusion of new ele-

ments and methods - source and target detection 

(using semantic role labeling (SRL)), topic de-

tection (using Latent Semantic Analysis), pa-

raphrasing and joint topic-sentiment analysis 

(classification of the opinion expressed only in 

sentences related to the topic), followed by ana-

phora resolution (using a system whose perfor-

mance is not optimal), affects the results of the 

system and how. Our contribution to this respect 

is the identification of the challenges related to 

OQA compared to traditional QA. A further 

contribution consists in adding the appropriate 

methods, tools and resources to resolve the 

identified challenges. With the purpose of test-

ing the effect of each tool, resource and tech-

nique, we carry out a separate and a global 

evaluation. An additional motivation of our 

work is the fact that although previous ap-

proaches showed that opinion questions have 

longer answers than factual ones, the research 

done in OQA so far has only considered a sen-

tence-level approach. Another contribution this 

paper brings is the retrieval at 1 and 3-sentence 

level and the retrieval based on similarity to 

query paraphrases enriched with topic-related 

words). We believe retrieving longer text could 

cause additional problems such as redundancy, 

coreference and temporal expressions or the 

need to apply contextual information. Paraph-

rasing, on the other hand, had account for lan-

guage variability in a more robust manner; 

however, the paraphrase collections that are 

available at the moment are known to be noisy. 

The following sections are structured as fol-

lows: Section 3 presents the related work in the 

field and the competitions organized for systems 

tackling the OQA task. In Section 4 we describe 

the corpora used for the experiments we carried 

out and the set of questions asked over each of 

them. Section 5 presents the experimental set-

tings and the different system configurations we 

assessed. Section 6 shows the results of the 

evaluations, discusses the improvements and 

drops in performance using different configura-

tions. We finally conclude on our approaches in 

Section 7, proposing the lines for future work. 

3 Related Work 

QA can be defined as the task in which given a 

set of questions and a collection of documents, 

an automatic NLP system is employed to re-

trieve the answer to the queries in Natural Lan-

guage (NL). Research focused on building fac-

toid QA systems has a long tradition; however, 

it is only recently that researchers have started 

to focus on the development of OQA systems. 

(Stoyanov et al., 2005) and (Pustejovsky and 

Wiebe, 2006) studied the peculiarities of opi-

nion questions. (Cardie et al., 2003) employed 

opinion summarization to support a Multi-

Perspective QA system, aiming at identifying 

the opinion-oriented answers for a given set of 

questions. (Yu and Hatzivassiloglou, 2003) se-

parated opinions from facts and summarized 

them as answer to opinion questions. (Kim and 

Hovy, 2005) identified opinion holders, which 

are a key component in retrieving the correct 

answers to opinion questions. Due to the rea-

lized importance of blog data, recent years have 

also marked the beginning of NLP research fo-

cused on the development of opinion QA sys-

tems and the organization of international con-

ferences encouraging the creation of effective 

QA systems both for fact and subjective texts. 

The TAC 2008
2
 QA track proposed a collection 

                                                 
2 http://www.nist.gov/tac/ 
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of factoid and opinion queries called “rigid list” 

(factoid) and “squishy list” (opinion) respective-

ly, to which the traditional QA systems had to 

be adapted. Some participating systems treated 

opinionated questions as “other” and thus they 

did not employ opinion specific methods. How-

ever, systems that performed better in the 

“squishy list” questions than in the “rigid list” 

implemented additional components to classify 

the polarity of the question and of the extracted 

answer snippet. The Alyssa system (Shen et al, 

2007) uses a Support Vector Machines (SVM) 

classifier trained on the MPQA corpus (Wiebe 

et al., 2005), English NTCIR3 data and rules 

based on the subjectivity lexicon (Wilson et al., 

2005). (Varma et al., 2008) performed query 

analysis to detect the polarity of the question 

using defined rules. Furthermore, they filter 

opinion from fact retrieved snippets using a 

classifier based on Naïve Bayes with unigram 

features, assigning for each sentence a score that 

is a linear combination between the opinion and 

the polarity scores. The PolyU (Venjie et al., 

2008) system determines the sentiment orienta-

tion of the sentence using the Kullback-Leibler 

divergence measure with the two estimated lan-

guage models for the positive versus negative 

categories. The QUANTA (Li et al., 2008) sys-

tem performs opinion question sentiment analy-

sis by detecting the opinion holder, the object 

and the polarity of the opinion. It uses a seman-

tic labeler based on PropBank
4
 and manually 

defined patterns. Regarding the sentiment clas-

sification, they extract and classify the opinion 

words. Finally, for the answer retrieval, they 

score the retrieved snippets depending on the 

presence of topic and opinion words and only 

choose as answer the top ranking results. Other 

related work concerns opinion holder and target 

detection. NTCIR 7 and 8 organized MOAT 

(the Multilingual Opinion Analysis Task), in 

which most participants employed machine 

learning approaches using syntactic patterns 

learned on the MPQA corpus (Wiebe et al., 

2005). Starting from the abovementioned re-

search, our aim is to take a step forward to 

present approaches and employ opinion specific 

methods focused on improving the performance 

of our OQA. We perform the retrieval at 1 sen-

                                                 
3 http://research.nii.ac.jp/ntcir/ 
4http://verbs.colorado.edu/~mpalmer/projects/ace.html 

tence and 3 sentence-level and also determine 

the expected source (ES) and the expected tar-

get (ET) of the questions, which are fundamen-

tal to properly retrieve the correct answer. These 

two elements are selected employing semantic 

roles (SR). The expected answer type (EAT) is 

determined using Machine Learning (ML) using 

Support Vector Machine (SVM), by taking into 

account the interrogation formula, the subjectiv-

ity of the verb and the presence of polarity 

words in the target SR. In the case of expected 

opinionated answers, we also compute the ex-

pected polarity type (EPT) – by applying opi-

nion mining (OM) on the affirmative version of 

the question (e.g. for the question “Why do 

people prefer Starbucks to Dunkin Donuts?”, 

the affirmative version is “People prefer Star-

bucks to Dunkin Donuts because X”). These 

experiments are presented in more detail in  

Section 5.  

4 Corpora 

In order to carry out the present research for 

detecting and solving the complexities of opi-

nion QA, we employed two corpora of blog 

posts: EmotiBlog (Boldrini et al., 2009a) and 

the TAC 2008 Opinion Pilot test collection (part 

of the Blog06 corpus). 

The TAC 2008 Opinion Pilot test collection is 

composed by documents with the answers to the 

opinion questions given on 25 targets. EmotiB-

log is a collection of blog posts in English ex-

tracted form the Web. As a consequence, it 

represents a genuine example of this textual ge-

nre. It consists in a monothematic corpus about 

the Kyoto Protocol, annotated with the im-

proved version of EmotiBlog (Boldrini et al., 

2009b). It is well know that Opinion Mining 

(OM) is a very complex task due to the high 

variability of the language employed. Thus, our 

objective is to build an annotation model that is 

able to capture the whole range of phenomena 

specific to subjectivity expression. Additional 

criteria employed when choosing the elements 

to be annotated were effectiveness and noise 

minimization. Thus, from the first version of the 

model, the elements which did not prove to be 

statistically relevant have been eliminated. The 

elements that compose the improved version of 

the annotation model are presented in Table 1.   
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Elements Description 

Obj. speech Confidence, comment, source, target. 

Subj. speech Confidence, comment, level, emotion, 

phenomenon, polarity, source and 
target. 

Adjec-

tives/Adverbs 

Confidence, comment, level, emotion, 

phenomenon, modifier/not, polarity, 

source and target. 

Verbs/ Names Confidence, comment, level, emotion, 
phenomenon, polarity, mode, source 

and target. 

Anaphora Confidence, comment, type, source and 

target. 

Capital letter/ 
Punctuation 

Confidence, comment, level, emotion, 
phenomenon, polarity, source and 

target. 

Phenomenon Confidence, comment, type, colloca-

tion, saying, slang, title, and rhetoric. 

Reader/Author 
Interpr. (obj.) 

Confidence, comment, level, emotion, 
phenomenon, polarity, source and 

target. 

Emotions Confidence, comment, accept, anger, 

anticipation, anxiety, appreciation, bad, 
bewilderment, comfort, compassion… 

Table 1: EmotiBlog improved structure 

 
The first distinction consists in separating objec-

tive and subjective speech. Subsequently, a fin-

er-grained annotation is employed for each of 

the two types of data. Objective sentences are 

annotated with source and target (when neces-

sary, also the level of confidence of the annota-

tor and a comment). Subjective elements can be 

annotated at a sentence level, but they also have 

to be labeled at a word and/or phrase level. 

EmotiBlog also contains annotations of anapho-

ra at a cross-document level (to interpret the 

storyline of the posts) and the sentence type 

(simple sentence or title, but also saying or col-

location). Finally, the Reader and the Writer 

interpretation have to be marked in objective 

sentences. These elements are employed to 

mark and interpret correctly an apparent objec-

tive discourse, whose aim is to implicitly ex-

press an opinion (e.g. “The camera broke in two 

days”). The first is useful to extract what is the 

interpretation of the reader (for example if the 

writer says The result of their governing was an 

increase of 3.4% in the unemployment rate in-

stead of The result of their governing was a dis-

aster for the unemployment rate) and the second 

to understand the background of the reader (i.e.. 

These criminals are not able to govern instead 

of saying the x party is not able to govern). 

From this sentence, for example, the reader can 

deduce the political ideas of the writer. The 

questions whose answers are annotated with 

EmotiBlog are the subset of opinion questions in 

English presented in (Balahur et al., 2009). The 

complete list of questions is shown in Table 2.  

 
N Question 

2 What motivates people’s negative opinions on the 
Kyoto Protocol? 

5 What are the reasons for the success of the Kyoto 

Protocol? 

6 What arguments do people bring for their criticism 

of media as far as the Kyoto Protocol is concerned? 

7 Why do people criticize Richard Branson? 

11 What negative opinions do people have on Hilary 
Benn? 

12 Why do Americans praise Al Gore’s attitude towards 

the Kyoto protocol? 

15 What alternative environmental friendly resources 

do people suggest to use instead of gas en the future? 

16 Is Arnold Schwarzenegger pro or against the reduc-
tion of CO2 emissions? 

18 What improvements are proposed to the Kyoto Pro-

tocol? 

19 What is Bush accused of as far as political measures 

are concerned? 

20 What initiative of an international body is thought to 
be a good continuation for the Kyoto Protocol? 

Table 2: Questions over the EmotiBlog  

corpus 
 

The main difference between the two corpora 

employed is that Emotiblog is monothematic, 

containing only posts about the Kyoto Protocol, 

while the TAC 2008 corpus contains documents 

on a multitude of subjects. Therefore, different 

techniques must be adjusted in order to treat 

each of them.  

5 Experiments 

5.1 Question Analysis 

In order to be able to extract the correct answer 

to opinion questions, different elements must be 

considered. As stated in (Balahur et al., 2009) 

we need to determine both the expected answer 

type (EAT) of the question – as in the case of 

factoid ones - as well as new elements – such as 

expected polarity type (EPT). However, opi-

nions are directional – i.e., they suppose the ex-

istence of a source and a target to which they 

are addressed. Thus, we introduce two new 

elements in the question analysis – expected 

source (ES) and expected target (ET). These 

two elements are selected by applying SR and 

choosing the source as the agent in the sentence 

and the direct object (patient) as the target of the 

opinion. Of course, the source and target of the 
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opinions expressed can also be found in other 

roles, but at this stage we only consider these 

cases. The expected answer type (EAT) (e.g. 

opinion or other) is determined using Machine 

Learning (ML) using Support Vector Machine 

(SVM), by taking into account the interrogation 

formula, the subjectivity of the verb and the 

presence of polarity words in the target SR. In 

the case of expected opinionated answers, we 

also compute the expected polarity type (EPT) – 

by applying OM on the affirmative version of 

the question. An example of such a transforma-

tion is: given the question “What are the rea-

sons for the success of the Kyoto Protocol?”, 

the affirmative version of the question is “The 

reasons for the success of the Kyoto Protocol 

are X”.  

5.2 Candidate Snippet Retrieval 

In the answer retrieval stage, we employ four 

strategies:  

1. Using the JIRS (JAVA Information Re-

trieval System) IR engine (Gómez et al., 

2007) to find relevant snippets. JIRS re-

trieves passages (of the desired length), 

based on searching the question struc-

tures (n-grams) instead of the keywords, 

and comparing them.  

2. Using the “Yahoo” search engine to re-

trieve the first 20 documents that are 

most related to the query. Subsequently, 

we apply LSA on the retrieved docu-

ments and extract the words that are 

most related to the topic. Finally, we 

expand the query using words that are 

very similar to the topic and retrieve 

snippets that contain at least one of 

them and the ET. 

3. Generating equivalent expressions for 

the query, using the DIRT paraphrase 

collection (Lin and Pantel, 2001) and 

retrieving candidate snippets of length 1 

and 3 (length refers to the number of 

sentences retrieved) that are similar to 

each of the new generated queries and 

contain the ET. Similarity is computed 

using the cosine measure. Examples of 

alternative queries for “People like 

George Clooney” are “People adore 

George Clooney”, “People enjoy 

George Clooney”, “People prefer 

George Clooney”. 

4. Enriching the equivalent expressions for 

the query in 3. with the topic-related 

words discovered in 2. using LSA. 

5.3 Polarity and topic-polarity classifica-

tion of snippets 

In order to determine the correct answers from 

the collection of retrieved snippets, we must 

filter for the next processing stage only the can-

didates that have the same polarity as the ques-

tion EPT. For polarity detection, we use a com-

bined system employing SVM ML on unigram 

and bigram features trained on the NTCIR 

MOAT 7 data and an unsupervised lexicon-

based system. In order to compute the features 

for each of the unigrams and bigrams, we com-

pute the tf-idf scores. 

The unsupervised system uses the Opinion 

Finder lexicon to filter out subjective sentences 

– that contain more than two subjective words 

or a subjective word and a valence shifter (ob-

tained from the General Inquirer resource). Sub-

sequently, it accounts for the presence of opi-

nionated words from four different lexicons – 

MicroWordNet (Cerini et al., 2007), WordNet 

Affect (Strapparava and Valitutti, 2004) Emo-

tion Triggers (Balahur and Montoyo, 2008) and 

General Inquirer (Stone et al., 1966). For the 

joint topic-polarity analysis, we first employ 

LSA to determine the words that are strongly 

associated to the topic, as described in Section 

5.2 (second list item). Consequently, we com-

pute the polarity of the sentences that contain at 

least one topic word and the question target. 

5.4 Filtering using SR 

Finally, answers are filtered using the Semrol 

system for SR labeling described in (Moreda, 

2008). Subsequently, we filter all snippets with 

the required target and source as agent or pa-

tient. Semrol receives as input plain text with 

information about grammar, syntax, word 

senses, Named Entities and constituents of each 

verb. The system output is the given text, in 

which the semantic roles information of each 

constituent is marked. Ambiguity is resolved 
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depending on the machine algorithm employed, 

which in this case is TIMBL
5
. 

6 Evaluation and Discussion 

We evaluate our approaches on both the Emo-

tiBlog question collection, as well as on the 

TAC 2008 Opinion Pilot test set. We compare 

them against the performance of the system eva-

luated in (Balahur et al., 2009) and the best 

(Copeck et al., 2008) and worst (Varma et al., 

2008) scoring systems (as far as F-measure is 

concerned) in the TAC 2008 task.  For both the 

TAC 2008 and EmotiBlog sets of questions, we 

employ the SR system in SA and determine the 

ES, ET and EPT. Subsequently, for each of the 

two corpora, we retrieve 1-phrase and 3-phrase 

snippets. The retrieval of the of the EmotiBlog 

candidate snippets is done using query expan-

sion with LSA and filtering according to the ET. 

Further on, we apply sentiment analysis (SA) 

using the approach described in Section 5.3 and 

select only the snippets whose polarity is the 

same as the determined question EPT. The re-

sults are presented in Table 3.  
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1
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1 0 0 1 1 0 0 1 1 1 1 1 1 

1

6 

6 1 4 4 4 0 1 1 2 1 2 2 6 

1

8 

1 0 0 0 0 0 0 0 0 0 0 0 0 

1

9 

2

7 

1 5 6 1

8 

0 1 1 2 0 1 1 1 

2
0 

4 0 0 0 0 0 0 1 1 0 0 1 2 

Table 3: Results for questions over  

EmotiBlog 
 

                                                 
5
http://ilk.uvt.nl/downloads/pub/papers/Timbl_6.2_Manual

.pdf and http://ilk.uvt.nl/timbl/ 

The retrieval of the TAC 2008 1-phrase and 3-

phrase candidate snippets was done using JIRS 

and, in a second approach, using the cosine si-

milarity measure between alternative queries 

generated using paraphrases and candidate 

snippets. Subsequently, we performed different 

evaluations, in order to assess the impact of us-

ing different resources and tools. Since the TAC 

2008 had a limit of the output of 7000 charac-

ters, in order to compute a comparable F-

measure, at the end of each processing chain, 

we only considered the snippets for the 1-phrase 

retrieval and for the 3-phases one until this limit 

was reached. 

1. In the first evaluation, we only apply the 

sentiment analysis tool and select the snip-

pets that have the same polarity as the ques-

tion EPT and the ET is found in the snippet.  

(i.e. What motivates peoples negative opi-

nions on the Kyoto Protocol? The Kyoto 

Protocol becomes deterrence to economic 

development and international cooperation/ 

Secondly, in terms of administrative aspect, 

the Kyoto Protocol is difficult to implement.  

- same EPT and ET) 

We also detected cases of same polarity but 

no ET, e.g. These attempts mean annual ex-

penditures of $700 million in tax credits in 

order to endorse technologies, $3 billion in 

developing research and $200 million in 

settling technology into developing coun-

tries – EPT negative but not same ET. 

2. In the second evaluation, we add the result 

of the LSA process to filter out the snippets 

from 1., containing the words related to the 

topic starting from the retrieval performed 

by Yahoo, which extracts the first 20 docu-

ments about the topic. 

3. In the third evaluation, we filter the results 

in 2 by applying the Semrol system and set-

ting the condition that the ET and ES are the 

agent or the patient of the snippet. 

4. In the fourth evaluation setting, we replaced 

the set of snippets retrieved using JIRS with 

the ones obtained by generating alternative 

queries using paraphrases (as explained in 

the third method in section 5.2.). We subse-

quently filtered these results based on their 

polarity  (so that it corresponds to the EPT) 

and on the condition that the source and tar-

get of the opinion (identified through SRL 

using Semrol) correspond to the ES and ET.  
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5. In the fourth evaluation setting, we replaced 

the set of snippets retrieved using JIRS with 

the ones obtained by generating alternative 

queries using paraphrases, enriched with the 

topic words determined using LSA. We 

subsequently filtered these results based on 

their polarity (so that it corresponds to the 

EPT) and on the condition that the source 

and target of the opinion (identified through 

SRL using Semrol) correspond to the ES 

and ET.  

 
System F-measure 

Best TAC 0.534 

Worst TAC 0.101 

JIRS + SA+ET (1 phrase)  0.377 

JIRS + SA+ET (3 phrases)  0.431 

JIRS + SA+ET+LSA (1 phrase)  0.489 

JIRS + SA+ET+LSA (3 phrases)  0.505 

JIRS + SA+ET+LSA+SR (1 

phrase)  

0. 533 

JIRS + SA+ET+LSA+SR (3 

phrases) 

0.571 

PAR+SA+ET+SR(1 phrase) 0.345 

PAR+SA+ET+SR(2 phrase) 0.386 

PAR_LSA+SA+ET+SR (1 phra-

se) 

0.453 

PAR_LSA+SA+ET+SR (3 phra-

ses) 

0.434 

Table 4: Results for the TAC 2008 test set 

 
From the results obtained (Table 3 and Table 4), 

we can draw the following conclusions. Firstly, 

the hypothesis that OQA requires the retrieval 

of longer snippets was confirmed by the im-

proved results, both in the case of EmotiBlog, as 

well as the TAC 2008 corpus. Secondly, opi-

nion questions require the use of joint topic-

sentiment analysis. As we can see from the re-

sults, the use of topic-related words when com-

puting of the affect influences the results in a 

positive manner and joint topic-sentiment anal-

ysis is especially useful for the cases of ques-

tions asked on a monothematic corpus. Thirdly, 

another conclusion that we can draw is that tar-

get and source detection are highly relevant 

steps at the time of answer filtering, not only 

helping the more accurate retrieval of answers, 

but also at placing at the top of the retrieval the 

relevant results (as more relevant information is 

contained within these 7000 characters). The 

use of paraphrases at the retrieval stage was 

shown to produce a significant drop in results, 

which we explain by the noise introduced and 

the fact that more non-relevant answer candi-

dates were introduced among the results. None-

theless, as we can see from the overall relatively 

low improvement in the results, much remains 

to be done in order to appropriately tackle 

OQA. As seen in the results, there are still ques-

tions for which no answer is found (e.g. 18). 

This is due to the fact that the treatment of such 

questions requires the use of inference tech-

niques that are presently unavailable (i.e. define 

terms such as “improvement”, possibly as “X 

better than Y”, in which case opinion extraction 

from comparative sentences should be intro-

duced in the model).  

The results obtained when using all the compo-

nents for the 3-sentence long snippets signifi-

cantly improve the results obtained by the best 

system participating in the TAC 2008 Opinion 

Pilot competition (determined using a paired t-

test for statistical significance, with confidence 

level 5%). Finally, from the analysis of the er-

rors, we could see that even though some tools 

are in theory useful and should produce higher 

improvements – such as SR – their performance 

in reality does not produce drastically higher 

results. The idea to use paraphrases for query 

expansion also proved to decrease the system 

performance. From preliminary results obtained 

using JavaRap
6
 for coreference resolution, we 

also noticed that the performance of the OQA 

lowered, although theoretically it should have 

improved. 

7 Conclusions ad Future Work 

In this paper, we presented and evaluated differ-

ent methods and techniques with the objective 

of improving the task of QA in the context of 

opinion data. From the evaluations performed 

using different NLP resources and tools, we 

concluded that joint topic-sentiment analysis, as 

well as the target and source identification, are 

crucial for the correct performance of this task. 

We have also demonstrated that by retrieving 

longer answers, the results have improved. We 

tested, within a simple setting, the impact of 

using paraphrases in the context of opinion 

questions and saw that their use lowered the 

system results. Although such paraphrase col-

                                                 
6http://wing.comp.nus.edu.sg/~qiu/NLPTools/JavaRAP.ht

m 
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lections include a lot of noise and have been 

shown to decrease system performance even in 

the case of factual questions, we believe that 

other types of paraphrasing methods should be 

investigated in the context of OQA. We thus 

showed that opinion QA requires the develop-

ment of appropriate strategies at the different 

stages of the task (recognition of subjective 

questions, detection of subjective content of the 

questions, source and target identification, re-

trieval and classification of the candidate an-

swer data). Due to the high level of complexity 

of subjective language, our future work will be 

focused on testing higher-performing tools for 

coreference resolution, other (opinion) paraph-

rases collections and paraphrasing methods and 

the employment of external knowledge sources 

that refine the semantics of queries. We also 

plan to include other SA methods and extend 

the semantic roles considered for ET and ES, 

with the purpose of checking if they improve or 

not the performance of the QA system. 
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Abstract

In this paper, we propose an approach to
automatically detect sentiments on Twit-
ter messages (tweets) that explores some
characteristics of how tweets are written
and meta-information of the words that
compose these messages. Moreover, we
leverage sources of noisy labels as our
training data. These noisy labels were
provided by a few sentiment detection
websites over twitter data. In our experi-
ments, we show that since our features are
able to capture a more abstract represen-
tation of tweets, our solution is more ef-
fective than previous ones and also more
robust regarding biased and noisy data,
which is the kind of data provided by these
sources.

1 Introduction

Twitter is one of the most popular social network
websites and has been growing at a very fast pace.
The number of Twitter users reached an estimated
75 million by the end of 2009, up from approx-
imately 5 million in the previous year. Through
the twitter platform, users share either information
or opinions about personalities, politicians, prod-
ucts, companies, events (Prentice and Huffman,
2008) etc. This has been attracting the attention
of different communities interested in analyzing
its content.

Sentiment detection of tweets is one of the basic
analysis utility functions needed by various appli-
cations over twitter data. Many systems and ap-
proaches have been implemented to automatically
detect sentiment on texts (e.g., news articles, Web
reviews and Web blogs) (Pang et al., 2002; Pang
and Lee, 2004; Wiebe and Riloff, 2005; Glance
et al., 2005; Wilson et al., 2005). Most of these

approaches use the raw word representation (n-
grams) as features to build a model for sentiment
detection and perform this task over large pieces
of texts. However, the main limitation of using
these techniques for the Twitter context is mes-
sages posted on Twitter, so-called tweets, are very
short. The maximum size of a tweet is 140 char-
acters.

In this paper, we propose a 2-step sentiment
analysis classification method for Twitter, which
first classifies messages as subjective and ob-
jective, and further distinguishes the subjective
tweets as positive or negative. To reduce the la-
beling effort in creating these classifiers, instead
of using manually annotated data to compose the
training data, as regular supervised learning ap-
proaches, we leverage sources of noisy labels as
our training data. These noisy labels were pro-
vided by a few sentiment detection websites over
twitter data. To better utilize these sources, we
verify the potential value of using and combining
them, providing an analysis of the provided labels,
examine different strategies of combining these
sources in order to obtain the best outcome; and,
propose a more robust feature set that captures a
more abstract representation of tweets, composed
by meta-information associated to words and spe-
cific characteristics of how tweets are written. By
using it, we aim to handle better: the problem
of lack of information on tweets, helping on the
generalization process of the classification algo-
rithms; and the noisy and biased labels provided
by those websites.

The remainder of this paper is organized as fol-
lows. In Section 2, we provide some context about
messages on Twitter and about the websites used
as label sources. We introduce the features used
in the sentiment detection and also provide a deep
analysis of the labels generated by those sources
in Section 3. We examine different strategies of
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combining these sources and present an extensive
experimental evaluation in Section 4. Finally, we
discuss previous works related to ours in Section 5
and conclude in Section 6, where we outline direc-
tions and future work.

2 Preliminaries

In this section, we give some context about Twitter
messages and the sources used for our data-driven
approach.

Tweets. The Twitter messages are called tweets.
There are some particular features that can be used
to compose a tweet (Figure 1 illustrates an ex-
ample): “RT” is an acronym for retweet, which
means the tweet was forwarded from a previous
post; “@twUser” represents that this message is a
reply to the user “twUser”; “#obama” is a tag pro-
vided by the user for this message, so-called hash-
tag; and “http://bit.ly/9K4n9p” is a link to some
external source. Tweets are limited to 140 charac-
ters. Due to this lack of information in terms of
words present in a tweet, we explore some of the
tweet features listed above to boost the sentiment
detection, as we will show in detail in Section 3.

Data Sources. We collected data from 3 differ-
ent websites that provide almost real-time senti-
ment detection for tweets: Twendz, Twitter Sen-
timent and TweetFeel. To collect data, we issued
a query containing a common stopword “of”, as
we are interested in collecting generic data, and
retrieved tweets from these sites for three weeks,
archiving the returned tweets along with their sen-
timent labels. Table 1 shows more details about
these sources. Two of the websites provide 3-
class detection: positive, negative and neutral and
one of them just 2-class detection. One thing to
note is our crawling process obtained a very dif-
ferent number of tweets from each website. This
might be a result of differences among their sam-
pling processes of Twitter stream or some kind of
filtering process to output. For instance, a site
may only present the tweets it has more confi-
dence about their sentiment. In Section 3, we
present a deep analysis of the data provided by
these sources, showing if they are useful to build
a sentiment classification.

RT @twUser: Obama is the first U.S. president not to
have seen a new state added in his lifetime.
http://bit.ly/9K4n9p #obama

Figure 1: Example of a tweet.

3 Twitter Sentiment Detection

Our goal is to categorize a tweet into one of the
three sentiment categories: positive, neutral or
negative. Similar to (Pang and Lee, 2004; Wil-
son et al., 2005), we implement a 2-step sentiment
detection framework. The first step targets on dis-
tinguishing subjective tweets from non-subjective
tweets (subjectivity detection). The second one
further classifies the subjective tweets into posi-
tive and negative, namely, the polarity detection.
Both classifiers perform prediction using an ab-
stract representation of the sentences as features,
as we show later in this section.

3.1 Features

A variety of features have been exploited on the
problem of sentiment detection (Pang and Lee,
2004; Pang et al., 2002; Wiebe et al., 1999; Wiebe
and Riloff, 2005; Riloff et al., 2006) including un-
igrams, bigrams, part-of-speech tags etc. A natu-
ral choice would be to use the raw word represen-
tation (n-grams) as features, since they obtained
good results in previous works (Pang and Lee,
2004; Pang et al., 2002) that deal with large texts.
However, as we want to perform sentiment detec-
tion on very short messages (tweets), this strat-
egy might not be effective, as shown in our ex-
periments. In this context, we are motivated to
develop an abstract representation of tweets. We
propose the use of two sets of features: meta-
information about the words on tweets and char-
acteristics of how tweets are written.
Meta-features. Given a word in a tweet, we map
it to its part-of-speech using a part-of-speech dic-
tionary1. Previous approaches (Wiebe and Riloff,
2005; Riloff et al., 2003) have shown that the ef-
fectiveness of using POS tags for this task. The
intuition is certain POS tags are good indica-
tors for sentiment tagging. For example, opin-
ion messages are more likely containing adjec-

1The pos dictionary we used in this paper is available at:
http://wordlist.sourceforge.net/pos-readme.
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Data sources URL # Tweets Sentiments
Twendz http://twendz.waggeneredstrom.com/ 254081 pos/neg/neutral
Twitter Sentiment http://twittersentiment.appspot.com/ 79696 pos/neg/neutral
TweetFeel http://www.tweetfeel.com/ 13122 pos/neg

Table 1: Information about the 3 data sources.

tives or interjections. In addition to POS tags,
we map the word to its prior subjectivity (weak
and strong subjectivity), also used by (Wiebe and
Riloff, 2005), and polarity (positive, negative and
neutral). The prior polarity is switched from pos-
itive to negative or vice-versa when a negative
expression (as, e.g., “don’t”, “never”) precedes
the word. We obtained the prior subjectivity and
polarity information from subjectivity lexicon of
about 8,000 words used in (Riloff and Wiebe,
2003)2. Although this is a very comprehensive
list, slang and specific Web vocabulary are not
present on it, e.g., words as “yummy” or “ftw”.
For this reason, we collected popular words used
on online discussions from many online sources
and added them to this list.
Tweet Syntax Features. We exploited the syn-
tax of the tweets to compose our features. They
are: retweet; hashtag; reply; link, if the tweet con-
tains a link; punctuation (exclamation and ques-
tions marks); emoticons (textual expression rep-
resenting facial expressions); and upper cases (the
number of words that starts with upper case in the
tweet).

The frequency of each feature in a tweet is di-
vided by the number of the words in the tweet.

3.2 Subjectivity Classifier

As we mentioned before, the first step in our tweet
sentiment detection is to predict the subjectivity of
a given tweet. We decided to create a single clas-
sifier by combining the objectivity sentences from
Twendz and Twitter Sentiment (objectivity class)
and the subjectivity sentences from all 3 sources.
As we do not know the quality of the labels pro-
vided by these sources, we perform a cleaning
process over this data to assure some reasonable
quality. These are the steps:

1. Disagreement removal: we remove the

2The subjectivity lexicon is available at
http://www.cs.pitt.edu/mpqa/

tweets that are disagreed between the data
sources in terms of subjectivity;

2. Same user’s messages: we observed that the
users with the highest number of messages
in our dataset are usually those ones that post
some objective messages, for example, ad-
vertising some product or posting some job
recruiting information. For this reason, we
allowed in the training data only one message
from the same user. As we show later, this
boosts the classification performance, mainly
because it removes tweets labeled as subjec-
tive by the data sources but are in fact objec-
tive;

3. Top opinion words: to clean the objective
training set, we remove from this set tweets
that contain the top-n opinion words in the
subjectivity training set, e.g., words as cool,
suck, awesome etc.

As we show in Section 4, this process is in fact
able to remove certain noisy in the training data,
leading to a better performing subjectivity classi-
fier.

To illustrate which of the proposed features are
more effective for this task, the top-5 features in
terms of information gain, based on our training
data, are: positive polarity, link, strong subjec-
tive, upper case and verbs. Three of them are
meta-information (positive polarity, strong sub-
jective and verbs) and the other two are tweet
syntax features (link and upper case). Here is
a typical example of a objective tweet in which
the user pointed an external link and used many
upper case words: “Starbucks Expands Pay-By-
IPhone Pilot to 1,000 Stores—Starbucks cus-
tomers with Apple iPhones or iPod touches can
.. http://oohja.com/x9UbC”.
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3.3 Polarity Classifier
The second step of our sentiment detection ap-
proach is polarity classification, i.e., predict-
ing positive or negative sentiment on subjective
tweets. In this section, first we analyze the qual-
ity of the polarity labels provided by the three
sources, and whether their combination has the
potential to bring improvement. Second, we
present some modifications in the proposed fea-
tures that are more suitable for this task.

3.3.1 Analysis of the Data Sources
The 3 data sources used in this work provide

some kind of polarity labels (see Table 1). Two
questions we investigate regarding these sources
are: (1) how useful are these polarity labels? and
(2) does combining them bring improvement in
accuracy?

We take the following aspects into considera-
tion:

• Labeler quality: if the labelers have low qual-
ity, combine them might not bring much im-
provement (Sheng et al., 2008). In our case,
each source is treated as a labeler;

• Number of labels provided by the labelers:
if the labels are informative, i.e., the prob-
ability of them being correct is higher than
0.5, the more the number of labels, the higher
is the performance of a classifier built from
them (Sheng et al., 2008);

• Labeler bias: the labeled data provided by
the labelers might be only a subset of the
real data distribution. For instance, labelers
might be interested in only providing labels
that they are more confident about;

• Different labeler bias: if labelers make simi-
lar mistakes, the combination of them might
not bring much improvement.

We provide an empirical analysis of these
datasets to address these points. First, we measure
the polarity detection quality of a source by calcu-
lating the probability p of a label from this source
being correct. We use the data manually labeled
for assessing the classifiers’ performance (testing
data, see Section 4) to obtain the correct labels of

Data sources Quality Entropy
Twendz 0.77 8.3
TwitterSentiment 0.82 7.9
TweetFeel 0.89 7.5

Table 2: Quality of the labels and entropy of the
tweets provided by each data source for the polar-
ity detection.

a data sample. Table 2 shows their values. We can
conclude from these numbers that the 3 sources
provide a reasonable quality data. This means that
combining them might bring some improvement
to the polarity detection instead of, for instance,
using one of them in isolation. An aspect that is
overlooked by quality is the bias of the data. For
instance, by examining the data from TwitterFeel,
we found out that only 4 positive words (“awe-
some”,“rock”,“love” and “beat”) cover 95% of
their positive examples and only 6 negative words
(“hate”,“suck”,“wtf”,“piss”,“stupid” and “fail”)
cover 96% of their negative set. Clearly, the data
provided by this source is biased towards these
words. This is probably the reason why this web-
site outputs such fewer number of tweets com-
pared to the other websites (see Table 1) as well
as why its data has the smallest entropy among
the sources (see Table 2).

The quality of the data and its individual bias
have certainly impact in the combination of labels.
However, there is other important aspect that one
needs to consider: different bias between the la-
belers. For instance, if labelers a and b make sim-
ilar decisions, we expect that combining their la-
bels would not bring much improvement. There-
fore, the diversity of labelers is a key element in
combining them (Polikar, 2006). One way to mea-
sure this is by calculating the agreement between
the labels produced by the labelers. We use the
kappa coefficient (Cohen, 1960) to measure the
degree of agreement between two sources. Ta-
ble 3 presents the coefficients for each par of data
source. All the coefficients are between 0.4 and
0.6, which represents a moderate agreement be-
tween the labelers (Landis and Koch, 1977). This
means that in fact the sources provide different
bias regarding polarity detection.
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Data sources Kappa
Twendz/TwitterSentiment 0.58
TwitterSentiment/TweetFeel 0.58
Twendz/TweetFeel 0.44

Table 3: Kappa coefficient between pairs of
sources.

From this analysis we can conclude that com-
bining the labels provided by the 3 sources can
improve the performance of the polarity detec-
tion instead of using one of them in isolation be-
cause they provide diverse labels (moderate kappa
agreement) of reasonable quality, although there
is some issues related to bias of the labels pro-
vided by them. In our experimental evaluation in
Section 4, we present results obtained by different
strategies of combining these sources that confirm
these findings.

3.3.2 Polarity Features
The features used in the polarity detection are

the same ones used in the subjectivity detection.
However, as one would expect the set of the most
discriminative features is different between the
two tasks. For subjectivity detection, the top-5
features in terms of information gain, based on
the training data, are: negative polarity, positive
polarity, verbs, good emoticons and upper case.
For this task, the meta-information of the words
(negative polarity, positive polarity and verbs) is
more important than specific features from Twitter
(good emoticons and upper case), whereas for the
subjectivity detection, tweet syntax features have
a higher relevance.

This analysis show that prior polarity is very
important for this task. However, one limitation
of using it from a generic list is its values might
not hold for some specific scenario. For instance,
the polarity of the word “spot” is positive accord-
ing to this list. However, looking at our training
data almost half of the occurrences of this word
appears in the positive set and the other half in
the negative set. Thus, it is not correct to as-
sume that prior polarity of “spot” is 1 for this
particular data. This example illustrates our strat-
egy to weight the prior polarities: for each word
w with prior polarity defined by the list, we cal-

culate the prior polarity of w, pol(w), based on
the distribution of w in the positive and negative
sets. Thus, polpos(w) = count(w, pos)/count(w)
and polneg(w) = 1− polpos(w). We assume the
polarity of a word is associated with the polar-
ity of the sentence, which seems to be reasonable
since we are dealing with very short messages.
Although simple, this strategy is able to improve
the polarity detection, as we show in Section 4.

4 Experiments

We have performed an extensive performance
evaluation of our solution for twitter sentiment
detection. Besides analyzing its overall perfor-
mance, our goals included: examining different
strategies to combine the labels provided by the
sources; comparing our approach to previous ones
in this area; and evaluating how robust our solu-
tion is to the noisy and biased data described in
Section 3.

4.1 Experimental Setup

Data Sets. For the subjectivity detection, after
the cleansing processing (see Section 3), the train-
ing data contains about 200,000 tweets (roughly
100,000 tweets were labeled by the sources as
subjective ones and 100,000 objective ones), and
for polarity detection, 71046 positive and 79628
negative tweets. For test data, we manually la-
beled 1,000 tweets as positive, negative and neu-
tral. We also built a development set (1,000
tweets) to tune the parameters of the classification
algorithms.
Approaches. For both tasks, subjectivity and po-
larity detection, we compared our approach with
previous ones reported in the literature. Detailed
explanation about them are as follows:

• ReviewSA: this is the approach proposed
by Pang and Lee (Pang and Lee, 2004)
for sentiment analysis in regular online re-
views. It performs the subjectivity detec-
tion on a sentence-level relying on the prox-
imity between sentences to detect subjectiv-
ity. The set of sentences predicted as subjec-
tive is then classified as negative or positive
in terms of polarity using the unigrams that
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compose the sentences. We used the imple-
mentation provided by LingPipe (LingPipe,
2008);

• Unigrams: Pang et al. (Pang et al., 2002)
showed unigrams are effective for sentiment
detection in regular reviews. Based on that,
we built unigram-based classifiers for the
subjectivity and polarity detections over the
training data. Another approach that uses un-
igrams is the one used by TwitterSentiment
website. For polarity detection, they select
the positive examples for the training data
from the tweets containing good emoticons
and negative examples from tweets contain-
ing bad emoticons. (Go et al., 2009). We
built a polarity classifier using this approach
(Unigrams-TS).

• TwitterSA: TwitterSA exploits the features
described in Section 3 in this paper. For
the subjectivity detection, we trained a clas-
sifier from the two available sources, us-
ing the cleaning process described in Sec-
tion 3 to remove noise in the training data,
TwitterSA(cleaning), and other classifier
trained from the original data, TwitterSA(no-
cleaning). For the polarity detection task,
we built a few classifiers to compare their
performances: TwitterSA(single) and Twit-
terSA(weights) are two classifiers we trained
using combined data from the 3 sources.
The only difference is TwitterSA(weights)
uses the modification of weighting the prior
polarity of the words based on the train-
ing data. TwitterSA(voting) and Twit-
terSA(maxconf) combine classification out-
puts from 3 classifiers respectively trained
from each source. TwitterSA(voting) uses
majority voting to combine them and Twit-
terSA(maxconf) picks the one with maxi-
mum confidence score.

We use Weka (Witten and Frank, 2005) to cre-
ate the classifiers. We tried different learning al-
gorithms available on Weka and SVM obtained
the best results for Unigrams and TwitterSA. Ex-
perimental results reported in this section are ob-
tained using SVM.

4.2 Subjectivity Detection Evaluation
Table 4 shows the error rates obtained by the dif-
ferent subjectivity detection approaches. Twit-
terSA achieved lower error rate than both Uni-
grams and ReviewSA. As a result, these num-
bers confirm that features inferred from meta-
information of words and specific syntax features
from tweets are better indicators of the subjectiv-
ity than unigrams. Another advantage of our ap-
proach is since it uses only 20 features, the train-
ing and test times are much faster than using thou-
sands of features like Unigrams. One of the rea-
sons why TwitterSA obtained such a good perfor-
mance was the process of data cleansing (see Sec-
tion 3). The label quality provided by the sources
for this task was very poor: 0.66 for Twendz and
0.68 for TwitterSentiment. By cleaning the data,
the error decreased from 19.9, TwitterSA(no-
cleaning), to 18.1, TwitterSA(cleaning). Regard-
ing ReviewSA, its lower performance is expected
since tweets are composed by single sentences
and ReviewSA relies on the proximity between
sentences to perform subjectivity detection.

We also investigated the influence of the size of
training data on classification performance. Fig-
ure 2 plots the error rates obtained by TwitterSA
and Unigrams versus the number of training ex-
amples. The curve corresponding to TwitterSA
showed that it achieved good performances even
with a small training data set, and kept almost con-
stant as more examples were added to the train-
ing data, whereas for Unigrams the error rate de-
creased. For instance, with only 2,000 tweets as
training data, TwitterSA obtained 20% of error
rate whereas Unigrams 34.5%. These numbers
show that our generic representation of tweets
produces models that are able to generalize even
with a few examples.

4.3 Polarity Detection Evaluation
We provide the results for polarity detection
in Table 5. The best performance was ob-
tained by TwitterSA(maxconf), which combines
results of the 3 classifiers, respectively trained
from each source, by taking the output by the
most confident classifier, as the final predic-
tion. TwitterSA(maxconf) was followed by Twit-
terSA(weights) and TwitterSA(single), both cre-
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ated from a single training data. This result shows
that computing the prior polarity of the words
based on the training data TwitterSA(weights)
brings some improvement for this task. Twit-
terSA(voting) obtained the highest error rate
among the TwitterSA approaches. This implies
that, in our scenario, the best way of combining
the merits of the individual classifiers is by using
a confidence score approach.

Unigrams also achieved comparable perfor-
mances. However, when reducing the size of the
training data, the performance gap between Twit-
terSA and Unigrams is much wider. Figure 3
shows the error rate of both approaches3 in func-
tion of the training size. Similar to subjectivity de-
tection, the training size does not have much influ-
ence in the error rate for TwitterSA. However for
Unigrams, it decreased significantly as the train-
ing size increased. For instance, for a training
size with 2,000 tweets, the error rate for Unigrams
was 46% versus 23.8% for our approach. As for
subjectivity detection, this occurs because our fea-
tures are in fact able to capture a more general rep-
resentation of the tweets.

Another advantage of TwitterSA over Uni-
grams is that it produces more robust models. To
illustrate this, we present the error rates of Uni-
grams and TwitterSA where the training data is
composed by data from each source in isolation.
For the TweetFeel website, where data is very bi-
ased (see Section 3), Unigrams obtained an error
rate of 44.5% whereas over a sample of the same
size of the combined training data (Figure 3), it
obtained an error rate of around 30%. Our ap-
proach also performed worse over this data than
the general one, but still had a reasonable er-
ror rate, 25.1%. Regarding the Twendz website,
which is the noisiest one (Section 3), Unigrams
also obtained a poor performance comparing it
against its performance over a sample of the gen-
eral data with a same size (see Table 5 and Fig-
ure 3). Our approach, on the other hand, was
not much influenced by the noise (22.9% on noisy
data and around 20% on the sample of same size
of the general data). Finally, since the data qual-
ity provided by TwitterSentiment is better than the

3For this experiment, we used the TwitterSA(single) con-
figuration.

Approach Error rate
TwitterSA(cleaning) 18.1
TwitterSA(no-cleaning) 19.9
Unigrams 27.6
ReviewSA 32

Table 4: Results for subjectivity detection.

Approach Error rate
TwitterSA(maxconf) 18.7
TwitterSA(weights) 19.4
TwitterSA(single) 20
TwitterSA(voting) 22.6
Unigrams 20.9
ReviewSA 21.7
Unigrams-TS 24.3

Table 5: Results for polarity detection.

Site Training Size TwitterSA Unigrams
TweetFeel 13120 25.1 44.5
Twendz 78025 22.9 32.3
TwitterSentiment 59578 22 23.4

Table 6: Training data size for each source and
error rates obtained by classifiers built from them.
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Figure 2: Influence of the training data size in the
error rate of subjectivity detection using Unigrams
and TwitterSA.

previous sources (Table 2), there was not much
impact over both classifiers created from it.

From this analysis over real data, we can con-
clude that our approach produces (1) an effective
polarity classifier even when only a small number
of training data is available; (2) a robust model to
bias and noise in the training data; and (3) com-
bining data sources with such distinct characteris-
tics, as our data analysis in Section 3 pointed out,
is effective.
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Figure 3: Influence of the training data size in
the error rate of polarity detection using Unigrams
and TwitterSA.

5 Related Work

There is a rich literature in the area of sentiment
detection (see e.g., (Pang et al., 2002; Pang and
Lee, 2004; Wiebe and Riloff, 2005; Go et al.,
2009; Glance et al., 2005). Most of these ap-
proaches try to perform this task on large texts, as
e.g., newspaper articles and movie reviews. An-
other common characteristic of some of them is
the use of n-grams as features to create their mod-
els. For instance, Pang and Lee (Pang and Lee,
2004) explores the fact that sentences close in a
text might share the same subjectivity to create a
better subjectivity detector and, similar to (Pang et
al., 2002), uses unigrams as features for the polar-
ity detection. However, these approaches do not
obtain a good performance on detecting sentiment
on tweets, as we showed in Section 4, mainly be-
cause tweets are very short messages. In addition
to that, since they use a raw word representation,
they are more sensible to bias and noise, and need
a much higher number of examples in the train-
ing data than our approach to obtain a reasonable
performance.

The Web sources used in this paper and some
other websites provide sentiment detection for
tweets. A great limitation to evaluate them is they
do not make available how their classification was
built. One exception is TwitterSentiment (Go et
al., 2009), for instance, which considers tweets
with good emoticons as positive examples and
tweets with bad emoticons as negative examples
for the training data, and builds a classifier using

unigrams and bigrams as features. We showed
in Section 4 that our approach works better than
theirs for this problem, obtaining lower error rates.

6 Conclusions and Future Work

We have presented an effective and robust sen-
timent detection approach for Twitter messages,
which uses biased and noisy labels as input to
build its models. This performance is due to the
fact that: (1) our approach creates a more abstract
representation of these messages, instead of using
a raw word representation of them as some pre-
vious approaches; and (2) although noisy and bi-
ased, the data sources provide labels of reasonable
quality and, since they have different bias, com-
bining them also brought some benefits.

The main limitation of our approach is the cases
of sentences that contain antagonistic sentiments.
As future work, we want to perform a more fine
grained analysis of sentences in order to identify
its main focus and then based the sentiment clas-
sification on it.
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Abstract

We propose a methodology for investigat-
ing how well NLP systems handle mean-
ing preserving syntactic variations. We
start by presenting a method for the semi
automated creation of a benchmark where
entailment is mediated solely by meaning
preserving syntactic variations. We then
use this benchmark to compare a seman-
tic role labeller and two grammar based
RTE systems. We argue that the proposed
methodology (i) supports a modular eval-
uation of the ability of NLP systems to
handle the syntax/semantic interface and
(ii) permits focused error mining and er-
ror analysis.

1 Introduction

First launched in 2005, the Recognising Textual
Inference Challenge (RTE)1 aims to assess in how
far computer systems can emulate a human being
in determining whether a short text fragment H
referred to as the hypothesis, follows from or is
contradicted by a text fragment T . In the RTE
benchmarks, the hypothesis is a short constructed
sentence whilst the text fragments are short pas-
sages of naturally occurring texts. As a result, the
RTE challenge permits evaluating the capacity of
NLP systems to handle local textual inference on
real data, an enabling technology for any applica-
tions involving document interpretation.

In this paper, we focus on entailments based on
meaning entailing, syntactic transformations such
as:

(1) The man gives the woman the flowers that
smell nice ⇒ The flowers which are given
to the woman smell nice

1http://www.pascal-network.org/
Challenges/RTE

We start (Section 2) by motivating the ap-
proach. We argue that the proposed evaluation
methodology (i) interestingly complements the
RTE challenge in that it permits a modular, ana-
lytic evaluation of the ability of NLP systems to
handle syntax-based, sentential inference and (ii)
permits focused error mining and analysis .

In Section 3, we go on to describe the bench-
mark construction process. Each item of the con-
structed benchmark associates two sentences with
a truth value (true or false) indicating whether
or not the second sentence can be understood to
follow from the first. The construction of these
benchmark items relies on the use of a gram-
mar based surface realiser and we show how this
permits automatically associating with each infer-
ence item, an entailment value (true or false) and
a detailed syntactic annotation reflecting the syn-
tactic constructs present in the two sentences con-
stituting each benchmark item.

In section 4, we use the benchmark to evaluate
and compare three systems designed to recognise
meaning preserving syntactic variations namely,
a semantic role labeller, Johan Bos’ Nutcracker
RTE system (where the syntax/semantic interface
is handled by a semantic construction module
working on the output of combinatory categorial
grammar parser) and the Afazio system, a hybrid
system combining statistical parsing, symbolic se-
mantic role labelling and sentential entailment de-
tection using first order logic. We give the eval-
uation figures for each system. Additionally, we
show how the detailed syntactic annotations au-
tomatically associated with each benchmark item
by the surface realiser can be used to identify the
most likely source of errors that is, the syntactic
constructs that most frequently co-occur with en
entailment recognition error.
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2 Motivations

Arguably focusing on meaning entailing syntac-
tic transformations is very weak. Indeed, one of
the key conclusions at the second RTE Challenge
Workshop was that entailment modeling requires
vast knowledge resources that correspond to dif-
ferent types of entailment reasoning e.g., ontolog-
ical and lexical relationships, paraphrases and en-
tailment rules, meaning entailing syntactic trans-
formations and last but not least, world knowl-
edge. Further, Manning (2006) has strongly ar-
gued against circumscribing the RTE data to cer-
tain forms of inference such as for instance, infer-
ences based solely on linguistic knowledge. Fi-
nally, it is also often insisted that naturally occur-
ring data should be favored over constructed data.

While we agree that challenges such as the RTE
challenge are useful in testing systems abilities to
cope with real data, we believe there is also room
for more focused evaluation setups.

Focusing on syntax based entailments. As
mentioned above, syntax based entailment is only
one of the many inference types involved in deter-
mining textual entailment. Nevertheless, a manual
analysis of the RTE1 data by (Vanderwende et al.,
2005) indicates that 37% of the examples could
be handled by considering syntax alone. Sim-
ilarly, (Garoufi, 2007) shows that 37.5% of the
RTE2 data does not involve deep reasoning and
more specifically, that 33.8% of the RTE2 data in-
volves syntactic or lexical knowledge only. Hence
although the holistic, blackbox type of evaluation
practiced in the RTE challenge is undeniably use-
ful in assessing the ability of existing systems to
handle local textual inference, a more analytic,
modular kind of evaluation targeting syntax-based
entailment reasoning is arguably also of interest.

Another interesting feature of the SSI (syntax-
based sentential entailment) task we propose is
that it provides an alternative way of evaluating
semantic role labelling (SRL) systems. Typically,
the evaluation of SRL systems relies on a hand an-
notated corpus such as PropBank or the FrameNet
corpus. The systems precision and recall are then
computed w.r.t. this reference corpus. As has been
repeatedly argued (Moll and Hutchinson, 2003;
Galliers and Jones, 1993), intrinsic evaluations

may be of very limited value. For semantically
oriented tools such as SRL systems, it is important
to also assess their results w.r.t. the task which
they are meant support namely reasoning : Do
the semantic representations built by SRL help in
making the correct inferences ? Can they be used,
for instance, to determine whether a given sen-
tence answers a given question ? or whether the
content of one sentence follow from that another ?
As explained in (Giampiccolo et al., 2007), entail-
ment recognition is a first, major step towards an-
swering these questions. Accordingly, instead of
comparing the representations produced by SRL
systems against a gold standard, the evaluation
scheme presented here, permits evaluating them
w.r.t. their ability to capture syntax based senten-
tial inference.

It is worth adding that, although the present pa-
per focuses on entailments strictly based on syn-
tax, the proposed methodology should straight-
forwardly extend to further types of entailment
such as in particular, entailments involving lexi-
cal relations (synonymy, antonymy, etc.) or entail-
ments involving more complex semantic phenom-
ena such as the interplay between different classes
of complement taking verbs, polarity and author
commitment discussed in (Nairn et al., 2006).
This is because as we shall see in section 3, our
approach is based on an extensive, hand written
grammar of English integrating syntax and se-
mantics. By modifying the grammar, the lexicon
and/or the semantics, data of varying linguistic
type and complexity can be produced and used for
evaluation.

Hand constructed vs. naturally occurring data.
Although in the 90s, hand tailored testsuites such
as (Lehmann et al., 1996; Cooper et al., 1995)
were deemed useful for evaluating NLP systems,
it is today generally assumed that, for evaluation
purposes, naturally occurring data is best. We ar-
gue that constructed data can interestingly com-
plement naturally occurring data.

To start with, we agree with (Crouch et al.,
2006; Cohen et al., 2008) that science generally
benefits from combining laboratory and field stud-
ies and more specifically, that computational lin-
guistics can benefit from evaluating systems on
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a combination of naturally occurring and con-
structed data.

Moreover, constructed data need not be hand
constructed. Interestingly, automating the produc-
tion of this data can help provide better data anno-
tation as well as better and better balanced data
coverage than both hand constructed data and nat-
urally occurring data. Indeed, as we shall show
in section 4, the benchmark creation process pre-
sented here supports a detailed and fully auto-
mated annotation of the syntactic properties as-
sociated with each benchmark item. As shown
in section 5, this in turn allows for detailed er-
ror mining making it possible to identify the most
likely causes of system errors. Additionally, the
proposed methodology permits controlling over
such benchmark parameters as the size of the data
set, the balance between true and false entail-
ments, the correlation between word overlap and
entailment value and/or the specific syntactic phe-
nomena involved. This is in contrast with the RTE
data collection process where “the distribution of
examples is arbitrary to a large extent, being de-
termined by manual selection2” (Giampiccolo et
al., 2007). As has been repeatedly pointed out
(Burchardt et al., 2007; Garoufi, 2007), the RTE
datasets are poorly balanced w.r.t., both the fre-
quency and the coverage of the various phenom-
ena interacting with textual inference.

3 Benchmark

We now present the content of an SSI benchmark
and the method for constructing it.

An SSI benchmark item (cf. e.g., Figure 1) con-
sists of two sentences and a truth value (true or
false) indicating whether or not the second sen-
tence can be understood to follow from the first.
In addition, each sentence is associated with a de-
tailed syntactic annotation describing the syntac-
tic constructs present in the sentence.

The benchmark construction process consists
of two main steps. First, a generation bank is
built. Second, this generation bank is drawn upon

2The short texts of the RTE benchmarks are automatically
extracted from real texts using different applications (e.g.,
Q/A, summarisation, information extraction, information re-
trieval systems) but the query used to retrieve these texts is
either constructed manually or post-edited.

T: The man gives the woman the flowers that smell
nice
smell:{n0Va1,active,relSubj,canAdj}
give:{n0Vn2n1,active,canSubj,canObj,canIObj}
H: The flowers are given to the woman
give:{n0Vn1Pn2,shortPassive,canSubj,canIObj}
Entailment: TRUE

Figure 1: An SSI Benchmark item

to construct a balanced data set for SSI evaluation.
We now describe each of these processes in turn.

Constructing a generation bank We use the
term “generation bank” to refer to a dataset whose
items are produced by a surface realiser i.e., a
sentence generator. A surface realiser in turn
is a program which associates with a given se-
mantic representation, the set of sentences ver-
balising the meaning encoded by that representa-
tion. To construct our generation bank, we use the
GenI surface realiser (Gardent and Kow, 2007).
This realiser uses a Feature based Tree Adjoining
Grammar (FTAG) augmented with a unification
sematics as proposed in (Gardent and Kallmeyer,
2003) to produce all the sentences associated by
the grammar with a given semantic representa-
tion. Interestingly, the FTAG used has been com-
piled out of a factorised representation and as a
result, each elementary grammar unit (i.e., ele-
mentary FTAG tree) and further each parse tree, is
associated with a list of items indicating the syn-
tactic construct(s) captured by that unit/tree3. In
short, GenI permits associating with a given se-
mantics, a set of sentences and further for each of
these sentences, a set of items indicating the syn-
tactic construct(s) present in the syntactic tree of
that sentence. For instance, the sentences and the
syntactic constructs associated by GenI with the
semantics given in (2) are those given in (3).

(2) A:give(B C D E) G:the(C) F:man(C)
H:the(D) I:woman(D) J:the(E) K:flower(E)
L:passive(B) L:smell(M E N) O:nice(N)

(3) a. The flower which smells nice is given to
the woman by the man

3Space is lacking to give a detailed explanation of this
process here. We refer the reader to (Gardent and Kow, 2007)
for more details on how GenI associates with a given seman-
tics, a set of sentences and for each sentence a set of items
indicating the syntactic construct(s) present in the syntactic
tree of that sentence.
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give:n0Vn1Pn2-Passive-CanSubj-ToObj-ByAgt,
smell:n0V-active-OvertSubjectRelative

b. The flower which smells nice is given
the woman by the man
give:n0Vn2n1-Passive,
smell:n0V-active-OvertSubjectRelative

c. The flower which is given the woman by
the man smells nice
give:n0Vn2n1-Passive-CovertSubjectRelative,
smell:n0V-active

d. The flower which is given to the woman
by the man smells nice
give:n0Vn1Pn2-Passive-OvertSubjectRelative,
smell:n0V-active

e. The flower that smells nice is given to
the woman by the man
give:n0Vn1Pn2-Passive,
smell:n0V-CovertSubjectRelative

f. The flower that smells nice is given the
woman by the man
give:n0Vn2n1-Passive,
smell:n0V-CovertSubjectRelative

g. The flower that is given the woman by
the man smells nice
give:n0Vn2n1-Passive-CovertSubjectRelative,
smell:n0V-active

h. The flower that is given to the woman by
the man smells nice
give:n0Vn1Pn2-Passive-CovertSubjectRelative,
smell:n0V-active

The tagset of syntactic annotation covers the sub-
categorisation type of the verb, a specification of
the verb mood and a description of how arguments
are realised.

The semantic representation language used is
a simplified version of the flat semantics used
in e.g., (Copestake et al., 2005) which is suf-
ficient for the cases handled in the present pa-
per. The grammar and therefore the generator,
can however easily be modified to integrate the
more sophisticated version proposed in (Gardent
and Kallmeyer, 2003) and thereby provide an ad-
equate treatment of scope.

Constructing an SSI benchmark. Given a
generation bank, false and true sentential entail-
ment pairs can be automatically produced by tak-
ing pairs of sentences 〈S1, S2〉 and comparing
their semantics: if the semantics of S2 is entailed
by the semantics of S1, the pair is marked as TRUE

else as FALSE. The syntactic annotations asso-
ciated in the generation bank with each sentence
are carried over to the SSI benchmark thereby en-
suring that the overall information contained in
each SSI benchmark is as illustrated in Figure 1
namely, two pairs of syntactically annotated sen-
tences and a truth value indicating (non) entail-
ment.

To determine whether a sentence textually en-
tails another we translate their flat semantic rep-
resentation into first order logic and check for
logical entailment. Differences in semantic rep-
resentations which are linked to functional sur-
face differences such as active/passive or the
presence/absence of a complementizer (John sees
Mary leaving/John sees that Mary leaves) are
dealt with by (automatically) removing the corre-
sponding semantic literals from the semantic rep-
resentation before translating it to first order logic.
In other words, active/passive variants of the same
sentence are deemed semantically equivalent.

Note that contrary to what is assumed in the
RTE challenge, entailment is here logical rather
than textual (i.e., determined by a human) entail-
ment. By using logical, rather than textual (i.e.,
human based) entailment, it is possible that some
cases of syntax mediated textual entailments are
not taken into account. However, intuitively, it
seems reasonable to assume that for most of the
entailments mediated by syntax alone, logical and
textual entailments coincide.

3.1 The SSI benchmark

Using the methodology just described, we first
produced a generation bank of 226 items using 81
input formula distributed over 4 verb types. From
this generation bank, a total of 6 396 SSI-pairs
were built with a ratio of 42.6% true and 57.4%
false entailments.

For our experiment, we extracted from this SSI-
suite, 1000 pairs with an equal proportion of true
and false entailments and a 7/23/30/40 distribu-
tion of four subcategorisation types namely, ad-
jectival predicative (n0Va1 e.g., The cake tastes
good), intransitive (n0V), transitive (n0Vn1) and
ditransitive (n0Vn2n1)4. We furthermore con-

4The subcategorisation type of an SSI item is determined
manually and refers either to the main verb if the sentence is
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strained the suite to respect a neutral correlation
between word overlap and entailment. Following
(Garoufi, 2007), we define this correlation as fol-
lows. The word overlap wo(T,H) between two
sentences T and H is the ratio of common lem-
mas between T and H on the number of lemmas
in H (non content words are ignored). If entail-
ment holds, the word overlap/entailment correla-
tion value of the sentence pair is wo(T,H). Oth-
erwise it is 1 − wo(T,H). The 1000 items of the
SSI suite used in our experiment were chosen in
such a way that the word overlap/entailment cor-
relation value of the SSI suite is 0.49.

In sum, the SSI suite used for testing exhibits
the following features. First, it is balanced w.r.t.
entailment. Second, it displays good syntactic
variability based both on the constrained distribu-
tion of the four subcategorisation types and on the
use of the XTAG grammar to construct sentences
from abstract representations (cf. the paraphrases
in (3) generated by GenI from the representation
given in (2)). Third, it contains 1000 items and
could easily be extended to cover more and more
varied data. Fourth, it is specifically tailored to
check systems on their ability to deal with syntax
based sentential entailment: word overlap is high,
syntactic variability is provided and the correla-
tion between word overlap and entailment is not
biased.

4 System evaluation and comparison

SRL and grammar based systems equipped with
a compositional semantics are primary targets for
an SSI evaluation. Indeed these systems aim to
abstract away from syntactic differences by pro-
ducing semantic representations of a text which
capture predicate/argument relations independent
of their syntactic realisation.

We evaluated three such systems on the SSI
benchmark namely, NutCracker, (Johansson and
Nugues, 2008)’s Semantic Role Labeller and the
Afazio RTE system.

4.1 Systems
Nutcracker Nutcracker is a system for recog-
nising textual entailment which uses deep seman-

a clause or to the embedded verb if the sentence is a complex
sentence.

tic processing and automated reasoning. Deep se-
mantic processing associates each sentence with a
Discourse Representation Structure (DRS (Kamp
and Reyle, 1993)) by first, using a statistical
parser to build the syntactic parse of the sentence
and second, using a symbolic semantic construc-
tion module to associate a DRS with the syn-
tactic parse. Entailment between two DRSs is
then checked by translating this DRS into a first-
order logical (FOL) formula and first trying to
find a proof. If a proof is found then the en-
tailment is set to true. Otherwise, Nutcracker
backs off with a word overlap module computed
over an abstract representation of the input sen-
tences and taking into account WordNet related
information. Nutcracker was entered in the first
RTE challenge and scored an accuraccy (percent-
age of correct judgments) of 0.562 when used as
is and 0.612 when combined with machine learn-
ing techniques. For our experiment, we use the
online version of Nutcracker and the given default
parameters.

Afazio Like Nutcracker, the Afazio system
combines a statistical parser (the Stanford parser)
with a symbolic semantic component. This com-
ponent pipelines several rewrite modules which
translate the parser output into a first order logic
formula intended to abstract away from sur-
face differences and assign syntactic paraphrases
the same representation (Bedaride and Gardent,
2009). Special emphasis is placed on captur-
ing syntax based equivalences such as syntac-
tic (e.g., active/passive) variations, redistributions
and noun/verb variants. Once the parser out-
put has been normalised into predicate/argument
representations capturing these equivalences, the
resulting structures are rewritten into first order
logic formulae. Like Nutcracker, Afazio checks
entailment using first order automated reasoners
namely, Equinox and Paradox 5.

SRL (Johansson and Nugues, 2008)’s seman-
tic role labeller achieved the top score in the
closed CoNLL 2008 challenge reaching a labeled
semantic F1 of 81.65. To allow for compari-
son with Nutcracker and Afazio, we adapted the

5http://www.cs.chalmers.se/˜koen/
folkung/
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rewrite module used in Afazio to rewrite Pred-
icate/Argument structures into FOL formula in
such a way as to fit (Johansson and Nugues,
2008)’s SRL output. We then use FOL automated
reasoner to check entailment.

4.2 Evaluation scheme and results

The results obtained by the three systems are
summarised in Table 1. TP (true positives) is
the number of entailments recognised as such by
the system and TN (true negatives) of non entail-
ments. Conversely, FN and FP indicate how often
the systems get it wrong: FP is the number of non
entailments labelled as entailments by the system
and FN, the number of entailments labelled as non
entailments. ’ERROR’ refers to cases where the
CCG parser used by Nutcracker fails to find a
parse. The last three columns indicate the over-
all ability of the systems to recognise false entail-
ments (TN/N with N the number of false entail-
ment in the benchmark), true entailments (TP/P)
and all true and false entailment (Precision).

Overall, Afazio outperforms both Nutcracker
and the SRL system. This is unsurprising since
contrary to these other two systems, Afazio was
specifically designed to handle syntax based sen-
tential entailment. Its strength is that it combines
a full SRL system with a semantic construction
module designed for entailment detection. More
surprisingly, the CCG parser used by Nutcracker
often fails to find a parse.

The SRL system has a high rate of false nega-
tives. Using the error mining technique presented
in the next section, we found that the most sus-
picious syntactic constructs all included a rela-
tivised argument. A closer look at the analyses
showed that this was due to the fact that SRL sys-
tems fail to identify the antecedent of a relative
pronoun, an identification that is necessary for en-
tailment checking. Another important difference
with Afazio is that the SRL system produces a
single output. In contrast, Afazio checks entail-
ment for any of the pairs of semantic representa-
tions derived from the first 9 parses of the Stan-
ford parser. The number 9 was determined em-
pirically and proved to yield the best results over-
all although as we shall see in the error mining
section, taking such a high number of parses into

account often leads to incorrect results when the
hypothesis (H) is short.

Nutcracker, on the other hand, produces many
false positives. This is in part due to cases where
the time bound is reached and the word overlap
backoff triggered. Since the overall word overlap
of the SSI suite is high, the backoff often predicts
an entailment where in fact there is none (for in-
stance, the pair ’John gave flowers to Mary/Mary
gave flowers to John has a perfect word overlap
but entailment does not hold). When removing
the backoff results i.e., when assigning all backoff
cases a negative entailment value, overall preci-
sion approximates 60%. In other words, on cases
such as those present in the SSI benchmark where
word overlap is generally high but the correla-
tion between word overlap and entailment value is
neutral, Nutcracker should be used without back-
off.

5 Finding the source of errors

The annotations contained in the automatically
constructed testsuite can help identify the most
likely sources of failures. We use (Sagot and de
La Clergerie, 2006)’s suspicion rate to compute
the probability that a given pair of sets of syntac-
tic tags is responsible for an RTE detection failure.
The tag set pairs with highest suspicion rate in-
dicate which syntactic phenomena often cooccurs
with failure.

More specifically, we store for each testsuite
item (T,H), all tag pairs (tj , hk) such that the syn-
tactic tags tj and hk are associated with the same
predicate Pi but tj occurs in T and hk in H. That is,
we collect the tag pairs formed by taking the tags
that label the occurrence of the same predicate on
both sides of the implication. If a predicate occurs
only in H then for each syntactic tag hk labelling
this predicate, the pair (nil, hk) is created. Con-
versely, if a predicate occurs only in T, the pair
(tj , nil) is added. Furthermore, the tags describ-
ing the subcategorisation type and the form of the
verb are grouped into a single tag so as to reduce
the tagset and limit data sparseness. For instance,
given the pair of sentences in Figure (1), the fol-
lowing tag pairs are produced:
(n0Va1:active:relSubj, nil)
(n0Va1:active:canAdj, nil)
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system ERROR TN FN TP FP TN/N TP/P Prec
afazio 0 360 147 353 140 0.7200 0.7060 71.3%

nutcracker 155 22 62 312 449 0.0467 0.8342 39.5% (60% w/o B.O.)
srl 0 487 437 63 13 0.9740 0.1260 55.0%

Table 1: Results of the three systems on the SSI-testsuite ( TN = true negatives, FN = false negatives,
TP = true positives, FP = false positives, N = TN + FP, P = TP + FN, Prec = Precision, ERROR: no
parse tree found)

(n0Vn2n1:active:canSubj,n0Vn1Pn2:shortPassive:canSubj)
(n0Vn2n1:active:canSubj,n0Vn1Pn2:shortPassive:canIObj)
(n0Vn2n1:active:canObj,n0Vn1Pn2:shortPassive:canSubj)
(n0Vn2n1:active:canObj,n0Vn1Pn2:shortPassive:canIObj)
(n0Vn2n1:active:canIObj,n0Vn1Pn2:shortPassive:canSubj)
(n0Vn2n1:active:canIObj,n0Vn1Pn2:shortPassive:canIObj)

For each tag pair, we then compute the suspi-
cion rate of that pair using (Sagot and de La Clerg-
erie, 2006)’s fix point algorithm. To also take into
account pairs of sets of tags (rather than just pairs
of single tags), we furthermore preprocess the data
according to (de Kok et al., 2009)’s proposal for
handling n-grams.

Computing the suspicion rate of a tag pair.
The error mining’s suspicion rate algorithm of
(Sagot and de La Clergerie, 2006) is a fix point al-
gorithm used to detect the possible cause of pars-
ing failures. We apply this algorithm to the pair
of annotated sentences resulting from running the
three systems on the automatically created test-
suite as follows. Each such pair consists of a pair
of sentences, a set of tag pairs, an entailment value
(true or false) and a result value namely FP (false
positive), FN (false negative), TP (true positive) or
TN (true negative). To search for the most likely
causes of failure, we consider separately entail-
ments from non entailments. If entailment holds,
the suspicion rate of a sentence pair is 0 for true
positive and 1 for false positives. Conversely, if
entailment does not hold, the suspicion rate of the
sentence pair is 0 for true negatives and 1 for false
negatives.

The aim is to detect the tag pair most likely to
make entailment detection fail6. The algorithm it-
erates between tag pair occurrences and tag pair
forms, redistributing probabilities with each itera-
tion as follows. Initially, all tag pair occurrences

6We make the simplifying hypothesis that for each entail-
ment not recognised, a single tag pair or tag pair n-gram is
the cause of the failure.

in a given sentence have the same suspicion rate
namely, the suspicion rate of the sentence (1 if the
entailment could not be recognised, 0 otherwise)
divided by the number of tag pair occurrences in
that sentence. Next, the suspicion rate of a tag
pair form is defined as the average suspicion rate
of all occurrences of that tag pair. The suspicion
rate of a tag pair occurrence within each particular
sentence is then recalculated as the suspicion rate
of that tag pair form normalised by the suspicion
rates of the other tag pair forms occurring within
the same sentence. The iteration stops when the
process reaches a fixed point where the suspicion
rates have stabilised.

Extending the approach to pairs of tag sets.
To account for entailment recognition due to more
than one tag pair, we follow (de Kok et al., 2009)
and introduce a preprocessing step which first, ex-
pands tag pair unigrams to tag pair n-grams when
there is evidence that it is useful that is, when
an n-gram has a higher suspicion rate than each
of its sub n-grams. For this preprocessing, the
suspicion of a tag pair t is defined as the ratio
of t occurrences in unrecognised entailments and
the total number of t occurrences in the corpus.
To compensate for data sparseness, an additional
expansion factor is used which depends on the
frequency of an n-gram and approaches one for
higher frequency. In this way, long n-grams that
have low frequency are not favoured. The longer
the n-gram is, the more frequent or the more sus-
picious it needs to be in order to be selected by the
preprocessing step.

We apply this extension to the SSI setting. We
first extend the set of available tag pairs with tag
set pairs such that the suspicion rate of these pairs
is higher that the suspicion rate of each of the
smaller tagset pairs that can be constructed from
these sets. We then apply (Sagot and de La Clerg-
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n0Vs1:act:CanSubj nil 0.85
n0Vn1:act:CanObj nil 0.46

n0V:betaVn nil 0.28

Table 2: The first 3 suspects for false positives

n0V:act n0V:act:RelCSubj 0.73
n0Vs1:act:CanSubj n0Vs1:act:CanSubj 0.69
n0V:act:RelOSubj n0V:betaVn
n0Vs1:act:CanSub n0Vs1:act:CanSubj 0.69
n0V:act:CanSubj n0V:betaVn

Table 3: The first 3 suspects for false negatives

erie, 2006)’s fix point algorithm to compute the
suspicion rate of the resulting tag pairs and tag sets
pairs.

Results and discussion. We now show how er-
ror mining can help shed some light on the most
probable sources of error when using Afazio.

For false positives (non entailment labelled
as entailment by Afazio), the 3 most suspect
tag pairs are given in Table 2. The first pair
(n0Vs1:act:CanSubj,nil) points out to cases such
as Bill sees the woman give the flower to the man
/ The man gives the flower to the woman. where
T contains a verb with a sentential argument not
present in H. In such cases, we found that the sen-
tential argument in T is usually incorrectly anal-
ysed, the analyses produced are fragmented and
entailment goes through. Similarly, the second
suspect (n0Vn1:act:CanObj,nil) points to cases
such as a man sees Lisa dancing / a man dances,
where the transitive verb in T has no counterpart in
H. Here the high number of analyses relied on by
Afazio together with the small size of H leads to
entailment detection: because we consider many
possible analyses for T and H and because H is
very short, one pair of analyses is found to match.
Finally, the third suspect (n0V:betaVn,nil) points
to cases such as Bill insists for the singing man to
dance / Bill dances where the gerund is wrongly
analysed and a relation is incorrectly established
by the parser between Bill and dance (in H).

For false negatives, the first suspect indicates
incorrect analyses for cases where an intransitive
with canonical subject in H is matched by an in-
transitive with covert relative subject (e.g., Bill
sees the woman give the flower to the man / the
man gives the flower to the woman.). The sec-
ond suspect points to cases such as Bill insists for

the man who sings to dance / Bill insists that the
singing man dances. where an embedded verb
with relative overt subject in T (sings) is matched
in H by an embedded gerund. Similarly, the third
suspect points to embedded verbs with canonical
subject matched by gerund verbs as in the man
who Bill insists that dances sings / Bill insists that
the singing man dances.

6 Conclusion

The development of a linguistically principled
treatment of the RTE task requires a clear under-
standing of the strength and weaknesses of RTE
systems w.r.t. to the various types of reasoning in-
volved. The main contribution of this paper is the
specification of an evaluation methodology which
permits a focused evaluation of syntax based rea-
soning on arbitrarily many inputs. As the results
show, there is room for improvment even on that
most basic level. In future work, we plan to extend
the approach to other types of inferences required
for textual entailment recognition. A more so-
phisticated compositional semantics in the gram-
mar used by the sentence generator would allow
for entailments involving more complex semantic
phenomena such as the interplay between implica-
tive verbs, polarity and downward/upward mono-
tonicity discussed in (Nairn et al., 2006). For in-
stance, it would allow for sentence pairs such as
Ed did not forget to force Dave to leave / Dave
left to be assigned the correct entailment value.
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Abstract

Query expansion consists in extending
user queries with related terms in order
to solve the lexical gap problem in Infor-
mation Retrieval and Question Answer-
ing. The main difficulty lies in identi-
fying relevant expansion terms in order
to prevent query drift. We propose to
use definition clusters built from a com-
bination of English lexical resources for
query expansion. We apply the technique
of pseudo relevance feedback to obtain
expansion terms from definition clusters.
We show that this expansion method out-
performs both local feedback, based on
the document collection, and expansion
with WordNet synonyms, for the task of
document retrieval in Question Answer-
ing.

1 Introduction

Question Answering (QA) systems aim at pro-
viding precise answers to user questions. Most
QA systems integrate a document retrieval com-
ponent, which is in charge of retrieving the most
relevant documents or passages for a given user
question. Since document retrieval is performed
in early stages of QA, it is of the uttermost im-
portance that all relevant documents be retrieved,
to limit the loss of relevant answers for further
processing. However, document retrieval systems
have to solve the lexical gap problem, which arises
from alternative ways of conveying the same piece
of information in questions and answers. One of
the solutions proposed to deal with this issue is
query expansion (QE), which consists in extend-
ing user queries with related terms.

This paper describes a new method for us-
ing lexical-semantic resources in query expansion

with a focus on QA applications. While some
research has been devoted to using explicit se-
mantic relationships for QE, such as synonymy
or hypernymy, with rather disappointing results
(Voorhees, 1994), we focus on the usefulness of
textual and unstructured dictionary definitions for
question expansion. Definitions extracted from
seven English lexical resources are first grouped
to obtain definition clusters, which capture redun-
dancies and sense mappings across resources. Ex-
pansion terms are extracted from these definition
clusters using pseudo relevance feedback: we first
retrieve the definition clusters which are most re-
lated to the user query, and then extract the most
relevant terms from these definition clusters to ex-
pand the query.

The contributions of this work are as fol-
lows: (i) we build definition clusters across seven
different lexical resources for English, (ii) we
thoroughly compare different question expansion
methods using local and global feedback, and (iii)
we address both the lexical gap and question am-
biguity problems by integrating expansion and
disambiguation in one and the same step.

In the next section, we describe related work.
In Section 3, we describe our method for acquir-
ing definition clusters from seven English lexical
resources. In Section 4, we detail query expan-
sion methods. We present experimental results in
Section 5 and conclude in Section 6.

2 Related Work

Query expansion attempts to solve the vocabu-
lary mismatch problem by adding new semanti-
cally related terms to the query. The goal is to
increase recall by retrieving more relevant doc-
uments. Two types of query expansion methods
are usually distinguished (Manning et al., 2008):
global techniques, which do not take the results
obtained for the original query into account, and
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local techniques, which expand the query based
on an analysis of the documents returned. Local
methods are also known as relevance feedback.

A first type of global QE methods relies on
external hand-crafted lexical-semantic resources
such as WordNet. While expansion based on ex-
ternal resources is deemed more efficient than ex-
pansion relying on relevance feedback, it also has
to tackle problems of semantic ambiguity, which
explains why local analysis has been shown to
be generally more effective than global analysis
(Xu and Croft, 1996). However, recent work by
Fang (2008) has demonstrated that global expan-
sion based on WordNet and co-occurrence based
resources can lead to performance improvement
in an axiomatic model of information retrieval.

Corpus-derived co-occurrence relationships are
also exploited for query expansion. Qiu and Frei
(1993) build a corpus-based similarity thesaurus
using the method described in Schütze (1998) and
expand a query with terms which are similar to the
query concept based on the similarity thesaurus.
Song and Bruza (2003) construct vector represen-
tations for terms from the target document collec-
tion using the Hyperspace Analogue to Language
(HAL) model (Lund and Burgess, 1996). The
representations for all the terms in the query are
then combined by a restricted form of vector ad-
dition. Finally, expansion terms are derived from
this combined vector by information flow.

Quasi-parallel monolingual corpora have been
recently employed for query expansion, using sta-
tistical machine translation techniques. Expan-
sion terms are acquired by training a transla-
tion model on question-answer pairs (Riezler et
al., 2007) or query-snippets pairs (Riezler et al.,
2008) and by extracting paraphrases from bilin-
gual phrase tables (Riezler et al., 2007).

The main difficulty of QE methods lies in se-
lecting the most relevant expansion terms, espe-
cially when the query contains ambiguous words.
Moreover, even if the original query is not am-
biguous, it might become so after expansion. Re-
cent attempts at integrating word sense disam-
biguation (WSD) in IR within the CLEF Robust
WSD track1 have led to mixed results which show

1http://ixa2.si.ehu.es/clirwsd/

that in most cases WSD does not improve perfor-
mance of monolingual and cross-lingual IR sys-
tems (Agirre et al., 2009). For query expansion
based on translation models, ambiguity problems
are solved by a language model trained on queries
(Riezler et al., 2008), in order to select the most
likely expansion terms in the context of a given
query.

In this article, we propose to integrate disam-
biguation and expansion in one and the same
step by retrieving expansion terms from defini-
tion clusters acquired by combining several En-
glish lexical resources.

3 Acquisition of Definition Clusters

Dictionary definitions constitute a formidable re-
source for Natural Language Processing. In con-
trast to explicit structural and semantic relations
between word senses such as synonymy or hy-
pernymy, definitions are readily available, even
for less-resourced languages. Moreover, they can
be used for a wide variety of tasks, ranging from
word sense disambiguation (Lesk, 1986), to pro-
ducing multiple-choice questions for educational
applications (Kulkarni et al., 2007) or synonym
discovery (Wang and Hirst, 2009). However, all
resources differ in coverage and word sense gran-
ularity, which may lead to several shortcomings
when using a single resource. For instance, the
sense inventory in WordNet has been shown to
be too fine-grained for efficient word sense dis-
ambiguation (Navigli, 2006; Snow et al., 2007).
Moreover, gloss and definition-based measures of
semantic relatedness which rely on the overlap be-
tween the definition of a target word and its dis-
tributional context (Lesk, 1986) or the definition
of another concept (Banerjee and Pedersen, 2003)
yield low results when the definitions provided are
short and do not overlap sufficiently.

As a consequence, we propose combining lex-
ical resources to alleviate the coverage and gran-
ularity problems. To this aim, we automatically
build cross-resource sense clusters. The goal of
our approach is to capture redundancy in several
resources, while improving coverage over the use
of a single resource.
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3.1 Resources
In order to build definition clusters, we used the
following seven English resources:

WordNet We used WordNet 3.0, which con-
tains 117,659 synset definitions.2

GCIDE The GCIDE is the GNU version of the
Collaborative International Dictionary of English,
derived from Webster’s 1913 Revised Unabridged
Dictionary. We used a recent XML version of this
resource,3 from which we extracted 196,266 defi-
nitions.

English Wiktionary and Simple English Wik-
tionary Wiktionary is a collaborative online
dictionary, which is also available in a simpler
English version targeted at children or non-native
speakers. We used the English Wiktionary dump
dated August 16, 2009 and the Simple English
Wiktionary dump dated December 9, 2009. The
English Wiktionary comprises 245,078 defini-
tions, while the Simple English Wiktionary totals
11,535 definitions.

English Wikipedia and Simple English
Wikipedia Wikipedia is a collaborative online
encyclopedia. As Wiktionary, it provides a
Simple English version. We used the Medi-
awiki API to extract 152,923 definitions from
the English Wikipedia4 and 53,993 definitions
from the Simple English Wikipedia. Since full
Wikipedia articles can be very long in comparison
to the other resources, we only retrieved the first
sentence of each page to constitute the definition
database, following (Kazama and Torisawa,
2007).

OmegaWiki OmegaWiki is a collaborative
multilingual dictionary based on a relational
database. We used the SQL database dated De-
cember 17, 2009,5 comprising 29,179 definitions.

2Statistics obtained from http://wordnet.
princeton.edu/wordnet/man/wnstats.7WN.
html

3Retrieved from http://rali.iro.umontreal.
ca/GCIDE/

4As we mainly aimed at capturing the redundancy across
resources, we only extracted definitions for the Wikipedia
terms which were also found in the GCIDE, Omegawiki,
Wiktionary or Simple English Wikipedia.

5Retrieved from http://omegawiki.org/

3.2 Definition Clustering
In order to cluster definitions, we first build a
definition graph: each node in the graph corre-
sponds to a definition in one of our input resources
and two definition nodes are linked if they de-
fine the same term and their definitions are similar
enough. Links are weighted by the cosine similar-
ity of the definition nodes. To compute the cosine
similarity, we stem the definition words with the
Porter Stemmer and remove stop words. More-
over, we weigh words with their tf.idf value in the
definitions. Document frequency (df ) counts are
derived from the definitions contained in all our
resources.

Definition clusters are identified with a com-
munity detection algorithm applied to the defini-
tion graph. Communities correspond to groups of
nodes with dense interconnections: in our case,
we aim at retrieving groups of related definitions.
We used the algorithm proposed by Blondel et al.
(2008), based on modularity optimisation.6 The
modularity function measures the quality of a di-
vision of a graph into communities (Newman and
Girvan, 2004).

In order to increase the precision of clustering,
we remove edges from the graph whose cosine
value is lower than a given threshold.

3.3 Evaluation of Definition Clusters
We built a gold-standard by manually grouping
the definitions contained in our source resources
for 20 terms from the Basic English Word List,7

totalling 726 definitions, grouped in 321 classes.
We evaluated the definition clusters in terms of
clustering purity (Manning et al., 2008), which is
a classical evaluation measure to measure cluster-
ing quality. Purity is defined as follows:

purity(Ω, C) =
1

N

∑

k

max
j
|ωk ∩ cj | (1)

where N is the number of clustered definitions,
Ω = {ω1, ω2, . . . , ωK} is the set of definition

6We used its Python implementation by Thomas
Aynaud, available at http://perso.crans.org/
aynaud/communities/community.py [Visited on
October 26, 2009].

7http://en.wiktionary.org/wiki/
Appendix:Basic_English_word_list
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Resource Definition
WordNet an arc of colored light in the sky caused by refraction of the sun’s rays by

rain
Gcide A bow or arch exhibiting, in concentric bands, the several colors of the

spectrum, and formed in the part of the hemisphere opposite to the sun by
the refraction and reflection of the sun’s rays in drops of falling rain.

Simple Wikipedia A rainbow is an arc of color in the sky that you can see when the sun shines
through falling rain.

Simple Wiktionary The arch of colours in the sky you can see in the rain when the sun is at
your back.

Table 1: Excerpt from a definition cluster.

clusters obtained, wk is the set of definitions in
cluster k, C = {c1, c2, . . . , cJ} is the set of def-
inition families expected and cj is the set of defi-
nitions in family j.

We also report the amount of clusters obtained
for each cosine threshold value. The evaluation
results are detailed in Table 2.

Cosine threshold Purity # Clusters
0.0 0.363 73
0.1 0.464 135
0.2 0.644 234
0.3 0.848 384
0.4 0.923 458
0.5 0.957 515

Table 2: Evaluation results for definition cluster-
ing.

Overall, the results which account for the best
compromise between purity and cluster count are
obtained for a threshold of 0.3: for this threshold,
we obtain 384 clusters, which is closest to the ex-
pected value of 321 classes. The purity obtained
for this cosine threshold is very close to the val-
ues obtained by Kulkarni et al. (2007), who clus-
tered definitions extracted from only two source
dictionaries and report a purity of 0.88 for their
best results. In total we obtain 307,570 definition
clusters. Table 1 displays an excerpt from one of
the definition clusters obtained.

4 Query Expansion Methods

In this section, we describe the methods used for
performing query expansion. We first describe

two simple baseline methods, one based on local
feedback, the other based on WordNet. Then, we
detail our method relying on the definition clusters
previously described.

4.1 Query Expansion based on Local
Feedback

In order to perform local feedback based on the
document collection, we used the pseudo rel-
evance feedback methods implemented in the
Terrier information retrieval platform (Ounis et
al., 2007): Bo1 (Bose-Einstein 1), Bo2 (Bose-
Einstein 2) and KL (Kullback-Leibler). These
methods extract informative terms from the top-
ranked documents retrieved using the original
query and use them for query expansion.

4.2 Query Expansion based on WordNet
Synonyms

As a second baseline for query expansion, we
expand the query terms with their synonyms ex-
tracted from WordNet. For each query term t,
we retrieve its WordNet synsets and keep the cor-
responding synset members as expansion terms.8

We weigh the expansion terms in each synset by
the frequency score provided in WordNet, which
indicates how often the query term t occurs with
the corresponding sense. In the rest of the paper,
this method is referred to as WN-synonyms.

The expansion terms obtained using WN-
synonyms are further reweighted using Rocchio’s
beta formula which computes the weight qtw of

8We use NLTK (http://www.nltk.org/) to access
WordNet.
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query term t as follows (Rocchio, 1971; Macdon-
ald et al., 2005):

qtw =
qtf

qtfmax
+ β

w(t)

wmax(t)
(2)

where qtf is the frequency of term t in the query,
qtfmax is the maximum query term frequency
among the query terms, w(t) is the expansion
weight of t, detailed in Equation 3, and wmax(t)
is the maximum w(t) of the expansion terms. In
all our experiments, β is set to 0.4, which is the
default value used in Terrier.

Given this formula, if an original query term oc-
curs among the expansion terms, its weight in the
expanded query increases. For expansion terms
which do not occur in the original query, qtf = 0.

This formula has been proposed in the setting
of pseudo relevance feedback, where expansion
terms are chosen based on the top documents re-
trieved for the original query. However, in our
WN-synonyms setting, one and the same expan-
sion term might be obtained from different origi-
nal query terms with different weights. It is there-
fore necessary to obtain a global similarity weight
for one expansion term with respect to the whole
query. Following Qiu and Frei (1993), we define
w(t) as:

w(t) =

∑
ti∈q qtfi · s(t, ti)∑

ti∈q qtfi
(3)

where q is the original query and s(t, ti) is the
similarity between expansion term t and query
term ti, i.e., the frequency score in WordNet.

For final expansion, we keep the top T terms
with the highest expansion weight.

4.3 Query Expansion Based on Definition
Clusters

In order to use definition clusters (DC) for query
expansion, we first use Terrier to index the clus-
ters which obtained the best overall results in our
evaluation of definition clustering, corresponding
to a cosine threshold of 0.3.9 For each cluster, we
index both the definitions and the list of terms they
define, which makes it possible to include syn-
onyms or Wikipedia redirects in the index.

9We used the 2.2.1 version of Terrier, downloadable from
http://terrier.org/

For a given question, we retrieve the top D def-
inition clusters: the retrieval of definition clusters
is based on all the question terms, and thus en-
ables indirect contextual word sense disambigua-
tion. Then, we extract expansion terms from these
clusters using pseudo relevance feedback (PRF)
as implemented in Terrier. The top T most in-
formative terms are retrieved from the top D def-
inition clusters retrieved and used for expansion.
The expansion terms are weighted using the KL
(Kullback-Leibler) term weighting model in Ter-
rier. We chose this particular weighting model, as
it yielded the best results for local feedback (see
Table 3).

We name this method DC-PRF.

5 Experiments

In this section, we describe the experimental re-
sults obtained for the query expansion methods
presented in the previous section. We used the Mi-
crosoft Research Question-Answering Corpus10

(MSRQA) as our evaluation dataset.

5.1 Microsoft Research Question-Answering
Corpus (MSRQA)

MSRQA provides a fully annotated set of ques-
tions and answers retrieved from the Encarta 98
encyclopedia. The Encarta corpus contains
32,715 articles, ranging from very short (3 tokens)
to very long (59,798 tokens). QA systems usu-
ally split documents into smaller passages. We
have therefore segmented the Encarta articles into
smaller parts representing subsections of the orig-
inal article, using a regular expression for iden-
tifying section headers in the text. As a result,
the dataset comprises 61,604 documents, with a
maximum of 2,730 tokens. The relevance judge-
ments provided comprise the document id as well
as the sentences (usually one) containing the an-
swer. We processed these sentence level relevance
judgements to obtain judgements for documents:
a document is considered as relevant if it contains
an exact answer sentence. Overall, we obtained
relevance judgements for 1,098 questions.

10Downloadable from http://research.
microsoft.com/en-us/downloads/
88c0021c-328a-4148-a158-a42d7331c6cf/
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All questions Easy questions Medium questions Hard questions
Expansion MAP MRR MAP MRR MAP MRR MAP MRR
none 0.2257 0.2681 0.2561 0.3125 0.1720 0.1965 0.1306 0.1392
Terrier-Bo1 0.2268 0.2674 0.2625 0.3157 0.1642 0.1903 0.1222 0.1240
Terrier-Bo2 0.2234 0.2602 0.2581 0.3077 0.1660 0.1872 0.1126 0.1146
Terrier-KL 0.2274 0.2684 0.2635 0.3167 0.1644 0.1915 0.1220 0.1236
WN-synonyms 0.2260 0.2687 0.2536 0.3098 0.1785 0.2055 0.1254 0.1260
DC-PRF 0.2428 0.2929 0.2690 0.3361 0.2004 0.2294 0.1385 0.1472

+7.6% +9.2% +5.0% +7.5% +16.5% +16.7% +6.0% +5.7%
DC-PRF

0.2361 0.2796 0.2625 0.3184 0.1928 0.2213 0.1389 0.1484
+ Terrier KL

Table 3: Experimental results. The performance gaps between the DC-PRF and the baseline retrieval
models without expansion (none), Terrier-KL and WN-synonyms are statistically significant (two-tailed
paired t-test, p < 0.05), except for hard questions and for the MAP comparison with Terrier-KL for
easy questions. We also report the improvement percentage.

Based on the annotations available in the
MSRQA dataset, we further distinguish three
question types:

• easy questions, which have at least one an-
swer with a strong match (two or more query
terms in the answer).

• medium questions, which have no strong
match answer, but at least an answer with a
weak match (one query term in the answer).

• hard questions, which have neither a strong
nor a weak match answer, but only answers
which contain no query terms, and at the
best synonyms and derivational morpholog-
ical variants for query terms.

Overall, the evaluation dataset comprises 651
easy questions, 397 medium questions and 64
hard questions (some of these questions have no
exact answer).

5.2 Results

As our baseline, we use the BB2 (Bose-Einstein
model for randomness) retrieval model in Terrier.
We varied the values for the parameters T (num-
ber of expansion terms) and D (number of ex-
pansion documents) and used the settings yield-
ing the best evaluation results. For the PRF meth-
ods implemented in Terrier, the default settings
(T=10, D=3) worked best; for DC-PRF, we used

T=20 and D=40. Finally, for WN-synonyms we
used T=10. We also combined both DC-PRF
and Terrier-KL by first applying DC-PRF expan-
sion and then using local Terrier-KL feedback on
the retrieved documents (DC-PRF + Terrier KL).
Prior to retrieval, all questions are tokenised and
part-of-speech tagged using Xerox’s Incremental
Parser XIP (Aı̈t-Mokhtar et al., 2002). Moreover,
we retrieve 100 documents for each question and
stem the Encarta document collection. The results
shown in Table 3 are evaluated in terms of Mean-
Average Precision (MAP) and Mean Reciprocal
Rank (MRR). Table 4 provides examples of the
top 5 expansion terms obtained for each expan-
sion method.

The DC-PRF expansion method performs best
overall, as well as for easy and medium question
types. For medium questions, DC-PRF leads to
an increase of 16.5% in MAP and 16.7% in MRR,
with respect to the ‘none’ baseline. Local feed-
back methods, such as Terrier-KL, only bring mi-
nor improvements for easy questions, but lead to
slightly lower results for medium and hard ques-
tions. This might be due to the small size of the
document collection, which therefore lacks redun-
dancy. The simple baseline expansion method
based on WordNet leads to very slight improve-
ments for medium questions over the setting with-
out expansion. The combination of DC-PRF and
Terrier-KL leads to lower results than using only
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Terrier-KL WN-synonyms DC-PRF
12: Are there UFOs?
sight – unidentifi – report –
object – fly

flying – unidentified – object
– UFO – saucer

unidentified – ufo – flying –
ufology – objects

104: What is the most deadly insect in the world?
speci – plant – feed – anim –
liv

cosmos – creation – existence
– macrocosm – universe

nightshade – belladonna –
mortal – death – lethal

107: When was the little ice age
drift – glacial – ago – sheet –
million

small – slight – historic –
period – water

floe – period – glacial – cold –
interglacial

449: How does a TV screen get a picture from the air waves?
light – beam – televi –
electron – signal

moving – ridge – image – icon
– ikon

television – movie – image –
motion – door

810: Do aliens really exist?
sedition – act – govern –
deport – see

live – subsist – survive –
alienate – extraterrestrial

alien – extraterrestrial –
monsters – dreamworks –
animation

Table 4: Expansion examples. The expansion terms produced by Terrier-KL are actually stemmed, as
they are retrieved from a stemmed index.

DC-PRF, except for hard questions, for which the
combination brings a very slight improvement.

The expansion samples provided in Table 4 ex-
emplify the query drift problem of local feed-
back methods (Terrier-KL): for question 810, ex-
pansion terms focus on the “foreigner” sense of
alien rather than on the “extraterrestrial” sense.
The WN-synonyms method suffers from the prob-
lem of weighting synonyms, and mainly focuses
on synonyms for the most frequent term of the
question, e.g. “world” in question 104. Inter-
estingly, the DC-PRF method accounts for neol-
ogisms, such as “ufology” which can be found
in new collaboratively constructed resources such
as Wikipedia or Wiktionary, but not in WordNet.
This is made possible by the combination of di-
versified resources. It is also able to provide en-
cyclopedic knowledge, such as “dreamworks” and
“animation” in question 810, referring to the fea-
ture film “Monsters vs. Aliens”.

The DC-PRF method also has some limitations.
Even though the expansion terms “dreamworks”
and “animation” correspond to the intended mean-
ing of the word “alien” in question 810, they nev-
ertheless might introduce some noise in the re-
trieval. Some other cases exemplify slight drifts in

meaning from the query: in question 104, the ex-
pansion terms “nightshade” and “belladonna” re-
fer to poisonous plants and not insects; “deadly
nightshade” is actually the other name of the “bel-
ladonna”. Similarly, in question 449, the ex-
pansion term “door” is obtained, in relation to
the word “screen” in the question (as in “screen
door”). This might be due to the fact that the terms
defined by the definition clusters are indexed as
well, leading to a high likelihood of retrieving
syntagmatically related terms for multiword ex-
pressions. In future work, it might be relevant
to experiment with different indexing schemes for
definition clusters, e.g. indexing only the defini-
tions, or adding the defined terms to the index only
if they are not present in the definitions.

6 Conclusions and Future Work

In this paper, we presented a novel method for
query expansion based on pseudo relevance feed-
back from definition clusters. The definition clus-
ters are built across seven different English lexical
resources, in order to capture redundancy while
improving coverage over the use of a single re-
source. The expansions provided by feedback
from definition clusters lead to a significant im-
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provement of the retrieval results over a retrieval
setting without expansion.

In the future, we would like to further amelio-
rate definition clustering and incorporate other re-
sources, e.g. resources for specialised domains.
Moreover, we have shown that query expansion
based on definition clusters is most useful when
applied to medium difficulty questions. We there-
fore consider integrating automatic prediction of
query difficulty to select the best retrieval method.
Finally, we would like to evaluate the method pre-
sented in this paper for larger datasets.
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Abstract

We present in this paper a formal approach
for the representation of multimodal in-
formation. This approach, thanks to the
to use of typed feature structures and hy-
pergraphs, generalizes existing ones (typ-
ically annotation graphs) in several ways.
It first proposes an homogenous represen-
tation of different types of information
(nodes and relations) coming from differ-
ent domains (speech, gestures). Second,
it makes it possible to specify constraints
representing the interaction between the
different modalities, in the perspective of
developing multimodal grammars.

1 Introduction

Multimodality became in the last decade an im-
portant challenge for natural language processing.
Among the problems we are faced with in this do-
main, one important is the understanding of how
does the different modalities interact in order to
produce meaning. Addressing this question re-
quires to collect data (building corpora), to de-
scribe them (enriching corpora with annotations)
and to organize systematically this information
into a homogeneous framework in order to pro-
duce, ideally, multimodal grammars.

Many international projects address this ques-
tion from different perspectives: data represen-
tation and coding schemes (cf. ISLE (Dybk-
jaer, 2001), MUMIN (Allwood, 2005), etc.), cor-
pus annotation (cf. LUNA (Rodriguez, 2007) or
DIME (Pineda, 2000), etc.), annotation and edit-
ing tools (such as NITE NXT (Carletta, 2003),

Anvil (Kipp, 2001), Elan (Wittenburg, 2006),
Praat (Boersma, 2009), etc.).

We propose in this paper a generic approach
addressing both formal representation and con-
crete annotation of multimodal data, that relies on
typed-feature structure (TFS), used as a descrip-
tion language on graphs. This approach is generic
in the sense that it answers to different needs: it
provides at the same time a formalism directly us-
able for corpus annotation and a description lan-
guage making it possible to specify constraints
that constitute the core of a multimodal grammar.

In the first section, we motivate the use of TFS
and present how to concretely implement them for
multimodal annotation. We address in the second
section one of the most problematic question for
multimodal studies: how to represent and imple-
ment the relations between the different domains
and modalities (a simple answer in terms of time
alignment being not powerful enough). In the last
section, we describe how to make use of this rep-
resentation in order to specify multimodal gram-
mars.

2 Typed-feature structures modeling

Information representation is organized in two di-
mensions: type hierarchies and constituency re-
lations (typically, a prosodic unit is a set of syl-
lables, which in turn are sets of phonemes). The
former corresponds to an is-a relation, the latter to
a part-of one. For example intonational phrase is
a subtype of prosodic phrase, and phonemes are
constituents of syllables.

Such an organization is directly represented by
means of typed feature structures. They can be
considered as a formal annotation schema, used as
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a preliminary step before the definition of the con-
crete coding scheme1. This step is necessary when
bringing together information (and experts) from
different fields: it constitutes a common represen-
tation framework, homogenizing information rep-
resentation. Moreover, it allows to clearly distin-
guish between knowledge representation and an-
notation. The coding scheme, at the annotation
level (labels, features, values), is deduced from
this formal level.

The remaining of the section illustrates how
to represent objects from different domains by
means of TFS. The Figure 1 presents the type hi-
erarchy and the constituency structure of objects
taken here as example.

2.1 Phonetics
The phoneme is used as primary data: this object
is at the lowest level of the constituent hierarchy
(most of the objects are set of phonemes). The fol-
lowing feature structure proposes a precise encod-
ing of the main properties describing a phoneme,
including articulatory gestures.

phon




SAMPA_LABEL sampa_unit

CAT
{

vowel, consonant
}

TYPE
{

occlusive, fricative, nasal, etc.
}

ARTICULATION




LIP

[
PROTUSION string
APERTURE aperture

]

TONGUE




TIP

[
LOCATION string
DEGREE string

]

BODY

[
LOCATION string
DEGREE string

]




VELUM aperture
GLOTTIS aperture




ROLE

[
EPENTHETIC boolean
LIAISON boolean

]




Phonemes being at the lowest level, they do not
have any constituents. They are not organized
into precise subtypes. The feature structure rep-
resent then the total information associated with
this type.

2.2 Prosody
As seen above, prosodic phrases are of two differ-
ent subtypes: ap (accentual phrases) and ip (into-
national phrases). The prosodic type hierarchy is
represented as follows:

1This approach has been first defined and experimented
in the XXXX project, not cited for anonymity reasons.

pros_phr

��
��

HH
HH

ap[
LABEL AP
CONSTS list(syl)

] ip


LABEL IP
CONSTS list(ap)

CONTOUR

[
DIRECTION string
POSITION string
FUNCTION string

]



Accentual phrases have two appropriate fea-
tures: the label which is simply the name of the
corresponding type, and the list of constituents, in
this case a list of syllables. The objects of type ip
contain the list of its constituents (a set of aps) as
well as the description of its contour. A contour is
a prosodic event, situated at the end of the ip and
is usually associated to an ap.

The prosodic phrases are defined as set of syl-
lables. They are described by several appropriate
features: the syllable structure, its position in the
word, its possibility to be accented or prominent:

syl




STRUCT syl_struct

POSITION

[
RANK

{
integer

}

SYL_NUMBER
{

integer
}
]

ACCENTUABLE boolean
PROMINENCE boolean
CONSTITUENTS list(const_syl)




Syllable constituents (objects of type const_syl)
are described by two different features: the set of
phonemes (syllable constituents), and the type of
the constituent (onset, nucleus and coda). Note
that each syllable constituent can contain a set of
phonemes.

const_syl

[
PHON list(phon)

CONST_TYPE
{

onset, nucleus, coda
}
]

2.3 Disfluencies
We can distinguish two kinds of disfluencies: non
lexicalized (without any lexical material, such as
lengthening, silent pauses or filled pauses) and
lexicalized (non-voluntary break in the phrasal
flow, generating a word or a phrase fragment).
Lexicalized disfluencies have a particular organi-
zation with three subparts (or constituents):

• Reparandum: the word or phrase fragment,
in which the break occurs

• Break: a point or an interval that can eventu-
ally be filled by a fragment repetition, paren-
thetical elements, etc.
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object

��
��

��
��

��

�
�
��

@
@

@@

PP
PP

PP
PP

PP

pros_phr
��HH

ip ap

phono
�� HH

syllable phoneme

disfluence
��HH

lex non-lex

gest

��
�

HH
H

hand head ...

IP ::= AP∗

AP ::= SYL+

SYL ::= CONST_SYL+

CONST_SYL ::= PHON+

DISF ::= REPRANDUM BREAK REPRANS

Figure 1: Type and constituent hierarchies

• Reparans: all that follow the break and
recovers the reparandum (in modifying or
completing it) or simply left it uncompleted.

The general disfluency type hierarchy, with the
appropriate features at each level is given in the
following figure:

disfluency

��
��
�

HH
HH

H

lex[
REPRANDUM frag
BREAK_INT break

]

��
��

HH
HH

repaired[
TYPE rep
REPRANS change

] incomplete[
DIS_TYPE inc

]

non_lex

��� HHH
filled[

TYPE fill
] silent[

TYPE sil
]

2.4 Gestures
Besides verbal communication, gestures consti-
tute the main aspect of multimodality. In multi-
modal annotation, this is probably the most dif-
ficult and time-consuming task. Moreover, only
few works really focus on a precise description of
all the different domains of verbal and non verbal
modalities. The TFS-based approach proposed
here answers to the first need in such a perspec-
tive: a common representation framework.

We give in this section a brief illustration of
the representation of one gesture (hands). It re-
lies on adaptation of different proposals, espe-
cially (Kipp03) or MUMIN (Allwood, 2005), both
integrating McNeill’s gesture description (Mc-
Neill05).

The following structure encodes the description
of gesture phases, phrases (representing different
semiotic types), the hand shape as well as its ori-
entation, the gesture space, and the possible con-
tact with bodies or objects. A last feature also
describes the movement itself: trajectory, qual-
ity (fast, normal or slow) and amplitude (small,
medium and large).

hands_type




SYMMETRY boolean
PHASE Phase_Type

PHRASE




SEMIOTIC Type Semiotic_Type
EMBLEM Emblem_Type
DEICTIC Deictic_Type
METAPHORIC Metaphoric_Type
PASSIVE_HAND boolean
ACTIVE_HAND boolean
ICONIC Iconic_Type




HANDSHAPE

[
SHAPE HandShape_Type
LAX boolean

]

GESTURESPACE Space_Type
ORIENTATION Orientation_Type

CONTACT

[
ADAPTOR Adaptor_Type
CONTACT PART Contact_Type

]

MOVEMENT

[
TRAJECTORY Trajectory_Type
AMPLITUDE Amplitude_Type
QUALITY quality_Type

]




2.5 Application

We have experimented this modeling in the com-
plete annotation of a multimodal corpus (see
(Blache, 2010)). In this project, a complete TFS
model has been first designed, covering all the
different domains (prosody, syntax, gestures, dis-
course, etc.). From this model, the annotations
have been created, leading to a 3-hours corpus of
narrative dialogs, fully transcribed. The corpus
is fully annotated for some domains (phonetics,
prosody and syntax) and partly for others (ges-
tures, discourse, disfluencies, specific phenom-
ena). The result is one of the first large annotated
multimodal corpus.

3 Graphs for Multimodal Annotation

Graphs are frequently used in the representation
of complex information, which is the case with
multimodality. As for linguistic annotation, one
of the most popular representations is Annotation
Graphs (Bird, 2001). They have been proposed
in particular in the perspective of anchoring dif-
ferent kinds of information in the same reference,
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making it possible to align them2. In AGs, nodes
represent positions in the signal while edges bear
linguistic information. Two edges connecting the
same nodes are aligned: they specify different in-
formation on the same part of the input. Implic-
itly, this means that these edges bear different fea-
tures of the same object.

Such a representation constitutes the basis of
different approaches aiming at elaborating generic
annotation formats, for example LAF (and its ex-
tension GrAF (Ide, 2007)). In this proposal, edge
labels can be considered as nodes in order to build
higher level information. One can consider the re-
sult as an hypergraph, in which nodes can be sub-
graphs.

We propose in this section a more generalized
representation in which nodes are not positions in
the signal, but represent directly objects (or set of
objects). All nodes have here the same structure,
being them nodes or hypernodes. The main inter-
est of this proposal, on top of having an homoge-
neous representation, is the possibility to anchor
information in different references (temporal, spa-
tial or semantic).

3.1 Nodes

As seen above, multimodal annotation requires
the representation of different kinds of informa-
tion (speech signal, video input, word strings, im-
ages, etc.). The objects3 that will be used in the
description (or the annotation) of the input are of
different nature: temporal or spatial, concrete or
abstract, visual or acoustic, etc. A generic de-
scription requires first a unique way of locating
(or indexing) all objects, whatever their domain.
In this perspective, an index (in the HPSG sense)
can be specified, relying on different information:

• LOCATION: objects can in most of the cases
be localized in reference to a temporal or
a spatial situation. For example, phonemes
have a temporal reference into the speech

2Another important interest of AGs is that they can
constitute the basis for an exchange format, when think-
ing on annotation tools interoperability (a proposal is cur-
rently elaborated under auspices of the MITRE program, see
http://www.mitre.org/).

3We call object any annotation that participates to the de-
scription: phoneme, words, gestures, but also phrases, emo-
tions, etc.

signal, physical objects have spatial local-
ization that can be absolute (spatial coordi-
nates), or relative (with respect to other ob-
jects).

• REALIZATION: data can either refer to con-
crete or physical objects (phonemes, ges-
tures, referential elements, etc.) as well as
abstract ones (concepts, emotions, etc.).

• MEDIUM: specification of the different
modalities: acoustic, tactile and visual.4

• ACCESSIBILITY: some data are directly ac-
cessible from the signal or the discourse, they
have a physical existence or have already
been mentioned. In this case, they are said
to be “given” (e.g. gestures, sounds, physical
objects). Some other kinds of data are de-
duced from the context, typically the abstract
ones. They are considered as “accessible".

A generic structure node can be given, gather-
ing the index and the some other object properties.

node




ID

DOMAIN
{

prosody, syntax, pragmatics, ...
}

INDEX




LOCATION

{
TEMPORAL

[
START value
END value

]

SPATIAL coord

}

REALIZATION
{

concrete, abstract
}

MEDIUM
{

acoustic, tactile, visual
}

ACCESSIBILITY
{

given, accessible
}




FEATURES object_type




This structure relies on the different informa-
tion. Besides INDEX, some other features com-
plete the description:

• ID: using an absolute ID is useful in the per-
spective of graph representation, in which
nodes can encode any kind of information
(atomic or complex, including subgraphs).

• DOMAIN: specification of the domain to
which the information belongs. This feature
is useful in the specification of generic inter-
action constraints between domains.

• FEATURES: nodes have to bear specific lin-
guistic indications, describing object proper-
ties. This field encodes the type of informa-
tion presented in the first section.

4See the W3C EMMA recommenda-
tion (Extensible Multi-Modal Annotations,
http://www.w3.org/2002/mmi/.
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The following examples illustrate the represen-
tation of atomic nodes from different domains: a
phoneme (node n1) and a gesture (node n2), that
are temporally anchored, and a physical object
(node n3) which is spatially situated. This last ob-
ject can be used as a referent, for example by a
deictic gesture.


ID n1
DOMAIN phonetics

INDEX




TEMP

[
START 285
END 312

]

REALIZATION concrete
MEDIUM acoustic
ACCESSIBILITY given




FEATURES

phoneme

[
LABEL /u/
CAT vowel
...

]







ID n2
DOMAIN gesture

INDEX

[
TEMP

[
START 200
END 422

]

...

]

FEAT

hand

[
PHRASE deictic
ORIENTATION front
...

]







ID n3
DOMAIN context

INDEX
[

LOC | SPATIAL <x=242, y=422, z=312 >
]

FEATURES

discourse_referent

[
SEM book’
COLOR red
...

]




3.2 Relations

Linguistic information is usually defined in terms
of relations between (sets of) objects, which can
be atomic or complex. For example, a phrase is
defined by syntactic relations (government, agree-
ment, linearity, etc.) between its constituents. In
some cases, these relations can concern objects
from the same domain (e.g. syntax in the previous
example). In other cases, different domains can
be involved. For example, a long break (greater
than 200ms) usually precedes a left corner of a
new phrase.

The nature of the relation can also be differ-
ent according to the kind of information to be en-
coded. Many relations are binary and oriented
(precedence, dependency, etc.). Some others only
consists in gathering different objects. A con-
struction (in the sense of Construction Grammars,
see (Fillmore96)) is precisely that: a set of ob-
ject or properties that, put together, form a spe-
cific phenomenon. It is then useful in our rep-
resentation to distinguish between oriented rela-
tions and set relations. Oriented relations (for ex-
ample precedence) connect a source and a target,
that can be eventually formed with set of objects.
Set relations are used to gather a set of objects,
without orientation or order (e.g. the constituency

relation).
On top of this distinction, it is also necessary

to give an index to the relations, in order to make
their reference possible by other objects. As for
nodes, an index is used, even though its form is
simple and does not need a complex anchor. Fi-
nally, for the same reasons as for nodes, the speci-
fication of the domain is necessary. The following
feature structure gives a first view of this organi-
zation:

relation




INDEX

DOMAIN
{

prosody, syntax, pragmatics, ...
}

REL_TYPE







ORIENTED_REL

[
SOURCE index
TARGET index

]

SET_REL
〈

node list
〉











Besides these information, a relation descrip-
tion has to be completed with other information:

• TYPE: different types of relations can be
implemented in such representation, such
as dependency, precedence, constituency,
anaphore, etc.

• SCOPE: a relation can be specific to a con-
struction or at the opposite valid whatever
the context. For example, the precedence
relation [V ≺ Clit[nom]] is only valid
in the context of interrogative constructions
whereas the relation exluding the realization
of a backchannel5 after a connective is valid
whatever the context. We distinguish then
between local and global scopes.

• POLARITY: a relation can be negated, imple-
menting the impossibility of a relation in a
given context.

• CONSTRUCTION: in the case of a local rela-
tion, it is necessary to specify the construc-
tion to which it belongs.

• STRENGTH: some relation are mandatory,
some other optional. As for constraints, we
distinguish then between hard and soft rela-
tions, depending on their status.

Finally, a last property has to be precisely de-
fined: the synchronization between two objects

5A backchannel is a reaction, verbal or gestual, of the
adressee during a conversation.
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coming from different domains (for example ges-
tures and words). In some cases, both objects
have to be strictly aligned, with same boundaries.
For example, a syllable has to be strictly aligned
with its set of phonemes: the left syllable bound-
ary (resp. the right) has to be the same as that
of the first syllable phoneme (resp. the last). In
other cases, the synchronization must not be strict.
For example, a deictic gesture is not necessarily
strictly aligned with a referential pronoun. In this
case, boundaries of both objects only have to be
roughly in the same part of the signal.

We propose the definition of alignment opera-
tors adapted from (Allen, 1985) as follows:

= same boundaries have to be equal

<∆ before b1 <∆ b2 means b1 value is lower
than b2, with b2 − b1 ≤ ∆

>∆ after b1 >∆ b2 means that the boundary
b1 follows b2, with b1 − b2 ≤ ∆

≈∆ almost boundaries are neighbors, without
order relation, with | b1 − b2 |≤ ∆

This set of operators allow to specify alignment
equations between different objects. The advan-
tage of this mechanism is that an equation system
can describe complex cases of synchronization.
For example, a construction can involve several
objects from different domains. Some of these ob-
jects can be strictly aligned, some others not.

The final TFS representation is as follows:

relation




INDEX

DOMAIN
{

prosody, syntax, pragmatics, ...
}

REL_TYPE







ORIENTED_REL

[
SOURCE index
TARGET index

]

SET_REL
〈

node list
〉








TYPE
{

dependency, precedence, etc.
}

SCOPE
{

global, local
}

POLARITY
{

plus, minus
}

CONSTRUCTION contruction_type

STRENGTH
{

hard, soft
}

ALIGNMENT
〈

alignment_equations
〉




The following feature structure shows an exam-
ple of a global relation indicating that a verbal nu-
cleus usually comes with a minor raising of the
intonation (only main features are indicated here).
This information is represented by an implica-
tion relation, which is oriented from the syntac-
tic category to the prosodic phenomenon. Align-
ment equations stipulate a strict synchronization
between object.

relation




INDEX

REL_TYPE | ORIENTED_REL

[
SOURCE VN1

TARGET mr2

]

TYPE
{

implication
}

STRENGTH
{

soft
}

ALIGNMENT
〈

lb1=lb2; rb1=rb2

〉




4 Representation with Hypergraphs

Nodes and relations can be combined and form
higher level nodes, representing constructions
which are a set of objects (the constituents) plus
a set of relations between them. Such nodes are
in fact hypernodes and bear two kinds of informa-
tion: the properties characterizing the object plus
a set of relations between the constituents (repre-
senting a subgraph). In the syntactic domain, for
example, they represent phrases, as follows:



DOMAIN syntax

INDEX | LOCATION | TEMPORAL

[
START 122
END 584

]

FEATURES
[

CAT VP
]

RELATIONS








INDEX r1

REL_TYPE | SET_REL
〈

V, NP, Adv
〉

TYPE constituency
STRENGTH hard


;




INDEX r2

REL_TYPE | ORIENTED_REL

[
SOURCE NP
TARGET V

]

TYPE dependency
STRENGTH hard











In the same way, the interaction between dif-
ferent objects from different domains can involve
several relations. For example, a deictic con-
struction can be made of the conjunction of an
anaphoric pronoun, a deictic gesture and a physi-
cal object (for example a book on a shelf). Such
a construction can be described by the following
structure:



INDEX | LOCATION | TEMPORAL

[
START 841
END 1520

]

FEATURES
[

SEM book’
]

RELATIONS








INDEX r3

SET_REL
〈

Pro1, Dx_gest2, Ph_object3
〉

TYPE constituency

ALIGNMENT
〈

lb1 ≈∆lb2; rb1 ≈∆rb2

〉


;




INDEX r4

ORIENTED_REL

[
SOURCE Pro1

TARGET Ph_object3

]

TYPE reference











This construction indicates some properties
(limited here to the semantic value) and two re-
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lations between the different objects: one con-
stituency, indicating the different objects involved
in the construction and their (fuzzy) alignment
and a reference relation between the pronoun and
a physical object (here, a book).

This structure represents an hypergraph: it is
a graph connecting different nodes, each of them
being to its turn described by another graph, as
shown above. The main interest of such a repre-
sentation is its flexibility: all kinds of information
can be described, at any level. Graphs being less
constrained than trees, and edges (or relations) be-
ing typed, we can gather different levels, different
domains and different granularities. For example,
an agreement relation can be specified thanks to
the deictic construction, besides the constituency
one, making it possible to instanciate the agree-
ment value of the pronoun.

Note that hypergraphs are also investigated in
other knowledge representation, their properties
are well known (Hayes, 2004) and the implemen-
tation of specific hypergraphs as the one presented
here could be done in RDF graphs for example as
suggested in (Cassidy, 2010).

5 Constraints for Multimodal
Grammars

In the same way as typed feature structures can
implement constraints and constitute a description
language on linguistic structures (cf. HPSG, ),
the same approach can be generalized to multi-
modal information. SOme recent works have been
done in this direction (see (Alahverdzhieva, 2010;
?)). The representation we propose can implement
generic information about multimodal construc-
tions. We illustrate in the following this aspect
with two phenomena: backchannels and disloca-
tion.

Several studies on conversational data (see for
example (Bertrand09)) have described backchan-
nels (that can be vocal or gestual) and their con-
text. They have in particular underline some reg-
ularities on the left context:

• backchannels usually follow: major intona-
tive phrases (IP), flat contours, end of conver-
sational turn (i.e. saturated from a semantic,
syntactic and pragmatic point of view)

• backchannels never appear after connectives

These constraints can be implemented by
means of a feature structure (representing an hy-
pernode) with a set of precedence relations. The
different objects involved in the description of the
phenomenon (IP, flat contour, conversational turn,
connective) are indicated with an indexed ID, re-
ferring to their complete feature structure, not pre-
sented here.




ID 1

DOMAIN pragmatics

FEATURES
[

TYPE 2

]

RELATIONS








INDEX r5

SET_REL

〈
IP 3 , FLAT_CONTOUR 4 ,

CONV_TURN 5 , CONNECTIVE 6

〉

TYPE constituency


;




INDEX r6

ORIENTED_REL

[
SOURCE

〈
3 , 4 , 5

〉

TARGET 1

]

TYPE precedence


;




INDEX r7

ORIENTED_REL

[
SOURCE 6

TARGET 1

]

TYPE precedence
POLARITY minus







INDEX r8

ORIENTED_REL

[
SOURCE 3

TARGET vocal_ 2

]

TYPE precedence
STRENGTH hard











Figure 2: Backchannel Constraint

This structure (cf. Figure 2) represents a con-
straint that backchannels have to satisfy. The
first relation specifies the constituents and their
indexes, with which the different precedence con-
straints are represented. The relation r6 indicates
all kinds of object that should precede a backchan-
nel. This constraint subsumes the most specific
relation r8 stipulating that a vocal backchannel is
always preceded with an IP (this is a hard con-
straint). The relation r7 excludes the possibility
for a backchannel to be preceded with a connec-
tive.

The second example (cf. Figure 3) proposes a
constraint system describing dislocated structures.
We propose in this description to distinguish two
syntactic constituents that form the two parts of
the dislocation: the dislocated phrase (called S1)
and the sentence from which the phrase has been

69



extracted (called S2). Usually (even if not al-
ways), S2 contains a clitic referring to S1. We
note in the following this clitic with the notation
S2//Clit. For readability reasons, we only present
in this structure the relations.

This structure describes the case of a left dislo-
cation (with S1 preceding S2, the constraint being
hard). In such cases, S1 is usually realized with
a minor raising contour. The constraint r13 im-
plements the anaphoric relation between the clitic
and the dislocated element. Finally, the relation
r14 indicates an agreement relation between the
clitic and S1 and in particular the fact that the case
has to be the same for both objects.



DOMAIN syntax

RELATIONS








INDEX r11

SET_REL

〈
S1 1 , S2 2 , MINOR_RAISING 3 ,

S2//CLIT 4

〉

TYPE constituency


;




INDEX r12

ORIENTED_REL

[
SOURCE 1

TARGET 2

]

TYPE precedence


;




INDEX r13

ORIENTED_REL

[
SOURCE 1

TARGET 4

]

TYPE anaphor







INDEX r14

ORIENTED_REL

[
SOURCE 1

[CASE 3 ]
TARGET 4

[CASE 3 ]

]

TYPE agreement











Figure 3: Dislocation Constraint

6 Conclusion

Linguistic annotation in general, and multimodal-
ity in particular, requires high level annotation
schemes making it possible to represent in an ho-
mogeneous way information coming from the dif-
ferent domains and modalities involved in human
communication.

The approach presented in this paper general-
izes previous methods (in particular annotation
graphs) thanks to two proposals: first in providing
a way to index objects without strict order relation
between nodes and second in specifying a precise
and homogeneous representation of the objects
and their relations. This approach has been devel-
oped into a formal scheme, typed feature struc-
tures, in which all the different domains can be

represented, and making it possible to implement
directly hypergraphs. TFS and hypergraphs are
particularly well adapted for the specification of
interaction constraints, describing interaction re-
lations between modalities. Such constraints con-
stitute the core of the definition of future multi-
modal grammars.

From a practical point of view, the proposal
described in this paper is currently under exper-
imentation within the OTIM project (see (Blache,
2010)). An XML scheme has been automatically
generated starting from TFS formal scheme. The
existing multimodal annotations, created with ad
hoc annotation schemes, are to their turn automat-
ically translated following this format. We obtain
then, for the first time, a large annotated multi-
modal corpus, using an XML schema based on a
formal specification.
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Abstract

This paper presents a framework for com-
bining semantic relations extracted from
text to reveal even more semantics that
otherwise would be missed. A set of 26 re-
lations is introduced, with their arguments
defined on an ontology of sorts. A seman-
tic parser is used to extract these relations
from noun phrases and verb argument
structures. The method was successfully
used in two applications: rapid customiza-
tion of semantic relations to arbitrary do-
mains and recognizing entailments.

1 Introduction

Semantic representation of text facilitates infer-
ences, reasoning, and greatly improves the per-
formance of Question Answering, Information
Extraction, Machine Translation and other NLP
applications. Broadly speaking, semantic rela-
tions are unidirectional underlying connections
between concepts. For example, the noun phrase
the car engineencodes aPART-WHOLE relation:
the engine is a part of the car.

Semantic relations are the building blocks for
creating a semantic structure of a sentence. There
is a growing interest in text semantics fueled by
the new wave of semantic technologies and on-
tologies that aim at transforming unstructured text
into structured knowledge. More and more enter-
prises and academic organizations have adopted
the World Wide Web Consortium (W3C) Re-
source Description Framework (RDF) specifica-
tion as a standard representation of text knowl-
edge. This is based on semantic triples, which can
be used to represent semantic relations.

The work reported in this paper aims at extract-
ing as many semantic relations from text as possi-

ble. Semantic parsers (SP) extract semantic rela-
tions from text. Typically they detect relations be-
tween adjacent concepts or verb argument struc-
tures, leaving considerable semantics unrevealed.
For example, givenJohn is a rich man, a typical
SP extractsJohn is a manandman is rich, but not
John is rich. The third relation can be extracted
by combining the two relations detected by the
parser. The observation that combining elemen-
tary semantic relations yields more relations is the
starting point and the motivation for this work.

2 Related Work

In Computational Linguistics, WordNet (Miller,
1995), FrameNet (Baker et al., 1998) and Prop-
Bank (Palmer et al., 2005) are probably the most
used semantic resources. Like our approach and
unlike PropBank, FrameNet annotates semantics
between concepts regardless of their position in a
parse tree. Unlike us, they use a predefined set of
frames to be filled. PropBank adds semantic an-
notation on top of the Penn TreeBank and it con-
tains only annotations between a verb and its ar-
guments. Moreover, the semantics of a given label
depends on the verb. For example,ARG2 is used
for INSTRUMENT andVALUE .

Copious work has been done lately on seman-
tic roles (Màrquez et al., 2008). Approaches to
detect semantic relations usually focus on partic-
ular lexical and syntactic patterns or kind of ar-
guments. There are both unsupervised (Turney,
2006) and supervised approaches. The SemEval-
2007 Task 4 (Girju et al., 2007) focused on rela-
tions between nominals. Work has been done on
detecting relations between noun phrases (Davi-
dov and Rappoport, 2008; Moldovan et al., 2004),
named entities (Hirano et al., 2007), and clauses
(Szpakowicz et al., 1995). There have been pro-
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posals to detect a particular relation, e.g.,CAUSE

(Chang and Choi, 2006),INTENT (Tatu, 2005) and
PART-WHOLE (Girju et al., 2006).

Researchers have also worked on combining se-
mantic relations. Harabagiu and Moldovan (1998)
combine WordNet relations and Helbig (2005)
transforms chains of relations into theoretical ax-
ioms. Some use logic as the underlying formal-
ism (Lakoff, 1970; Sánchez Valencia, 1991), more
ideas can be found in (Copestake et al., 2001).

3 Approach

In contrast to First Order Logic used in AI to rep-
resent text knowledge, we believe text semantics
should be represented using a fixed set of rela-
tions. This facilitates a more standard represen-
tation and extraction automation which in turn al-
lows reasoning. The fewer the relation types, the
easier it is to reason and perform inferences. Thus,
a compromise has to be made between having
enough relation types to adequately represent text
knowledge and yet keeping the number small for
making the extraction and manipulation feasible.

The main contributions of this paper are: (i) an
extended definition of a set of 26 semantic rela-
tions resulted after many iterations and pragmatic
considerations; (ii) definition of a semantic calcu-
lus, a framework to manipulate and compose se-
mantic relations (CSR); (iii) use of CSR to rapidly
customize a set of semantic relations; and (iv) use
of CSR to detect entailments. The adoption of
CSR to other semantic projects does not require
any modification of existing tools while being able
to detect relations ignored by such tools.

4 Semantic Relations

Formally, a semantic relation is represented as
R(x, y), whereR is the relation type andx and
y the first and second argument.R(x, y) should be
read asx is R of y. The sentence“John painted his
truck” yields AGENT(John, painted), THEME(his
truck, painted) andPOSSESSION(truck, John).

Extended definitionGiven a semantic relationR,
DOMAIN (R) and RANGE(R) are defined as the set
of sorts of concepts that can be part of the first
and second argument. A semantic relationR(x,
y) is defined by its: (i) relation typeR; (ii) D O-

MAIN (R); and (iii) RANGE(R). Stating restric-
tions for DOMAIN and RANGE has several advan-
tages: it (i) helps distinguishing between relations,
e.g., [tall]ql and [John]aco can be linked through
VALUE , but not POSSESSION; (ii) helps discard-
ing potential relations that do not hold, e.g.,ab-

stract objects do not haveINTENT; and (iii) helps
combining semantic relations (Section 5).

Ontology of SortsIn order to define DOMAIN (R)
and RANGE(R), we use a customized ontology
of sorts (Figure 1) modified from (Helbig, 2005).
The root corresponds toentities, which refers toall
things about which something can be said.

Objects can be eitherconcrete or abstract. The
former occupy space, are touchable and tangi-
ble. The latter are intangible; they are somehow a
product of human reasoning.Concrete objects are
further divided intoanimate or inanimate. The for-
mer have life, vigor or spirit; the later are dull,
without life. Abstract objects are divided intotem-

poral or non temporal. The first corresponds to ab-
stractions regarding points or periods of time (e.g.
July, last week); the second to any other abstrac-
tion (e.g. disease, justice). Abstract objects can be
sensually perceived, e.g.,pain, odor.

Situations are anything that happens at a time
and place. Simply put, if one can think of the time
and location of an entity, it is asituation. Events

(e.g. mix, grow) imply a change in the status of
other entities,states (e.g. standing next to the
door) do not.Situations can be expressed by verbs
(e.g.move, print) or nouns (e.g.party, hurricane).

Descriptors complemententities by stating prop-
erties about their spatial or temporal context. They
are composed of an optional non-content word
signaling thelocal or temporal context and another
entity. Local descriptors are further composed of
a concrete object or situation, e.g.,[above]prep [the
roof]co; temporal descriptors by a temporal abstract

object or situation, e.g.,[during]prep [the party]ev.
The non-content word signaling thelocal or tempo-

ral context is usually present, but not always, e.g.,
“The [birthplace]ev of his mother is [Ankara]loc” .

Qualities represent characteristics than can be
assigned toentities. They can be quantifiable like
tall andheavy, or unquantifiable likedifficult and
sleepy. Quantities represent quantitative character-
istics of concepts, e.g.,a few pounds, 22 yards.
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Entity [ent]

Situation [si]

State [st] Event [ev]

Quantity [qn] Object [o]

Concrete [co]

Animate [aco] Inanimate [ico]

Abstract [ao]

Temporal [tao] Non temporal [ntao]

Quality [ql] Descriptor [des]

Temporal [tmp] Local [loc]

Figure 1: The ontology of sorts of concepts and their acronyms.

Properties
Cluster Relation type Abr. Class. r s t DOMAIN × RANGE Example

Reason
CAUSE CAU iv - -

√
[si]× [si] CAU(earthquake, tsunami)

JUSTIFICATION JST iv - -
√

[si ∪ ntao] × [si] JST(it is forbidden, don’t smoke)
INFLUENCE IFL iv - -

√
[si]× [si] IFL(missing classes, poor grade)

Goal INTENT INT i - - - [si]× [aco] INT(teach, professor)
PURPOSE PRP v - -

√
[si ∪ ntao] × [si ∪ co ∪ ntao] PRP(storage, garage)

Object modifiers VALUE VAL v - - - [ql] × [o ∪ si] VAL (smart, kids)
SOURCE SRC ii - -

√
[loc ∪ ql ∪ ntao ∪ ico] × [o] SRC(Mexican, students)

Syntactic subjects
AGENT AGT iii - - - [aco] × [si] AGT(John, bought)
EXPERIENCER EXP iii - - - [o] × [si] EXP(John, heard)
INSTRUMENT INS iii - - - [co ∪ ntao] × [si] INS(the hammer, broke)

Direct objects
THEME THM iii - - - [o] × [ev] THM(a car, bought)
TOPIC TPC iii - - - [o ∪ si] × [ev] TPC(flowers, gave)
STIMULUS STI iii - - - [o] × [ev] STI(the train, heard)

Association ASSOCIATION ASO v
√ √ √

[ent] × [ent] ASO(fork, knife)
KINSHIP KIN ii

√ √ √
[aco] × [aco] KIN(John, his wife)

None

IS-A ISA ii - -
√

[o] × [o] ISA(gas guzzler, car)
PART-WHOLE PW ii - - * [o] × [o] ∪ [l] × [l] ∪ [t] × [t] PW(engine, car)
MAKE MAK ii - - - [co ∪ ntao] × [co ∪ ntao] MAK (cars, BMW )
POSSESSION POS ii - -

√
[co] × [co] POS(Ford F-150, John)

MANNER MNR iii - - - [ql ∪ st ∪ ntao] × [si] MNR(quick, delivery)
RECIPIENT RCP iii - - - [co] × [ev] RCP(Mary, gave)
SYNONYMY SYN v

√ √ √
[ent] × [ent] SYN(a dozen, twelve)

AT-LOCATION AT-L v
√

- * [o ∪ si] × [loc] AT-L (party, John’s house)
AT-TIME AT-T v

√
- * [o ∪ si] × [tmp] AT-T(party, last Saturday)

PROPERTY PRO v - - - [ntao] × [o ∪ si] PRO(height, John)
QUANTIFICATION QNT v - - - [qn] × [si ∪ o] QNT(a dozen, eggs)

Table 1: The set of 26 relations clustered and classified withtheir properties (reflexive, symmetric,
transitive) and examples. An asterisk indicates that the property holds under certain conditions.

4.1 Semantic Relation Types

This work focuses on the set of 26 semantic rela-
tions depicted in Table 1. We found this set spe-
cific enough to capture the most frequent seman-
tics of text without bringing unnecessary overspe-
cialization. The set is inspired by several pre-
vious proposals. Fillmore introduced the notion
of case framesand proposed a set of nine roles:
AGENT, EXPERIENCER, INSTRUMENT, OBJECT,
SOURCE, GOAL, LOCATION, TIME and PATH

(Fillmore, 1971). Fillmore’s work was extended
to FrameNet (Baker et al., 1998). PropBank
(Palmer et al., 2005) annotates a set of 17 seman-
tic roles in a per-verb basis.

We aim to encode relations not only between
a verb and its arguments, but also between and
within noun phrases and adjective phrases. There-
fore, more relations are added to the set. It

includes relations present in WordNet (Miller,
1995), such asIS-A , PART-WHOLE and CAUSE.
Szpakowicz et al. (1995) proposed a set of nine
relations and Turney (2006) a set of five. Rosario
and Hearst (2004) proposed a set of 38 relations
including standard case roles and a set of specific
relations for medical domain. Helbig (2005) pro-
posed a set of 89 relations, includingANTONYMY

and severalTEMPORAL relations, e.g.SUCCES-
SION, EXTENSION, END.

Our set clusters some of the previous propos-
als (e.g. we only considerAT-TIME) and discards
relations proposed elsewhere when they did not
occur frequently enough in our experiments. For
example, even thoughANTONYMY and ENTAIL -
MENT are semantically grounded, they are very
infrequent and we do not deal with them. Our
pragmatic goal is to capture as many semantics as
possible with as few relations as possible. How-
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ever, we show (Section 7.1) that our set can be
easily customized to a specific domain.

The 26 relations are clustered such that rela-
tions belonging to the same cluster are close in
meaning. Working with clusters is useful because
it allows us to: (i) map to other proposed relations,
justifying the chosen set of relations; (ii) work
with different levels of specificity; and (iii) reason
with the relations in a per cluster basis.

The reason cluster includes relations between a
concept having a direct impact on another.CAU(x,
y) holds if y would not hold ifx did not happen.
JST(x, y) encodes a moral cause, motive or so-
cially convened norm. IfIFL(x, y), x affects the
intensity ofy, but it does not affect its occurrence.

The goal cluster includesINT and PRP. INT(x,
y) encodes intended consequences, which are vo-
litional. PRP(x, y) is a broader relation and can be
defined forinanimate objects.

Theobject modifiers cluster encodes descriptions
of objects andsituations: SRC(x, y) holds if x ex-
presses the origin ofy. VAL (x, y) holds for any
other attribute, e.g.heavy, handsome.

The syntactic subjects cluster includes relations
linking a syntactic subject and asituation. The dif-
ferences rely on the characteristics of the subject
and the connection per se.AGT(x, y) encodes an
intentional doer,x must be volitional. IfEXP(x,
y), x does not change the situation, it only expe-
riencesy; it does not participate intentionally iny
either. If INS(x, y), x is used to performy, x is a
tool or device that facilitatesy.

The direct objects cluster includes relations en-
coding syntactic direct objects.THM(x, y) holds
if x is affected or directly involved byy. TPC(x, y)
holds if y is a communication verb, liketalk and
argue. STI(x, y) holds if y is a perception verb
andx a stimulus that makesy happen.

The association cluster includesASO and KIN .
ASO is a broad relation between any pair of enti-
ties;KIN encodes a relation between relatives.

The rest of the relations do not fall into any
cluster. ISA, PW, SYN, AT-L andAT-T have been
widely studied in the literature.MAK (x, y) holds
if y makes or producesx; POS(x, y) holds if y
ownsx; MNR encodes the way asituation occurs.
RCPcaptures the connection between anevent and
an object which is the receiver of the event.PRO

describes links between asituation or object and
its characteristics, e.g.,height, age. Values to the
characteristics are given throughVAL . QNT(x, y)
holds ify is quantitatively determined byx.

Relations can also be classified depending on
the kind of concepts they describe and theirin-
tra or inter nature into: (i) Intra-Object; (ii) Inter-
Objects; (iii) Intra-Situation; (iv) Inter-Situations;
and (v) for Object and Situation description.

4.2 Detection of Semantic Relations

Relations are extracted by an in-house SP from
a wide variety of syntactic realizations. For ex-
ample, the compound nominalsteel knifecon-
tainsPW(steel, knife), whereascarving knifecon-
tainsPRP(carving, knife); the genitiveMary’s toy
containsPOS(toy, Mary), whereasMary’s brother
containsKIN(brother, Mary), andeyes of the baby
contains aPW(eyes, baby). Relations are also ex-
tracted from a verb and its arguments (NP verb,
verb NP, verb PP, verb ADVP and verb S), adjec-
tive phrases and adjective clauses.

The SP first uses a combination of state-of-the-
art text processing tools, namely, part-of-speech
tagging, named entity recognition, syntactic pars-
ing and word sense disambiguation. After a can-
didate syntactic pattern has been found, a series of
machine learning classifiers are applied to decide
if a relation holds. Four different algorithms are
used: decision trees, Naive Bayes, SVM and Se-
mantic Scattering combined in a hybrid approach.
Some algorithms use a per-relation approach (i.e.,
decide whether or not a given relation holds) and
others a per-pattern approach (i.e., which relation,
if any, holds for a particular pattern). Additionally,
human-coded rules are used for a few unambigu-
ous cases. The SP participated in the SemEval
2007 Task 4 (Badulescu and Srikanth, 2007).

5 Composition of Semantic Relations

The goal of semantic calculus (SC) is to provide
a formal framework for manipulating semantic re-
lations. CSR is a part of this, its goal is to apply
inference axiomsover already identified relations
in text in order to infer more relations.

Semantic Calculus: Operators and Properties
The composition operatoris represented by the
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(R−1)−1 = R

Ri ◦ Rj = (Rj
−1 ◦ Ri

−1)−1

R−1 inherits all the properties ofR
⊥−1 = ⊥
∀i: ⊥ ⊲⊳ Ri

R is reflexive iff ∀x: R(x, x)
R is symmetric iff R(x, y) = R(y, x)
R is transitive iff R(x, y) ◦ R(y, z) → R(x, z)
Ri ⊲ Rj ↔ Ri

−1 ⊳ Rj
−1

Ri ⊲⊳ Rj ↔ Ri
−1 ⊲⊳ Rj

−1

If Ri is symmetric andRi ⊲⊳ Rj , Ri
−1 ⊲⊳ Rj

If Rj is symmetric andRi ⊲⊳ Rj , Ri ⊲⊳ Rj
−1

Table 2: Semantic calculus properties

symbol ◦. It combines two relations and yields
a third one. Formally, we denoteR1 ◦ R2 → R3.

The inverseof R is denotedR−1 and can be ob-
tained by simply switching its arguments. Given
R(x, y), R−1(y, x) always holds. The easiest way
to readR−1(y, x) is x is R of y.

R1 left dominatesR2, denoted byR1 ⊲ R2,
iff the composition ofR1 and R2 yields R1, i.e.,
R1 ⊲ R2 iff R1 ◦ R2 → R1. R1 right dominatesR2,
denoted byR1 ⊳ R2, iff the composition ofR2 and
R1 yields R1, i.e., R1 ⊳ R2 iff R2 ◦ R1 → R1. R1

completely dominatesR2, denoted byR1 ⊲⊳ R2, iff
R1 ⊲ R2 andR1 ⊳ R2, i.e., R1 ⊲⊳ R2 iff R1 ◦ R2 →
R1 andR2 ◦ R1 → R1.

An OTHER (⊥) relation holds betweenx andy
if no relation from the given set holds. Formally,
⊥(x, y) iff ¬∃Ri such thatRi(x, y).

Using the notation above, the properties de-
picted in Table 2 follow.

Necessary conditions for Combining Relations
Axioms can be defined only for compatible rela-
tions as premises.R1 andR2 arecompatibleif it
is possible, from a theoretical point of view, to ap-
ply the composition operator to them. Formally,
RANGE(R1) ∩ DOMAIN (R2) 6= ∅

If R1 and R2 are compatible but not equal a
restriction occurs. Let us denote RANGE(R1) ∩
DOMAIN (R2) = I. A backwardrestriction takes
place if RANGE(R1) 6= I and aforward restric-
tion if DOMAIN (R2) 6= I. In the former case
RANGE(R1) is reduced; in the later DOMAIN (R2)
is reduced. A forward and backward restriction
can be found with the same pair of relations.

It is important to note that two compatible rela-
tions may not be the premises for a valid axiom.

For example,KIN andAT-L are compatible but do
not yield any valid inference.

Another necessary condition for combining two
relationsR1(x, y) andR2(y, z) is that they have to
have a common argument,y.

5.1 Unique axioms

An axiom is defined as a set of relations called
premises and a conclusion. Given the premises it
unequivocally yields a relation that holds as con-
clusion. The composition operator is the basic
way of combining two relations to form an axiom.

In general, forn relations there are
(
n
2

)
=

n(n−1)
2 different pairs. For each pair, taking into

account the two relations and their inverses, there
are4 × 4 = 16 different possible combinations.
Applying propertyRi ◦ Rj = (Rj

−1 ◦ Ri
−1)−1,

only 10 combinations are unique: (i) 4 combine
R1, R2 and their inverses; (ii) 3 combineR1 and
R1

−1; and (iii) 3 combineR2 andR2
−1. The most

interesting axioms fall into category (i), since the
other two can be resolved by the transitivity prop-
erty of a relation and its inverse.

For n relations there are2n2 + n potential ax-
ioms:

(n
2

)
×4+3n = 2×n(n−1)+3n = 2n2+n.

Forn = 26, there are 1300 potential axioms in (i),
820 of which are compatible.

The number can be further reduced. After man-
ual examination of combinations ofASO andKIN

with other relations, we conclude that they do not
yield any valid inferences, invalidating 150 poten-
tial axioms. This is due to the broad meaning of
these relations.QNT can be discarded as well, in-
validating 45 more potential axioms.

Some axioms can be easily validated. Because
synonymous concepts are interchangeable,SYN is
easily combined with any other relation:SYN(x,
y) ◦ R(y, z) → R(x, z) andR(x, y) ◦ SYN(y, z) →
R(x, z). Because hyponyms inherit relations from
their hypernyms,ISA(x, y) ◦ R(y, z) → R(x, z)
andR(x, y) ◦ ISA−1(y, z) → R(x, z) hold. These
observations allow us to validate 138 of the 625
potential axioms left, still leaving 487.

As noted before, relations belonging to the
same cluster tend to behave similarly. This is es-
pecially true for thereason andgoal clusters due
to their semantic motivation. Working with these
two clusters instead of the relations brings the
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(1) reason ◦ goal (2) reason−1 ◦ goal

x
reason //

IFL
��?

??
??

??
? y

goal

��
z

x

PRP
��?

??
??

??
? y

goal

��

reasonoo

z
(3) goal ◦ reason (4) goal ◦ reason−1

x

goal

��

IFL

��?
??

??
??

?

y
reason

// z

x

IFL−1

��?
??

??
??

?

goal

��
y z

reason
oo

Table 3: The four axioms taking as premisesrea-

son and goal clusters. Diagonal arrows indicate
inferred relations.

number of axioms to be examined down to 370.
Out of the 370 axioms left, we have extensively

analyzed and defined the 35 involvingAT-L, the
43 involving reason and the 58 involvinggoal. Be-
cause of space constraints, in this paper we only
fully introduce the axioms forreason and goal

(Section 6), as well as a variety of axioms useful
to recognize textual entailments (Section 7.2).

6 Case Study: Reason and Goal

In this section, we present the four unique axioms
for reason andgoal relations (Table 3).

(1) REA(x, y) ◦ GOA(y, z) → IFL (x, z): an
event is influenced by the reason of its goal.

For example: Bill saves money because he is
unemployed; he spends far less than he used to.
Therefore, being unemployed can lead to spend
far less.

P REA(be unemployed, save money)
GOA(save money, spend far less)

C IFL(be unemployed, spend far less)

(2) REA−1(x, y) ◦ GOA(y, z) → PRP(x, z):
events have as their purpose the effects of their
goals. This is a strong relation.

For example: Since they have a better view,
they can see the mountain range. They cut the tree
to have a better view. Therefore, they cut the tree
to see the mountain range.

P REA−1(see the mountain range, better view)
GOA(better view, cut the tree)

C PRP(see the mountain range, cut the tree)

Note that possible unintended effects of cutting
the tree (e.g. homeowners’ association complains)
are caused by the eventcut the tree, not by its ef-
fect get a better view.

(3) GOA(x, y) ◦ REA(y, z) → IFL (x, z): the
goal of an action influences its effects.

For example: John crossed the street carelessly
to get there faster. He got run over by a propane
truck. Therefore, John got run over by a propane
truck influenced by (having the goal of) getting
there faster.

P GOA(get there faster, crossed carelessly)
REA(crossed carelessly, got run over)

C IFL(get there faster, got run over)

(4) GOA(x, y) ◦ REA−1(y, z) → IFL −1(x, z).
Events influence the goals of its effects.

For example: Jane exercises to lose weight. She
exercised because of the good weather. Therefore,
good weather helps to lose weight.

P GOA(lose weight, exercise)
REA−1(exercise, good weather)

C IFL−1(lose weight, good weather)

The axioms have been evaluated using manu-
ally annotated data. PropBankCAU and PNC are
used asreason andgoal. Reason annotation is fur-
ther collected from a corpus which adds causal
annotation to the Penn TreeBank (Bethard et al.,
2008). A total of 5 and 29 instances for axioms
3 and 4 were found. For all of them, the ax-
ioms yield a valid inference. For example,Buick
[approached]y American express about [a joint
promotion]x because [its card holders generally
have a good credit history]z. PropBank annota-
tion statesGOA(x, y) and REA−1(y, z), axiom 4
makes the implicit relationIFL−1(x, z) explicit.

7 Applications and Results

7.1 Customization of Semantic Relations

Problem There is no agreement on a set of rela-
tions that best represent text semantics. This is
rightfully so since different applications and do-
mains call for different relations. CSR can be used
to rapidly customize a set of relations without hav-
ing to train a new SP or modify any other tool.
Given a text, the SP extracts 26 elementary se-
mantic relations. Axioms within the framework
of CSR yieldn new relations, resulting in a richer
semantic representation (Figure 2).

CSR axiomsTwo ways to get new relations are:
(i) Direct mapping. This is the easiest case and

it is equivalent to rename a relation. For example,
we can mapPOSto BELONG or IS-OWNER-OF.
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Axiom Rest. on y Example
AGT(x, y) ◦ THM−1(y, z) → ARRESTED(x, z) arrestedconcept [Police]x [apprehended]y 51 [football fans]z.
THM(x, y) ◦ AT-L(y, z) → ARRESTED-AT(x, z) arrestedconcept Police [apprehended]y 51 [fans]x [near the Dome]z.
AGT(x, y) ◦ AT-L(y, z) → BANKS-AT(x, z) bankingactivity [John]x [withdrew]y $20 [at the nearest Chase]z.
POS(x, y) ◦ AT-L(y, z) → BANKS-AT(x, z) accountconcept [John]x got a [checkbook]y at [Chase]z.

Table 4: Examples of semantic relation customization usingCSR.

Pair Text T HypothesisH

113

Belknap married and lost his first two wives, Cora LeRoy and Carrie
Tomlinson, and married Mrs. John Bower, his second wife’s sister.

Belknap was married to Carrie Tomlinson.

T1 AGT(Belknap, married) H1 AGT(Belknap, was married)
T2 THM(wives, married) H2 THM(Carrie Tomlinson, was married)
T3 QNT(first two, wives)
T4 ISA(Carrie Tomlinson, wives)

429

India’s yearly pilgrimage to the Ganges river, worshiped byHindus as
the goddess Ganga, is the world’s largest gathering of people, . . .

Ganga is a Hindu goddess.

T1 AGT(Hindus, worship) H1 ISA(Ganga, goddess)
T2 THM(Ganga, worship) H2 VAL (Hindu, goddess)
T3 ISA(Ganga, goddess)

445

[. . . ] At present day YouTube represents the most popular site sharing
on-line video.

YouTube is a video website.

T1 ISA(YouTube, site) H1 ISA(YouTube, website)
T2 EXP(site, sharing) H2 VAL (video, website)
T3 THM(video, sharing)

716

The Czech and Slovak republics have been unable to agree a political
basis for their future coexistence in one country.

The Czech and Slovak republics do not agree to coexist in one country.

T1 AGT(The Czech and Slovak republics, have been
unable to agree)

H1 AGT(The Czech and Slovak republics, do not
agree)

T2 THM(political basis, have been unable to agree) H2 PRP(coexist in one country, do not agree)
T3 PRP(their future coexistence in one country, po-

litical basis)

771

In 2003, Yunus brought the microcredit revolution to the streets of
Bangladesh to support more than 50,000 beggars, whom the Grameen
Bank respectfully calls Struggling Members.

Yunus supported more than 50,000 Struggling Members.

T1 AGT(Yunus, brought) H1 AGT(Yunus, supported)
T2 PRP(support, brought)
T3 RCP(beggars, support) H2 RCP(Struggling Members, support)
T4 QNT(more than 50,000, beggars) H3 QNT(more than 50,000, Struggling Members)
T5 SYN(beggars, Struggling Members)

Table 5: RTE3 examples and their elementary semantic relations (i.e., the ones the SP detects). Only
relevant semantic relations for entailment detection are shown forT .

Text // Semantic Parser
26 relations //

��
Inference axioms // CSR

n new sr //EDBC@AOO
Figure 2: Flowchart for obtaining customized se-
mantic relations using CSR.

(ii) Combinations of two elementary relations
yield new specialized relations. In this case, re-
strictions on the arguments must be fulfilled.

Consider we need the new relationAR-
RESTED(x, y), which encodes the relation be-
tween twoanimate concrete objects x andy, where
x arrestedy. We can infer this relation by using

the following axiom:AGENT(x, y) ◦ THEME−1(y,
z) → ARRESTED(x, z) provided thaty is anar-
restedconcept. A simple way of checking if a
given concept is of a certain kind is to check
WordNet. Collecting all the words belonging the
the synset arrest.v.1, we get the following list of
arrestedconcepts:collar, nail, apprehend, pick
up, nab and cop. Using lexical chains the list
could be further improved.

More examples of axioms for generating cus-
tomized semantic relations are shown in Table 4.

Results Virtually any domain could be covered
by applying customization over the set of 26
relations. The set has been successfully cus-
tomized to a law enforcement domain. Ax-
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ioms for a total of 37 new relations were de-
fined and implemented. Among others, ax-
ioms to infer IS-EMPLOYER, IS-COWORKER, IS-
PARAMOUR, IS-INTERPRETER, WAS-ASSASSIN,
ATTENDS-SCHOOL-AT, JAILED-AT, COHABITS-
WITH, AFFILIATED -TO, MARRIED-TO, RENTED-
BY, KIDNAPPED-BY and the relations in Table 4
were defined. Note that a relation can be inferred
by several axioms. This customization effort to
add 37 new specialized relations took a person
only a few days and without modifying the SP.

7.2 Textual Entailment

Problem An application of CSR is recognizing
entailments. Given textT and hypothesisH, the
task consists on determining whether or notH can
be inferred byT (Giampiccolo et al., 2007).

CSR axiomsSeveral examples of the RTE3 chal-
lenge can be solved by applying CSR (Table 5).
The rest of this section depicts the axioms in-
volved in detecting entailment for each pair.

Pair 113 is a simple one. A perfect match
for H in T can be obtained by an axiom reading
all concepts inherit the semantic relations of their
hypernyms. Formally, ISA(x, y) ◦ THM(y, z) →
THM(x, z), T2 andT4 are the premises and the
conclusion matchesH2. T1 matchesH1.

Pair 429 can be solved by an axiom read-
ing agents are values for their themes. Formally,
AGT(x, y) ◦ THM−1(y, z) → VAL (x, z); T1 and
T2 yield VAL (Hindu, Ganga), which combined
with T3 results in a match betweenT andH.

Pair 445 follows a similar pattern, but the way
an EXP combines with itsTHM differs from the
way an AGT does. Thetheme is a value of the
experiencer, THM(x, y) ◦ EXP−1(y, z) → VAL (x,
z). Given T2 and T3, the axiom yieldsT4:
VAL (video, site). Assuming thatSYN(site, web-
site), T1 andT4 matchH.

Pair 716 also requires only one inference step.
Using T3 and T2, an axiom readingsituations
have as their purpose the purpose of its themein-
fersH2, yielding a perfect match betweenT and
H. Formally,PRP(x, y) ◦ THM(y, z) → PRP(x, z).

Pair 771 Using as premisesT1 andT2, an ax-
iom readingan agent performs the purposes of its
actions infers H1. Using T3 and T5, and T4
and T5 as premises, an axiom readingsynony-

mous concepts are interchangeableinfersH2 and
H3, resulting in a perfect match betweenT and
H. Formally,AGT(x, y) ◦ PRP−1(y, z) → AGT(x,
z), RCP−1(x, y) ◦ SYN(y, z) → RCP−1(x, z) and
QNT(x, y) ◦ SYN(y, z) → QNT(x, z).

ResultsWe conducted two experiments to quan-
tify the impact of CSR in detecting entailments.

First, 60 pairs were randomly selected from the
RTE3 challenge and parsed with the SP. 14 of
them (23%) could be solved by simply matching
the elementary relations inT andH. After apply-
ing CSR, 21 more pairs (35%) were solved. Thus,
adding CSR on top of the SP clearly improves en-
tailment detection. Out of the 25 pairs not solved,
5 (8%) need coreference resolution and 20 (34%)
require commonsense knowledge or fairly com-
plicated reasoning methods (e.g.a shipwreck is a
ship that sank).

CSR has also been added to a state of the art
system for detecting textual entailment (Tatu and
Moldovan, 2007). Prior to the addition, the sys-
tem made 222 errors consisting of 46 false nega-
tives (examples in Table 5) and 176 false positives.
CSR was able to correctly solve 18 (39%) of the
46 false negatives.

8 Conclusions

Although the idea of chaining semantic relations
has been proposed before, this paper provides a
formal framework establishing necessary condi-
tions for composition of semantic relations. The
CSR presented here can be used to rapidly cus-
tomize a set of relations to any arbitrary domain.
In addition to the customization of an informa-
tion extraction tool and recognizing textual entail-
ments, CSR has the potential to contribute to other
applications. For example, it can help improve a
semantic parser, it can be used to acquire com-
monsense knowledge axioms and more.

When an axiom that results from combining
two relations does not always hold, it may be pos-
sible to add constraints that limit the arguments of
the premises to only some concepts.

This work stems from the need to automate the
extraction of deep semantics from text and repre-
senting text as semantic triples. The paper demon-
strates that CSR is able to extract more relations
than a normal semantic parser would.
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Màrquez, Lluı́s, Xavier Carreras, Kenneth C.
Litkowski, and Suzanne Stevenson. 2008. Seman-
tic Role Labeling: An Introduction to the Special
Issue.Computational Linguistics, 34(2):145–159.

Miller, George A. 1995. WordNet: A Lexical
Database for English.Communications of the ACM,
38:39–41.

Moldovan, Dan, Adriana Badulescu, Marta Tatu,
Daniel Antohe, and Roxana Girju. 2004. Mod-
els for the Semantic Classification of Noun Phrases.
In HLT-NAACL 2004: Workshop on Computational
Lexical Semantics, pages 60–67.

Palmer, Martha, Daniel Gildea, and Paul Kingsbury.
2005. The Proposition Bank: An Annotated Cor-
pus of Semantic Roles.Computational Linguistics,
31(1):71–106.

Rosario, Barbara and Marti Hearst. 2004. Classifying
Semantic Relations in Bioscience Texts. InProc. of
the 42nd Meeting of the ACL, pages 430–437.

Sánchez Valencia, Victor. 1991.Studies on Natural
Logic and Categorial Grammar. Ph.D. thesis, Uni-
versity of Amsterdam.

Szpakowicz, Barker, Ken Barker, and Stan Szpakow-
icz. 1995. Interactive semantic analysis of Clause-
Level Relationships. InProceedings of the Second
Conference of the Pacific ACL, pages 22–30.

Tatu, Marta and Dan Moldovan. 2007. COGEX
at RTE 3. In Proceedings of the ACL-PASCAL
Workshop on Textual Entailment and Paraphrasing,
pages 22–27, Prague, Czech Republic.

Tatu, Marta. 2005. Automatic Discovery of Intentions
in Text and its Application to Question Answering.
In Proceedings of the ACL Student Research Work-
shop, pages 31–36, Ann Arbor, Michigan.

Turney, Peter D. 2006. Expressing Implicit Seman-
tic Relations without Supervision. InProceedings
of the 21st International Conference on Computa-
tional Linguistics and 44th Annual Meeting of the
ACL, pages 313–320, Sydney, Australia.

80



Coling 2010: Poster Volume, pages 81–89,
Beijing, August 2010

Improved Unsupervised Sentence Alignment for Symmetrical and
Asymmetrical Parallel Corpora

Fabienne Braune Alexander Fraser
Institute for Natural Language Processing

Universität Stuttgart
{braunefe,fraser}@ims.uni-stuttgart.de

Abstract

We address the problem of unsupervised
and language-pair independent alignment
of symmetrical and asymmetrical parallel
corpora. Asymmetrical parallel corpora
contain a large proportion of 1-to-0/0-to-1
and 1-to-many/many-to-1 sentence corre-
spondences. We have developed a novel
approach which is fast and allows us to
achieve high accuracy in terms of F1 for
the alignment of both asymmetrical and
symmetrical parallel corpora. The source
code of our aligner and the test sets are
freely available.

1 Introduction

Sentence alignment is the problem of, given a par-
allel text, finding a bipartite graph matching min-
imal groups of sentences in one language to their
translated counterparts. Because sentences do not
always align 1-to-1, the sentence alignment task is
non-trivial.

The achievement of high accuracy with mini-
mal consumption of computational resources is a
common requirement for sentence alignment ap-
proaches. However, in order to be applicable to
parallel corpora in any language without requir-
ing a separate training set, a method for sentence-
alignment should also work in an unsupervised
fashion and be language pair independent. By
“unsupervised”, we denote methods that infer the
alignment model directly from the data set to be
aligned. Language pair independence refers to ap-
proaches that require no specific knowledge about
the languages of the parallel texts to align.

We have developed an approach to unsuper-
vised and language-pair independent sentence
alignment which allows us to achieve high accu-
racy in terms of F1 for the alignment of both sym-
metrical and asymmetrical parallel corpora. Due
to the incorporation of a novel two-pass search
procedure with pruning, our approach is accept-
ably fast. Compared with Moore’s bilingual sen-
tence aligner (Moore, 2002), we obtain an average
F1 of 98.38 on symmetrical parallel documents,
while Moore’s aligner achieves 94.06. On asym-
metrical documents, our approach achieves 97.67
F1 while Moore’s aligner obtains 88.70. On av-
erage, our sentence aligner is only about 4 times
slower than Moore’s aligner.

This paper is organized as follows: previous
work is described in section 2. In section 3, we
present our approach. Finally, in section 4, we
conduct an extensive evaluation, including a brief
insight into the impact of our aligner on the over-
all performance of an MT system.

2 Related Work

Among approaches that are unsupervised and lan-
guage independent, (Brown et al., 1991) and (Gale
and Church, 1993) use sentence-length statistics
in order to model the relationship between groups
of sentences that are translations of each other. As
shown in (Chen, 1993) the accuracy of sentence-
length based methods decreases drastically when
aligning texts containing small deletions or free
translations. In contrast, our approach augments a
sentence-length based model with lexical statistics
and hence constantly provides high quality align-
ments.

(Moore, 2002) proposes a multi-pass search
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procedure where sentence-length based statistics
are used in order to extract the training data for
the IBM Model-1 translation tables. The ac-
quired lexical statistics are then combined with
the sentence-length based model in order to ex-
tract 1-to-1 correspondences with high accuracy1.
Moore’s approach constantly achieves high preci-
sion, is robust to sequences of inserted and deleted
text, and is fast. However, the obtained recall is
at most equal to the proportion of 1-to-1 corre-
spondences contained in the parallel text to align.
This point is especially problematic when align-
ing asymmetrical parallel corpora. In contrast,
our approach allows to extract 1-to-many/many-
to-1 correspondences. Hence, we achieve high
accuracy in terms of precision and recall on both
symmetrical and asymmetrical documents. More-
over, because we use, in the last pass of our multi-
pass method, a novel two-stage search procedure,
our aligner also requires acceptably low computa-
tional resources.

(Deng et al., 2006) have developed a multi-
pass method similar to (Moore, 2002) but where
the last pass is composed of two alignment pro-
cedures: a standard dynamic programming (DP)
search that allows one to find many-to-many
alignments containing a large amount of sentences
in each language and a divisive clustering al-
gorithm that optimally refines those alignments
through iterative binary splitting. This alignment
method allows one to find, in addition to 1-to-
1 correspondences, high quality 1-to-many/many-
to-1 alignments. However, 1-to-0 and 0-to-1 cor-
respondences are not modeled in this approach2.
This leads to poor performance on parallel texts
containing that type of correspondence. Further-
more performing an exhaustive DP search in or-
der to find large size many-to-many alignments
involves high computational costs. In comparison
to (Deng et al., 2006), our approach works in the
opposite way. Our two-step search procedure first

1The used search heuristic is a forward-backward compu-
tation with a pruned dynamic programming procedure as the
forward pass.

2In (Deng et al., 2006), p. 5, the p(ak) = p(x, y) which
determines the prior probability of having an alignment con-
taining x source and y target sentences, is equal to 0 if x < 1
or y < 1. As p(ak) is a multiplicative factor of the model,
the probability of having an insertion or a deletion is always
equal to 0.

finds a model-optimal alignment composed of the
smallest possible correspondences, namely 1-to-
0/0-to-1 and 1-to-1, and then merges those cor-
respondences into larger alignments. This allows
the finding of 1-to-0/0-to-1 alignments as well
as high quality 1-to-many/many-to-1 alignments,
leading to high accuracy on parallel texts but also
on corpora containing large blocs of inserted or
deleted text. Furthermore, our approach keeps the
computational costs of the alignment procedure
low: our aligner is, on average, about 550 times
faster than our implementation3 of (Deng et al.,
2006).

Many other approaches to sentence-alignment
are either supervised or language dependent. The
approaches by (Chen, 1993), (Ceausu et al., 2006)
or (Fattah et al., 2007) need manually aligned
pairs of sentences in order to train the used align-
ment models. The approaches by (Wu, 1994),
(Haruno and Yamazaki, 1996), (Ma, 2006) and
(Gautam and Sinha, 2007) require an externally
supplied bilingual lexicon. Similarly, the ap-
proaches by (Simard and Plamondon, 1998) or
(Melamed, 2000) are language pair dependent in-
sofar as they are based on cognates.

3 Two-Step Clustering Approach

We present here our two-step clustering approach
to sentence alignment4 which is the main contri-
bution of this paper. We begin by giving the main
ideas of our approach using an introductory exam-
ple (section 3.1). Then we show to which extent
computational costs are reduced in comparison to
a standard DP search (section 3.2) before present-
ing the theoretical background of our approach
(section 3.3). We further discuss a novel prun-
ing strategy used within our approach (section
3.4). This pruning technique is another important
contribution of this paper. Next, we present the
alignment model (section 3.5) which is a slightly
modified version of the alignment model used in
(Moore, 2002). Finally, we describe the overall

3In order to provide a precise comparison between our
aligner and (Deng et al., 2006), we have implemented their
model into our optimized framework.

4Note that our approach does not aim to find many-to-
many alignments. None of the unsupervised sentence align-
ment approaches discussed in section 2 are able to correctly
find that type of correspondence.
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procedure required to align a parallel text with our
method (section 3.6).

3.1 Sketch of Approach

Consider a parallel text composed of six source
language sentences Fi and four target language
sentences Ej . Further assume that the correct
alignment between the given texts is composed of
four correspondences: three 1-to-1 alignments be-
tween F1, E1; F2, E2 and F6, E4 as well as a 3-to-
1 alignment between F3, F4, F5 and E3. Figure 1
illustrates this alignment.

F1 E1

F2 E2

F3

F4

F5

F6 E4

E3

Figure 1: Correct Alignment between Fi and Ej

In the perspective of a statistical approach to
sentence alignment, the alignment in figure 1 is
found by computing the model-optimal alignment
A∗ for the bitext considered:

A∗ = argmax
A

∏

ak∈A
SCORE(ak) (1)

where SCORE(ak) denotes the score attributed
by the alignment model5 to a minimal alignment
ak composing A∗. The optimization given in
equation 1 relies on two commonly made assump-
tions: (c1) a model-optimal alignment A∗ can
be decomposed into k minimal and independent
alignments ak; (c2) each alignment ak depends
only on local portions of text in both languages.

The search for A∗ is generally performed us-
ing a dynamic programming (DP) procedure over
the space formed by the l source and m target
sentences. The computation of A∗ using a DP
search relies on the assumption (c3) that sentence
alignment is a monotonic and continuous process.
The DP procedure recursively computes the opti-
mal score D(l,m)∗ for a sequence of alignments
covering the whole parallel corpus. The optimal
score D(l,m)∗ is given by the following recur-

5The alignment model will be presented in section 3.5.

sion:

D(l,m)∗ = min
0≤x,y≤R , x=1∨y=1

D(l − x,m− y)∗

− logSCORE(ak)

(2)

where x denotes the number of sentences on the
source language side of ak and y the number of
sentences on the target language side of ak.

The constant R constitutes an upper bound to
the number of sentences that are allowed on each
side of a minimal alignment ak. This constant has
an important impact on the computational costs
of the DP procedure insofar as it determines the
number of minimal alignments that have to be
compared and scored at each step of the recursion
given in equation 2. As will be shown in section
3.2, the number of comparisons increases depend-
ing on R.

The solution we propose to the combinatorial
growth of the number of performed operations
consists of dividing the search for A∗ into two
steps. First, a model-optimal alignment A∗1, in
which the value of R is fixed to 1, is found. Sec-
ond, the alignments a′k composing A∗1 are merged
into clusters mr containing up to R sentences on
either the source or target language side. The
alignment composed of these clusters is A∗R.

The search for the first alignment A∗1 is per-
formed using a standard DP procedure as given in
equation 2 but withR = 1. This first alignment is,
hence, only composed of 0-to-1, 1-to-0 and 1-to-1
correspondences. Using our example, we show, in
figure 2, the alignment A∗1 found in the first step
of our approach. The neighbors of F4, that is F3
and F5, are aligned as 1-to-0 correspondences.

F1 E1

F2 E2

F3

F4

F5

F6 E4

E3

Figure 2: A∗1 in our Approach (first step)

The search for A∗R is performed using a DP
search over the alignments a′k composingA∗1. The
score D(AR)

∗ obtained when all alignments a′k ∈
A∗1 have been optimally clustered can be written

83



recursively as:

D(AR)
∗ = min

0≤r≤R
D(AR − r)∗

− logSCORE(mr)
(3)

whereD(AR−r)∗ denotes the best score obtained
for the prefix covering all minimal alignments in
A∗1 except the last r minimal alignments consid-
ered for composing the last cluster mr.

The application of the second step of our ap-
proach is illustrated in figure 3. The first align-
ment, between F1 and E1, cannot be merged to be
part of a 1-to-many or many-to-1 cluster because
the following alignment in A∗1 is also 1-to-1. So
it must be retained as given in A∗1. The five last
alignments are, however, candidates for compos-
ing clusters. For instance, the alignment F2-E2
and F3-ε, where ε denotes the empty string, could
be merged in order to compose the 2-to-1 cluster
F2,F3-E2. However, in our example, the align-
ment model chooses to merge the alignments F3-
ε, F4-E3 and F5-ε in order to compose the 3-to-1
cluster F3,F4,F5-E3.

F1 E1

F2 E2

F3

F4

F5

F6 E4

E3

Figure 3: A∗R in our Approach (second step)

3.2 Computational Gains

The aim of this section is to give an idea about
why our method is faster than the standard DP
approach. Let C denote the number of compar-
isons performed at each step of the recursion of
the standard DP procedure, as given in equation
2. This amount is equivalent to the number of
possible combinations of x source sentences with
y target sentences. Hence, for an approach find-
ing all types of correspondences except many-to-
many, we have:

C = 2R+ 1 (4)

In terms of lookups in the word-correspondence
tables of a model including lexical statistics, the

number of operations Cl performed at each step
of the recursion is given by:

Cl = R′ ∗ w2 (5)
where R′ denotes the number of scored sen-
tences6. w denotes the average length of each
sentence in terms of words. The total number of
lookups performed in order to align a parallel text
containing l source and m target sentences using
a standard DP procedure is hence given by:

L = R′ ∗ w2 ∗ l ∗m (6)
In the perspective of our two-step search proce-
dure, the computational costs of the search for the
initial alignment A∗1 is given by:

L′1 = w2 ∗ l ∗m (7)
For the second step of our approach, because A∗R
is a cluster of A∗1, the dynamic programming pro-
cedure used to find this alignment is no longer
over the l ∗ m space formed by the source and
target sentences but instead over the space formed
by the minimal alignments a′k in A∗1. The aver-
age number of those alignments is approximately
l+m
2 .7 The number of lookups performed at each

step of our DP procedure is given by:

L′2 = R′ ∗ w2 ∗ l +m

2
(8)

where R′ and w are defined as in equation 6.
The total number of lookups for our clustering ap-
proach is hence given by:

L′1+2 = (w2 ∗ l ∗m) + (R′ ∗ w2 ∗ l +m

2
) (9)

In order to compare the costs of our approach and
a standard DP search over the l ∗m space formed
by the source and target sentences, we re-write
equation 6 as:

L = (w2 ∗ l ∗m) + ((R′− 1) ∗w2 ∗ l ∗m) (10)
The comparison of equation 9 with equation 10
shows that the computational gains obtained using
our two-step approach reside in the reduction of
the search space from l ∗m to l+m

2 .8

6In a framework where no caching of scores is performed,
we have R′ = R2 +R+1 compared sentences while score-
caching allows one to reduce R′ to R.

7Note that this amount tends to l +m when A∗1 contains
a large number of 0-to-1/1-to-0 correspondences.

8It should be noted that through efficient pruning, the
search space of the standard (DP) procedure can be further
reduced, see section 3.4.
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3.3 Theoretical Background
We now present the theoretical foundation of our
approach. First, we rewrite equation 1 in a more
detailed fashion as:

A∗R = argmax
A

∏

ak(xk,yk)∈AR

P (ak(xk, yk), s
q
i , t

r
j)

(11)
with 0 ≤ xk, yk ≤ R, where R denotes the max-
imal amounts x and y of source and target lan-
guage sentences composing a minimal alignment
ak(xk, yk). The distribution P (ak(xk, yk), s

q
i , t

r
j)

specifies the alignment model presented in section
3.5.

As seen in section 3.1, the formulation of the
alignment problem as given in equation 11 and the
use of a DP search in order to solve this equation
rely on the assumptions (c1) to (c3). Following
these assumptions, a model-optimal alignmentA∗1
can be defined as an ordered set of minimal align-
ments a′k(xk, yk), with 0 ≤ xk, yk ≤ 1, where the
aligned portions of text are sequential. In other
words, if the k − th alignment a′k(xk, yk) con-
tains the sequences sqi and trj of source and tar-
get language sentences, then the next alignment
a′k+1(xk+1, yk+1) is composed of the sequences
suq+1 and tvr+1. Hence, each alignment composing
AR, with R > 1, can be obtained through sequen-
tial merging of a series of alignments a′k(xk, yk) ∈
A∗1.9 Accordingly, the sequences of sentences su1
and tv1 are obtained by merging sq1 and tr1 with
suq+1 and tvr+1. It can then be assumed that (c4) the
ordered set of minimal alignments composing A∗R
under equation 11 is equivalent to the set of clus-
ters obtained by sequentially merging the minimal
alignments composing A∗1. Following assump-
tion (c4), the optimization over ak(xk, yk) ∈ AR
is equivalent to an optimization over the merged
alignmentsmr(xr, yr) ∈ AR. Hence, equation 11
is equivalent to:

A∗R = argmax
AR

∏

mr(xr,yr)∈AR

P (mr(xr, yr), s
u
i , t

v
j )

(12)
where each mr(xr, yr) is obtained by merging r
minimal alignments a′k(xk, yk) ∈ A∗1.

9Alignments of type 1-to-0/0-to-1 and 1-to-1 are assumed
to be clusters where a minimal alignment a′k(xk, yk) ∈ A∗1
has been merged with the empty alignment e0(0, 0)(ε, ε).

The computation of A∗R is done in two
steps. First, a model-optimal alignment A∗1 is
found using a standard DP procedure as de-
fined in equation 2 but with R = 1 and where
SCORE(ak) is given by the alignment model
− logP (ak, s

l
l−x+1, t

m
m−y+1). In the second step,

the search procedure used to find the optimal
clusters is defined as in equation 3 but where
SCORE(mr) is given by the alignment model
− logP (mr, s

u
i , t

v
j ).

3.4 Search Space Pruning

In order to further reduce the costs of finding A∗1,
we initially pruned the search space in the same
fashion as (Moore, 2002). We explored a nar-
row band around the main diagonal of the bi-
text to align. Each time the approximated align-
ment came close to the boundaries of the band,
the search was reiterated with a larger band size.
However, the computational costs for alignments
that were not along the diagonal quickly increased
with this pruning strategy. A high loss of effi-
ciency was hence observed when aligning asym-
metrical documents with this technique. Inciden-
tally, Moore reports, in his experiments, that for
the alignment of a parallel text containing 300
deleted sentences, the computational costs of his
pruned DP procedure is 40 times higher than for a
corpus containing no deletions.

In order to overcome this problem, we devel-
oped a pruning strategy that allows us to avoid the
loss of efficiency occurring when aligning asym-
metrical documents. Instead of exploring a nar-
row band around the main diagonal of the text to
align, we use sentence-length statistics in order to
compute an approximate path through the consid-
ered bitext. Our search procedure then explores
the groups of sentences that are around this path.
If the approximated alignment comes close to the
boundaries of the band, the search is re-iterated.

The path initially provided using a sentence-
length model10 and then iteratively refined is
closer to the correct alignment than the main di-
agonal of the bitext to align. Hence, the approxi-
mated alignment does not come close to the band

10The used model is the sentence-length based component
of (Moore, 2002), which is able to find 1-to-0/0-to-1 corre-
spondences.

85



as often as when searching around the main di-
agonal. This results in relatively high computa-
tional gains, especially for asymmetrical parallel
texts (see section 4).

3.5 Moore’s Alignment Model

The model we use is basically the same as in
(Moore, 2002) but minor modifications have been
made in order to integrate this model in our two-
step clustering approach. The three component
distributions of the model are given by11:

P (ak, s
q
i , t

r
j) = P (ak)P (s

q
i |ak)P (trj |ak, s

q
i )
(13)

The first component, P (ak), specifies the gen-
eration of a minimal alignment ak. The second
component, P (sqi |ak), specifies the generation of
a sequence sqi of source language sentences in
a minimal alignment ak. The last component,
i.e. P (trj |ak, sqi ), specifies the generation of a se-
quence of target language sentences depending on
a sequence of generated source sentences.

Our first modification to Moore’s model con-
cerns the component distribution P (ak). In the
second pass of our two-step approach, which is
the computation of the model-optimal clustered
alignment A∗R, we estimate P (ak) by computing
the relative frequency of sequences of alignments
a′k in the initial alignment A∗1 that are candidates
for composing a cluster mr of specific size.12 A
second minimal modification to Moore’s model
concerns the lexical constituent of P (trj |ak, sqi ),
which we denote here by P (fb|en, ak). In contrast
with Moore, we use the best alignment (Viterbi
alignment) of each target word fb with all source
words en, according to IBM Model-1:

P (fb|en, ak) =
argmaxlen=1 Pt(fb|en)

le + 1
(14)

where le denotes the number of words in the
source sentence(s) of ak. Our experimental results
have shown that this variant performed slightly
better than Moore’s summing over all alignments.

11In order to simplify the presentation of the model, we
use the short notation ak for denoting ak(xk, yk)

12For the computation ofA∗1, the distribution P (ak) is de-
fined as in Moore’s work.

3.6 Alignment Procedure
In order to align a parallel text (sl1, t

m
1 ) we use

a multi-pass procedure similar to (Moore, 2002)
but where the last pass is replaced by our two-
step clustering approach. In the first pass, an ap-
proximate alignment is computed using sentence-
length based statistics and the one-to-one corre-
spondences with likelihood higher than a given
threshold are selected for the training of the IBM
Model-1 translation tables13. Furthermore, each
found alignment is cached in order to be used as
the initial diagonal determining the search space
for the next pass. In the second pass, the corpus is
re-aligned according to our two-step approach: (i)
a model-optimal14 alignment containing at most
one sentence on each side of the minimal align-
ments ak(xk, yk) is found; (ii) those alignments
are model-optimally merged in order to obtain an
alignment containing up to R sentences on each
side of the clusters mr(xr, yr). In our experi-
ments, a maximum number of 4 sentences is al-
lowed on each side of a cluster.

4 Experiments

We evaluate our approach (CA) using three base-
lines against which we compare alignment qual-
ity and computational costs.15 The first (Mo) is
the method by (Moore, 2002). As a second base-
line (Std), we have implemented an aligner that
finds the same type of correspondences as our ap-
proach but performs a standard DP search instead
of our two-pass clustering procedure and imple-
ments Moore’s pruning strategy. Our third base-
line (Std P.) is similar to (Std) but integrates our
pruning technique.16 We also evaluate the impact

13Words with frequency < 3 in the corpus have been
dropped.

14This is optimal according to the alignment model which
will be presented in section 3.5.

15We do not evaluate sentence-length based methods in
our experiments because these methods obtain an F1 which
is generally about 10% lower than for our approach on
symmetrical documents. For asymmetrical documents the
performance is even worse. For example, when using
Gale&Church F1 sinks to 13.8 on documents which are not
aligned at paragraph level and contain small deletions.

16We do not include (Deng et al., 2006) in our exper-
iments because our implementation of this aligner is 550
times slower than our proposed method and the inability to
find 1-to-0/0-to-1 correspondences makes it inappropriate for
asymmetrical documents.
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S 1-1 1-N/N-1 0-1/1-0 Oth. Tot.
1 88.2% 10.9 % 0.005% 0.85% 3,877
2 91.9% 7.5% 0.007% 0.53% 2,646
3 91.6% 2.7% 4.3% 1.4% 23,715
4 44.8% 6.2% 49% 0.01% 2,606

Table 1: Test Set for Evaluation with 2 ≤ N ≤ 4

of our aligner on the overall performance of an
MT system.

Evaluation. We evaluate the alignment accu-
racy of our approach using four test sets annotated
at sentence-level. The two first are composed
of hand aligned documents from the Europarl
corpus for the language-pairs German-to-English
and French-to-English. The third is composed
of an asymmetric document from the German-to-
English part of the Europarl corpus. Our fourth
test set is a version of the BAF corpus (Simard,
1998), where we corrected the tokenization. BAF
is an interesting heterogeneous French-to-English
test set composed of 11 texts belonging to four
different genres. The types of correspondences
composing our test sets are given in table 1. The
metrics used are precision, recall and F1

17. Only
alignments that correspond exactly to reference
alignments count as correct. The computational
costs required for each approach are measured in
seconds. The time required to train IBM Model-1
is not included in our calculations18.

Summary of Results. Regarding alignment ac-
curacy, the results in table 2 show that (CA) ob-
tains, on average, an F1 that is 4.30 better than
for (Mo) on symmetrical documents. The results
in table 3 show that, on asymmetrical texts, (CA)
achieves an F1 which is 8.97 better than (Mo).
The accuracy obtained using (CA), (Std) and (Std
P.) is approximately the same. We have further
compared the accuracy of (CA) with (Std) for
finding 1-to-many/many-to-1 alignments. The ob-
tained results show that (CA) achieves an F1 that
is 5.0 better than (Std).

Regarding computational costs, the time re-
quired by (CA) is on average 4 times larger than

17We measure precision, recall and F1 on the 1-to-N/N-to-
1 alignments,N >= 1, which means that we view insertions
and deletions as “negative” decisions, like Moore.

18The reason for this decision is that our optimized frame-
work trains the Model-1 translation tables far faster than
Moore’s bilingual sentence aligner.

for (Mo) when aligning symmetrical documents.
On asymmetrical documents, (Mo) is, however,
only 1.5 times faster than (CA). Compared to
(Std), (CA) is approximately 6 times faster on
symmetrical and 80 times faster on asymmetrical
documents. The time of (Std P.) is 3 times higher
than for (CA) on symmetrical documents and 22
times higher on asymmetrical documents. This
shows that, first, our pruning technique is more
efficient than Moore’s and, second, that the main
increase in speed is due to the two step clustering
approach.

Discussion. On the two first test sets, (Mo)
achieves high precision while the obtained recall
is limited by the number of correspondences that
are not 1-to-1 (see table 1). Regarding (Std), (Std
P.) and (CA), all aligners achieve high precision
as well as high recall, leading to an F1 which is
over 98% for both documents. The computational
costs of (CA) for the alignment of symmetrical
documents are, on average, 4 times higher than
(Mo), 6 times lower than (Std) and 3.5 times
lower than (Std P.). On our third test set (Mo)
achieves, with an F1 of 88.70, relatively poor
recall while the other aligners reach precision
and recall values that are over 98%. Regarding
the computational costs, (CA) is only 1.5 times
slower than (Mo) on asymmetrical documents
while it is 80 times faster than (Std) and about 22
times faster than (Std P.). On our fourth test set
all evaluated aligners perform approximately the
same than on Europarl. While (Mo) obtains, with
94.46, an F1 which is the same as for Europarl,
(CA) performs, with an F1 of 97.67, about
1% worse than on Europarl. A slightly larger
decrease of 1.6% is observed for (Std) which
obtains 96.81 F1. Note, however, that (CA), (Std)
and (Std P.) still perform about 3% better than
(Mo). Regarding computational costs, (CA) is
4 times slower than (Mo) and 40 times faster
than (Std). The high difference in speed between
our approach and (Std) is due to the fact that the
BAF corpus contains texts of variable symmetry
while (Std) shows a great speed decrease when
aligning asymmetrical documents. Finally, we
have compared the accuracy of (Std) and (CA) for
the finding of 1-to-many/many-to-1 alignments
containing at least 3 sentences on the “many”
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Appr. Lang. Prec. Rec. F1 Speed
Mo D-E 98.75 87.88 92.99 935s
Mo F-E 98.97 91.56 95.12 1,661s
Std D-E 98.42 98.57 98.49 24,152s
Std F-E 98.45 98.83 98.64 35,041s
Std P. D-E 98.37 98.49 98.43 13,387s
Std P. F-E 98.41 98.78 98.60 21,848s
CA D-E 98.25 98.70 98.47 3,461s
CA F-E 98.00 98.60 98.30 6,978s

Table 2: Performance on Europarl

Appr. Prec. Rec. F1 Speed
Mo 97.90 81.08 88.70 552s
Std 97.66 97.74 97.70 71,475s
Std P. 97.74 97.81 97.77 17,502s
CA 97.38 97.97 97.67 800s

Table 3: Performance on asym. documents

Appr. Prec. Rec. F1 Speed
Mo 96.58 92.43 94.46 563s
Std 96.82 96.80 96.81 84,988s
CA 97.05 97.63 97.34 2,137s

Table 4: Performance on BAF

side. This experiment has shown that (Std)
finds a larger amount of those alignments while
making numerous wrong conjectures. On the
other hand, (CA) finds less 1-to-many/many-to-1
correspondences but makes only few incorrect
hypotheses. Hence, F1 is about 5% better for
(CA).

MT evaluation We also measured the impact
of 1-to-N/N-to-1 alignments (which are not ex-
tracted by Moore) on MT. We used standard set-
tings of the Moses toolkit, and the Europarl de-
vtest2006 set as our test set. We ran MERT sep-
arately for each system. System (s1) was trained
just on the 1-to-1 alignments extracted from the
Europarl v3 corpus by our system while system
(s2) was trained with all correspondences found.
(s1) obtains a BLEU score of 0.2670 while (s2)
obtains a BLEU score of 0.2703. Application of
the pairwise bootstrap test (Koehn, 2004) shows
that (s2) is significantly better than (s1).

5 Conclusion

We have addressed the problem of unsupervised
and language-pair independent alignment of sym-

metrical and asymmetrical parallel corpora. We
have developed a novel approach which is fast
and allows us to achieve high accuracy in terms
of F1 for the alignment of bilingual corpora.
Our method achieved high accuracy on symmet-
rical and asymmetrical parallel corpora, and we
have shown that the 1-to-N/N-to-1 alignments ex-
tracted by our approach are useful. The source
code of the aligner and the test sets are available
at http://sourceforge.net/projects/gargantua .

6 Acknowledgements

The first author was partially supported by the
Hasler Stiftung19. Support for both authors was
provided by Deutsche Forschungsgemeinschaft
grants Models of Morphosyntax for Statistical
Machine Translation and SFB 732.

References
Brown, Peter F., Jennifer C. Lai, and Robert L. Mercer.

1991. Aligning sentences in parallel corpora. In In
Proceedings of 29th Annual Meeting of the Associa-
tion for Computational Linguistics, pages 169–176.

Ceausu, Alexandru, Dan Stefanescu, and Dan Tufis.
2006. Acquis communautaire sentence alignment
using support vector machines. In LREC 2006:
Fifth International Conference on Language Re-
sources and Evaluation.

Chen, Stanley F. 1993. Aligning sentences in bilingual
corpora using lexical information. In Proceedings
of the 31st Annual Meeting of the Association for
Computational Linguistics, pages 9–16.

Deng, Yoggang, Shankar Kumar, and William Byrne.
2006. Segmentation and alignment of parallel text
for statistical machine translation. Natural Lan-
guage Engineering, 12:1–26.

Fattah, Mohamed Abdel, David B. Bracewell, Fuji
Ren, and Shingo Kuroiwa. 2007. Sentence align-
ment using p-nnt and gmm. Computer Speech and
Language, (21):594–608.

Gale, William A. and Kenneth Ward Church. 1993. A
program for aligning sentences in bilingual corpora.
Computational Linguistics, 19(1):75–102.

Gautam, Mrityunjay and R. M. K. Sinha. 2007. A
program for aligning sentences in bilingual cor-
pora. Proceedings of the International Conference

19http://www.haslerstiftung.ch/.

88



on Computing: Theory and Applications, ICCTA
’07, (1):480–484.

Haruno, M. and T. Yamazaki. 1996. High-
performance bilingual text alignment using statisti-
cal and dictionary information. In Proceedings of
ACL ’96, pages 131–138.

Koehn, Philipp. 2004. Statistical significance tests for
machine translation evaluation. In Lin, Dekang and
Dekai Wu, editors, Proceedings of EMNLP 2004,
pages 388–395, Barcelona, Spain, July. Association
for Computational Linguistics.

Ma, Xiaoyi. 2006. Champollion: A robust paral-
lel text sentence aligner. In LREC 2006: Fifth In-
ternational Conference on Language Resources and
Evaluation.

Melamed, I. Dan. 2000. Models of translational
equivalence among words. Computational Linguis-
tics, 26:221–249.

Moore, Robert. 2002. Fast and accurate sentence
alignment of bilingual corpora. In In Proceedings
of 5th Conference of the Association for Machine
Translation in the Americas, pages 135–244.

Simard, Michel and Pierre Plamondon. 1998. Bilin-
gual sentence alignment: Balancing robustness and
accuracy. Machine Translation, 13(1):59–80.

Simard, Michel. 1998. The baf: A corpus of english-
french bitext. In Proceedings of LREC 98, Granada,
Spain.

Wu, Dekai. 1994. Aligning a parallel English-Chinese
corpus statistically with lexical criteria. In In Pro-
ceedings of the 32nd Annual Conference of the
Association for Computational Linguistics, 80–87,
Las, pages 80–87.

89



Coling 2010: Poster Volume, pages 90–98,
Beijing, August 2010

Automatic Acquisition of Lexical Formality

Julian Brooke, Tong Wang, and Graeme Hirst
Department of Computer Science

University of Toronto
{jbrooke,tong,gh}@cs.toronto.edu

Abstract

There has been relatively little work fo-
cused on determining the formality level
of individual lexical items. This study
applies information from large mixed-
genre corpora, demonstrating that signif-
icant improvement is possible over simple
word-length metrics, particularly when
multiple sources of information, i.e. word
length, word counts, and word associ-
ation, are integrated. Our best hybrid
system reaches 86% accuracy on an En-
glish near-synonym formality identifica-
tion task, and near perfect accuracy when
comparing words with extreme formality
differences. We also test our word as-
sociation method in Chinese, a language
where word length is not an appropriate
metric for formality.

1 Introduction

The derivation of lexical resources for use in
computational applications has been focused pri-
marily on the denotational relationships among
words, e.g. the synonym and hyponym relation-
ships encapsulated in WordNet (Fellbaum, 1998).
Largely missing from popular lexical resources
such as WordNet and the General Inquirer (Stone
et al., 1966) is stylistic information; there are,
for instance, no resources which provide com-
prehensive information about the formality level
of words, which relates to the appropriateness
of a word in a given context. Consider, for
example, the problem of choice among near-
synonyms: there are only minor denotational dif-
ferences among synonyms such as get, acquire,

obtain, and snag, but it is difficult to construct a
situation where any choice would be equally suit-
able. The key difference between these words is
their formality, with acquire the most formal and
snag the most informal.

In this work, we conceive of formality as
a continuous property. This approach is in-
spired by resources such as Choose The Right
Word (Hayakawa, 1994), in which differences be-
tween synonyms are generally described in rela-
tive rather than absolute terms, as well as linguis-
tic literature in which the quantification of stylis-
tic differences among genres is framed in terms of
dimensions rather than discrete properties (Biber,
1995). We begin by defining the formality score
for a word as a real number value in the range 1
to −1, with 1 representing an extremely formal
word, and −1 an extremely informal word. A
formality lexicon, then, gives a FS score to every
word within its coverage.

The core of our approach to the problem of
classifying lexical formality is the automated cre-
ation of formality lexicons from large corpora. In
this paper, we focus on the somewhat low-level
task of identifying the relative formality of word
pairs; we believe, however, that a better under-
standing of lexical formality is relevant to a num-
ber of problems in computational linguistics, in-
cluding sub-fields such as text generation, error
correction of (ESL) writing, machine translation,
text classification, text simplification, word-sense
disambiguation, and sentiment analysis. One con-
clusion of our research is that formality variation
is omnipresent in natural corpora, but it does not
follow that the identification of these differences
on the lexical level is a trivial one; nevertheless,
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we are able to make significant progress using the
methods presented here, in particular the applica-
tion of latent semantic analysis to blog corpora.

2 Related Work

As far as we are aware, there are only a few
lines of research explicitly focused on the ques-
tion of linguistic formality. In linguistics proper,
the study of register and genre usually involves
a number of dimensions or clines, sometimes
explicitly identified as formality (Leckie-Tarry,
1995; Carter, 1998), or decomposed into notions
such as informational versus interpersonal con-
tent (Biber, 1995). Heyligen and Dewaele (1998)
provide a part-of-speech based quantification of
textual contextuality (which they argue is funda-
mental to the notion of formality); their metric
has been used, for instance, in a computational
investigation of the formality of online encyclo-
pedias (Emigh and Herring, 2005). In this kind
of quantification, however, there is little, if any,
focus on individual elements of the lexicon. In
computational linguistics, formality has received
attention in the context of text generation (Hovy,
1990); of particular note relevant to our research
is the work of Inkpen and Hirst (2006), who de-
rive boolean formality tags from Choose the Right
Word (Hayakawa, 1994). Like us, their focus was
improved word choice, though the approach was
much broader, also including dimensions such as
polarity. An intriguing example of formality rel-
evant to text classification is the use of infor-
mal language (slang) to help distinguish true news
from satire (Burfoot and Baldwin, 2009).

Our approach to this task is inspired and in-
formed by automatic lexical acquisition research
within the field of sentiment analysis (Turney
and Littman, 2003; Esuli and Sebastiani, 2006;
Taboada and Voll, 2006; Rao and Ravichandra,
2009). Turney and Littman (2003) apply latent
semantic analysis (LSA) (Landauer and Dumais,
1997) and pointwise mutual information (PMI) to
derive semantic orientation ratings for words us-
ing large corpora; like us, they found that LSA
was a powerful technique for deriving this lexical
information. The lexical database SentiWordNet
(Esuli and Sebastiani, 2006) provides 0–1 rank-
ings for positive, negative, and neutral polarity,

derived automatically using relationships between
words in WordNet (Fellbaum, 1998). Unfortu-
nately, WordNet synsets tend to cut across the for-
mal/informal distinction, and so the resource is
not obviously useful for our task.

The work presented here builds directly on a pi-
lot study (Brooke et al., 2010), the focus of which
was the construction of formality score (FS) lex-
icons. In that work, we employed less sophis-
ticated forms of some of the methods used here
in a relatively small dataset (the Brown Corpus),
providing a proof of concept, but with poor cov-
erage, and with no attempt to combine the meth-
ods to maximize performance. However, the small
dataset allowed us to do a thorough test of certain
options associated with our task. In particular we
found that using a similarity metric based on LSA
gave good performance across our test sets, es-
pecially when the term-document matrix was bi-
nary (unweighted), the k-value used for LSA was
small, and the method used to derive a formality
score was cosine similarity to our seed terms. A
metric using total word counts in corpora with di-
vergent formality also showed promise, with both
methods performing above our word-length base-
line for words within their coverage. PMI, by
comparison, proved less effective, and we do not
pursue it further here.

3 Data and Resources

3.1 Word Lists

All the word lists discussed here are publicly
available.1 We begin with two, one formal and
one informal, that we use both as seeds for our
lexicon construction methods and as test sets for
evaluation (our gold standard). We assume that
all slang terms are by their very nature informal
and so our 138 informal seeds were taken primar-
ily from an online slang dictionary2 (e.g. wuss,
grubby) and also include some contractions and
interjections (e.g. cuz, yikes). The 105 formal
seeds were selected from a list of discourse mark-
ers (e.g. moreover, hence) and adverbs from a sen-
timent lexicon (e.g. preposterously, inscrutably);
these sources were chosen to avoid words with

1 http://www.cs.toronto.edu/∼jbrooke/FormalityLists.zip
2 http://onlineslangdictionary.com/
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overt topic, and to ensure that there was some
balance of sentiment across formal and informal
seed sets. Part of speech, however, is not balanced
across our seed sets.

Another test set we use to evaluate our methods
is a collection of 399 pairs of near-synonyms from
Choose the Right Word (CTRW), a manual for as-
sisting writers with synonym word choice; each
pair was either explicitly or implicitly compared
for formality in the book. Implicit comparison in-
cluded statements such as this is the most formal
of these words; in those cases, and more gener-
ally, we avoided words appearing in more than
one comparison (there are no duplicate words in
our CTRW set), as well as multiword expressions
and words whose formality is strongly ambigu-
ous (i.e. word-sense dependent). An example of
this last phenomenon is the word cool, which is
used colloquially in the sense of good but more
formally as in the sense of cold. Partly as a re-
sult of this polysemy, which is clearly more com-
mon among informal words, our pairs are biased
toward the formal end of the spectrum; although
there are some informal comparisons, e.g. belly-
ache/whine, wisecrack/joke, more typical pairs
include determine/ascertain and hefty/ponderous.
Despite this imbalance, one obvious advantage
of using near-synonyms in our evaluation is that
factors other than linguistic formality (e.g. topic,
opinion) are less likely to influence performance.
In general, the CTRW allows for a more objective,
fine-grained evaluation of our methods, and is ori-
ented towards our primary interest, near-synonym
word choice.

To test the performance of our unsupervised
method beyond English, one of the authors (a na-
tive speaker of Mandarin Chinese) created two
sets of Chinese two-character words, one formal,
one informal, based on but not limited to the
words in the English sets. The Chinese seeds in-
clude 49 formal seeds and 43 informal seeds.

3.2 Corpora

Our corpora fall generally into three categories:
formal (written) copora, informal (spoken) cor-
pora, and mixed corpora. The Brown Corpus
(Francis and Kučera, 1982), our development cor-
pus, is used here both as a formal and mixed cor-

pus. Although extremely small by modern cor-
pus standards (only 1 million words), the Brown
Corpus has the advantage of being compiled ex-
plicitly to represent a range of American English,
though it is all of the published, written variety.
The Switchboard (SW) Corpus is a collection of
American telephone conversations (Godfrey et al.,
1992), which contains roughly 2400 conversations
with over 2.6 million word tokens; we use it as an
informal counterpart to the Brown Corpus. Like
the Brown Corpus, The British National Corpus
(Burnard, 2000) is a manually-constructed mixed-
genre corpus; it is, however, much larger (roughly
100 million words). It contains a written portion
(90%), which we use as a formal corpus, and a
spontaneous spoken portion (4.3%), which we use
as an informal corpus. Our other mixed corpora
are two blog collections available to us: the first,
which we call our development blog corpus (Dev-
Blog) contains a total of over 900,000 English
blogs, with 216 million tokens.3 The second is the
‘first tier’ English blogs included in the publicly
available ICSWM 2009 Spinn3r Dataset (Burton
et al., 2009), a total of about 1.3 billion word to-
kens in 7.5 million documents. For our investiga-
tions in Chinese, we use the Chinese portion of the
ICSWM blogs, approximately 25.4 million char-
acter tokens in 86,000 documents.

4 Methods

4.1 Simple Formality Measures
The simplest kind of formality measure is based
on word length, which is often used directly as
an indicator of formality for applications such as
genre classification (Karlgren and Cutting, 1994).
Here, we use logarithmic scaling to derive a FS
score based on word length. Given a maximum
word length L4 and a word w of length l, the for-
mality score function, FS(w), is given by:

FS(w) =−1+2
log l
logL

3These blogs were gathered by the University of Toronto
Blogscope project (www.blogscope.net) over a week in May
2008.

4We use an upper bound of 28 characters, which is
the length of antidisestablishmentarianism, the prototypical
longest word in English; this value of L provides an appropri-
ate formality/informality threshold, between 5- and 6-letter
words
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For hyphenated terms, the length of each compo-
nent is averaged. Though this metric works rela-
tively well for English, we note that it is problem-
atic in a language with significant word aggluti-
nation (e.g. German) or without an alphabet (e.g.
Chinese, see below).

Another straightforward method is the assump-
tion that Latinate prefixes and suffixes are indica-
tors of formality in English (Kessler et al., 1997),
i.e. informal words will not have Latinate affixes
such as -ation and intra-. Here, we simply assign
words that appear to have such a prefix or suffix
an FS of 1, and all other words an FS of −1.

Our frequency methods derive FS from word
counts in corpora. Our first, naive approach as-
sumes a single corpus, where either formal words
are common and informal words are rare, or vice
versa. To smooth out the Zipfian distribution, we
use the frequency rank of words as exponentials;
for a corpus with R frequency ranks, the FS for a
word of rank r under the formal is rare assumption
is given by:

FS(w) =−1+2
e(r−1)

e(R−1)

Under the informal is rare assumption:

FS(w) = 1−2
e(r−1)

e(R−1)

We have previously shown that these methods are
not particularly effective on their own (Brooke et
al., 2010), but we note that they provide useful
information for a hybrid system.

A more sophisticated method is to use two cor-
pora that are known to vary with respect to for-
mality and use the relative appearance of words in
each corpus as the metric. If word appears n times
in a (relatively) formal corpus and m times in an
informal corpus (and one of m, n is not zero), we
derive:

FS(w) =−1+2
n

m×N +n

Here, N is the ratio of the size (in tokens) of the
informal corpus (IC) to the formal corpus (FC).
We need the constant N so that an imbalance in
the size of the corpora does not result in an equiv-
alently skewed distribution of FS.

4.2 Latent Semantic Analysis

Next, we turn to LSA, a technique for extracting
information from a large corpus of texts by (dras-
tically) reducing the dimensionality of a term–
document matrix, i.e. a matrix where the row vec-
tors correspond to the appearance or (weighted)
frequency of words in a set of texts. In essence,
LSA simplifies the variation of words across a col-
lection of texts, exploiting document–document
correlation to produce information about the k
most important dimensions of variation (k < to-
tal number of documents), which are generally
thought to represent semantic concepts, i.e. topic.
The mathematical basis for this transformation is
singular value decomposition5; for the details of
the matrix transformations, we refer the reader to
the discussion of Turney and Littman (2003). The
factor k, the number of columns in the compacted
matrix, is an important variable in any application
of LSA, one is generally determined by trial and
error (Turney and Littman, 2003).

LSA is computationally intensive; in order to
apply it to extremely large blog corpora, we need
to filter the documents and terms before build-
ing our term–document matrix. We adopt the
following strategy: to limit the number of docu-
ments in our term–document matrix, we first re-
move documents less than 100 tokens in length,
with the rationale that these documents provide
less co-occurrence information. Second, we re-
move documents that either do not contain any
target words (i.e. one of our seeds or CTRW test
words), or contain only target words which are
among the most common 20 in the corpus; these
documents are less likely to provide us with use-
ful information, and the very common target terms
will be well represented regardless. We further
shrink the set of terms by removing all hapax
legomena; a single appearance in a corpus is not
enough to provide reliable co-occurrence informa-
tion, and roughly half the words in our blog cor-
pora appear only once. Finally, we remove sym-
bols and all words which are not entirely lower

5We use the implementation included in Matlab; we take
the rows of the decomposed U matrix weighted by the sin-
gular values in Σ for our word vectors. Using no weights
or Σ−1 generally resulted in worse performance, particularly
with the CTRW sets.
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case; we are not interested, for instance, in num-
bers, acronyms, and proper nouns. We can esti-
mate the effect this filtering has on performance
by testing it both ways in a development corpus.

Once a k-dimensional vector for each relevant
word is derived using LSA, a standard method is
to use the cosine of the angle between a word vec-
tor and the vectors of seed words to identify how
similar the distribution of the word is to the distri-
bution of the seeds. To begin, each formal seed is
assigned a FS value of 1, each informal seed a FS
value of −1, and then a raw seed similarity score
(FS′) is calculated for each word w:

FS′(w) = ∑
s∈S,s6=w

Ws×FS(s)× cos(θ(w,s))

S is the set of all seeds. Note that seed terms are
excluded from their own FS calculation, this is
equivalent to leave-one-out cross-validation. Ws

is a weight that depends on whether s is a formal
or informal seed, Wi (for informal seeds) is calcu-
lated as:

Wi =
∑ f∈F FS( f )

|∑i∈I FS(i)|+∑ f∈F FS( f )

and Wf (for formal seeds) is:

Wf =
|∑i∈I FS(i)|

|∑i∈I FS(i)|+∑ f∈F FS( f )

Here, I is the set of all informal seeds, and F is the
set of all formal seeds. These weights have the ef-
fect of countering any imbalance in the seed set,
as formal and informal seeds ultimately have the
same (potential) influence on each word, regard-
less of their count. This weighting is necessary for
the iterative extension of this method discussed in
the next section.

We calculate the final FS score as follows:

FS(w) =
FS′(w)−FS′(r)

Nw

The word r is a reference term, a common func-
tion word that has no formality.6 This has the ef-
fect of countering any (moderate) bias that might

6The particular choice of this word is relatively unimpor-
tant; common function words all have essentially the same
LSA vectors because they appear at least once in nearly ev-
ery document of any size. For English, we chose r = and,
and for Chinese, r = yinwei (because); there does not seem
to be an obvious two-character, formality-neutral equivalent
to and in Chinese.

exist in the corpus; in the Brown Corpus, for in-
stance, function words have positive formality be-
fore this step, simply because formal words oc-
curred more often in the corpus. Nw is a normal-
ization factor, either

Nw = max
wi∈I′
|FS′(wi)−FS′(r)|

for all wi ∈ I′ or

Nw = max
w f∈F ′

|FS′(w f )−FS′(r)|

for all w f ∈ F ′. I′ contains all words w such that
FS′(w)−FS′(r)< 0, and F ′ contains all words w
such that FS′(w)−FS′(r) > 0. This ensures that
the resulting lexicon has terms exactly in the range
1 to−1, with the reference word r at the midpoint.

We also tested the LSA method in Chinese.
The only major relevant difference between Chi-
nese and English is word segmentation: Chinese
does not have spaces between words. To sidestep
this problem, we simply included all character bi-
grams found in our corpus. The drawback of this
approach in the inclusion of a huge number of
nonsense ‘words’ (1.3 million terms in just 86,000
documents), however we are at least certain to
identify all instances of our seeds.

4.3 Hybrid Methods
There are a number of ways to leverage the infor-
mation we derive from our basic methods. One
intriguing option is to use the basic FS measures
as the starting point for an iterative process using
the LSA cosine similarity. Under this paradigm,
all words in the starting FS lexicon are potential
seed words; we choose a cutoff value for inclu-
sion in the seed word set (e.g. words which have
at least .5 or −.5 FS), and then carry out the co-
sine calculations, as above, to derive new FS val-
ues (a new FS lexicon). We can repeat this process
as many times as required, with the idea that the
connections between various words (as reflected
in their LSA-derived vectors) will cause the sys-
tem to converge towards the true FS values.

A simple hybrid method that combines the two
word count models uses the ratio of word counts
in two corpora to define the center of the FS spec-
trum, but single corpus methods to define the ex-
tremes. Formally, if m and n (word counts for the

94



informal corpus IC and formal corpus FC, respec-
tively) are both non-zero, then FS is given by:

FS(w) =−0.5+
n

m×N +n

However, if n is zero, FS is given by:

FS(w) =−1+0.5
e
√

rIC−1

e
√

RIC−1

where rIC is the frequency rank of the word in IC,
and RIC is the total number of ranks in IC. If m is
zero, FS is given by:

FS(w) = 1−0.5
e
√

rFC−1

e
√

RFC−1

where i is the rank of the word in IC, and RIC is the
total number of frequency ranks in IC). This func-
tion is undefined in the case where m and n are
both zero. Intuitively, this is a kind of backoff, re-
lying on the idea that words of extreme formality
are rare even in a corpus of corresponding formal-
ity, whereas words in the core vocabulary (Carter,
1998), which are only moderately formal, will ap-
pear in all kinds of corpora, and thus are amenable
to the ratio method.

Finally, we explore a number of ways to com-
bine lexicons directly. The motivation for this
is that the lexicons have different strengths and
weaknesses, representing partially independent
information. An obvious method is an averag-
ing or other linear combination of the scores, but
we also investigate vote-based methods (requiring
agreement among n dictionaries). Beyond these
simple options, we test support vector machines
and naive Bayes classification using the WEKA
software suite (Witten and Frank, 2005), applying
10-fold cross-validation using default WEKA set-
tings for each classifier. The features here are task
dependent (see Section 5); for the pairwise task,
we use the difference between the FS value of the
words in each lexicon, rather than their individ-
ual scores. Finally, we can use the weights from
the SVM model of the CTRW (pairwise) task to
interpolate an optimal formality lexicon.

5 Evaluation

We evaluate our methods using the gold standard
judgments from the seed sets and CTRW word

pairs. To differentiate the two, we continue to use
the term seed for the former; in this context, how-
ever, these ‘seed sets’ are being viewed as a test
set (recall that our LSA method is equivalent to
leave-one-out cross-validation).

We derive the following measures: first, the
coverage (Cov.) is the percentage of words in the
set that are covered under the method. The class-
based accuracy (C-Acc.) of our seed sets is the
percentage of covered words which are correctly
classified as formal (FS > 0) or informal (FS <
0). The pair-based accuracy (P-Acc.) is the result
of exhaustively pairing words in the two seed sets
and testing their relative formality; that is, for all
wi ∈ I and w f ∈ F , the percentage of wi/w f pairs
where FS(wi) < FS(w f ). For the CTRW pairs
there are only two metrics, the coverage and the
pair-based accuracy; since the CTRW pairs repre-
sent relative formality of varying degrees, it is not
possible to calculate a class-based accuracy.

The first section of Table 1 provides the re-
sults for the basic methods in various corpora.
The word length (1) and morphology-based (2)
methods provide good coverage, but poor accu-
racy, while the word count ratio methods (3–4) are
fairly accurate, but suffer from low coverage. The
LSA results in Table 1 are the best for each corpus
across the k values we tested. When both cover-
age and accuracy are considered, there is a clear
benefit associated with increasing the amount of
data, though the difference between the Dev-Blog
and ICWSM suggests diminishing returns. The
performance of the filtered Dev-Blog is actually
slightly better than the unfiltered versions (though
there is a drop in coverage), suggesting that filter-
ing is a good strategy.

In our previous work (Brooke et al., 2010), we
noted that CTRW set performance in the Brown
dropped for k > 3, while performance on the seed
set was mostly steady as k increased. Figure 1
shows the pairwise performance of each test set
for various corpora across various k. The results
here are similar; all three corpora reach a CTRW
maximum at a relatively low k values (though
higher than Brown Corpus); however the seed set
performance in each corpus continues to improve
(though marginally) as k increases, while CTRW
performance drops. An explanation for this is that
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Table 1: Seed coverage, class-based accuracy, pairwise accuracy, CTRW coverage, and pairwise accu-
racy for various FS lexicons and hybrid methods (%).

Seed set CTRW set
Method Cov. C-Acc. P-Acc. Cov. P-Acc.

Simple
(1) Word length 100 86.4 91.8 100 63.7
(2) Latinate affix 100 74.5 46.3 100 32.6
(3) Word count ratio, Brown and Switchboard 38.0 81.5 85.7 36.0 78.2
(4) Word count ratio, BNC Written vs. Spoken 60.9 89.2 97.3 38.8 74.3
(5) LSA (k=3), Brown 51.0 87.1 94.2 59.6 73.9
(6) LSA (k=10), BNC 94.7 83.0 98.3 96.5 69.4
(7) LSA (k=20), Dev-Blog 100 91.4 96.8 99.0 80.5
(8) LSA (k=20), Dev-Blog, filtered 99.0 92.1 97.0 97.7 80.5
(9) LSA (k=20), ICWSM, filtered 100 93.0 98.4 99.7 81.9
Hybrid
(10) BNC ratio with backoff (4) 97.1 78.8 75.7 97.0 78.8
(11) Combined ratio with backoff (3 + 4) 97.1 79.2 79.9 97.5 79.9
(12) BNC weighted average (10,6), ratio 2:1 97.1 83.5 90.0 97.0 83.2
(13) Blog weighted average (9,7), ratio 4:1 100 93.8 98.5 99.7 83.4
(14) Voting, 3 agree (1, 6, 7, 9, 11) 92.6 99.1 99.9 87.0 91.6
(15) Voting, 2 agree (1, 11, 13) 86.8 99.1 100 81.5 96.9
(16) Voting, 2 agree (1, 12, 13) 87.7 98.6 100 82.7 97.3
(17) SVM classifier (1, 2, 6, 7, 9, 11) 100 97.9 99.9 100 84.2
(18) Naive Bayes classifier (1, 2, 6, 7, 9, 11) 100 97.5 99.8 100 83.9
(19) SVM (Seed, class) weighted (1, 2, 6, 7, 9, 11) 100 98.4 99.8 100 80.5
(20) SVM (CTRW) weighted (1, 6, 7, 9, 11) 100 93.0 99.0 100 86.0
(21) Average (1, 6, 7, 9, 11) 100 95.9 99.5 100 84.5

Figure 1: Seed and CTRW pairwise accuracy,
LSA method for large corpora k, 10≤ k ≤ 200.

the seed terms represent extreme examples of for-
mality; thus there are numerous semantic dimen-
sions to distinguish them. However, the CTRW
set includes near-synonyms, many with only rel-
atively subtle differences in formality; for these
pairs, it is important to focus on the core di-
mensions relevant to formality, which are among
the first discovered in a factor analysis of mixed-
register texts (Biber, 1995).

With regards to hybrid methods, we first briefly
summarize our testing with the iterative model,
which included extensive experiments using ba-
sic lexicons and the LSA vectors derived from
the Brown Corpus, and some targeted testing with
the blog corpora (iteration on these corpora is
extraordinarily time-consuming). In general, we
found only that there were only small, inconsis-
tent benefits to be gained from the iterative ap-
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proach. More generally, the intuition behind the
iterative method, i.e. that performance would in-
crease with an drastic increase in the number of
seeds, was found to be flawed: in other testing,
we found that we could randomly remove most
of the seeds without negatively affecting perfor-
mance. Even at relatively high k values, it seems
that a few seeds are enough to calibrate the model.

The ratio (with backoff) hybrid built from the
BNC (10) provides CTRW performance that is
comparable the best LSA models, though perfor-
mance in the seed sets is somewhat poor; supple-
menting with word counts from the Brown Cor-
pus and Switchboard Corpus provides a small im-
provement (11). The weighed hybrid dictionar-
ies in (12,13) demonstrate that it is possible to ef-
fectively combine lexicons built using two differ-
ent methods on the same corpus (12) or the same
method on different corpora (13); the former, in
particular, provides an impressive boost to CTRW
accuracy, indicating that word count and word as-
sociation methods are partially independent.

The remainder of Table 1 shows the best re-
sults using voting, averaging, and weighting. The
voting results (14–16) indicate that it is possible
to sacrifice some coverage for very high accu-
racy in both sets, including a near-perfect score
in the seed sets and significant gains in CTRW
performance. In general, the best accuracy with-
out a significant loss of coverage came from 2
of 3 voting (15–16), using dictionaries that rep-
resented our three basic sources of information
(word length, word count, and word associa-
tion). The machine learning hybrids (17–18) also
demonstrate a marked improvement over any sin-
gle lexicon, though it is important to note that
each accuracy score here reflects a different task-
specific model. Hybrid FS lexicons built with the
weights learned by the SVM models (19–20) pro-
vide superior performance on the task correspond-
ing to the model used, though the simple averag-
ing of the best dictionaries (21) also provides good
performance across all evaluation metrics.

Finally, the LSA results for Chinese are mod-
est but promising, given the relatively small scale
of our experiments: we saw a pairwise accuracy of
82.2%, with 79.3% class-based accuracy (k = 10).
We believe that the main reason for the generally

lower performance in Chinese (as compared to
English) is the modest size of the corpus, though
our simplistic character bigram term extraction
technique may also play a role. As mentioned,
smaller seed sets do not seem to be an issue. Inter-
estingly, the class-based accuracy is 10.8% lower
if no reference word is used to calibrate the divide
between formal and informal, suggesting a rather
biased corpus (towards informality); in English,
by comparison, the reference-word normalization
had a slightly negative effect on the LSA results,
though the effect mostly disappeared after hy-
bridization. The obvious next step is to integrate a
Chinese word segmenter, and use a larger corpus.
We could also try word count methods, though
finding appropriate (balanced) resouces similar to
the BNC might be a challenge; (mixed) blog cor-
pora, on the other hand, are easily collected.

6 Conclusion

In this work, we have experimented with a number
of different methods and source corpora for deter-
mining the formality level of lexical items, with
the implicit goal of distinguishing the formality of
near-synonym pairs. Our methods show marked
improvement over simple word-length metrics;
when multiple sources of information, i.e. word
length, word counts, and word association, are in-
tegrated, we are able to reach over 85% perfor-
mance on the near-synonym task, and close to
100% accuracy when comparing words with ex-
treme formality differences; our voting methods
show that even higher precision is possible. We
have also demonstrated that our LSA word associ-
ation method can be applied to a language where
word length is not an appropriate metric of for-
mality, though the results here are preliminary.
Other potential future work includes addressing a
wider range of phenomena, for instance assign-
ing formality scores to morphological elements,
syntactic cues, and multi-word expressions, and
demonstrating that a formality lexicon can be use-
fully applied to other NLP tasks.

Acknowledgements

This work was supported by Natural Sciences and
Engineering Research Council of Canada. Thanks
to Paul Cook for his ICWSM corpus API.

97



References
Biber, Douglas. 1995. Dimensions of Register Vari-

ation: A cross-linguistic comparison. Cambridge
University Press.

Brooke, Julian, Tong Wang, and Graeme Hirst. 2010.
Inducing lexicons of formality from corpora. In
Proceedings of the Language Resources and Eval-
uation Conference (LREC ’10), Workshop on Meth-
ods for the automatic acquisition of Language Re-
sources and their evaluation methods.

Burfoot, Clint and Timothy Baldwin. 2009. Auto-
matic satire detection: Are you having a laugh? In
Proceedings of the Joint Conference of the 47th An-
nual Meeting of the Association for Computationsl
Linguistics and the 4th International Joint Confer-
ence on Nautral Language Processing of the Asian
Federation of Natural Language Processing (ACL-
IJCNLP ’09), Short Papers, Singapore.

Burnard, Lou. 2000. User reference guide for British
National Corpus. Technical report, Oxford Univer-
sity.

Burton, Kevin, Akshay Java, and Ian Soboroff. 2009.
The ICWSM 2009 Spinn3r Dataset. In Proceedings
of the Third Annual Conference on Weblogs and So-
cial Media (ICWSM 2009), San Jose, CA.

Carter, Ronald. 1998. Vocabulary: applied linguistic
perspectives. Routledge, London.

Emigh, William and Susan C. Herring. 2005. Col-
laborative authoring on the web: A genre analysis
of online encyclopedias. In Proceedings of the 38th
Annual Hawaii International Conference on System
Sciences (HICSS ’05).

Esuli, Andrea and Fabrizio Sebastiani. 2006. Senti-
WordNet: A publicly available lexical resource for
opinion mining. In Proceedings of the 5th Interna-
tion Conference on Language Resources and Eval-
uation(LREC), Genova, Italy.

Fellbaum, Christiane, editor. 1998. WordNet: An
Electronic Lexical Database. The MIT Press.

Francis, Nelson and Henry Kučera. 1982. Frequency
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Abstract

This paper presents a methodology for a
quantitative and qualitative evaluation of
Textual Entailment systems. We take ad-
vantage of the decomposition of Text Hy-
pothesis pairs into monothematic pairs,
i.e. pairs where only one linguistic phe-
nomenon at a time is responsible for en-
tailment judgment, and propose to run TE
systems over such datasets. We show
that several behaviours of a system can
be explained in terms of the correlation
between the accuracy on monothematic
pairs and the accuracy on the correspond-
ing original pairs.

1 Introduction

Since 2005, Recognizing Textual Entailment
(RTE) has been proposed as a task whose aim is
to capture major semantic inference needs across
applications in Computational Linguistics (Dagan
et al., 2009). Systems are asked to automatically
judge whether the meaning of a portion of text, re-
ferred as Text (T), entails the meaning of another
text, referred as Hypothesis (H). This evaluation
provides useful cues for researchers and develop-
ers aiming at the integration of TE components in
larger applications (see, for instance, the use of a
TE engine in the QALL-ME project system1, the
use in relation extraction (Romano et al., 2006),
and in reading comprehension systems (Nielsen
et al., 2009)).

Although the RTE evaluations showed pro-
gresses in TE technologies, we think that there is

1http://qallme.fbk.eu/

still large room for improving qualitative analysis
of both the RTE datasets and the system results.
In particular, we intend to focus this paper on the
following aspects:

1. There is relatively poor analysis of the lin-
guistic phenomena that are relevant for the
RTE datasets, and very little is known about
the distribution of such phenomena, and
about the ability of participating systems to
correctly detect and judge them in T,H pairs.
Experiments like the ablation tests attempted
in the last RTE-5 campaign on lexical and
lexical-syntactic resources go in this direc-
tion, although the degree of comprehension
is still far from being optimal.

2. We are interested in the correlations among
the capability of a system to address single
linguistic phenomena in a pair and the ability
to correctly judge the pair itself. Despite the
strong intuition about such correlation (i.e.
the more the phenomena for which a system
is trained, the better the final judgment), no
empirical evidences support it.

3. Although the ability to detect and manage
single phenomena seems to be a crucial fea-
ture of high performing systems, very little is
known about how systems manage to com-
bine such results in a global score for a pair.
The mechanism underlying such composi-
tion may shed light on meaning composition
related to TE tasks.

4. Finally, we are interested in the relation be-
tween the above mentioned items over the
different kinds of pairs represented in RTE
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datasets, specifically entailment, contradic-
tion and unknown pairs. In this case the in-
tuition is that some phenomena are more rel-
evant for a certain judgment rather than for
another.

To address the issues above, we propose an
evaluation methodology aiming at providing a
number of quantitative and qualitative indicators
about a TE system. The method is based on
the decomposition of T,H pairs into monothematic
pairs, each representing one single linguistic phe-
nomenon relevant for entailment judgment. Eval-
uation is carried out both on the original T,H pair
and on the monothematic pairs originated from it.
We define a correlation index between the accu-
racy of the system on the original T,H pairs and
the accuracy on the corresponding monothematic
pairs. We investigate the use of such correlations
on different subsets of the evaluation dataset (i.e.
positive vs negative pairs) and we try to induce
regular patterns of evaluation.

The method we propose has been tested on a
sample of 60 pairs, each decomposed in the corre-
sponding monothematic pairs, and using two sys-
tems that obtained similar performances in RTE-
5. We show that the main features and differences
of these systems come to light when evaluated us-
ing qualitative criteria. Futhermore, we compare
such systems with two different baseline systems,
the first one performing Word Overlap, while the
second one is an ideal system that knows a priori
the probability of a linguistic phenomenon to be
associated with a certain entailment judgement.

The paper is structured as follows. Sec-
tion 2 explains the procedure for the creation of
monothematic pairs starting from RTE pairs. Sec-
tion 3 presents the evaluation methodology we
propose, while Section 4 describes our pilot study.
Section 5 concludes the paper and proposes future
developments.

2 Decomposing RTE pairs

Our proposal on qualitative evaluation takes ad-
vantage of previous work on specialized entail-
ment engines and monothematic datasets. A
monothematic pair is defined (Magnini and
Cabrio, 2009) as a T,H pair in which a certain

phenomenon relevant to the entailment relation is
highlighted and isolated. The main idea is to cre-
ate the monothematic pairs basing on the phenom-
ena that are actually present in the original RTE
pairs, so that the actual distribution of the linguis-
tic phenomena involved in the entailment relation
emerges.

For the decomposition procedure, we refer to
the methodology described in (Bentivogli et al.,
2010), consisting of a number of steps carried out
manually. The starting point is a [T,H] pair taken
from one of the RTE data sets, that should be
decomposed in a number of monothematic pairs
[T,Hi], where T is the original Text and Hi are
the Hypotheses created for each linguistic phe-
nomenon relevant for judging the entailment re-
lation in [T,H]. In details, the procedure for the
creation of monothematic pairs is composed of the
following steps:

1. Individuate the phenomena contributing to
the entailment decision in [T,H].

2. For each linguistic phenomenon i:

(a) Detect a general entailment rule ri for
i, and instantiate it using the part of T
expressing i as the left hand side (LHS)
of the rule, and information from H on i
as the right side (RHS).

(b) substitute the portion of T that matches
the LHS of ri with the RHS of ri.

(c) consider the result of the previous step
as Hi, and compose the monothematic
pair [T,Hi]. Mark the pair with phe-
nomenon i.

3. Assign an entailment judgment to each
monothematic pair.

Relevant linguistic phenomena are grouped us-
ing both fine-grained categories and broader cate-
gories, defined referring to widely accepted clas-
sifications in the literature (e.g. (Garoufi, 2007))
and to the inference types typically addressed in
RTE systems: lexical, syntactic, lexical-syntactic,
discourse and reasoning. Each macro category in-
cludes fine-grained phenomena (Table 2 lists the
phenomena detected in RTE-5 datasets).
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Text snippet (pair 125) Phenomena Judg.
T Mexico’s new president, Felipe Calderon, seems to be doing

all the right things in cracking down on Mexico’s drug traffickers. [...]
H Felipe Calderon is the outgoing President of Mexico. lexical:semantic-opposition C

syntactic:argument-realization, syntactic:apposition
H1 Mexico’s outgoing president, Felipe Calderon, seems to be doing all lexical:semantic-opposition C

all the right things in cracking down on Mexico’s drug traffickers. [...]
H2 The new president of Mexico, Felipe Calderon, seems to be doing syntactic:argument-realization E

all the right things in cracking down on Mexico’s drug traffickers. . [...]
H3 Felipe Calderon is Mexico’s new president. syntactic:apposition E

Table 1: Application of the decomposition methodology to an original RTE pair

Table 1 shows an example of the decompo-
sition of a RTE pair (marked as contradiction)
into monothematic pairs. At step 1 of the
methodology both the phenomena that preserve
the entailment and those that break the entailment
rules causing a contradiction in the pair are
detected, i.e. argument realization, apposition
and semantic opposition (column phenomena in
the table). While the monothematic pairs created
basing on the first two phenomena preserve the
entailment, the semantic opposition generates a
contradiction (column judgment). As an example,
let’s apply step by step the procedure to the
phenomenon of semantic opposition. At step 2a
of the methodology the general rule:

Pattern: x⇐ /⇒ y

Constraint: semantic opposition(y,x)

is instantiated (new⇐ / ⇒outgoing), and at step
2b the substitution in T is carried out (Mexico’s
outgoing president, Felipe Calderon [...]). At
step 2c a negative monothematic pair T,H1 is
composed (column text snippet in the table) and
marked as semantic opposition (macro-category
lexical), and the pair is judged as contradiction.

3 Evaluation methodology

Aim of the evaluation methodology we propose is
to provide quantitative and qualitative indicators
about the behaviours of actual TE systems.

3.1 General Method

The basic assumption of the evaluation methodol-
ogy is that the more a system is able to correctly
solve the linguistic phenomena underlying the en-
tailment relation separately, the more the system
should be able to correctly judge more complex

pairs, in which different phenomena are present
and interact in a complex way. Such assumption is
motivated by the notion of meaning composition-
ality, according to which the meaning of a com-
plex expression e in a language L is determined
by the structure of e in L and the meaning of the
constituents of e in L (Frege, 1892). In a parallel
way, we assume that it is possible to understand
the entailment relation of a T,H pair (i.e. to cor-
rectly judge the entailment/contradiction relation)
only if all the phenomena contributing to such re-
lation are solved.

According to such assumption, we expect that
the higher the accuracy of a system on the
monothematic pairs and the compositional strat-
egy, the better its performances on the original
RTE pairs. Furthermore, the precision a system
gains on single phenomena should be maintained
over the general dataset, thanks to suitable mech-
anisms of meaning combination.

Given a dataset composed of original RTE pairs
[T,H], a dataset composed of all the monothe-
matic pairs derived from it [T,H]mono, and a TE
system S, the evaluation methodology we propose
consists of the following steps:

1. Run S both on [T,H] and on [T,H]mono, to
obtain the accuracies of S both on the RTE
original and on monothematic pairs;

2. Extract data concerning the behaviour of S on
each phenomenon or on categories of phe-
nomena, and calculate separate accuracies.
This way it is possible to evaluate how much
a system is able to correctly deal with single
or with categories of phenomena;

3. Calculate the correlation between the ability
of the system to correctly judge the monothe-
matic pairs of [T,H]mono with respect to the
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ability to correctly judge the original ones
in [T,H]. Such correlation is expressed
through a Correlation Index (CI), as defined
in Section 3.2;

4. In order to check if the same CI is main-
tained over both entailment and contradiction
pairs (i.e. to verify if the system has peculiar
strategies to correctly assign both judgments,
and if the high similarity of monothematic
pairs does not bias its behaviour), we calcu-
late a Deviation Index (DI) as the difference
between the CIs on entailment and on con-
tradiction pairs, as explained in more details
in Section 3.3.

3.2 Correlation Index (CI)
As introduced before, we assume that the ac-
curacy obtained on [T,H]mono should positively
correlate with the accuracy obtained on [T,H].
We define a Correlation Index as the ratio between
the accuracy of the system on the original RTE
dataset and the accuracy obtained on the monothe-
matic dataset, as follows:

CI =
acc[T,H]

acc[T,H]mono
(1)

We expect the correlation index of an optimal
ideal system (or the human goldstandard) to be
equal to 1, i.e. 100% accuracy on the monothe-
matic dataset should correspond to 100% accu-
racy on the original RTE dataset. For this reason,
we consider CI = 1 as the ideal correlation, and
we calculate the difference between such ideal CI
and the correlation obtained for a system S.

Given such expectations, CIS can assume three
different configurations with respect to the upper-
bound (i.e. the ideal correlation):

• CIS ∼= 1 (ideal correlation): When CIS ap-
proaches to 1, the system shows high corre-
lation with the ideal behaviour assumed by
the compositionality principle. As a conse-
quence, we can predict that improving sin-
gle modules will correspondingly affect the
global performance.

• CIS < 1 (missing correlation): The system
is not able to exploit the ability in solving sin-

gle phenomena to correctly judge the origi-
nal RTE pairs. This may be due to the fact
that the system does not adopt suitable com-
bination mechanisms and loses the potential-
ity shown by its performances on monothe-
matic pairs.

• CIS > 1 (over correlation): The system does
not exploit the ability to solve single linguis-
tic components to solve the whole pairs, and
has different mechanisms to evaluate the en-
tailment. Probably, such a system is not in-
tended to be modularized.

Beside this “global” correlation index calcu-
lated on the complete RTE data and on all the
monothematic pairs created from it, the CI can
also be calculated i) on categories of phenomena,
to verify which phenomena a system is more able
to solve both when isolated and when interacting
with other phenomena, e.g. :

CIlex =
acc[T,H]lex

acc[T,H]mono−lex
(2)

including in [T,H]lex all the pairs in which at
least one lexical phenomenon is present and con-
tribute to the entailment/contradiction judgments,
and in [T,H]mono−lex all the monothematic pairs
in which a lexical phenomenon is isolated; or ii)
on kind of judgment (entailment, contradiction,
unknown), allowing deeper qualitative analysis of
the performances of a system.

3.3 Deviation Index (DI)
We explained that a low CI (i.e. < 1) of a system
reflects the inability to correctly exploit the poten-
tially promising results obtained on monothematic
pairs to correctly judge RTE pairs. Actually, it
could also be the case that the system does not
perform a correct combination because even the
results got on the monothematic pairs were due to
chance (e.g. a word overlap system performs well
on monothematic pairs because of the high sim-
ilarity between T and H, and not because it has
linguistic strategies).

We detect such cases by decomposing the eval-
uation datasets, separating positive (i.e. entail-
ment) from negative (i.e. contradiction, unknown)
examples both in [T,H] and in [T,H]mono, and
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independently run S on the new datasets. Then,
we have more fine grained evaluation patterns
through which we can analyze the system be-
haviour.

In the ideal case, we expect to have good cor-
relation between the accuracy obtained on the
monothematic pairs and the accuracy obtained on
the original ones (0 < CIpos ≤ 1 and 0 <
CIneg ≤ 1). On the contrary, we expect that sys-
tems either without a clear composition strategy or
without strong components on specific linguistic
phenomena (e.g. a word overlap system), would
show a significant difference of correlation on the
different datasets. More specifically, situations of
inverse correlation on the entailment and contra-
diction pairs (e.g. over correlation on contradic-
tion pairs and missing correlation on entailment
pairs) may reveal that the system itself is affected
by the nature of the dataset (i.e. its behaviour
is biased by the high similarity of [T,H]mono),
and weaknesses in the ability of solving phenom-
ena that more frequently contribute to the assign-
ment of a contradiction (or an entailment) judg-
ment come to light.

We formalize such intuition defining a Devia-
tion Index (DI) as the difference between the cor-
relation indexes, respectively, on entailment and
contradiction/unknown pairs, as follows:

|DI| = CIpos − CIneg (3)

For instance, an high Deviation Index due to
a missing correlation on positive entailment pairs
and an over correlation for negative pairs, is in-
terpreted as an evidence that the system has low
accuracy on [T,H]mono - T and H are very sim-
ilar and the system has no strategies to under-
stand that the phenomenon that is present has to
be judged as contradictory -, and a higher accu-
racy on [T,H], probably due to chance. In the
ideal case DIS ∼= 0, since we assumed the ideal
CIs on both positive and negative examples to be
as close as possible to 1 (see Section 3.2).

4 Experiments and discussion

This Section describes the experimental setup of
our pilot study, carried out using two systems that
took part in RTE-5 i.e EDITS and VENSES. We

show the results obtained and the qualitative anal-
ysis performed basing on the proposed evaluation
methodology. Their respective CIs and DIs are
compared with two baselines: a word overlap sys-
tem, and a system biased by the knowledge of
the probability that a linguistic phenomenon con-
tributes to the assignment of a certain entailment
judgment.

4.1 Dataset

The evaluation method has been tested on a
dataset composed of 60 pairs from RTE-5 test set
([T,H]RTE5−sample, composed of 30 entailment,
and 30 contradiction randomly extracted exam-
ples), and a dataset composed of all the monothe-
matic pairs derived by the first one following
the procedure described in Section 2. The sec-
ond dataset [T,H]RTE5−mono is composed of 167
pairs (135 entailment, 32 contradiction examples,
considering 35 different linguistic phenomena)2.
On average, 2.78 monothematic pairs have been
created from the original pairs. In this pilot study
we decided to limit our analysis to entailment and
contradiction pairs since, as observed in (Ben-
tivogli et al., 2010), in most of the unknown pairs
no linguistic phenomena relating T to H could be
detected.

4.2 TE systems

EDITS The EDITS system (Edit Distance Tex-
tual Entailment Suite)3 (Negri et al., 2009) as-
sumes that the distance between T and H is a
characteristic that separates the positive pairs, for
which entailment holds, from the negative pairs,
for which entailment does not hold (two way
task). It is based on edit distance algorithms, and
computes the [T,H] distance as the overall cost of
the edit operations (i.e. insertion, deletion and
substitution) required to transform T into H. For
our experiments we applied the model that pro-
duced EDITS best run at RTE-5 (acc. on test set:
60.2%). The main features are: Tree Edit Dis-
tance algorithm on the parsed trees of T and H,
Wikipedia lexical entailment rules, and PSO opti-
mized operation costs (Mehdad et al., 2009).

2http://hlt.fbk.eu/en/Technology/TE- Specialized Data
3Available as open source at http://edits.fbk.eu/
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VENSES The other system used in our ex-
periments is VENSES4 (Delmonte et al., 2009),
that obtained performances similar to EDITS at
RTE-5 (acc. on test set: 61.5%). It applies a
linguistically-based approach for semantic infer-
ence, and is composed of two main components:
i) a grammatically-driven subsystem validates the
well-formedness of the predicate-argument struc-
ture and works on the output of a deep parser pro-
ducing augmented head-dependency structures;
and ii) a subsystem detects allowed logical and
lexical inferences basing on different kind of
structural transformations intended to produce a
semantically valid meaning correspondence. Also
in this case, we applied the best configuration of
the system used in RTE-5.

Baseline system 1: Word Overlap algorithm
The first baseline applies a Word Overlap (WO)
algorithm on tokenized text. The threshold to sep-
arate positive from negative pairs has been learnt
on the whole RTE-5 training dataset.

Baseline system 2: Linguistic biased system
The second baseline is produced by a more so-
phisticated but biased system. It exploits the
probability of linguistic phenomena to contribute
more to the assignment of a certain judgment than
to another. Such probabilities are learnt on the
[T,H]RTE5−mono goldstandard: given the list of
the phenomena with their frequency in monothe-
matic positive and negative pairs (columns 1,2,3
of Table 2), we calculate the probability P of phe-
nomenon i to appear in a positive (or in a negative)
pair as follows:

P (i|[T,H]positive) =
#(i|[T,H]RTE5−positive−mono)

#(i|[T,H]RTE5−mono)
(4)

For instance, if the phenomenon apposition ap-
pears in 11 monothematic positive pairs and in 6
negative pairs, it has a probability of 64.7% to ap-
pear in positive examples and 35.3% to appear in
negative ones. Such knowledge is then stored in
the system, and is used in the classification phase,
assigning the most probable judgment associated
to a certain phenomenon.

4http://project.cgm.unive.it/venses en.html

When applied to [T,H]RTE5−sample, this sys-
tem uses a simple combination strategy: if phe-
nomena associated with different judgments are
present in a pair, and one phenomenon is associ-
ated with a contradiction judgment with a proba-
bility > 50%, the pair is marked as contradiction,
otherwise it is marked as entailment.

4.3 Results

Following the methodology described in Sec-
tion 3, at step 1 we run EDITS and VENSES
on [T,H]RTE5−sample, and on [T,H]RTE5−mono
(Table 3 reports the accuracies obtained).

At step 2, we calculate the accuracy of ED-
ITS and VENSES on each single linguistic phe-
nomenon, and on categories of phenomena. Ta-
ble 2 shows the distribution of the phenomena on
the dataset, reflected in the number of positive and
negative monothematic pairs created for each phe-
nomenon. As can be seen, some phenomena ap-
pear more frequently than others (e.g. corefer-
ence, general inference). Furthermore, some lin-
guistic phenomena allow only the creation of pos-
itive or negative examples, while others can con-
tribute to the assignment of both judgments. Due
to the small datasets we used, some phenomena
appear rarely; the accuracy on them cannot be
considered completely reliable.

Nevertheless, from these data the main features
of the systems can be identified. For instance,
EDITS obtains the highest accuracy on positive
monothematic pairs, while it seems it has no pe-
culiar strategies to deal with phenomena caus-
ing contradiction (e.g. semantic opposition, and
quantity mismatching). On the contrary, VENSES
shows an opposite behaviour, obtaining the best
results on the negative cases.

At step 3 of the proposed evaluation methodol-
ogy, we calculate the correlation index between
the ability of the system to correctly judge the
monothematic pairs of [T,H]RTE5−mono with re-
spect to the ability to correctly judge the original
ones in [T,H]RTE5−sample.

Table 3 compares EDITS and VENSES CI with
the two baseline systems described before. As can
be noticed, even if EDITS CI outperforms the WO
system, they show a similar behaviour (high ac-
curacy on monothematic pairs, and much lower
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phenomena # [T,H] EDITS VENSES
RTE5−mono % acc. % acc.
pos. neg. pos. neg. pos. neg.

lex:identity 1 3 100 0 100 33.3
lex:format 2 - 100 - 100 -
lex:acronymy 3 - 100 - 33.3 -
lex:demonymy 1 - 100 - 100 -
lex:synonymy 11 - 90.9 - 90.9 -
lex:semantic-opp. - 3 - 0 - 100
lex:hypernymy 3 - 100 - 66.6 -
lex:geo-knowledge 1 - 100 - 100 -
TOT lexical 22 6 95.4 0 77.2 66.6
lexsynt:transp-head 2 - 100 - 50 -
lexsynt:verb-nom. 8 - 87.5 - 25 -
lexsynt:causative 1 - 100 - 100 -
lexsynt:paraphrase 3 - 100 - 66.6 -
TOT lex-syntactic 14 - 92.8 - 42.8 -
synt:negation - 1 - 0 - 0
synt:modifier 3 1 100 0 33.3 100
synt:arg-realization 5 - 100 - 40 -
synt:apposition 11 6 100 33.3 54.5 83.3
synt:list 1 - 100 - 100 -
synt:coordination 3 - 100 - 33.3 -
synt:actpass-altern. 4 2 100 0 25 50
TOT syntactic 28 9 96.4 22.2 42.8 77.7
disc:coreference 20 - 95 - 50 -
disc:apposition 3 - 100 - 0 -
disc:anaphora-zero 5 - 80 - 20 -
disc:ellipsis 4 - 100 - 25 -
disc:statements 1 - 100 - 0 -
TOT discourse 33 - 93.9 - 36.3 -
reas:apposition 2 1 100 0 50 100
reas:modifier 3 - 66.6 - 100 -
reas:genitive 1 - 100 - 100 -
reas:relative-clause 1 - 100 - 0 -
reas:elliptic-expr. 1 - 100 - 0 -
reas:meronymy 1 1 100 0 100 0
reas:metonymy 3 - 100 - 33.3 -
reas:representat. 1 - 100 - 0 -
reas:quantity - 5 - 0 - 80
reas:spatial 1 - 100 - 0 -
reas:gen-inference 24 10 87.5 50 37.5 90
TOT reasoning 38 17 89.4 35.2 42.1 82.3
TOT (all phenom) 135 32 93.3 25 45.9 81.2

Table 2: Systems’ accuracy on phenomena

on the RTE sample). According to our defini-
tion, their CIs (0 < CI < 1) show a good ability
of the systems to deal with linguistic phenomena
when isolated, but a scarce ability in combining
them to assign the final judgment. EDITS CI is
not far from the CI of the linguistic biased base-
line system, even if we were expecting a higher
CI for the latter system. The reason is that beside
the linguistic phenomena that allow only the cre-
ation of negative monothematic pairs, all the phe-
nomena that allow both judgments have a higher
probability to contribute to the creation of positive
monothematic pairs.

Comparing the CI of the four analyzed systems
with the ideal correlation (CIS ∼= 1, see Section
3.2), VENSES is the closest one (∆ = 0.15), even
if it shows a light over correlation (probably due
to the nature of the dataset). The second closest

acc. % acc. % CI
RTE5−sample RTE5−mono

EDITS 58.3 80.8 0.72
VENSES 60 52.6 1.15
Word Overlap 38.3 77.24 0.49
ling baseline 68.3 86.8 0.79

Table 3: Evaluation on RTE pairs and on
monothematic pairs

categories of linguistic phenomena
RTE5 data lex. lex-synt. synt. disc. reas.

EDITS sample 47.8 64.3 51.7 75 62.5
mono 75 92.8 78.3 93.9 72.7
CI 0.63 0.69 0.66 0.79 0. 85

VENSES sample 47.2 42.8 62 46.4 67.5
mono 75 42.8 51.3 33 54.5
CI 0.62 1 1.2 1.4 1.23

WO sample 36.3 57.1 34.4 50 35
baseline mono 78.5 71.4 72.9 96.9 69

CI 0.46 0.79 0.47 0.51 0.5
ling- sample 82.6 92.8 58.6 82.1 70
biased mono 96.4 100 75.6 96.9 80
baseline CI 0.85 0.92 0.77 0.84 0.87

Table 4: Evaluation on categories of phenomena

one is the linguistic biased system (∆ = 0.21),
showing that the knowledge of the most probable
judgment assigned to a certain phenomenon can
be a useful information.

Table 4 reports an evaluation of the four sys-
tems on categories of linguistic phenomena.

To check if the same CI is maintained over
both entailment and contradiction pairs, we cal-
culate a Deviation Index as the difference be-
tween the CIs on entailment and on contradiction
pairs (step 4 of our methodology). As described
in Section 3, we created four datasets dividing
both [T,H]RTE5−sample and [T,H]RTE5−mono
into positive (i.e. entailment) and negative (i.e.
contradiction) examples. We run EDITS and
VENSES on the datasets and we calculate the
CI on positive and on negative examples sepa-
rately. If we obtained missing correlation be-
tween the accuracy on the monothematic pairs
and the accuracy on RTE original ones, it would
mean that the potentiality that the systems show
on monothematic pairs is not exploited to cor-
rectly judge more complex pairs, therefore com-
positional mechanisms should be improved.

Table 5 shows that the DIs of the linguistic bi-
ased system and of VENSES are close to the ideal
case (DIS ∼= 0), indicating a good capacity to
correctly differentiate entailment from contradic-
tion cases. EDITS results demonstrate that the
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Figure 1: Correlation Index on entailment and contradiction pairs for EDITS and VENSES

% acc. RTE5 % acc. RTE5 CI DI
sample mono

EDITS E 83.3 94.7 0.88 0.5
C 33.3 24 1.38

VENSES E 50 47.01 1.08 0.16
C 70 75.7 0.92

WO E 50 88 0.56 0.24
baseline C 26.6 33 0.80
ling-biased E 96.6 98.5 0.98 0.03
baseline C 40 39.4 1.01

Table 5: Evaluation on entail. and contr. pairs

shallow approach implemented by the system has
no strategies to correctly judge negative examples
(similarly to the WO system), therefore should be
mainly improved with this respect.

We also calculated the CI for every pair of the
dataset, putting into relation each original pair
with all the monothematic pairs derived from it.
Figure 1 shows EDITS and VENSES’s CI on each
pair of our sample.5 Even if the systems obtained
similar performances in the challenge, the second
system seems to behave in an opposite way with
respect to EDITS, showing higher CI for negative
cases than for the positive ones.

5The ideal case CI=1 corresponds to 0 on the logarithmic
scale.

5 Conclusion and Future work

We have proposed a methodology for the evalu-
ation of TE systems based on the analysis of the
system behaviour on monothematic pairs with re-
spect to the behaviour on corresponding original
pairs. Through the definition of two indicators,
a Correlation Index and a Deviation Index, we
infer evaluation patterns which indicate strength
and weaknesses of the system. As a pilot study,
we have compared two systems that took part in
RTE-5. We discovered that, although the two sys-
tems have similar accuracy on RTE-5 datasets,
they show significant differences in their respec-
tive abilities to manage different linguistic phe-
nomena and to properly combine them. We hope
that the analysis provided by our methodology
may bring interesting elements both to TE system
developers and for deep discussion on the nature
of TE itself.

As future work, we plan to refine the evaluation
methodology introducing the possibility to assign
different relevance to the phenomena.
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Abstract

We compare the performance of three
statistical parsing architectures on the
problem of deriving typed dependency
structures for French. The architectures
are based on PCFGs with latent vari-
ables, graph-based dependency parsing
and transition-based dependency parsing,
respectively. We also study the inu-
ence of three types of lexical informa-
tion: lemmas, morphological features,
and word clusters. The results show that
all three systems achieve competitive per-
formance, with a best labeled attachment
score over 88%. All three parsers benet
from the use of automatically derived lem-
mas, while morphological features seem
to be less important. Word clusters have a
positive effect primarily on the latent vari-
able parser.

1 Introduction

In this paper, we compare three statistical parsers
that produce typed dependencies for French. A
syntactic analysis in terms of typed grammatical
relations, whether encoded as functional annota-
tions in syntagmatic trees or in labeled depen-
dency trees, appears to be useful for many NLP
tasks including question answering, information
extraction, and lexical acquisition tasks like collo-
cation extraction.
This usefulness holds particularly for French,

a language for which bare syntagmatic trees
are often syntactically underspecied because
of a rather free order of post-verbal comple-
ments/adjuncts and the possibility of subject in-
version. Thus, the annotation scheme of the
French Treebank (Abeillé and Barrier, 2004)
makes use of at syntagmatic trees without VP

nodes, with no structural distinction between
complements, adjuncts or post-verbal subjects,
but with additional functional annotations on de-
pendents of verbs.
Parsing is commonly enhanced by using more

abstract lexical information, in the form of mor-
phological features (Tsarfaty, 2006), lemmas
(Seddah et al., 2010), or various forms of clusters
(see (Candito and Seddah, 2010) for references).
In this paper, we explore the integration of mor-
phological features, lemmas, and linear context
clusters.
Typed dependencies can be derived using many

different parsing architectures. As far as statistical
approaches are concerned, the dominant paradigm
for English has been to use constituency-based
parsers, the output of which can be converted
to typed dependencies using well-proven conver-
sion procedures, as in the Stanford parser (Klein
and Manning, 2003). In recent years, it has
also become popular to use statistical dependency
parsers, which are trained directly on labeled de-
pendency trees and output such trees directly, such
as MSTParser (McDonald, 2006) and MaltParser
(Nivre et al., 2006). Dependency parsing has been
applied to a fairly broad range of languages, espe-
cially in the CoNLL shared tasks in 2006 and 2007
(Buchholz and Marsi, 2006; Nivre et al., 2007).
We present a comparison of three statistical

parsing architectures that output typed dependen-
cies for French: one constituency-based architec-
ture featuring the Berkeley parser (Petrov et al.,
2006), and two dependency-based systems using
radically different parsing methods, MSTParser
(McDonald et al., 2006) and MaltParser (Nivre et
al., 2006). These three systems are compared both
in terms of parsing accuracy and parsing times, in
realistic settings that only use predicted informa-
tion. By using freely available software packages
that implement language-independent approaches
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and applying them to a language different from
English, we also hope to shed some light on the
capacity of different methods to cope with the
challenges posed by different languages.
Comparative evaluation of constituency-based

and dependency-based parsers with respect to la-
beled accuracy is rare, despite the fact that parser
evaluation on typed dependencies has been ad-
vocated for a long time (Lin, 1995; Carroll et
al., 1998). Early work on statistical dependency
parsing often compared constituency-based and
dependency-based methods with respect to their
unlabeled accuracy (Yamada and Matsumoto,
2003), but comparison of different approaches
with respect to labeled accuracy is more recent.
Cer et al. (2010) present a thorough analysis of

the best trade-off between speed and accuracy in
deriving Stanford typed dependencies for English
(de Marneffe et al., 2006), comparing a number of
constituency-based and dependency-based parsers
on data from the Wall Street Journal. They con-
clude that the highest accuracy is obtained using
constituency-based parsers, although some of the
dependency-based parsers are more efcient.
For German, the 2008 ACL workshop on pars-

ing German (Kübler, 2008) featured a shared task
with two different tracks, one for constituency-
based parsing and one for dependency-based pars-
ing. Both tracks had their own evaluation metrics,
but the accuracy with which parsers identied
subjects, direct objects and indirect objects was
compared across the two tracks, and the results
in this case showed an advantage for dependency-
based parsing.
In this paper, we contribute results for a

third language, French, by benchmarking both
constituency-based and dependency-based meth-
ods for deriving typed dependencies. In addi-
tion, we investigate the usefulness of morphologi-
cal features, lemmas and word clusters for each of
the different parsing architectures. The rest of the
paper is structured as follows. Section 2 describes
the French Treebank, and Section 3 describes the
three parsing systems. Section 4 presents the ex-
perimental evaluation, and Section 5 contains a
comparative error analysis of the three systems.
Section 6 concludes with suggestions for future
research.

2 Treebanks

For training and testing the statistical parsers, we
use treebanks that are automatically converted
from the French Treebank (Abeillé and Barrier,
2004) (hereafter FTB), a constituency-based tree-
bank made up of 12, 531 sentences from the Le
Monde newspaper. Each sentence is annotated
with a constituent structure and words bear the
following features: gender, number, mood, tense,
person, deniteness, wh-feature, and clitic case.
Nodes representing dependents of a verb are la-
beled with one of 8 grammatical functions.1
We use two treebanks automatically obtained

from FTB, both described in Candito et al.
(2010). FTB-UC is a modied version of the
original constituency-based treebank, where the
rich morphological annotation has been mapped
to a simple tagset of 28 part-of-speech tags, and
where compounds with regular syntax are bro-
ken down into phrases containing several simple
words while remaining sequences annotated as
compounds in FTB are merged into a single token.
Function labels are appended to syntactic category
symbols and are either used or ignored, depending
on the task.
FTB-UC-DEP is a dependency treebank de-

rived from FTB-UC using the classic technique of
head propagation rules, rst proposed for English
by Magerman (1995). Function labels that are
present in the original treebank serve to label the
corresponding dependencies. The remaining un-
labeled dependencies are labeled using heuristics
(for dependents of non-verbal heads). With this
conversion technique, output dependency trees are
necessarily projective, and extracted dependen-
cies are necessarily local to a phrase, which means
that the automatically converted trees can be re-
garded as pseudo-projective approximations to the
correct dependency trees (Kahane et al., 1998).
Candito et al. (2010) evaluated the converted trees
for 120 sentences, and report a 98% labeled at-
tachment score when comparing the automatically
converted dependency trees to the manually cor-
rected ones.

1These are SUJ (subject), OBJ (object), A-OBJ/DE-OBJ
(indirect object with preposition à / de), P-OBJ (indirect
object with another preposition / locatives), MOD (modier),
ATS/ATO (subject/object predicative complement).
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Figure 1: An example of constituency tree of the FTB-UC (left), and the corresponding dependency tree
(right) for A letter had been sent the week before to the employees.

Figure 1 shows two parallel trees from FTB-UC
and FTB-UC-DEP. In all reported experiments in
this paper, we use the usual split of FTB-UC: rst
10% as test set, next 10% as dev set, and the re-
maining sentences as training set.

3 Parsers

Although all three parsers compared are statis-
tical, they are based on fairly different parsing
methodologies. The Berkeley parser (Petrov et
al., 2006) is a latent-variable PCFG parser, MST-
Parser (McDonald et al., 2006) is a graph-based
dependency parser, and MaltParser (Nivre et al.,
2006) is a transition-based dependency parser.
The choice to include two different dependency

parsers but only one constituency-based parser is
motivated by the study of Seddah et al. (2009),
where a number of constituency-based statisti-
cal parsers were evaluated on French, including
Dan Bikel’s implementation of the Collins parser
(Bikel, 2002) and the Charniak parser (Charniak,
2000). The evaluation showed that the Berke-
ley parser had signicantly better performance for
French than the other parsers, whether measured
using a parseval-style labeled bracketing F-score
or a CoNLL-style unlabeled attachment score.
Contrary to most of the other parsers in that study,
the Berkeley parser has the advantage of a strict
separation of parsing model and linguistic con-
straints: linguistic information is encoded in the
treebank only, except for a language-dependent
sufx list used for handling unknown words.
In this study, we compare the Berkeley parser

to MSTParser and MaltParser, which have the
same separation of parsing model and linguistic
representation, but which are trained directly on
labeled dependency trees. The two dependency
parsers use radically different parsing approaches

but have achieved very similar performance for a
wide range of languages (McDonald and Nivre,
2007). We describe below the three architectures
in more detail.2

3.1 The Berkeley Parser
The Berkeley parser is a freely available imple-
mentation of the statistical training and parsing
algorithms described in (Petrov et al., 2006) and
(Petrov and Klein, 2007). It exploits the fact that
PCFG learning can be improved by splitting sym-
bols according to structural and/or lexical proper-
ties (Klein and Manning, 2003). Following Mat-
suzaki et al. (2005), the Berkeley learning algo-
rithm uses EM to estimate probabilities on sym-
bols that are automatically augmented with la-
tent annotations, a process that can be viewed
as symbol splitting. Petrov et al. (2006) pro-
posed to score the splits in order to retain only the
most benecial ones, and keep the grammar size
manageable: the splits that induce the smallest
losses in the likelihood of the treebank are merged
back. The algorithm starts with a very general
treebank-induced binarized PCFG, with order h
horizontal markovisation. created, where at each
level a symbol appears without track of its orig-
inal siblings. Then the Berkeley algorithm per-
forms split/merge/smooth cycles that iteratively
rene the binarized grammar: it adds two latent
annotations on each symbol, learns probabilities
for the rened grammar, merges back 50% of the
splits, and smoothes the nal probabilities to pre-
vent overtting. All our experiments are run us-
ing BerkeleyParser 1.0,3 modied for handling

2For replicability, models, preprocessing tools and ex-
perimental settings are available at http://alpage.
inria.fr/statgram/frdep.html.

3http://www.eecs.berkeley.edu/
\~petrov/berkeleyParser
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French unknown words by Crabbé and Candito
(2008), with otherwise default settings (order 0
horizontal markovisation, order 1 vertical marko-
visation, 5 split/merge cycles).
The Berkeley parser could in principle be

trained on functionally annotated phrase-structure
trees (as shown in the left half of gure 1), but
Crabbé and Candito (2008) have shown that this
leads to very low performance, because the split-
ting of symbols according to grammatical func-
tions renders the data too sparse. Therefore, the
Berkeley parser was trained on FTB-UC without
functional annotation. Labeled dependency trees
were then derived from the phrase-structure trees
output by the parser in two steps: (1) function la-
bels are assigned to phrase structure nodes that
have functional annotation in the FTB scheme;
and (2) dependency trees are produced using the
same procedure used to produce the pseudo-gold
dependency treebank from the FTB (cf. Section 2).
The functional labeling relies on the Maximum

Entropy labeler described in Candito et al. (2010),
which encodes the problem of functional label-
ing as a multiclass classication problem. Specif-
ically, each class is of the eight grammatical func-
tions used in FTB, and each head-dependent pair
is treated as an independent event. The feature
set used in the labeler attempt to capture bilexi-
cal dependencies between the head and the depen-
dent (using stemmed word forms, parts of speech,
etc.) as well as more global sentence properties
like mood, voice and inversion.

3.2 MSTParser

MSTParser is a freely available implementation
of the parsing models described in McDonald
(2006). These models are often described as
graph-based because they reduce the problem
of parsing a sentence to the problem of nding
a directed maximum spanning tree in a dense
graph representation of the sentence. Graph-based
parsers typically use global training algorithms,
where the goal is to learn to score correct trees
higher than incorrect trees. At parsing time a
global search is run to nd the highest scoring
dependency tree. However, unrestricted global
inference for graph-based dependency parsing
is NP-hard, and graph-based parsers like MST-

Parser therefore limit the scope of their features
to a small number of adjacent arcs (usually two)
and/or resort to approximate inference (McDon-
ald and Pereira, 2006). For our experiments, we
use MSTParser 0.4.3b4 with 1-best projective de-
coding, using the algorithm of Eisner (1996), and
second order features. The labeling of dependen-
cies is performed as a separate sequence classi-
cation step, following McDonald et al. (2006).
To provide part-of-speech tags to MSTParser,

we use the MElt tagger (Denis and Sagot, 2009),
a Maximum Entropy Markov Model tagger en-
riched with information from a large-scale dictio-
nary.5 The tagger was trained on the training set
to provide POS tags for the dev and test sets, and
we used 10-way jackkning to generate tags for
the training set.

3.3 MaltParser

MaltParser6 is a freely available implementation
of the parsing models described in (Nivre, 2006)
and (Nivre, 2008). These models are often char-
acterized as transition-based, because they reduce
the problem of parsing a sentence to the prob-
lem of nding an optimal path through an abstract
transition system, or state machine. This is some-
times equated with shift-reduce parsing, but in
fact includes a much broader range of transition
systems (Nivre, 2008). Transition-based parsers
learn models that predict the next state given the
current state of the system, including features over
the history of parsing decisions and the input sen-
tence. At parsing time, the parser starts in an ini-
tial state and greedily moves to subsequent states
– based on the predictions of the model – until a
terminal state is reached. The greedy, determinis-
tic parsing strategy results in highly efcient pars-
ing, with run-times often linear in sentence length,
and also facilitates the use of arbitrary non-local
features, since the partially built dependency tree
is xed in any given state. However, greedy in-
ference can also lead to error propagation if early
predictions place the parser in incorrect states. For
the experiments in this paper, we use MaltParser

4http://mstparser.sourceforge.net
5Denis and Sagot (2009) report a tagging accuracy of

97.7% (90.1% on unknown words) on the FTB-UC test set.
6http://www.maltparser.org
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1.3.1 with the arc-eager algorithm (Nivre, 2008)
and use linear classiers from the LIBLINEAR
package (Fan et al., 2008) to predict the next state
transitions. As for MST, we used the MElt tagger
to provide input part-of-speech tags to the parser.

4 Experiments

This section presents the parsing experiments that
were carried out in order to assess the state of the
art in labeled dependency parsing for French and
at the same time investigate the impact of different
types of lexical information on parsing accuracy.
We present the features given to the parsers, dis-
cuss how they were extracted/computed and inte-
grated within each parsing architecture, and then
summarize the performance scores for the differ-
ent parsers and feature congurations.

4.1 Experimental Space
Our experiments focus on three types of lexical
features that are used either in addition to or as
substitutes for word forms: morphological fea-
tures, lemmas, and word clusters. In the case
of MaltParser and MSTParser, these features are
used in conjunction with POS tags. Motivations
for these features are rooted in the fact that French
has a rather rich inectional morphology.
The intuition behind using morphological fea-

tures like tense, mood, gender, number, and per-
son is that some of these are likely to provide ad-
ditional cues for syntactic attachment or function
type. This is especially true given that the 29 tags
used by the MElt tagger are rather coarse-grained.
The use of lemmas and word clusters, on the

other hand, is motivated by data sparseness con-
siderations: these provide various degrees of gen-
eralization over word forms. As suggested by Koo
et al. (2008), the use of word clusters may also re-
duce the need for annotated data.
All our features are automatically produced:

no features except word forms originate from the
treebank. Our aim was to assess the performance
currently available for French in a realistic setting.

Lemmas Lemmatized forms are extracted us-
ing Lefff (Sagot, 2010), a large-coverage morpho-
syntactic lexicon for French, and a set of heuristics
for unknown words. More specically, Lefff is

queried for each (word, pos), where pos is the
tag predicted by the MElt tagger. If the pair is
found, we use the longest lemma associated with
it in Lefff. Otherwise, we rely on a set of simple
stemming heuristics using the form and the pre-
dicted tag to produce the lemma. We use the form
itself for all other remaining cases.7

Morphological Features Morphological fea-
tures were extracted in a way similar to lemmas,
again by querying Lefff and relying on heuristics
for out-of-dictionary words. Here are the main
morphological attributes that were extracted from
the lexicon: mood and tense for verbs; person
for verbs and pronouns; number and gender for
nouns, past participles, adjectives and pronouns;
whether an adverb is negative; whether an adjec-
tive, pronoun or determiner is cardinal, ordinal,
denite, possessive or relative. Our goal was to
predict all attributes found in FTB that are recov-
erable from the word form alone.

Word Form Clusters Koo et al. (2008) have
proposed to use unsupervised word clusters as
features in MSTParser, for parsing English and
Czech. Candito and Crabbé (2009) showed that,
for parsing French with the Berkeley parser, us-
ing the same kind of clusters as substitutes for
word forms improves performance. We now ex-
tend their work by comparing the impact of such
clusters on two additional parsers.
We use the word clusters computed by Can-

dito and Crabbé (2009) using Percy Liang’s im-
plementation8 of the Brown unsupervised cluster-
ing algorithm (Brown et al., 1992). It is a bottom-
up hierarchical clustering algorithm that uses a bi-
gram language model over clusters. The result-
ing cluster ids are bit-strings, and various lev-
els of granularity can be obtained by retaining
only the rst x bits. Candito and Crabbé (2009)
used the L’Est Républicain corpus, a 125 mil-
lion word journalistic corpus.9 To reduce lexi-

7Candito and Seddah (2010) report the following cover-
age for the Lefff : around 96% of the tokens, and 80.1% of
the token types are present in the Lefff (leaving out punctua-
tion and numeric tokens, and ignoring case differences).

8http://www.eecs.berkeley.edu/~pliang/
software

9http://www.cnrtl.fr/corpus/
estrepublicain
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cal data sparseness caused by inection, they ran
a lexicon-based stemming process on the corpus
that removes inection marks without adding or
removing lexical ambiguity. The Brown algo-
rithm was then used to compute 1000 clusters of
stemmed forms, limited to forms that appeared at
least 20 times.
We tested the use of clusters with different val-

ues for two parameters: nbbits = the cluster pre-
x length in bits, to test varying granularities, and
minocc = the minimum number of occurrences in
the L’Est Républicain corpus for a form to be re-
placed by a cluster or for a cluster feature to be
used for that form.

4.2 Parser-Specific Configurations
Since the three parsers are based on different ma-
chine learning algorithms and parsing algorithms
(with different memory requirements and parsing
times), we cannot integrate the different features
described above in exactly the same way. For the
Berkeley parser we use the setup of Candito and
Seddah (2010), where additional information is
encoded within symbols that are used as substi-
tutes for word forms. For MaltParser and MST-
Parser, which are based on discriminative models
that permit the inclusion of interdependent fea-
tures, additional information may be used either
in addition to or as substitutes for word forms.
Below we summarize the congurations that have
been explored for each parser:

• Berkeley:
1. Morphological features: N/A.
2. Lemmas: Concatenated with POS tags
and substituted for word forms.

3. Clusters: Concatenated with morpho-
logical sufxes and substituted for word
forms; grid search for optimal values of
nbbits and minocc.

• MaltParser andMSTParser:
1. Morphological features: Added as
features.

2. Lemmas: Substituted for word forms
or added as features.

3. Clusters: Substituted for word forms or
added as features; grid search for opti-
mal values of nbbits andminocc.

4.3 Results
Table 1 summarizes the experimental results. For
each parser we give results on the development
set for the baseline (no additional features), the
best conguration for each individual feature type,
and the best conguration for any allowed combi-
nation of the three features types. For the nal
test set, we only evaluate the baseline and the best
combination of features. Scores on the test set
were compared using a χ2-test to assess statisti-
cal signicance: unless specied, all differences
therein were signicant at p ≤ 0.01.
The MSTParser system achieves the best la-

beled accuracy on both the development set and
the test set. When adding lemmas, the best con-
guration is to use them as substitutes for word
forms, which slightly improves the UAS results.
For the clusters, their use as substitutes for word
forms tends to degrade results, whereas using
them as features alone has almost no impact. This
means that we could not replicate the positive ef-
fect10 reported by Koo et al. (2008) for English
and Czech. However, the best combined con-
guration is obtained using lemmas instead of
words, a reduced set of morphological features,11
and clusters as features, with minocc=50, 000 and
nbbits=10.
MaltParser has the second best labeled accu-

racy on both the development set and the test set,
although the difference with Berkeley is not sig-
nicant on the latter. MaltParser has the lowest
unlabeled accuracy of all three parsers on both
datasets. As opposed to MSTParser, all three fea-
ture types work best for MaltParser when used in
addition to word forms, although the improvement
is statistically signicant only for lemmas and
clusters. Again, the best model uses all three types
of features, with cluster features minocc=600 and
nbbits=7. MaltParser shows the smallest discrep-
ancy from unlabeled to labeled scores. This might
be because it is the only architecture where label-
ing is directly done as part of parsing.

10Note that the two experiments cannot be directly com-
pared. Koo et al. (2008) use their own implementation of an
MST parser, which includes extra second-order features (e.g.
grand-parent features on top of sibling features).

11As MSTParser training is memory-intensive, we re-
moved the features containing information already encoded
part-of-speech tags.
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Development Set Test Set
Baseline Morpho Lemma Cluster Best Baseline Best

Parser LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS
Berkeley 85.1 89.3 – – 85.9 90.0 86.5 90.8 86.5 90.8 85.6 89.6 86.8 91.0
MSTParser 87.2 90.0 87.2 90.2 87.2 90.1 87.2 90.1 87.5 90.3 87.6 90.3 88.2 90.9
MaltParser 86.2 89.0 86.3 89.0 86.6 89.2 86.5 89.2 86.9 89.4 86.7 89.3 87.3 89.7

Table 1: Experimental results for the three parsing systems. LAS=labeled accuracy, UAS=unlabeled accuracy, for sentences
of any length, ignoring punctuation tokens. Morpho/Lemma/Cluster=best conguration when using morphological features
only (resp. lemmas only, clusters only), Best=best conguration using any combination of these.

For Berkeley, the lemmas improve the results
over the baseline, and its performance reaches that
of MSTParser for unlabeled accuracy (although
the difference between the two parsers is not sig-
nicant on the test set). The best setting is ob-
tained with clusters instead of word forms, using
the full bit strings. It also gives the best unlabeled
accuracy of all three systems on both the devel-
opment set and the test set. For the more impor-
tant labeled accuracy, the point-wise labeler used
is not effective enough.
Overall, MSTParser has the highest labeled ac-

curacy and Berkeley the highest unlabeled ac-
curacy. However, results for all three systems
on the test set are roughly within one percent-
age point for both labeled and unlabeled ac-
curacy, which means that we do not nd the
same discrepancy between constituency-based
and dependency-based parser that was reported
for English by Cer et al. (2010).
Table 2 gives parsing times for the best cong-

uration of each parsing architecture. MaltParser
runs approximately 9 times faster than the Berke-
ley system, and 10 times faster than MSTParser.
The difference in efciency is mainly due to the
fact that MaltParser uses a linear-time parsing al-
gorithm, while the other two parsers have cubic
time complexity. Given the rather small differ-
ence in labeled accuracy, MaltParser seems to be
a good choice for processing very large corpora.

5 Error Analysis

We provide a brief analysis of the errors made by
the best performing models for Berkeley, MST-
Parser and MaltParser on the development set, fo-
cusing on labeled and unlabeled attachment for
nouns, prepositions and verbs. For nouns, Berke-

Bky Malt MST
Tagging _ 0:27 0:27
Parsing 12:19 0:58 (0:18) 14:12 (12:44)
Func. Lab. 0:23 _ _
Dep. Conv. 0:4 _ _
Total 12:46 1:25 14:39

Table 2: Parsing times (min:sec) for the dev set, for the
three architectures, on an imac 2.66GHz. The gures within
brackets show the pure parsing time without the model load-
ing time, when available.

ley has the best unlabeled attachment, followed by
MSTParser and then MaltParser, while for labeled
attachment Berkeley and MSTParser are on a par
with MaltParser a bit behind. For prepositions,
MSTParser is by far the best for both labeled and
unlabeled attachment, with Berkeley and Malt-
Parser performing equally well on unlabeled at-
tachment and MaltParser performing better than
Berkeley on labeled attachment.12 For verbs,
Berkeley has the best performance on both labeled
and unlabeled attachment, with MSTParser and
MaltParser performing about equally well. Al-
though Berkeley has the best unlabeled attach-
ment overall, it also has the worst labeled attach-
ment, and we found that this is largely due to the
functional role labeler having trouble assigning
the correct label when the dependent is a prepo-
sition or a clitic.
For errors in attachment as a function of word

distance, we nd that precision and recall on de-
pendencies of length > 2 tend to degrade faster
for MaltParser than for MSTParser and Berkeley,

12In the dev set, for MSTParser, 29% of the tokens that
do not receive the correct governor are prepositions (883 out
of 3051 errors), while these represent 34% for Berkeley (992
out of 2914), and 30% for MaltParser (1016 out of 3340).

114



with Berkeley being the most robust for depen-
dencies of length > 6. In addition, Berkeley is
best at nding the correct root of sentences, while
MaltParser often predicts more than one root for a
given sentence. The behavior of MSTParser and
MaltParser in this respect is consistent with the re-
sults of McDonald and Nivre (2007).

6 Conclusion

We have evaluated three statistical parsing ar-
chitectures for deriving typed dependencies for
French. The best result obtained is a labeled at-
tachment score of 88.2%, which is roughly on a
par with the best performance reported by Cer et
al. (2010) for parsing English to Stanford depen-
dencies. Note two important differences between
their results and ours: First, the Stanford depen-
dencies are in a way deeper than the surface de-
pendencies tested in our work. Secondly, we nd
that for French there is no consistent trend fa-
voring either constituency-based or dependency-
based methods, since they achieve comparable re-
sults both for labeled and unlabeled dependencies.
Indeed, the differences between parsing archi-

tectures are generally small. The best perfor-
mance is achieved using MSTParser, enhanced
with predicted part-of-speech tags, lemmas, mor-
phological features, and unsupervised clusters of
word forms. MaltParser achieves slightly lower
labeled accuracy, but is probably the best option
if speed is crucial. The Berkeley parser has high
accuracy for unlabeled dependencies, but the cur-
rent labeling method does not achieve a compara-
bly high labeled accuracy.
Examining the use of lexical features, we nd

that predicted lemmas are useful in all three ar-
chitectures, while morphological features have a
marginal effect on the two dependency parsers
(they are not used by the Berkeley parser). Unsu-
pervised word clusters, nally, give a signicant
improvement for the Berkeley parser, but have a
rather small effect for the dependency parsers.
Other results for statistical dependency pars-

ing of French include the pilot study of Candito
et al. (2010), and the work ofSchluter and van
Genabith (2009), which resulted in an LFG sta-
tistical French parser. However, the latter’s re-
sults are obtained on a modied subset of the FTB,

and are expressed in terms of F-score on LFG f-
structure features, which are not comparable to
our attachment scores. There also exist a num-
ber of grammar-based parsers, evaluated on gold
test sets annotated with chunks and dependen-
cies (Paroubek et al., 2005; de la Clergerie et al.,
2008). Their annotation scheme is different from
that of the FTB, but we plan to evaluate the statis-
tical parsers on the same data in order to compare
the performance of grammar-based and statistical
approaches.
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Abstract 

As unlexicalized parsing lacks word to-
ken information, it is important to inves-
tigate novel parsing features to improve 
the accuracy. This paper studies a set of 
tree topological (TT) features. They 
quantitatively describe the tree shape 
dominated by each non-terminal node. 
The features are useful in capturing lin-
guistic notions such as grammatical 
weight and syntactic branching, which 
are factors important to syntactic proc-
essing but overlooked in the parsing lit-
erature. By using an ensemble classifier-
based model, TT features can signifi-
cantly improve the parsing accuracy of 
our unlexicalized parser. Further, the 
ease of estimating TT feature values 
makes them easy to be incorporated into 
virtually any mainstream parsers.  

1 Introduction 

Many state-of-the-art parsers work with lexical-
ized parsing models that utilize the information 
and statistics of word tokens (Magerman, 1995; 
Collins, 1999, 2003; Charniak, 2000). The per-
formance of lexicalized models is susceptible to 
vocabulary variation as lexical statistics is often 
corpus-specific (Ratnaparkhi, 1999; Gildea, 
2001). As parsers are typically evaluated using 
the Penn Treebank (Marcus et al., 1993), which 
is based on financial news, the problems of 
lexicalized parsing could easily be overlooked. 
Unlexicalized models, on the other hand, are 
less sensitive to lexical variation and are more 
portable across domains. Though the perform-
ance of unlexicalized models was believed not 
to exceed that of lexicalized models (Klein & 

Manning, 2003), Petrov & Klein (2007) show 
that unlexicalized parsers can match lexicalized 
parsers in performance using the grammar rule 
splitting technique. Given the practical advan-
tages and the latest development, unlexicalized 
parsing deserves further scrutiny.  

A profitable direction of research on unlexi-
calized parsing is to investigate novel parsing 
features. This paper examines a set of what we 
call tree topological (TT) features, including 
phrase span, phrase height, tree skewness, etc. 
This study is motivated by the fact that conven-
tional parsers rarely consider the shape of 
subtrees dominated by these nodes and rely 
primarily on matching tags. As a result, an NP 
with a complicated structure is treated the same 
as an NP that dominates only one word. How-
ever, our study shows that TT features are use-
ful predictors of phrase boundaries, a critical 
ambiguity resolution issue. TT features have 
two more advantages. First, TT features capture 
linguistic properties, such as branching and 
grammatical “heaviness”, across different syn-
tactic structures. Second, they are easily com-
putable without the need for extra language re-
sources.  

The organization of the paper is as follows. 
Section 2 reviews the features commonly used 
in parsing. Section 3 provides the details of TT 
features in the unlexicalized parser. The parser 
is evaluated in Section 4. In Section 5, we 
discuss the effectiveness and advantages of TT 
features in parsing and possible enhancement. 
This is followed by a conclusion in Section 6. 

2 Related Work 

2.1 Parsing Features 

This section reviews major types of information 
in parsing.  

117



Tags: The dominant types of information that 
drive parsing and chunking algorithms are 
POS/syntactic tags, context-free grammar (CFG) 
rules, and their statistical properties. Matching 
tags against CFG rules to form phrases is central 
to all basic parsing algorithms such as Cocke-
Kasami-Younger (CKY) algorithm, and the Ear-
ley algorithm, and the chart parsing.  

Word Token-based: Machine learning and sta-
tistical modelling emerged in the 90s as an ideal 
computational approach to feature-rich parsing. 
Classifiers can typically capitalize on a large set 
of features in decision making. Magerman 
(1995), Ratnaparkh (1999) and Charniak (2000) 
used classifiers to model dependencies between 
word pairs. They popularized the use word to-
kens as attributes in lexicalized parsing. Collins 
(1999, 2003) also integrated information like 
head word and distance from head into the sta-
tistical model to enhance probabilistic chart 
parsing. Since then, word tokens, head words 
and their statistical derivatives have become 
standard features in many parsers. Word token 
information is also fundamental to dependency 
parsing (Kübler et al., 2009) because depend-
ency grammar is rooted in the idea that the head 
and the dependent word are related by different 
dependency relations.  

Semantic-based: Some efforts have also been 
made to consider semantic features, such as 
sense tags, in parsing. Words are first tagged 
with semantic classes, often using WordNet-
based resources. The lexical semantic class can 
be instructive to the selection of the correct 
parse from a set of candidate structures. It has 
been reported that the lexical semantics of 
words is effective in resolving structural ambi-
guity, especially PP-attachment (Black et al., 
1992; Stetina & Nagao, 1997; Agirre et al., 
2008). Nevertheless, the use of semantic fea-
tures has still been relatively rare. They incur 
overheads in acquiring semantic language re-
sources, such as sense-tagged corpora and 
WordNet databases. Semantic-based parsing 
also requires accurate sense-tagging.  

Since substantial gain from tag features is 
unlikely in the near future and deriving seman-
tic features is often a tremendous task, there is a 
pressing need to seek for new features, particu-
larly in unlexicalized parsing. 

2.2 Linguistic-motivated Features 

In this section, a review of the linguistic motiva-
tion behind the TT features is provided. 

Grammatical Weight: Apart from syntactic 
categories, linguists have long observed that the 
number of words (often referred to as “weight” 
or “heaviness”) in a phrase can affect syntactic 
processing of sentences (Quirk et al., 1985; Wa-
sow, 1997; Rosenbach, 2005). It corresponds 
roughly to the span feature described in Section 
3.2. The effect of grammatical weight often 
manifests in word order variation. Heavy NP 
shift, dative alternation, particle movement and 
extraposition in English are canonical examples 
where “heavy” chunks get dislocated to the end 
of a sentence. In his corpus analysis, Wasow 
(1997) found that weight is a very crucial factor 
in determining dative alternation. Hawkins 
(1994) also argued that due to processing con-
straints, the human syntactic processor tends to 
group an incoming stream of words as rapidly 
as possible, preferring smaller chunks on the left.

Tree Topology: CFG-based parsing approach 
hides the structural properties of the dominated 
subtree from the associated syntactic tag. Struc-
tural topology, or tree shape, however, can be 
useful in guiding the parser to group tags into 
phrases. Structures significantly deviating from 
left/right branching, e.g. center embedding, are 
much more difficult to process and rare in pro-
duction (Gibson, 1998). Another example is the 
resolution of scope ambiguity in coordinate 
structures (CSs). CSs are common but notori-
ously difficult to parse due to scope ambiguity 
when the conjuncts are complex (Collins, 1999; 
Kübler et al., 2009). One good cue to the prob-
lem is that humans prefer CSs with parallel in-
ternal syntactic structures (Frazier et al., 2000). 
In a corpus-based study, Dubey et al. (2008) 
show that structural repetition across conjuncts 
is significantly more frequent. The implication 
to parsing is that preference should be given to 
bracketing in which conjuncts are structurally 
similar. TT information can inform the parser of 
the structural properties of phrases.  

3 An Ensemble-based Parser 

To accommodate a large set of features, we opt 
for classifier-based parsing because classifiers 
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can easily handle many features, as pointed out 
in Ratnaparkhi (1999). This is different from 
chart parsing models popular in many parsers 
(e.g. Collins, 2003) which require special statis-
tical modelling. Our parser starts from a string 
of POS tags without any hints from words. As 
in other similar approaches (Abney 1991; Ram-
shaw & Marcus, 1995; Sang, 2001; Sagae & 
Lavie, 2005), the first and the foremost problem 
that has to be resolved is to identify the bound-
ary points of phrases, without any explicit 
grammar rules. Here we adopt the ensemble 
learning technique to unveil boundary points, or 
chunking points hereafter. Two heterogeneous 
and mutually independent attribute feature sets 
are introduced in Section 3.2 and 3.3.   

3.1 Basic Architecture of the Parser 

Our parser has two modules, namely, a chunker 
and a phrase recognizer. The chunker locates 
the boundaries of chunks while the phrase rec-
ognizer predicts the non-terminal syntactic tag 
of the identified chunks, e.g. NP, VP, etc. In the 
chunker, we explore a new approach that aims 
at identifying chunk boundaries. Assume that 
the input of the chunker is a tag sequence <x0 … 
xn … xm> where 0 ≤ n ≤ m. Let yn be the point of 
focus between two consecutive tags xn and xn+1. 
The chunker classifies all focus points as either 
a chunking point or a merging point at the rele-
vant level. A focus point yn is a merging point if 
xn and xn+1 are siblings of the same parent node 
in the target parse tree. Otherwise, yn is a chunk-
ing point. Consider the tag sequence and the 
expected classification of points in the example 
below. Chunking points are marked with “%” 
and merging points with “+”. 

PRP % VBZ % DT % RB   +  JJ  % NN 
He    is    a    very    nice  guy  

The point between RB and JJ is a merging 
point because they are siblings of the parent 
node ADJP in the target parse tree. The point 
between DT and RB is a chunking point since 
DT and RB are not siblings and do not share the 
same parent node. Chunks are defined as the 
consecutive tag sequences not split up by %. 
When a focus point yn is classified as a chunk-
ing point, it effectively means that no fragment 
preceding yn can combine with any fragment 
following yn to form a phrase, i.e. a distituent.  

Both the chunker and the recognizer are 
trained using the Penn Treebank (Marcus et al., 
1993). In addition, we adopt the ensemble tech-
nique to combine two sets of heterogeneous fea-
tures. The method yields a much more accurate 
predictive power (Dietterich, 2000). One neces-
sary and sufficient condition for an ensemble of 
classifiers to be more accurate than any of its 
individual members is that the classifiers must 
be diverse. Table 1 summaries the basic ration-
ale of the parser. The two feature sets will be 
further explained in Section 3.2 and 3.3.  

� Prepare training data from the Treebank based 
on topological & information-theoretic features 

� Train the chunker and phrase recognizer using 
the ensemble technique 

� For any input tag sequence l,  
WHILE l contains more than one element DO 

IDENTIFY the status, + or %, of each focus 
point in l

RECOGNIZE the syntactic tag (ST) of each 
identified chunk 

UPDATE l with the new ST sequence
ENDWHILE 

� Display the parse tree 
Table 1. Basic rationale of the parser 

The learning module acquires the knowledge 
encoded in the Penn Treebank to support vari-
ous classification tasks. The input tag sequence 
is first fed into the chunker. The phrase recog-
nizer then analyzes the chunker’s output and 
assigns non-terminal syntactic tags (e.g. NP, VP, 
etc.) to identified chunks. The updated tag se-
quence is fed back to the chunker for processing 
at the next level. The iteration continues until a 
complete parse is formed. 

3.2 Tree Topological Feature Set 

Tree topological (TT) features describe the 
shape of subtrees quantitatively. Our approach 
to addressing this problem involves examining a 
set of topological features, without any assump-
tion of the word tokens. They all have been im-
plemented for chunking.  

Node Coordinates (NCs): NCs include the level 
of focus (LF) and the relative position (RP) of 
the target subtree. The level of focus is defined 
as the total number of levels under the target 
node, with the terminal level inclusive while the 
RP indicates the linear position of the target 
node in that level. As in Figure 1, the LF for 
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subtree A and B are the same; however, the RP
for subtree A is smaller than that for subtree B.  

Span Ratio (SR): The SR is defined as the total 
number of terminal nodes spanned under the 
target node and is divided by the length of the 
sentence. In Figure 1, the span ratio for the tar-
get node VP at subtree B is 5/12. This ratio il-
lustrates not only how many terminal nodes are 
covered by the target node, but also how far the 
target node is from the root S.  

Aspect Ratio (AR): The AR of a target node in a 
subtree is defined as the ratio of the total num-
ber of non-terminal nodes involved to the total 
number of terminal nodes spanned. The AR is 
also indicative of the average branching factor 
of the subtree.  

Skewness Measure (SM): The SM estimates the 
degree to which the subtree leans towards either 
left or right. In this research, the SM of a subtree 
is evaluated by the distribution of the length of 
the paths connecting the target node and each 
terminal node it dominates. The length of a path 
from a target node V to a terminal node T is the 
number of edges between V and T. For a tree 
with n terminal nodes, there are n paths. A pivot 
is defined as the [n/2]th terminal node when n is 
odd and between [n/2]th and [(n+1)/2]th termi-
nal nodes if n is even, where [ ] is a ceiling 
function. The SM is defined as  
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          Eqn (1) 

where xi is the length of the i-th path pointing to 
the i-th terminal node, x and σ are the average 
and standard deviation of the length of all paths 
at that level of focus (LF). ρi is the distance 
measured from the i-th terminal node to the 
pivot. The distance is positive if the terminal 
node is to the left of the pivot, zero if it is right 
at the pivot, and negative if the terminal node is 
to the right of the pivot. Obviously, if the 
lengths of all paths are the same in the tree, the 
numerator of Eqn (1) will be crossed out and the 
SM returns to zero. The pivot also provides an 
axis of vertical flipping where the SM still holds. 
The farther the terminal node from the pivot, the 
longer the distance. The distances ρ provide the 
moment factors to quantify the skewness of 

trees. For illustration, let us consider subtree B
with the target node VP at level of focus (LF) = 
4 in Figure 1. Since there are five terminal 
nodes, the pivot is at the third node VB. The 
lengths of the paths xi from left to right in the 
subtree are 1, 2, 3, 4, 4 and the moment factors 
ρi for the paths are 2, 1, 0, -1, -2. Assuming that 
x and σ for all the trees in the Treebank at 
level 4 are, say, 2.9 and 1.2 respectively, then 
SM = -3.55. It implies that subtree B under the 
target node VP has a strong right branching ten-
dency, even though it has a very uniform 
branching factor which is usually defined as the 
number of children at each node. 
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 Figure 1. Two different subtrees in the sentence S

In our parser, to determine whether the two 
target nodes at level 4, i.e., NP and VP, should 
be merged to form a S at level 5 or not, an at-
tribute vector with TT features for both NP and 
VP are devised as a training case. The corre-
sponding target attribute is a binary value, i.e., 
chunking vs. merging. In addition, a set of if-
merged attributes are introduced. For example, 
the attribute SM-if-merged indicates the changes 
of the SM if both target nodes are merged. This 
is particularly helpful since they are predictive 
under our bottom-up derivation strategy.  

3.3 Information-Theoretic Feature Set 

Context features are usually helpful in many 
applications of supervised language learning. In 
modelling context, one of the most central 
methodological concepts is co-occurrence. 
While collocation is the probabilistic co-
occurrence of pure word tokens, colligation is 
defined as the co-occurrence of word tokens 
with grammatical patterning such as POS cate-
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gories (Hunston, 2001). In this research, to cap-
ture the colligation without word tokens, a slid-
ing window of 6 POS tags at the neighborhood 
of the focus point yn is defined as our first set of 
context attributes. In addition, we define a set of 
information-theoretic (IT) attributes which re-
flect the likelihood of the fragment collocation. 
Various adjacent POS fragments around the 
focus point yn are constructed, as in Table 2.  

xn-2 xn-1 xn xn+1 xn+2 xn+3 Colligation meas.

xn-1 xn   d1:ζ(xn-1, xn) 

  xn xn+1 d2:ζ(xn, xn+1) 

   xn+1 xn+2 d3:ζ(xn+1, xn+2) 

xn-2 xn-1 xn   d4:ζ(xn-2xn-1, xn) 

xn-1 xn xn+1 d5:ζ(xn-1xn, xn+1) 

  xn xn+1 xn+2 d6:ζ(xn, xn+1xn+2) 

   xn+1 xn+2 xn+3 d7:ζ(xn+1, xn+2xn+3) 

Table 2. Colligation as context measure in various adjacent 
POS fragments where the focus point yn is between xn and 
xn+1  

An n-gram is treated as a 2-gram of an n1-
gram and an n2-gram, where n1 + n2 = n
(Magerman & Marcus, 1990). The information-
theoretic function ζ, namely, mutual informa-
tion (MI), quantifies the co-occurrence of frag-
ments. MI compares the probability of observ-
ing n1-gram and n2-gram together to the prob-
ability of observing them by chance (Church & 
Hanks, 1989). Here is an example illustrating 
the set of attributes. Take the point yn between 
RB and JJ in Section 3.1 as an example. d5 
represents the MI between (DT RB) and JJ, i.e. 
MI(DT/RB, JJ). 

3.4 Multiple Classifications using Ensem-
ble Technique 

The basic idea of ensemble techniques involves 
considering several classification methods or 
multiple outputs to reach a decision. An ensem-
ble of classifiers is a set of classifiers whose 
individual decisions are combined in some 
way, typically by weighted or un-weighted vot-
ing to classify new examples. Empirically 
speaking, ensembles methods deliver highly 
accurate classifiers by combining less accurate 
ones. They tend to yield better results than a 
single classifier in those situations when differ-
ent classifiers have different error characteris-

tics and their errors can compensate each other. 
Two questions need to be addressed when 
building and using an ensemble that integrates 
the predictions of several classifiers. First, what 
data are used to train the classifiers so that the 
errors made by one classifier could be remedied 
by the other? Second, how are the individual 
classifiers fused or integrated to produce a final 
ensemble prediction? As shown in the last two 
sections, we address the first question by intro-
ducing two heterogeneous and mutually inde-
pendent attribute feature sets, namely the tree 
topological (TT) features and information-
theoretic (IT) features. Instead of training all the 
features to form a single giant classifier, we 
produce two distinct, sometimes diversified, 
training sets of data to form two separate mod-
erate classifiers, in the hope that they will pro-
duce a highly accurate prediction. The second 
question is addressed by employing the boosting 
algorithm. Boosting is an effective method that 
produces a very accurate prediction rule by 
combining rough and moderately inaccurate 
rules of thumb (Schapire & Singer, 2000). It 
generates the classifiers in an iterative way. At 
the early beginning, an initial base classifier 
using a set of training data with equal weight is 
first constructed. When the prediction of the 
base classifier differs from the expected out-
come, the weight of the poorly predicted data is 
increased to an extent based on their misclassi-
fication rate on the preceding classifiers. As a 
result, the learning of the subsequent classifier 
will focus on learning the training data that are 
misclassified, or poorly predicted. This process 
continues until a specified number of iterations 
is reached or a predefined termination condition 
is met. The ensemble prediction is also a 
weighted voting process, where the weight of a 
classifier is based on its errors over the training 
data used to generate it. The first practical 
boosting algorithm, AdaBoost, was introduced 
by Freund & Schapire (1997), and solved many 
practical difficulties of the earlier boosting algo-
rithms. Table 3 illustrates the main idea of the 
algorithm. Interested readers can refer to the 
literature for detailed discussion (Freund & 
Schapire, 1997; Hastie et al., 2001). 
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Given: (x1, y1),..,(xm, ym) where xi ∈ X, yi ∈ Y = {-1, +1}
Initialize D1(i) = 1/m
For t = 1, …, T

� Train a weak learner using distribution Dt 

� Get a weak hypothesis ht : X → {-1, +1} with error  
εt = Pri~Dt[ht(xi) ≠ yi] 
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Table 3. Adaboost algorithm 

4 Experimental Results 

Table 4 presents some sampled statistics of the 
skewness measure (SM) of some major phrase 
types, which include VP, NP, S, and PP, based 
on Sections 2—21 of the Penn Treebank (Mar-
cus et al., 1993).  

VP L2-VP L3-VP L4-VP L5-VP
N 18,406 22,052 18,035 15,911
Mean -1.022 -4.454 -4.004 -3.738
S.D. 1.018 1.406 1.438 1.405
tscore  284.085* -31.483* -17.216* 
NP L2-NP L3-NP L4-NP L5-NP

N 23,270 28,172 10,827 8,375
Mean 1.013 -1.313 -1.432 -2.171
S.D. 1.284 2.013 1.821 1.628
tscore  158.748* 5.609* 29.614* 

S L2-S L3-S L4-S L5-S 
N 2,233 5,020 7,049 7,572
Mean 0.688 -1.825 -1.459 -1.517
S.D. 1.229 2.732 2.451 2.128
tscore  54.031* -7.568* 1.523 
PP L2-PP L3-PP L4-PP L5-PP

N 53,589 11,329 11,537 5,057
Mean -1.337 -3.322 -3.951 -3.301
S.D. 0.935 1.148 1.112 1.183
tscore  172.352* 42.073* -33.173* 
Table 4. SM values for various phrases (* = the mean in 
the column is statistically significantly different from the 
mean in the immediately following column, with degree of 
freedom in all cases greater than 120) 

For illustration purpose, the count of Level 2 VP
subtrees, their SM mean and standard deviation 

are -1.022 and 1.018 respectively. We 
performed t-tests for difference in means be-
tween various levels, even under the same 
phrase type. For example, the t score for the 
difference in mean between L2-VP and L3-VP
is 284.085, which indicates a strong difference 
in SM values between the two levels.  

The means of all phrases beyond level 2 are 
negative, consistent with the fact that English is 
generally a right branching language. When we 
compare the SM values across phrase types, it is 
easy to notice that VPs and PPs have larger 
negative values, meaning that the skewness to 
the right is more prominent. Even within the 
same phrase type, the SM values may differ sig-
nificantly as one moves from its current level to 
parent level. The SM offers an indicator that 
differentiates different phrase types with differ-
ent syntactic levels. Chunkers can use this addi-
tional parameter to do chunking better. 

Our parsing models were trained and tested 
using the Penn Treebank (Marcus et al., 1993). 
Following the convention of previous studies, 
we pre-processed the trees by removing NULL
elements and functional tags and collapsing 
ADVP and PRT into ADVP. Sections 2—21 are 
used for training and Section 23 for testing. To 
evaluate the contribution of the features, five 
different experiments were set up, as in Table 5.  

Experiment Features involved 
E1 POS tags only (=baseline) 
E2 POS+IT 
E3 POS+IT+TT (node coordinates only)
E4 POS+TT (with all features) 
E5 All features in E3 & E4 

Table 5.  Parsing features in five experiments 

E1 is the baseline experiment with tag fea-
tures only. E2 and E4 include additional IT and 
TT features respectively. E3 and E5 are partial 
and full mixture of the two feature types. In the 
evaluation below, the chunker, phrase recog-
nizer and parser are the same throughout the 
five sets of experiments. They only differ in 
terms of features used (i.e. E1—E5). We first 
study the impact of the feature sets on chunking. 
Five chunkers CH1—CH5 are evaluated. 

Table 6 shows the training and test errors in 
five different chunkers in the respective ex-
periments. All chunkers were trained using the 
ensemble-based learning. If one compares CH2 
and CH4, it is clear that both IT and TT features 
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enhance sentence chunking but the gain from 
TT features (i.e. CH4) is much more substantial. 
The best chunkers (CH4 and CH5) reduce the 
test error rate from the baseline 4.36% to 3.25%. 

Chunkers Training error % Test error % 
CH1 1.66 4.36 
CH2 1.53 4.32 
CH3 0.69 3.79 
CH4 0.33 3.25 
CH5 0.45 3.25 

Table 6.  Performance of the five chunkers 

Similarly, the phrase recognizer uses ensem-
ble learning to capture the rule patterns. Instead 
of reading off the rules straight from a lookup 
table, the learning can predict the syntactic tags 
even when it encounters rules not covered in the 
treebank. Certainly, the learning allows the rec-
ognizer to take into account features more than 
just the tags. The error rates in training and test-
ing are 0.09% and 0.68% respectively. The 
chunker and the phrase recognizer were assem-
bled to form a parser. The features described in 
Table 5 were used to construct five parsers. We 
use the PARSEVAL measures to compare the 
performance as shown in Table 7. 

 R P F CBs 0 CBs �2 CBs
P1 78.9 77.6 78.3 1.6 48.7 76.4 
P2 81.9 79.7 80.8 1.5 50.6 78.7 
P3 85.1 82.8 83.4 1.4 53.3 80.2 
P4 84.1 82.2 83.1 1.5 52.7 78.1 
P5 84.7 83.4 84.0 1.3 54.6 80.5 
Table 7.  Performance of five parsers corresponding to five 
different experiments E1—E5 

Our baseline parser (P1) actually performs 
quite well. With only tag features, it achieves an 
F-score of 78.3%. Both IT and TT features can 
separately enhance the parsing performance (P2 
and P4). However, the gain from TT features 
(78.3�83.1%) is much more than that from IT 
features (78.3�80.8%). When the two feature 
sets are combined, they consistently produce 
better results. The best (P5) has an F-score of 
84.0%. Even though the test errors in CH4 and 
CH5 are the same as shown in Table 6, P5 dem-
onstrates that the cooperative effect of utilizing 
TT and IT features and leads to better parsing 
results. 

5 Discussion 

5.1 Tree Topology and Structures 

Our study has provided a way to quantitatively 
capture linguists’ various insights that tree to-
pology is helpful in syntactic structure building 
(e.g. grammatical weight, subtree shape, etc.). 
The SM seems to capture the basic right branch-
ing property. It is noteworthy that Collins (2003) 
found that the parsing model that can learn the 
branching property of structures delivers a much 
better parsing performance over the one that 
cannot. In our case, chunkers refer to TT fea-
tures to distinguish different phrase types and 
levels, and assign chunking points in such a way 
that the resulting phrases can be maximally 
similar to the trees in the treebank topologically.
Apart from the overall accuracy, one may ask in 
what way TT features improve parsing. Here we 
provide our preliminary analysis on one syntac-
tic construction that can be benefitted from a 
TT-feature-aware parser. The structure is coor-
dinate structures (CSs). A practical cue is that 
conjuncts tend to be similar syntactically (and 
semantically). TT-feature-aware parsers can 
produce more symmetrical conjuncts. All rules 
of the form “XP → XP ‘and’ XP” were ex-
tracted from the training data.  

NP L3 (-CS) L3-(+CS) L4 (-CS) L4-(+CS)
N 27,950 222 10,222 605
Mean -1.321 -0.397 -1.448 -1.162
S.D. 2.010 2.190 1.806 2.047
tscore  -6.266* -3.360*
VP L3 (-CS) L3-(+CS) L4 (-CS) L4-(+CS)
N 21,855 197 17,711 324
Mean -4.488 -0.628 -4.063 -0.793
S.D. 1.350 2.136 1.364 1.676
tscore  -25.319* -34.908*
Table 8. TT feature values of coordinate structures (+CS = 
node that immediately dominates a CS; -CS otherwise; * = 
the mean in the column is statistically significantly differ-
ent from the mean in the immediately following column). 

We compared the SM of CS and non-CS phrases 
using t-tests for mean difference. The t-score is 
calculated based on unequal sample sizes and 
unequal variances. As shown in Table 8, we 
have to reject the null hypothesis that their 
means of the SM, between phrases with and 
without a CS, are equal at α = 0.0005 signifi-
cance level. In other words, phrases with and 
without a CS are statistically different. +CS
phrases are much more balanced with a smaller 
SM value from -0.4 to -1.2. -CS columns gener-
ally have a much larger SM value, ranging from 
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-1.321 to -4.488. The SM offers information for 
the chunkers to avoid over- or under-chunking 
conjuncts in phrases with a coordination marker 
(e.g. ‘and’).

5.2 Implications to Parsing 

The findings in Section 4 indicate that the pre-
sented initial version of the unlexicalized parser 
performs on a par with the first generation lexi-
calized parsers (e.g. Magerman, 1995). The 
promising results have two implications. First, 
the integration of IT and TT features produces 
substantial gain over the baseline model. TT 
features consistently outperform IT features by 
a noticeable margin. To the best of our knowl-
edge, TT features have not been systematically 
investigated in parsing before. The effectiveness 
of these new features suggests that in addition to 
improving algorithms, practitioners should not 
overlook the development of new features. 
Second, the implementation of TT and IT fea-
tures is simple and relatively computationally 
inexpensive. No extra resources or complicated 
algorithms are needed to compute TT features. 
Most importantly, they are suitable to the strin-
gent requirements of unlexicalized parsing in 
which no word token information is allowed. 
The features can be added to other parsers rela-
tively easily without substantial changes.  

5.3 Further Work 

The reported parsing results pertain to the initial 
version of the parser. There is still room for fur-
ther improvement. First, it would be interesting 
to integrate TT features in combination with 
other design features (e.g. rule splitting) into the 
unlexicalized parser to enhance the results. 
Moreover, TT features is likely to enhance lexi-
calized parsers too. Second, more detailed 
analysis of TT features can be conducted in dif-
ferent syntactic constructions. It is quite possi-
ble that TT features are more useful to some 
syntactic structures than others. TT features 
seem to be good cues for identifying CSs. It is 
possible to compare the outputs from parsers 
with and without TT features (e.g. P1 vs. P4). 
The contribution of TT features towards specific 
constructions can be estimated empirically. 
Third, an insight from Collins (2003) is that 
head words and their POS tags in lexicalized 

parsing can improve parsing. In unlexicalized 
models, one can use the head POS tag alone to 
approximate similar mechanism.  

6 Conclusion 

This paper has demonstrated that TT features 
give rise to substantial gain in our classifier-
based unlexicalized parser. The IT features have 
been explored as well, though the performance 
gain is more moderate. TT features can be inex-
pensively computed and flexibly incorporated 
into different types of parsers. Our parsing 
model matches early lexicalized parsing models 
in performance, and has good potential to do 
even better with adjustment and optimization. 
The statistical analysis of the treebank shows 
that TT features are effective in capturing basic 
linguistic properties, such as grammatical 
weight and branching direction, which are over-
looked in previous studies of parsing. We have 
also hinted how TT features may have reduced 
chunking errors of CSs by producing balanced 
conjuncts. Though the present study focuses on 
unlexicalized parsing, it is likely that TT fea-
tures can contribute to accuracy enhancement in 
other parsing models as well. 
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Abstract

This paper proposes an approach to im-
prove graph-based dependency parsing by
using decision history. We introduce a
mechanism that considers short dependen-
cies computed in the earlier stages of pars-
ing to improve the accuracy of long de-
pendencies in the later stages. This re-
lies on the fact that short dependencies are
generally more accurate than long depen-
dencies in graph-based models and may
be used as features to help parse long de-
pendencies. The mechanism can easily
be implemented by modifying a graph-
based parsing model and introducing a set
of new features. The experimental results
show that our system achieves state-of-
the-art accuracy on the standard PTB test
set for English and the standard Penn Chi-
nese Treebank (CTB) test set for Chinese.

1 Introduction

Dependency parsing is an approach to syntactic
analysis inspired by dependency grammar. In re-
cent years, interest in this approach has surged due
to its usefulness in such applications as machine
translation (Nakazawa et al., 2006), information
extraction (Culotta and Sorensen, 2004).

Graph-based parsing models (McDonald and
Pereira, 2006; Carreras, 2007) have achieved
state-of-the-art accuracy for a wide range of lan-
guages as shown in recent CoNLL shared tasks
(Buchholz et al., 2006; Nivre et al., 2007). How-
ever, to make parsing tractable, these models are
forced to restrict features over a very limited his-
tory of parsing decisions (McDonald and Pereira,
2006; McDonald and Nivre, 2007). Previous
work showed that rich features over a wide range
of decision history can lead to significant im-

provements in accuracy for transition-based mod-
els (Yamada and Matsumoto, 2003a; Nivre et al.,
2004).

In this paper, we propose an approach to im-
prove graph-based dependency parsing by using
decision history. Here, we make an assumption:
the dependency relations between words with a
short distance are more reliable than ones between
words with a long distance. This is supported by
the fact that the accuracy of short dependencies
is in general greater than that of long dependen-
cies as reported in McDonald and Nivre (2007)
for graph-based models. Our idea is to use deci-
sion history, which is made in previous scans in a
bottom-up procedure, to help parse other words in
later scans. In the bottom-up procedure, short de-
pendencies are parsed earlier than long dependen-
cies. Thus, we introduce a mechanism in which
we treat short dependencies built earlier as deci-
sion history to help parse long dependencies in
later stages. It can easily be implemented by mod-
ifying a graph-based parsing model and designing
a set of features for the decision history.

To demonstrate the effectiveness of the pro-
posed approach, we present experimental results
on English and Chinese data. The results indi-
cate that the approach greatly improves the accu-
racy and that richer history-based features indeed
make large contributions. The experimental re-
sults show that our system achieves state-of-the-
art accuracy on the data.

2 Motivation

In this section, we present an example to show
the idea of using decision history in a dependency
parsing procedure.

Suppose we have two sentences in Chinese, as
shown in Figures 1 and 2, where the correct de-
pendencies are represented by the directed links.
For example, in Figure 1 the directed link from
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w3:买(bought) to w5:书(books) mean that w3 is
the head and w5 is the dependent. In Chinese,
the relationship between clauses is often not made
explicit and two clauses may simply be put to-
gether with only a comma (Li and Thompson,
1997). This makes it hard to parse Chinese sen-
tences with several clauses.

ROOT

(last year) (I) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books) 

w1         w2   w3         w4      w5      w6     w7        w8    w9     w10      w11      w12

(Last year I bought some books and this year he also bought some books.)

Figure 1: Example A

ROOT

(last year) (I) (bought) (NULL) (books) (,) (this year) (also) (bought) (NULL) (books) 

w1         w2   w3        w4        w5      w6     w7     w8        w9       w10        w11

(Last year I bought some books and this year too)(Last year I bought some books and this year too)      

Figure 2: Example B

If we employ a graph-based parsing model,
such as the model of (McDonald and Pereira,
2006; Carreras, 2007), it is difficult to assign the
relations between w3 and w10 in Example A and
between w3 and w9 in Example B. For simplicity,
we use wA

i to refer to wi of Example A and wB
i to

refer to wi of Example B in what follows.
The key point is whether the second clauses are

independent in the sentences. The two sentences
are similar except that the second clause of Exam-
ple A is an independent clause but that of Exam-
ple B is not. wA

10 is the root of the second clause
of Example A with subject wA

8 , while wB
9 is the

root of the second clause of Example B, but the
clause does not have a subject. These mean that
the correct decisions are to assign wA

10 as the head
of wA

3 and wB
3 as the head of wB

9 , as shown by the
dash-dot-lines in Figures 1 and 2.

However, the model can use very limited infor-
mation. Figures 3-(a) and 4-(a) show the right
dependency relation cases and Figures 3-(b) and
4-(b) show the left direction cases. For the right
direction case of Example A, the model has the
information about wA

3 ’s rightmost child wA
5 and

wA
10’s leftmost child wA

6 inside wA
3 and wA

10, but it
does not have information about the other children

(last year) (I) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books) 

w1         w2   w3        w4        w5      w6     w7     w8    w9     w10        w11      w12

(a)

(last year) (I) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books)

(b)

( y ) ( ) ( g ) ( ) ( ) (,) ( y ) ( ) ( ) ( g ) ( ) ( )

w1         w2   w3        w4        w5      w6     w7     w8    w9     w10        w11      w12

Figure 3: Example A: two directions

(last year) (I) (bought) (NULL) (books) (,) (this year) (also) (bought) (NULL) (books) 

w1         w2   w3         w4    w5      w6  w7        w8     w9         w10        w11      

(a)

(last year) (I) (bought) (NULL) (books) ( ) (this year) (also) (bought) (NULL) (books)

(b)

(last year) (I) (bought) (NULL) (books) (,) (this year) (also) (bought) (NULL) (books)

w1         w2   w3         w4    w5      w6  w7        w8     w9         w10        w11      

Figure 4: Example B: two directions

(such as wA
8 ) of wA

3 and wA
10, which may be useful

for judging the relation between wA
3 and wA

10. The
parsing model can not find the difference between
the syntactic structures of two sentences for pairs
(wA

3 , wA
10) and (wB

3 , wB
9 ). If we can provide the in-

formation about the other children of wA
3 and wA

10

to the model, it becomes easier to find the correct
direction between wA

3 and wA
10.

Next, we show how to use decision history to
help parse wA

3 and wA
10 of Example A.

In a bottom up procedure, the relations between
the words inside [wA

3 , wA
10] are built as follows

before the decision for wA
3 and wA

10. In the first
round, we build relations for neighboring words
(word distance1=1), such as the relations between
wA

3 and wA
4 and between wA

4 and wA
5 . In the sec-

ond round, we build relations for words of dis-
tance 2, and then for longer distance words until
all the possible relations between the inside words
are built. Figure 5 shows all the possible relations
inside [wA

3 , wA
10] that we can build. To simplify,

we use undirected links to refer to both directions

1Word distance between wi and wj is |j − i|.
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of dependency relations between words in the fig-
ure.

(last year) (I) (bought) (NULL) (books)   (,) (this year) (he) (also) (bought) (NULL) (books) 

w1         w2   w3         w4 w5        w6  w7        w8   w9     w10     w11      w12

Figure 5: Example A: first step

Then given those inside relations, we choose
the inside structure with the highest score for each
direction of the dependency relation between wA

3

and wA
10. Figure 6 shows the chosen structures.

Note that the chosen structures for two directions
could either be identical or different. In Figure
6-(a) and -(b), they are different.

(last year) (I) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books) 

w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 w11 w12

(a)

w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 w11      w12

(b)

(last year) (I) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books) 

w1         w2   w3        w4        w5      w6     w7     w8    w9     w10        w11      w12

(b)

Figure 6: Example A: second step

Finally, we use the chosen structures as deci-
sion history to help parse wA

3 and wA
10. For ex-

ample, the fact that wA
8 is a dependent of wA

10 is
a clue that suggests that the second clause may be
independent. This results in wA

10 being the head of
wA

3 .
This simple example shows how to use the de-

cision history to help parse the long distance de-
pendencies.

3 Background: graph-based parsing
models

Before we describe our method, we briefly intro-
duce the graph-based parsing models. We denote
input sentence w by w = (w0, w1, ..., wn), where
w0 = ROOT is an artificial root token inserted at

the beginning of the sentence and does not depend
on any other token in w and wi refers to a word.

We employ the second-order projective graph-
based parsing model of Carreras (2007), which is
an extension of the projective parsing algorithm of
Eisner (1996).

The parsing algorithms used in Carreras (2007)
independently find the left and right dependents of
a word and then combine them later in a bottom-
up style based on Eisner (1996). A subtree that
spans the words in [s, t] (and roots at s or t) is
represented by chart item [s, t, right/left, C/I],
where right (left) indicates that the root of the sub-
tree is s (t) and C means that the item is complete
while I means that the item is incomplete (Mc-
Donald, 2006). Here, complete item in the right
(left) direction means that the words other than s
(t) cannot have dependents outside [s, t] and in-
complete item in the right (left) direction, on the
other hand, means that t (s) may have dependents
outside [s, t]. In addition, t (s) is the direct depen-
dent of s (t) in the incomplete item with the right
(left) direction.

Larger chart items are created from pairs of
smaller chart items by the bottom-up procedure.
Figure 7 illustrates the cubic parsing actions of the
Eisner’s parsing algorithm (Eisner, 1996) in the
right direction, where s, r, and t refer to the start
and end indices of the chart items. In Figure 7-
(a), all the items on the left side are complete and
represented by triangles, where the triangle of [s,
r] is complete item [s, r,→, C] and the triangle of
[r + 1, t] is complete item [r + 1, t,←, C]. Then
the algorithm creates incomplete item [s, t,→, I]
(trapezoid on the right side of Figure 7-(a)) by
combining the chart items on the left side. This
action builds the dependency from s to t. In Fig-
ure 7-(b), the item of [s, r] is incomplete and
the item of [r, t] is complete. Then the algo-
rithm creates complete item [s, t,→, C]. For the
left direction case, the actions are similar. Note
that only the actions of creating the incomplete
chart items build new dependency relations be-
tween words, while the ones of creating the com-
plete items merge the existing structures without
building new relations.

Once the parser has considered the dependency
relations between words of distance 1, it goes on
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to dependency relations between words of dis-
tance 2, and so on by the parsing actions. For
words of distance 2 and greater, it considers ev-
ery possible partition of the structures into two
parts and chooses the one with the highest score
for each direction. The score is the sum of the fea-
ture weights of the chart items. The features are
designed over edges of dependency trees and the
weights are given by model parameters (McDon-
ald and Pereira, 2006; Carreras, 2007). We store
the obtained chart items in a table. The chart item
includes the information on the optimal splitting
point of itself. Thus, by looking up the table, we
can obtain the best tree structure (with the highest
score) of any chart item.

s         r     r+1    t            s                   t

(a)

s         r     r t               s                 t

(b)

Figure 7: Cubic parsing actions of Eisner (1996)

4 Parsing with decision history

As mentioned above, the actions for creating
the incomplete items build the relations between
words. In this study, we only consider using his-
tory information when creating incomplete items.

4.1 Decision history

Suppose we are going to compute the scores of
the relations between ws and wt. There are two
possible directions for them.

By using the bottom-up style algorithm, the
scores of the structures between words with dis-
tance < |s−t| are computed in previous scans and
the structures are stored in the table. We divide
the decision history into two types: history-inside
and history-outside. The history-inside type is the

decision history made inside [s,t] and the history-
outside type is the history made outside [s,t].

4.1.1 History-inside
We obtain the structure with the highest score

for each direction of the dependency between ws

and wt. Figure 8-(b) shows the best solution (with
the highest score) of the left direction, where the
structure is split into two parts, [s, r1,→, C] and
[r1 + 1, t,←, C]. Figure 8-(c) shows the best so-
lution of the right case, where the structure is split
into two parts, [s, r2,→, C] and [r2 + 1, t,←, C].

s          r1 r1+1               t

ws …                 wt

(b)

(a)

s r r +1 ts r2 r2+1 t

(c)

Figure 8: History-inside

By looking up the table, we have a subtree that
roots at ws on the right side of ws and a subtree
that roots at wt on the left side of wt. We use these
structures as the information on history-inside.

4.1.2 History-outside
For history-outside, we try to obtain the sub-

tree that roots at ws on the left side of ws and
the one that roots at wt on the right side of wt.
However, compared to history-inside, obtaining
history-outside is more complicated because we
do not know the boundaries and the proper struc-
tures of the subtrees. Here, we use an simple
heuristic method to find a subtree whose root is
at ws on the left side of ws and one whose root is
at wt on the right side of wt.

We introduce two assumptions: 1) The struc-
ture within a sub-sentence 2 is more reliable than
the one that goes across from sub-sentences. 2)
More context (more words) can result in a better
solution for determining subtree structures.

2To simplify, we split one sentence into sub-sentences
with punctuation marks.
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Algorithm 1 Searching for history-outside
boundaries
1: Input: w, s, t
2: for k = s− 1 to 1 do
3: if(isPunct(wk)) break;
4: if(s− k >= t− s− 1) break
5: end for
6: bs = k
7: for k = t + 1 to |w| do
8: if(isPunct(wk)) break;
9: if(k − t >= t− s− 1) break

10: end for
11: bt = k
12: Output: bs, bt

Under these two assumptions, Algorithm 1
shows the procedure for searching for history-
outside boundaries, where bs is the boundary for
for the descendants on the left side of ws , bt

is the boundary for searching the descendants on
the right side of wt, and isPunct is the function
that checks if the word is a punctuation mark. bs

should be in the same sub-sentence with s and
|s− bs| should be less than |t− s|. bt should be in
the same sub-sentence with t and |bt − t| should
be less than |t− s|.

Next we try to find the subtree structures. First,
we collect the part-of-speech (POS) tags of the
heads of all the POS tags in training data and
remove the tags that occur fewer than 10 times.
Then, we determine the directions of the relations
by looking up the collected list. For bs and s, we
check if the POS tag of ws could be the head tag
of the POS tag of wbs by looking up the list. If
so, the direction d is ←. Otherwise, we check if
the POS tag of wbs could be the head tag of the
POS tag of ws. If so, d is →, else d is ←. Fi-
nally, we obtain the subtree of ws from chart item
[bs, s, d, I]. Similarly, we obtain the subtree of wt.
Figure 9 shows the history-outside information for
ws and wt, where the relation between wbs and ws

and the relation between wbt and wt will be de-
termined by the above method. We have subtree
[rs, s, left, C] that roots at ws on the left side of
ws and subtree [t, rt, right, C] that roots at wt on
the right side of wt in Figure 9-(b) and (c).

4.2 Parsing algorithm

Then, we explain how to use these decision his-
tory in the parsing algorithm. We use Lst to rep-

bs rs s        t         rt bt

(b)

ws …                 wt

(b)

(a)

b r s t r b

(c)

bs rs s t rt bt

Figure 9: History-outside

resent the scores of basic features for the left di-
rection and Rst for the right case. Then we design
history-based features (described in Section 4.3)
based on the history-inside and history-outside in-
formation, as mentioned above. Finally, we up-
date the scores with the ones of the history-based
features by the following equations:

L+
st = Lst + Ldf

st (1)

R+
st = Rst + Rdf

st (2)

where L+
st and R+

st refer to the updated scores, Ldf
st

and Rdf
st refer to the scores of the history-based

features.

Algorithm 2 Parsing algorithm
1: Initialization: V [s, s, dir, I/C] = 0.0 ∀s, dir
2: for k = 1 to n do
3: for s = 0 to n− k do
4: t = s + k
5: % Create incomplete items
6: Lst=V [s, t,←, I]= maxs≤r<tV I(r);
7: Rst=V [s, t,→, I]= maxs≤r<tV I(r);
8: Calculate Ldf

st and Rdf
st ;

9: % Update the scores of incomplete chart items
10: V [s, t,←, I]=L+

st=Lst + Ldf
st

11: V [s, t,→, I]=R+
st=Rst + Rdf

st

12: % Create complete items
13: V [s, t,←, C]= maxs≤r<tV C(r);
14: V [s, t,→, C]= maxs<r≤tV C(r);
15: end for
16: end for

Algorithm 2 is the parsing algorithm with
the history-based features, where V [s, t, dir, I/C]
refers to the score of chart item [s, t, dir, I/C],
V I(r) is a function to search for the optimal
sibling and grandchild nodes for the incomplete
items (line 6 and 7) (Carreras, 2007) given the
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splitting point r and return the score of the struc-
ture, and V C(r) is a function to search for the op-
timal grandchild node for the complete items (line
13 and 14). Compared with the parsing algorithms
of Carreras (2007), Algorithm 2 uses history in-
formation by adding line 8, 10, and 11.

In Algorithm 2, it first creates chart items with
distance 1, then goes on to chart items with dis-
tance 2, and so on. In each round, it searches for
the structures with the highest scores for incom-
plete items shown at line 6 and 7 of Algorithm 2.
Then we update the scores with the history-based
features by Equation 1 and Equation 2 at line 10
and 11 of Algorithm 2. However, note that we can
not guarantee to find the candidate with the high-
est score with Algorithm 2 because new features
violate the assumptions of dynamic programming.

4.3 History-based features
In this section, we design features that capture the
history information in the recorded decisions.

For a dependency between two words, say s and
t, there are four subtrees that root at s or t. We de-
sign the features by combining s, t with each child
of s and t in the subtrees. The feature templates
are shown as follows: (In the following, c means
one of the children of s and t, and the nodes in the
templates are expanded to their lexical form and
POS tags to obtain actual features.):

C+Dir this feature template is a 2-tuple con-
sisting of (1) a c node and (2) the direction of the
dependency.

C+Dir+S/C+Dir+T this feature template is a 3-
tuple consisting of (1) a c node, (2) the direction
of the dependency, and (3) a s or t node.

C+Dir+S+T this feature template is a 4-tuple
consisting of (1) a c node, (2) the direction of the
dependency, (3) a s node, and (4) a t node.

s     c
si

r
1

r
1
+1 c

ti
tr

2
c

so c
to

r
3

Figure 10: Structure of decision history

We use SHI to represent the subtree of s in

the history-inside, THI to represent the one of t
in the history-inside, SHO to represent the one
of s in the history-outside, and THO to represent
the one of t in the history-outside. Based on the
subtree types, the features are divided into four
sets: FSHI , FTHI , FSHO, and FTHO refer to the
features related to the children that are in subtrees
SHI , THI , SHO, and THO respectively.

Figure 10 shows the structure of decision his-
tory of a left dependency (between s and t) re-
lation. For the right case, the structure is simi-
lar. In the figure, SHI is chart item [s, r1,→, C],
THI is chart item [r1 + 1, t,←, C], SHO is
chart item [r2, s,←, C], and THO is chart item
[t, r3,→, C]. We use csi, cti, cso, and cto to repre-
sent a child of s/t in subtrees SHI , THI , SHO,
and THO respectively. The lexical form features
of FSHI and FSHO are listed as examples in Table
1, where “L” refers to the left direction. We can
also expand the nodes in the templates to the POS
tags. Compared with the algorithm of Carreras
(2007) that only considers the furthest children of
s and t, Algorithm 2 considers all the children.

Table 1: Lexical form features of FSHI and FSHO
template FSHI FSHO

C+DIR word-csi+L word-cso+L
C+DIR+S word-csi+L+word-s word-cso+L+word-s
C+DIR+T word-csi+L+word-t word-cso+L+word-t
C+DIR word-csi+L word-cso+L
+S+T +word-s+word-t +word-s+word-t

4.4 Policy of using history

In practice, we define several policies to use the
history information for different word pairs as fol-
lows:

• All: Use the history-based features for all the
word pairs without any restriction.
• Sub-sentences: use the history-based fea-

tures only for the relation of two words from
sub-sentences. Here, we use punctuation
marks to split sentences into sub-sentences.
• Distance: use the history-based features for

the relation of two words within a predefined
distance. We set the thresholds to 3, 5, and
10.
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5 Experimental results

In order to evaluate the effectiveness of the
history-based features, we conducted experiments
on Chinese and English data.

For English, we used the Penn Treebank (Mar-
cus et al., 1993) in our experiments and the tool
“Penn2Malt”3 to convert the data into dependency
structures using a standard set of head rules (Ya-
mada and Matsumoto, 2003a). To match previous
work (McDonald and Pereira, 2006; Koo et al.,
2008), we split the data into a training set (sec-
tions 2-21), a development set (Section 22), and a
test set (section 23). Following the work of Koo
et al. (2008), we used the MXPOST (Ratnaparkhi,
1996) tagger trained on training data to provide
part-of-speech tags for the development and the
test set, and we used 10-way jackknifing to gener-
ate tags for the training set.

For Chinese, we used the Chinese Treebank
(CTB) version 4.04 in the experiments. We also
used the “Penn2Malt” tool to convert the data and
created a data split: files 1-270 and files 400-931
for training, files 271-300 for testing, and files
301-325 for development. We used gold stan-
dard segmentation and part-of-speech tags in the
CTB. The data partition and part-of-speech set-
tings were chosen to match previous work (Chen
et al., 2008; Yu et al., 2008).

We measured the parser quality by the unla-
beled attachment score (UAS), i.e., the percentage
of tokens with the correct HEAD 5. And we also
evaluated on complete dependency analysis.

In our experiments, we implemented our sys-
tems on the MSTParser6 and extended with
the parent-child-grandchild structures (McDonald
and Pereira, 2006; Carreras, 2007). For the base-
line systems, we used the first- and second-order
(parent-sibling) features that were used in Mc-
Donald and Pereira (2006) and other second-order
features (parent-child-grandchild) that were used
in Carreras (2007). In the following sections, we
call the second-order baseline systems Baseline

3http://w3.msi.vxu.se/˜nivre/research/Penn2Malt.html
4http://www.cis.upenn.edu/˜chinese/.
5As in previous work, English evaluation ignores any to-

ken whose gold-standard POS tag is one of {´´ `` : , .} and
Chinese evaluation ignores any token whose tag is “PU”.

6http://mstparser.sourceforge.net

and our new systems OURS.

5.1 Results with different feature settings
In this section, we test our systems with different
settings on the development data.

Table 2: Results with different policies
Chinese English

Baseline 89.04 92.43
D1 88.73 92.27
D3 88.90 92.36
D5 89.10 92.59
D10 89.32 92.57
Dsub 89.57 92.63

Table 2 shows the parsing results when we used
different policies defined in Section 4.4 with all
the types of features, where Dsub refers to apply-
ing the policy: sub-sentence, D1 refers to apply-
ing the policy: all, and D3|5|10 refers to applying
the policy: distance with the predefined distance
3, 5, or 10. The results indicated that the accu-
racies of our systems decreased if we used the
history information for short distance words. The
system with Dsub performed the best.

Table 3: Results with different types of Features
Chinese English

Baseline 89.04 92.43
+FSHI 89.14 92.53
+FTHI 89.33 92.35
+FSHO 89.25 92.47
+FTHO 88.99 92.54

Then we investigated the effect of different
types of the history-based features. Table 3 shows
the results with policy Dsub. From the table, we
found that FTHI provided the largest improve-
ment for Chinese and FTHO performed the best
for English.

In what follows, we used Dsub as the policy for
all the languages, the features FSHI + FTHI +
FSHO for Chinese, and the features FSHI +
FSHO + FTHO for English.

5.2 Main results
The main results are shown in the upper parts of
Tables 4 and 5, where the improvements by OURS
over the Baselines are shown in parentheses. The
results show that OURS provided better perfor-
mance over the Baselines by 1.02 points for Chi-
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Table 4: Results for Chinese
UAS Complete

Baseline 88.41 48.85
OURS 89.43(+1.02) 50.86
OURS+STACK 89.53 49.42
Zhao2009 87.0 –
Yu2008 87.26 –
STACK 88.95 49.42
Chen2009 89.91 48.56

nese and 0.29 points for English. The improve-
ments of (OURS) were significant in McNemar’s
Test with p < 10−4 for Chinese and p < 10−3 for
English.

5.3 Comparative results
Table 4 shows the comparative results for Chinese,
where Zhao2009 refers to the result of (Zhao et
al., 2009), Yu2008 refers to the result of Yu et
al. (2008), Chen2009 refers to the result of Chen
et al. (2009) that is the best reported result on
this data, and STACK refers to our implementa-
tion of the combination parser of Nivre and Mc-
Donald (2008) using our baseline system and the
MALTParser7. The results indicated that OURS
performed better than Zhao2009, Yu2008, and
STACK, but worse than Chen2009 that used large-
scale unlabeled data (Chen et al., 2009). We also
implemented the combination system of OURS
and the MALTParser, referred as OURS+STACK
in Table 4. The new system achieved further im-
provement. In future work, we can combine our
approach with the parser of Chen et al. (2009).

Table 5 shows the comparative results for En-
glish, where Y&M2003 refers to the parser of Ya-
mada and Matsumoto (2003b), CO2006 refers to
the parser of Corston-Oliver et al. (2006), Z&C
2008 refers to the combination system of Zhang
and Clark (2008), STACK refers to our implemen-
tation of the combination parser of Nivre and Mc-
Donald (2008), KOO2008 refers to the parser of
Koo et al. (2008), Chen2009 refers to the parser
of Chen et al. (2009), and Suzuki2009 refers to
the parser of Suzuki et al. (2009) that is the best
reported result for this data. The results shows
that OURS outperformed the first two systems that
were based on single models. Z&C 2008 and
STACK were the combination systems of graph-

7http://www.maltparser.org/

Table 5: Results for English
UAS Complete

Baseline 91.92 44.28
OURS 92.21 (+0.29) 45.24
Y&M2003 90.3 38.4
CO2006 90.8 37.6
Z&C2008 92.1 45.4
STACK 92.53 47.06
KOO2008 93.16 –
Chen2009 93.16 47.15
Suzuki2009 93.79 –

based and transition-based models. OURS per-
formed better than Z&C 2008, but worse than
STACK. The last three systems that used large-
scale unlabeled data performed better than OURS.

6 Related work

There are several studies that tried to overcome
the limited feature scope of graph-based depen-
dency parsing models .

Nakagawa (2007) proposed a method to deal
with the intractable inference problem in a graph-
based model by introducing the Gibbs sampling
algorithm. Compared with their approach, our ap-
proach is much simpler yet effective. Hall (2007)
used a re-ranking scheme to provide global fea-
tures while we simply augment the features of an
existing parser.

Nivre and McDonald (2008) and Zhang and
Clark (2008) proposed stacking methods to com-
bine graph-based parsers with transition-based
parsers. One parser uses dependency predictions
made by another parser. Our results show that our
approach can be used in the stacking frameworks
to achieve higher accuracy.

7 Conclusions

This paper proposes an approach for improving
graph-based dependency parsing by using the de-
cision history. For the graph-based model, we
design a set of features over short dependen-
cies computed in the earlier stages to improve
the accuracy of long dependencies in the later
stages. The results demonstrate that our proposed
approach outperforms baseline systems by 1.02
points for Chinese and 0.29 points for English.
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Abstract 

We conduct a series of Part-of-Speech 

(POS) Tagging experiments using Ex-

pectation Maximization (EM), Varia-

tional Bayes (VB) and Gibbs Sampling 

(GS) against the Chinese Penn Tree-

bank.  We want to first establish a base-

line for unsupervised POS tagging in 

Chinese, which will facilitate future re-

search in this area.  Secondly, by com-

paring and analyzing the results between 

Chinese and English, we highlight some 

of the strengths and weaknesses of each 

of the algorithms in POS tagging task 

and attempt to explain the differences 

based on some preliminary linguistics 

analysis.  Comparing to English, we find 

that all algorithms perform rather poorly 

in Chinese in 1-to-1 accuracy result but 

are more competitive in many-to-1 accu-

racy.  We attribute one possible explana-

tion of this to the algorithms’ inability to 

correctly produce tags that match the 

desired tag count distribution. 

1 Introduction 

Recently, there has been much work on 

unsupervised POS tagging using Hidden 

Markov Models (Johnson, 2007; Goldwater & 

Griffiths, 2007).  Three common approaches are 

Expectation Maximization (EM), Variational 

Bayes (VB) and Gibbs Sampling (GS).  EM was 

first used in POS tagging in (Merialdo, 1994) 

which showed that except in conditions where 

there are no labeled training data at all, EM 

performs very poorly.  Gao and Johnson (2008) 

compared EM, VB and GS in English against 

the Penn Treebank Wall Street Journal (WSJ) 

text.  Their experiments on English showed that 

GS outperforms EM and VB in almost all cases.  

Other notable studies in the unsupervised and 

semi-supervised POS domain include the use of 

prototype examples (Haghighi & Klien, 2006), 

dictionary constraints to guide the algorithms 

(Elworthy 1994; Banko & Moore 2004) and 

Bayseian LDA-based model (Toutanova and 

Johnson, 2007). 

   To our knowledge, little work has been done 

on unsupervised POS tagging in Chinese against 

the Chinese Penn Treebank (CTB).  The work 

in Chinese POS tagging has been predominately 

in the supervised fashion (Huang et al. 2009; 

Chang & Chen, 1993; Ng & Low, 2004) and 

achieve accuracy of 92.25% using a traditional 

ngram HMM tagger.  For English, a supervised 

trigram tagger achieves an accuracy of  96.7% 

against the Penn Treebank (Thorsten, 2000). 

   In this study, we analyze and compare the 

performance of three classes of unsupervised 

learning algorithms on Chinese and report the 

experimental results on the CTB.  We establish 

a baseline for unsupervised POS tagging in 

Chinese.  We then compare and analyze the 

results between Chinese and English, we 

explore some of the strengths and weaknesses 

of each of the algorithms in POS tagging task 

and attempt to explain the differences based on 

some preliminary linguistics analysis.   

2 Models 

In this section, we provide a brief overview of 

the three unsupervised learning methods for 

POS tagging as described in (Gao & Johnson, 

2008), which all uses a traditional bigram Hid-

den Markov Model (HMM).  HMM is a well-
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known statistical model, used for sequential 

modeling. To put it formally, let   
                      be the set of possible 

states and                    be the set 

of possible observations.  In the case for POS 

tagging using a bigram model, the set   corres-

ponds to the set of POS tags and the set   cor-

responds to the set of words in the language.  

 

 
Figure 1: Graphical model of an HMM for a 

bigram POS tagger.  The top row represents a 

sequence of hidden states where each is condi-

tionally dependent only on the previous state 

and the bottom row represents a sequence of 

observations where each is conditionally depen-

dent only on the current state. 

 

  An HMM models a sequence of discrete ob-

servations                where       

that are produced by a sequence of hidden 

states                 where       .  The  

sequence of states is produced by a first order 

Markov process such that the current state     

depends only on its previous state     ; corres-

pondingly each of the observations    depends 

only on the state   : 

 

                        
                           

 

where                 is the probability of 

transition to state       from         and 

                is the probability of observa-

tion       produced by      .  The para-

meter   for the HMM is defined by the transi-

tion probability distribution        , emission 

(observation) probability distribution           

and the initial probability            . 

Direct calculation of the likelihood          is 

computationally inefficient, and we can use dy-

namic programming techniques to speed up the 

calculation by calculating the forward probabili-

ty: 

 

                      
 

and backward probability  

                     . 

See (Mannings & Schutze, 1999) for details on 

the calculation. 

2.1 Expectation Maximization (EM) 

EM is a general class of algorithms for finding 

the maximum likelihood estimator of 

parameters in probabilistic models.  It is an 

iterative algorithm where we alternate between 

calculating the expectation of the log likelihood 

of the model given the parameters: 

 

                             

and then finding the parameters that maximizes 

the expected log likelihood.  Using Lagrange 

multipliers with constraint that each parameter 

is a probability distribution, we have these 

update steps for the well-known forward-

backward Algorithm for EM HMM: 

 

                    

 

          
                       

            
 
   

 

 

          
                          

           
 
   

 

   

 

 

where          
       

      
 . 

2.2 Variational Bayes (VB) 

One of the drawbacks of EM is that the result-

ing distribution is very uniform; that is, EM ap-

plies roughly the same number of observations 

for each state.  Instead of using only the best 

model for decoding, the Bayesian approach uses 

and considers all the models; that is, the model 

is treated as a hidden variable.  This is done by 

assigning a probability distribution over the 

model parameters as a prior distribution,      . 
   In HMM, we calculate the probability of the 

observation by considering all models and inte-

grating over the distribution over the priors:  

(5) 

(1) 

(2) 

(3) 

(4) 
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where                  . 
 

As with the standard in the literature, we use 

Dirichlet Prior as it allows us to model the tag 

distribution more closely and because they are 

in the same conjugate exponential family as the 

log likelihood.  The Dirichlet distribution is pa-

rameterized by a vector of real values   (hyper-

parameters).  There are two ways that we can 

view the vector  .  First, the parameter controls 

the sharpness of distribution for each of the 

components.  This is in contrast to the EM mod-

el where we essentially have a uniform prior.  

Thus, we can view   as our prior beliefs on the 

shape of the distribution and we can make our 

choices based on our linguistics knowledge.  

Second, we can view the role of   in terms of 

predictive distribution based on the statistics 

from observed counts.  For HMM, we can set a 

separate prior for each state-state transition and 

word-state emission distribution, effectively 

giving us control over the distribution of each 

entry in the transition matrix.  However, to sim-

plify the model and without the need to fine 

tune each parameters, we use two fixed hyper-

parameters: all of the state-state probability will 

have the hyper-parameter      and all of the 

word-state probability will have hyper-

parameter    .    

   To begin our estimation and maximization 

procedure, we create            
            as an approximation of the post-

erior of the log likelihood: 

 

         

              
                  

         
  

 

 

 

By taking the functional derivative with respect 

to      to find the distribution that maximizes 

the log likelihood, and following the derivation 

from (Beal, 2003), we arrive at the following 

EM-like procedure: 

 

               

                                     

         
                   

           
 
   

 

                            

 
                           

           
 
   

 

 

This is the Expectation step where   and   is 

the forward and backward probabilities and 

         is the indicator function as in EM. 

   The Maximization step is as follows: 

 

        

 
                            

                           
 
     

 

 

        

  
                    

 
     

                     
 
   

 
     

 

 

        

 
                     

 
    

                      
 
   

 
     

 

   

where                                     , 

                                   and    is 

the digamma function.  

2.3 Gibbs Sampling (GS) 

Gibbs sampling (Geman & Geman, 1984) is a 

widely used MCMC algorithm designed espe-

cially for cases where we can sample from the 

conditional probability easily. It is a 

straightforward application of the Metropolis 

Hasting algorithm where we sample a variable 

   while keeping     constant where     

                     .  We set the proposal 

distribution to  

 

    
               .   

 

So the sampling procedure is the following:  

initialize the components of             .  

Then sample    from              ,    from 

                , and so on for each compo-

nent of  .  For POS tagging, the main idea is 

that we sample the tag   based on the         
and        distribution.  

   The main idea for using GS for POS tagging 

is that in  each iteration, we sample the tag   
based on the         and        distribution.  

(7) 

(6) 

(8) 

(9) 

(10) 
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Then from the samples, we count the number 

for each state-state and word-state pairs and up-

date the probabilities accordingly.  How we 

sample the data depends on whether we are us-

ing word based or sentence based sampling (the 

Expectation Step).  Whereas how we update the 

probabilities depend on whether we are using a 

collapsed or explicit Gibbs sampler (the Max-

imization Step).  

 

Word Based vs. Sentence Based: Word-based 

and sentence-based approaches to GS determine 

how we sample the each tag   at position   in 

the data set.  For the word-based approach, in-

stead of going through sentence by sentence (as 

in EM and VB procedures), we pick a word po-

sition in the corpus at random (without repeti-

tion) and sample a new tag    at position   using 

the probability: 

 

        
                                    

  

    

Notice that since we are selecting each position 

at random, the tag      at position n-1 and      

at position n+1 are our samples at the previous 

iteration or an already updated samples at the 

current iteration.   

   The sentence-based approach use the forward 

and backward probability to sample the tag 

based on the sentence (Besag, 2004). Specifical-

ly, we use the backward probability       
                to sample the sentence from 

start (     to finish (    .  We sample a 

new tag    at position   using the probability: 

 

                            
                                    

 

where the transition and emission probability 

distribution are from the current model parame-

ters.  Again      is our “guess” at the previous 

sampling step of the tag of     . 

 

Explicit vs. Collapsed Based: We use the tags 

estimated at the previous step to maximize the 

parameters.  Our choice of using Dirichlet dis-

tributions over the parameters      and      
give us some nice mathematical properties.  We 

show that           and           also calcu-

late to be Dirichlet distributions.  Following  

(MacKay & Peto, 1994), the posterior probabili-

ty of   can be derived as follows: 

 

          
             

       

  
 

       
         

 

   

  
   
         

         

 

 

 

 

   
 
  

                             

                   

 

   

 

   

                        

 

 

where          is the number of times    is fol-

lowed by    in the sample from the previous 

iteration.   

 

Similarly, we can define           using the 

count          to show that: 

 

                                 

 

 

 

For the collapsed Gibbs sampler, we want to 

integrate over all possible model parameters   

to maximize the new transition probabilities 

using Maximum a posteriori (MAP) estimator: 

 

                                           

                             

 

   

 
            

                

 

 

The last equality uses the following result: 

 

             
 

    
 

 

We can derive a similar result for 

             .  Then we can use the sample 

count to update the new parameter values.   

   An explicit sampler samples the HMM para-

meters   in addition to the states.  Specifically, 

in the Bayesian model, we will need to sample 

from the Dirichlet distribution for the parame-

ters  

 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 
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derived above.  An  -dimensional Dirichlet dis-

tribution variable can be generated from gamma 

variate (Wolfram Mathematica, 2009): 

 

                        

                 
                  

               
 

 

we can update the transition probability by ge-

nerating the gamma variate for the Dirichlet 

distribution:  

    
   

     
. 

 

Similarly, we sample the emission probability 

using the count for word-tag with          

    as the hyper-parameter. 

3 Experiment Setup 

Our experiment setup is similar to the ones used 

in (Gao & Johnson, 2007).  They are summa-

rized in Table 1: 

 

Parameters Values 

Data Size 24k, 120k, 500k 

Algorithm EM, VB, GS(c,w), GS(c,s), 

GS(e,s), GS(e,w) 

# of states Chinese: 33  English: 50 

    0.0001, 0.1, 0.5, 1 

    0.0001, 0.1, 0.5, 1 

Table 1: The list of experiments conducted.  For 

the hyper-parameters          , we try the 

combination of the adjacent pairs – 

(0.0001,0.0001), (0.1,0.0001), (0.0001,0.1), (0.1, 

0.1), (0.1, 0.5), etc.  

3.1 Data  

For our experiments, we use the data set Chi-

nese Penn Treebank (CTB) v5.0.  The Chinese 

Treebank project began at the University of 

Pennsylvania in 1998 and the team created a set 

of annotation guidelines for word segmentation, 

POS tagging and bracketing (Xia, 2000; Xue et 

al., 2002; Xue et al., 2005).  The version used in 

this paper is the Chinese Treebank 5.0 which 

consists of over 500k words and over 800k Chi-

nese characters.  The text comes from various 

sources including newswire, magazine articles, 

website news, transcripts from various broad-

cast news program.   

   Chinese POS tagging faces additional chal-

lenges because it has very little, if any, inflec-

tional morphology. Words are not inflected with 

number, gender, case, or tense. For example, a 

word such as 毁灭 in Chinese corresponds to 

destroy /destroys /destroyed/destruction in Eng-

lish. This fuels the discussion in Chinese NLP 

communities on whether the POS tags should be 

based on meaning or on syntactic distribution 

(Xia, 2000). If only the meaning is used, 毁灭 

should be a verb all the time. If syntactic distri-

bution is used, the word is a verb or a noun de-

pending on the context.  For the CTB, syntactic 

distribution is used, which complies with the 

principles of contemporary linguistics theories. 

   Following the experiment done for English in 

(Gao & Johnson, 2008), we split the data into 

three sizes: 24k words, 120k words and all 

words (500k), and used the same data set for 

training and testing. The idea is to track the ef-

fectiveness of an algorithm across different cor-

pus sizes.  Instead of using two different tag set 

sizes (17 and 50) as it is done for English POS 

tagging, we opt to keep the original 33 tag set 

for Chinese without further modification.  In 

addition to reporting the results for English 

from (Gao & Johnson, 2008), we run additional 

experiments on English using only 500k words 

for comparison. 

3.2 Decoding 

For decoding, we use max marginal likelihood 

estimator (as opposed to using Viterbi algorithm) 

to assign a tag for each word in the result tag. 

(Gao & Johnson, 2008) finds that max marginal 

decoder performs as well as Viterbi algorithm 

and runs significantly faster as we can reuse the 

forward and backwards probabilities already 

calculated during the estimation and update step.   

3.3    Hyperparameters 

For the Bayesian approaches (VB and GS), we 

have a choice of hyperparameters. We choose 

uniform hyperparameters     and     instead 

(17) 

(18) 

(19) 
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of choosing a specific hyper-parameter for each 

of the tag-tag and word-tag distribution.  The 

values for the hyper-parameters are chosen such 

that we can see more clearly the interactions 

between the two values.  For GS, we use the 

notation GS(c,s) to denote collapsed sentence-

based approach, GS(e,s) for explicit sentence 

based, GS(c,w) for collapsed word-based and 

GS(e,w) for explicit word based. 

3.4   Evaluation Metrics 

We use POS tagging accuracy as our primary 

evaluation method. There are two commonly 

used methods to map the state sequences from 

the system output to POS tags.  In both methods, 

we first create a matrix where each row corres-

ponds to a hidden state, each column corres-

ponds to a POS tag, and each cell       

represents the number of times a word position 

in the test data comes from the hidden state    
according to the system output and the position 

has tag    according to the gold standard.  In 

greedy 1-to-1 mapping, we find the largest val-

ue in the table – suppose the value is for the cell 

     . We map state i to tag j, and remove both 

row i and column j from the table. We repeat 

the process until all the rows have been re-

moved. Greedy many-to-1 allow multiple hid-

den states to map to a single POS tag. That is, 

when the highest value in the table is found, 

only the corresponding row is removed. In other 

words, we simply map each hidden state to the 

POS tag that the hidden state co-occurs with the 

most.   

4 Results and Analysis 

We compare and analyze the results between 

the different algorithms and between Chinese 

and English using Greedy 1-to-1 accuracy, 

Greedy many-to-1 accuracy.  

4.1 Greedy 1-to-1 accuracy 

When measure using 1-to-1 mapping, the best  

algorithm – Collapsed word based Gibbs Sam-

pling GS(c,w) - achieve 0.358 in Chinese on the 

full data set but remains close to 0.499 in Eng-

lish for the full dataset.  GS(c,w) outperforms 

other algorithm in almost all categories.  But 

EM posts the highest  relative improvement 

with an increase of 70% when the data size in-

creases  from  24k to 500k words.  The full re-

sult is listed in Table 2. 
 Greedy 1-to-1 

 24k 120k 500k 

C
h

in
es

e
 

EM 0.1483 0.1838 0.2406 

VB 0.1925 0.2498 0.3105 

GS(e,w) 0.2167 0.3108 0.3475 

GS(e,s) 0.2262 0.2596 0.3572 

GS(c,s) 0.2351 0.2931 0.3577 

GS(c,w) 0.2932 0.3289 0.3558 

E
n

g
 EM 0.1862 0.2930 0.3837 

VB 0.2382 0.3468 0.4327 

GS(c,w) 0.3918 0.4276 0.4348 

Table 2: Tagging accuracy for Chinese and 

English with greedy 1-to-1 mapping.  The Eng-

lish 24k and 120k results are taken from (Gao & 

Johnson 2008) with the 50-tag set.  

 

 
Figure 2: Tag distribution for 1-to-1 greedy 

mapping in Chinese 500k.  Only the top 18 tags 

are shown.  The figure compares the tag distri-

bution between the gold standard for Chinese 

(33 tags) and the algorithm’s results.  The gold 

tags are shown as lines, and each algorithm’s 

result is shown as bar graphs.   

 

As expected, the increase in data size improves 

the accuracy as EM algorithm optimizes the 

likelihood better with more data.  We ran addi-

tional experiments on English using a reduced 

500k dataset to match the dataset used for Chi-

nese; EM in this setting achieve an accuracy of 

0.384 on average for 50 tags (down from 

0.405).  So even in the reduced data size setting, 

EM on English performs better than Chinese 

although the difference is reduced.  We analyze 

the tag distribution of the 1-to-1 mapping.  

(Johnson, 2007) finds that EM generally assigns 

roughly as equal number of words for each 

state.  In Figure 2, we find the same phenome-

non for Chinese.  
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   One of the advantages of Bayesian approaches 

(VB and GS) is that we can assign a prior to 

attempt to encourage a sparse model distribu-

tion.  Despite using small values 0.0001 as 

hyperparameters, we find that the resulting dis-

tribution for number of words mapping to a par-

ticular state is very different  from the gold 

standard. 

4.2 Greedy many-to-1 accuracy 

Collapsed Word Based Gibbs Sampler GS(c,w) 

is the clear winner for both English and Chinese 

unsupervised POS tagging.  Table 3 shows the 

result of Greedy many-to-1 mapping for Chi-

nese in different data size as well as English 

with the full data set.  In Greedy many-to-1 

mapping, GS(c,w) in both Chinese and English 

achieve 60%+ accuracy.  In addition, the size of 

the dataset does not affect GS(c,w) as much as 

the other algorithms.  In fact, the change from 

24k to 500k dataset only increases the relative 

accuracy by less than 6%.   

 
 Greedy many-to-1 

 24k 120k 500k 

C
h

in
es

e
 

EM 0.4049 0.4564 0.4791 

VB 0.4411 0.5023 0.5390 

GS(e,w) 0.4758 0.4969 0.5499 

GS(e,s) 0.4904 0.5369 0.5658 

GS(c,s) 0.5070 0.5701 0.5757 

GS(c,w) 0.5874 0.6180 0.6213 

E
n

g
 EM 0.2828 0.44135 0.5872 

VB 0.3595 0.48427 0.6025 

GS(c,w) 0.5815 0.6529 0.6644 

Table  3: Many-to-1 accuracy for Chinese and 

English. The English 24k and 120k results are 

taken from (Gao & Johnson 2008) with the 50-

tag set.  

 

However, despite the relatively high  accuracy, 

when analyzing the result, we notice that there 

are overwhelmingly many states which maps to 

a single POS tag (NN).  Figure 3 shows the 

number of states mapping to different POS tags 

in Chinese over the 500k data size.  There are a 

large number of states mapping to relatively few 

POS tags.  In the most extreme example, for the 

POS tag NN, GS(e,s) assigns 18 (the most) hid-

den states, accounts for 44% of the word tokens 

mapping to NN whereas GS(e,w) assigns 13 

states, which is actually the least among all the 

algorithms and accounts for 31% of the word 

tokens mapping to NN.  Notice that we have 

only a total of 33 hidden states in our model.  

This means that over half the states are mapped 

to NN, which is a rather disappointing result.  

The actual empirical result for the gold standard 

in CTB is that only 27% of the word should be 

mapped to NN.  For EM in particular, we see 17 

states accounting for 42% of the words tagged 

as NN.  

 

 
Figure 3: The distribution of POS tags based on 

the output EM algorithm in Chinese using the  

500k dataset.  Tag T-N-y% means that there are 

N hidden states mapped to the specific POS tag 

T accounting for y% of word tokens tagged with 

these N states by the EM algorithm. 

 

 
Figure 4: English tag distribution for EM using 

500k dataset with 50 states mapping to the 17 

pos tag set. Tag T-N-y% means that there are N 

hidden states mapped to the specific POS tag T 

accounting for y% of word tokens tagged with 

these N states. 

 

We also ran additional experiments on the algo-

rithms for English using a reduced data size of 

500k to match that of our Chinese experiment to 

see whether we see the same phenomena.  We 

notice that the tag distribution for English EM is 

more consistent to the empirical distribution 

found in the gold standard. 
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With the English 50 tag set with 500k words, 

we experiment with mapping the English 50 tag 

set result to the 17 tag set, we see that in Figure 

4, 16 (of 50) states mapped to the N tag, ac-

counting for 37% of the words in the dataset.  

This is close to the actual empirical distribution 

for English for 17 tags where N accounts for 

about 32%. 

4.3 Convergence 

We analyze how each algorithm converges to its 

local maxima.  Figure 5 shows the change in 

greedy 1-to-1 accuracy over the 50% of the run.   

 

 
Figure 5: Greedy 1-to-1 accuracy of EM, VB 

and GS(c,w) over the first 50% of the algo-

rithms' iterations for the Chinese 500k dataset.  

Note: the percentage of iterations is used here 

because each algorithms converge at a different 

number of iterations, thus the progress is scaled 

accordingly. 

 

The greedy 1-to-1 accuracy actually fluctuates 

through the run.  VB has an interesting dip at 

around 80% of its iteration before climbing to 

its max (not showing in the graph).  All the 

Gibbs sampling variations follow a relatively 

steady hill climb before converging (only 

GS(c,w) is shown in Figure 5).  EM is particu-

larly interesting; Looking at the initial 15% of 

the algorithm’s run, we can see that EM climbs 

to a “local” max very quickly before dropping 

and then slowly improving in its accuracy.  The 

greedy 1-to-1 accuracy in the initial top is ac-

tually higher than the final convergence value in 

most runs.  This initial peak in value following 

by a drop and then a slow hill climb in EM for 

Chinese POS tagging is consistent with the find-

ing in (Johnson, 2007) for English POS tagging.  

5 Conclusion and Future Work 

We have only scratched the surface of the re-

search in unsupervised techniques in Chinese 

NLP.  We have established a baseline of EM, 

VB and GS against the CTB 5.0.  The experi-

ment shows that for both Chinese and English, 

GS(c,w) produces the best result.  We have also 

found that Chinese performs rather poorly in the 

1-to-1 accuracy  when comparing against Eng-

lish in the same data size.  We find that in 

many-to-1 mapping, we have a disproportionate 

large number of states mapping to individual 

POS tags comparing to the gold distribution and 

also in comparison to English against its gold 

distribution.   

   Graça et al. (2009) addresses the problem we 

observe in our resulting tag distributions in our 

model where EM, VB and GS fails to capture 

the shape of the true distribution.  They propose 

a Posterior Regularization framework where it 

poses linear constraints on the posterior expec-

tation.  They define a set distributions Q over 

hidden states with a constraint on the expecta-

tion over the features.  The log likelihood is pe-

nalized using the KL-divergence between the Q 

distribution and the model.  The distributions 

that their model predicted are far more similar 

to the gold standard than traditional EM.   

   Liang and Klein (2009) propose some inter-

esting error analysis techniques for unsuper-

vised POS tagging.  One of their analyses on 

EM is done by observing the approximation 

errors being created during each iteration of the 

algorithm’s execution.  We can also perform 

these analyses on VB and GS and observe the 

changes of output tags by starting from the Gold 

Standard distribution in EM and VB, and gold 

standard tags in GS.  We can then follow how 

and which set of tags start to deviate from the 

gold standard.  This will allow us to see which 

categories of errors (ex. noun-verb, adj-adv er-

rors) occur most in these algorithms and how 

the error progresses. 
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Abstract

This article delves into the scoring func-
tion of the statistical paraphrase genera-
tion model. It presents an algorithm for
exact computation and two applicative ex-
periments. The first experiment analyses
the behaviour of a statistical paraphrase
generation decoder, and raises some is-
sues with the ordering of n-best outputs.
The second experiment shows that a major
boost of performance can be obtained by
embedding a true score computation in-
side a Monte-Carlo sampling based para-
phrase generator.

1 Introduction

A paraphrase generator is a program which, given
a source sentence, produces a new sentence with
almost the same meaning. The modification place
is not imposed but the paraphrase has to differ
from the original sentence.

Paraphrase generation is useful in applications
where it is needed to choose between different
forms to keep the most fit. For instance, automatic
summary can be seen as a particular paraphras-
ing task (Barzilay and Lee, 2003) by selecting the
shortest paraphrase. They can help human writers
by proposing alternatives and having them choose
the most appropriate (Max and Zock, 2008).

Paraphrases can also be used to improve nat-
ural language processing (NLP) systems. In
this direction, (Callison-Burch et al., 2006) tried
to improve machine translations by enlarging
the coverage of patterns that can be translated.
In the same way, most NLP systems like in-
formation retrieval (Sekine, 2005) or question-

answering (Duclaye et al., 2003), based on pat-
tern recognition, can be improved by a paraphrase
generator.

Most of these applications need a n-best set of
solutions in order to rerank them according to a
task-specific criterion.

In order to produce the paraphrases, a promis-
ing approach is to see the paraphrase genera-
tion problem as a statistical translation problem.
In that approach, the target language becomes
the same as the source language (Quirk et al.,
2004; Bannard and Callison-Burch, 2005; Max
and Zock, 2008).

The first difficulty of this approach is the need
of a paraphrase table. A paraphrase table is a
monolingual version of a translation table in the
statistical machine translation (SMT) field. In this
field, the difficulty is basically overcome by us-
ing huge aligned bilingual corpora like the Eu-
roparl (Koehn, 2005) corpus. In the paraphrase
generation field, one needs a huge aligned mono-
lingual corpus to build a paraphrase table.

The low availability of such monolingual cor-
pora nurtures researches in order to find heuris-
tics to produce them (Barzilay and Lee, 2003;
Quirk et al., 2004). On the other hand, an interest-
ing method proposed by (Bannard and Callison-
Burch, 2005) tries to make a paraphrase table us-
ing a translation table learned on bilingual cor-
pora. The method uses a well-known heuris-
tic (Lepage and Denoual, 2005) which says that
if two sentences have the same translation, then
they should be paraphrases of each others.

Another aspect, less studied, is the generation
process of paraphrases, i.e. the decoding process
in SMT. This process is subject to combinatorial
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explosions. Heuristics are then frequently used to
drive the exploration process in the a priori in-
tractable high dimensional spaces. On the one
hand, these heuristics are used to build a para-
phrase step by step according to the paraphrase
table. On the other hand, they try to evaluate the
relevance of a step according to the global para-
phrase generation model. The SMT model score
is related to the path followed to generate a para-
phrase. Because of the step-by-step computation,
different ways can produce the same paraphrase,
but with different scores. Amongst these scores,
the best one is the true score of a paraphrase ac-
cording to the SMT model.

Most paraphrase generators use some standard
SMT decoding algorithms (Quirk et al., 2004) or
some off-the-shelf decoding tools like MOSES.
The goal of these decoders is to find the best path
in the lattice produced by the paraphrase table.
This is basically achieved by using dynamic pro-
gramming – especially the Viterbi algorithm – and
beam searching (Koehn et al., 2007). The best
paraphrase proposed by these programs is known
not to be the optimal paraphrase. One can even
question if the score returned is the true score.

We first show in Section 2 that in the particular
domain of statistical paraphrase generation, one
can compute true a posteriori scores of generated
paraphrases. We then explore some applications
of the true score algorithm in the paraphrase gen-
eration field. In Section 3, we show that scores re-
turned by SMT decoders are not always true scores
and they plague the ranking of output n-best solu-
tions. In Section 4, we show that the true score can
give a major boost for holistic paraphrases gener-
ators which do not rely on decoding approaches.

2 True Score Computing

2.1 Context
The phrase based SMT model (Koehn et al., 2003)
can be transposed to paraphrase generation as fol-
lows:

t∗ = arg max
t
P (t)× P (s|t, B)

where s is the source sentence, t the target sen-
tence i.e. the paraphrase, t∗ the best paraphrase
and B a model of the noisy channel between the

source and target languages i.e. the paraphrase ta-
ble. This can be decomposed into:

t∗ ≈ arg max
t,I

P (t)
∏

i∈I
P (sIi |tIi , B)

where I is a partition of the source sentence and
xIi the ith segment in the sentence x. For a given
couple of s, t sentences, it exists several segmen-
tations I with different probabilities.

This is illustrated in Example 1. Depending on
the quality of the paraphrase table, one can find up
to thousands of paraphrase segments for a source
sentence. Note that the generated paraphrases are
not always semantically or even syntactically cor-
rect, as in P2. P3 illustrates the score evaluation
problem: it can be generated by applying to the
source sentence the sequences of transformations
{T1, T2} , {T1, T4, T5} or even {T5, T1, T4}
. . .

Example 1 Decoding

Source sentence:

The dog runs after the young cat.

Paraphrase table excerpt:

T1: P(the beast | the dog) = 0.8

T2: P(the kitten | the young cat) = 0.7

T3: P(after it | after the) = 0.4

T4: P(the | the young) = 0.05

T5: P(cat | kitten) = 0.1

Some possible generated paraphrases:

P1: the beast runs after the young cat.

P2: *the dog runs after it young cat.

P3: the beast runs after the kitten.

We define the score of a potential paraphrase t
following a segmentation I as:

ZIt = P (t)
∏

i∈I
P (sIi |tIi , B)

The true score of a potential paraphrase t is de-
fined as:

Z∗t = max
I
ZIt
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Because of high-dimension problems, decoders
apply sub-optimal algorithms to search for t∗.
They produce estimated solutions over all possible
paraphrases t and over all possible segmentations
I . Actually, for a given paraphrase t, they con-
sider only some ZIt where they should estimate
Z∗I . SMT decoders are overlooking the partition-
ing step in their computations.

There is no reason for the decoder solution to
reach the true score. Troubles arise when one
needs the scores of generated paraphrases, for in-
stance when the system must produce an ordered
n-best solution. What is the relevance of the es-
timated scores – and orders – with respect to the
true scores – and orders – of the model? Is the true
score able to help the generation process?

2.2 Algorithm

Let us first adopt the point of view proposed
in (Chevelu et al., 2009). The paraphrase gener-
ation problem can be seen as an exploration prob-
lem. We seek the best paraphrase according to a
scoring function in a space to search by applying
successive transformations. This space is com-
posed of states connected by actions. An action
is a transformation rule with a place where it ap-
plies in the sentence. States are a sentence with
a set of possible actions. Applying an action in
a given state consists in transforming the sentence
of the state and removing all rules that are no more
applicable. In this framework, each state, except
the root, can be a final state.

The SMT approach fits within this point of view.
However, generation and evaluation need not to be
coupled any longer. Computing the true score of
a generated paraphrase is in reality a task com-
putationally easier than generating the best para-
phrases. Once the target result is fixed, the num-
ber of sequences transforming the source sentence
into the target paraphrase becomes computation-
ally tractable under a reasonable set of assump-
tions:

A1: the transformation rules have disjoint sup-
ports (meaning that no rule in the sequence
should transform a segment of the sentence
already transformed by one of of the previ-
ous applied rules) ;

A2: no reordering model is applied during the
paraphrasing transformation.

Under this set of assumptions, the sequence (or-
dered) of transformation rules becomes a set (un-
ordered) of transformation rules. One can there-
fore easily determine all the sets of transforma-
tion rules from the source sentence to the tar-
get paraphrase: they are a subset of the cross-
product set of every transformation rule with a
source included in the source sentence and with
a result included in the target paraphrase. And
this cross-product set remains computationally
tractable. Note that to guarantee a solution, the
corpus of all rules should be augmented with an
identity rule for each word of the source sentence
(with an associated probability of applicability set
to 1) missing in the paraphrase table.

The algorithm for computing ex post the true
score is given on algorithm 1.

Algorithm 1 Algorithm for true score
Let S be the source sentence.
Let T be the target sentence.
Let R : sR → tR be a transformation rule

Let map : (S, T )→ C be a function

Let C = {∅}

∀shead|S = shead.stail,

∀R ∈ {Ω|sR = shead, T = tR.ttail}
C = C ∪ ({R}⊗map(Stail, Ttail))

return C

Let score be the scoring function for a transfor-
mation rule set

truescoreS,Ω(T ) = arg max
c∈map(S,T )

(score(c))

For our toy example, we would get the steps
shown in Example 2.

3 True Score of SMT Decoders

We have shown that it is possible to compute
the true score according to the paraphrase model.
We now evaluate scores from a state-of-the-art
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Example 2 True Score Computation

Generated sets:

{R1}, {R1, R3}, {R1, R2},

{R1, R4}, {R1, R4, R5},

{R3},

{R2},

{R4}, {R4, R5},

{R5}

For a better readability, all identity rules are omitted.

The true scores are computed as in the following examples:

score( ”the dog runs after the small cat.”→
”the beast runs after it small cat”)

= score({R1})

score( ”the dog runs after the small cat.”→
”the beast runs after the kitten”)

= max(score({R1, R2}), score({R1, R4, R5}))

decoder against this baseline. In particular, we
are interested in the order of n-best outputs. We
use the MOSES decoder (Koehn et al., 2007) as a
representative SMT decoder inside the system de-
scribed below.

3.1 System description

Paraphrase generation tools based on SMT meth-
ods need a language model and a paraphrase table.
Both are computed on a training corpus.

The language models we use are n-gram lan-
guage models with back-off. We use SRILM (Stol-
cke, 2002) with its default parameters for this pur-
pose. The length of the n-grams is five.

To build a paraphrase table, we use a variant
of the construction method via a pivot language
proposed in (Bannard and Callison-Burch, 2005).
The first step consists in building a bilingual trans-
lation table from the aligned corpus. Given a
source phrase si and another phrase ti in a differ-
ent language, a bilingual translation table provides
the two probabilities p(si|ti) and p(ti|si). We use
GIZA++ (Och and Ney, 2003) with its default pa-
rameters to produce phrase alignments. The para-
phrase table is then built from the phrase transla-
tion table. The probability for a phrase si to be

paraphrased by a phrase s′i in the same language
is estimated by the sum of each round-trip from si

to s′i through any phrase ti of a pivot language.
The construction of this table is very simple.

Given a bilingual translation table sorted by pivot
phrases, the algorithm retrieves all the phrases
linked with the same pivot (named a pivot clus-
ter). For each ordered pair of phrases, the program
assigns a probability that is the product of there
probabilities. This process realizes a self-join of
the bilingual translation table. It produces a para-
phrase table composed of tokens, instead of items.
The program just needs to sum up all probabilities
for all entries with identical paraphrase tokens to
produce the final paraphrase table.

Three heuristics are used to prune the para-
phrase table. The first heuristic prunes any entry
in the paraphrase table composed of tokens with a
probability lower than a threshold ε. The second,
called pruning pivot heuristic, consists in deleting
all pivot clusters larger than a threshold τ . The
last heuristic keeps only the κmost probable para-
phrases for each source phrase in the final para-
phrase table. For this study, we empirically fix
ε = 10−5, τ = 200 and κ = 20.

The MOSES scoring function is set by four
weighting factors αΦ, αLM , αD, αW . Conven-
tionally, these four weights are adjusted during a
tuning step on a training corpus. The tuning step is
inappropriate for paraphrasing because there is no
such tuning corpus available. We empirically set
αΦ = 1, αLM = 1, αD = 10 and αW = 0. This
means that the paraphrase table and the language
model are given the same weight, no reordering is
allowed and no specific sentence length is favored.

3.2 Experimental Protocol

For experiments reported in this paper, we use
one of the largest, multi-lingual, freely available
aligned corpus, Europarl (Koehn, 2005). It con-
sists of European parliament debates. We choose
French as the language for paraphrases and En-
glish as the pivot language. For this pair of
languages, the corpus consists of 1,723,705 sen-
tences. Note that the sentences in this corpus
are long, with an average length of 30 words per
French sentence and 27.8 for English. We ran-
domly extract 100 French sentences as a test cor-
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pus.
For each source sentence from the test corpus,

the SMT decoder tries to produce a 100-best dis-
tinct paraphrase sequence. Using the algorithm 1,
we compute the true score of each paraphrase and
rerank them. We then compare orders output by
the decoder with the true score order by using the
Kendall rank correlation coefficient (τA) (Kendall,
1938). In this context, the Kendall rank corre-
lation coefficient considers each couple of para-
phrases and checks if their relative order is pre-
served by the reranking. The τA formula is:

τA =
np − ni

1
2n(n− 1)

where np the number of preserved orders, nd the
number of inverted orders and n the number of el-
ements in the sequence. The coefficient provides a
score – between -1 and 1 – that can be interpreted
as a correlation coefficient between the two or-
ders. In order to compare same length sequences,
we filter out source sentences when MOSES can
not produce enough distinct paraphrases. The test
corpus is therefore reduced to 94 sentences.

3.3 Results
The evolution of τA means relative to the length
of the n-best sequence is given Figure 1. The τA
means drops to 0.73 with a standard deviation of
0.41 for a 5-best sequence which means that the
orders are clearly different but not decorrelated.

A finer study of the results reveals that amongst
the generated paraphrases, 32% have seen their
score modified. 18% of the MOSES 1-best para-
phrases were not optimal anymore after the true
score reranking. After reranking, the old top best
solutions have dropped to a mean rank of 2.0 ±
17.7 (40th rank at worse). When considering
only the paraphrases no longer optimal, they have
dropped to a mean rank of 6.8± 12.9.

From the opposite point of view, new top para-
phrases after reranking have come from a mean
rank of 4.4 ± 12.1. When considering only the
paraphrases that were not optimal, they have come
from a mean rank of 21.2±23.5. Some have come
from the 67th rank. Even an a posteriori rerank-
ing would not have retrieved this top solution if
the size of MOSES n-best list were too short. This
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Figure 1: Evolution of τA means relative to the
length of the n-best sequence

advocates for a direct embedding of the true score
function inside the generation process.

In this section we have shown that MOSES

scores are not consistent with the true score as
expected from the paraphrase model. In partic-
ular, the n-best paraphrase sequence computed by
MOSES is not trustworthy while it is an input for
the task system.

4 True Score to boost Monte-Carlo
based Paraphrase Generation

There exist other less common approaches more
lenient than the Viterbi algorithm, which are holis-
tic, i.e. they work on the whole sentence rather
than step-by-step. The Monte-Carlo based Para-
phrase Generation algorithm (MCPG) proposed
in (Chevelu et al., 2009) turns out to be an inter-
esting algorithm for the study of paraphrase gen-
eration. It does not constraint the scoring function
to be incremental. In this section, we embed the
non incremental true score function in MCPG to
drive the generation step and produce n-best or-
ders compliant with the paraphrase model, and
show that the true score function can be used to
provide a major boost to the performance of such
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an algorithm.

4.1 Description

The MCPG algorithm is a derivative of the Up-
per Confidence bound applied to Tree algorithm
(UCT). UCT (Kocsis and Szepesvári, 2006), a
Monte-Carlo planning algorithm, has recently be-
come popular in two-player game problems.

UCT has some interesting properties:

• it expands the search tree non-uniformly and
favours the most promising sequences, with-
out pruning branch;

• it can deal with high branching factors;

• it is an any-time algorithm and returns best
solutions found so far when interrupted;

• it does not require expert domain knowledge
to evaluate states.

These properties make it ideally suited for prob-
lems with high branching factors and for which
there is no strong evaluation function.

For the same reasons, this algorithm is inter-
esting for paraphrase generation. In particular, it
does not put constraint on the scoring function. A
diagram of the MCPG algorithm is presented Fig-
ure 2.

The main part of the algorithm is the sampling
step. An episode of this step is a sequence of
states and actions, s1, a1, s2, a2, . . . , sT , from the
root state to a final state. Basically, a state is a
partially generated paraphrase associated with a
set of available actions. A final state is a poten-
tial paraphrase. An action is a transformation rule
from the paraphrase table. During an episode con-
struction, there are two ways to select the action ai
to perform from a state si.

If the current state was already explored in a
previous episode, the action is selected accord-
ing to a compromise between exploration and ex-
ploitation. This compromise is computed using
the UCB-Tunned formula (Auer et al., 2001) as-
sociated with the RAVE heuristic (Gelly and Sil-
ver, 2007). If the current state is explored for
the first time, its score is estimated using Monte-
Carlo sampling. In other words, to complete the

Source sentence

Exploration/exploitation
compromise

State
already

explored?

Monte-Carlo sampling

Enough
iterations?

New root selection step

Final
state?

Output paraphrase

Sampling step

Yes

No

Yes

No

No

Yes

Figure 2: The MCPG algorithm.
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episode, the actions ai, ai+1, . . . , aT−1, aT are se-
lected randomly until reaching a final state.

At the end of each episode, a reward is com-
puted for the final state sT using a scoring func-
tion, and the value of each (state, action) pair of
the episode is updated. Then, the algorithm com-
putes another episode with the new values.

Periodically, the sampling step is stopped and
the best action at the root state is selected. This
action is then definitively applied and a sampling
is restarted from the new root state. The action
sequence is incrementally built and selected after
being sufficiently sampled. For our experiment,
we have chosen to stop sampling regularly after a
fixed amount η of episodes.

The adaptation of the original algorithm takes
place in the (state, action) value updating proce-
dure. Since the goal of the algorithm is to max-
imise a scoring function, it uses the maximum
reachable score from a state as value instead of
the score expectation. This algorithm suits the
paradigm recalled in Section 2 for paraphrase gen-
eration.

To provide scores comparable with the para-
phrase model scores, the standard version of
MCPG has to apply rules until the whole source
sentence is covered. With this behaviour, MCPG

acts in a monolingual “translator” mode.
The embedding of the true score algorithm in

MCPG has given meaningful scores to all states.
The algorithm needs not to “translate” the whole
sentence to get a potential paraphrase and its
score. This MCPG algorithm in “true-score” mode
can choose to stop its processing with segments
still unchanged, which solves, amongst others,
out-of-vocabulary questions found in decoder-
based approaches.

4.2 Experimental Protocol

For this experiment, we reuse the paraphrase ta-
ble and the corpora generated for the experiment
presented in Section 3.2;

We compare the 1-best outputs from MOSES

reranked by the true score function and from
MCPG in both “translator” and “true-score”
modes. For MCPG systems, we set the following
parameters: η = 100,000 iterations.
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Figure 3: Comparison of paraphrase generators.
Top: the MOSES baseline; middle and bold: the
“true-score” MCPG; down: the “translator” MCPG.
The use of “true-score” improves the MCPG per-
formances. MCPG reaches MOSES performance
level.

4.3 Results

Figure 3 presents a comparison between the
scores from each systems, ordered by MOSES

reranked scores.
The boost of performance gained by using true

scores inside the MCPG algorithm reaches a means
of 28.79 with a standard deviation of 34.19. The
mean difference between “true-score” MCPG and
MOSES is −14.13 (standard deviation 19.99). Al-
though the performance remains inferior to the
MOSES true score baseline, it still leads to an
improvement over the “translator” MCPG system.
The later system has a mean difference of perfor-
mance with MOSES of−42.92 (standard deviation
of 40.14).

The true score reduces the number of transfor-
mations needed to generate a paraphrase, which
simplifies the exploration task. Moreover, it re-
duces the number of states in the exploration
space: two sets of transformations producing the
same paraphrase now leads to the same state.
These points explain why MCPG has become more
efficient.

Although MCPG is improved by embedding the
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true score algorithm, there is still room for im-
provement. In its current version, MCPG does not
adapt the number of exploration episodes to the
input sentence.

5 Conclusion and perspectives

In this paper, we have developed a true scoring al-
gorithm adapted to the statistical paraphrase gen-
eration model. We have studied its impacts on a
common SMT decoder and a Monte-Carlo sam-
pling based paraphrase generator. It has revealed
that the n-best outputs by SMT decoders were not
viable. It has also proved useful in simplifying the
exploration task and in improving holistic para-
phrase generators.

Thanks to the boost introduced by the true score
algorithm in holistic paraphrase generators, their
performances are now on a par with scores pro-
duced by statistical translation decoders. More-
over, they produce guaranteed ordering, and en-
able the integration of a global task scoring func-
tion, which seems still out of reach for decoder-
based systems.

A more general problem remains open: what
do the scores and the orders output by the model
mean when compared to a human subjective eval-
uation?

In preliminary results on our test corpus, less
than 37% of the MOSES generated paraphrases can
be considered both syntactically correct and se-
mantically a paraphrase of their original sentence.
One could study the relations between scores from
the model and subjective evaluations to create pre-
dictive regression models. The true score algo-
rithm can autonomously score existing paraphrase
corpora which could be used to adapt the SMT tun-
ing step for paraphrase generation.

We note that the hundredth best paraphrases
from MOSES have a score close to the best para-
phrase: the mean difference is 5.9 (standard de-
viation 4.5) on our test corpus. This is smaller
than the mean difference score between MOSES

and MCPG. In (Chevelu et al., 2009), both systems
were rated similar by a subjective evaluation. One
could question the relevance of small score differ-
ences and why the best paraphrase should be se-
lected instead of the hundred next ones. Given the
current state of the art, the next step to improve

paraphrase generation does not lie in score opti-
misation but in refining the model and its com-
ponents: the language model and the paraphrase
table.

Human based evaluations reveal that the current
most important issue of paraphrase generation lies
in the syntax (Chevelu et al., 2009). It seems dif-
ficult to assess the syntax of a potential paraphrase
while not considering it as a whole, which is im-
possible with a local scoring function inherent to
the SMT decoding paradigm. Holistic paraphrase
generators have now reached a level of perfor-
mance comparable to SMT decoders, without suf-
fering from their limitations. They are paving the
way for experiments with more complex semantic
and linguistic models to improve paraphrase gen-
eration.
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Abstract

Unknown words are a major issue for
large-scale grammars of natural language.
We propose a machine learning based al-
gorithm for acquiring lexical entries for
all forms in the paradigm of a given un-
known word. The main advantages of our
method are the usage of word paradigms
to obtain valuable morphological knowl-
edge, the consideration of different con-
texts which the unknown word and all
members of its paradigm occur in and
the employment of a full-blown syntactic
parser and the grammar we want to im-
prove to analyse these contexts and pro-
vide elaborate syntactic constraints. We
test our algorithm on a large-scale gram-
mar of Dutch and show that its application
leads to an improved parsing accuracy.

1 Introduction

In this paper, we present an efficient machine
learning based method for automated lexical ac-
quisition (LA) which improves the performance
of large-scale computational grammars on real-
life tasks.

Our approach has three main advantages which
distinguish it from other methods applied to the
same task. First, it enables the acquisition of the
whole paradigm of a given unknown word while
other approaches are only concerned with the par-
ticular word form encountered in the data sub-
ject to LA. Second, we analysedifferent contexts
which the unknown word occurs in. Third, the
analysis of these contexts is provided by afull-
blown syntactic parser and thegrammar we aim

to improve which gives the grammar the opportu-
nity to participatedirectly in the LA process.

Our method achieves an F-measure of 84.6%
on unknown words in experiments with the wide-
coverage Alpino grammar (van Noord, 2006) of
Dutch. The integration of this method in the
parser leads to a 4.2% error reduction in terms of
labelled dependencies.

To predict a lexical entry for a given unknown
word, we take into account two factors– its mor-
phology and the syntactic constraints imposed by
its context. As for the former, the acquisition of
the whole paradigm provides us with a valuable
source of morphological information. If we were
to deal with only one form of the unknown word,
this information would not be accessible.

Further, looking at different contexts of the un-
known word gives us the possibility to work with
linguistically diverse data and to incorporate more
syntactic information into the LA process. Cases
where this is particularly important include mor-
phologically ambiguous words and verbs which
subcategorize for various types of syntactic argu-
ments. We also consider contexts of the other
members of the paradigm of the unknown word
in order to increase the amount of linguistic data
our method has access to.

Finally, the usage of afull-blown syntactic
parser and thegrammar we want to acquire lex-
ical entries for has two advantages. First, LA
can benefit from the high-quality analyses such
a parser produces and the elaborate syntactic in-
formation they provide. Second, this information
comes directly from the grammar, thus allowing
the LA process to make predictions based on what
the grammar considers to be best suited for it.
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The remainder of the paper is organised as fol-
lows. Section 2 describes the basic steps in our
LA algorithm. Section 3 presents initial exper-
iments conducted with Alpino and shows that
the main problems our LA method encounters
are the acquisition of morphologically ambigu-
ous words, the learning of the proper subcate-
gorization frames for verbs and the acquisition
of particular types of adjectives. In Section 4
we make extensive use of the paradigms of the
unknown words to develop specific solutions for
these problems. Section 5 describes experiments
with our LA method applied to a set of real un-
known words. Section 6 provides a comparison
between our approach and work previously done
on LA. This section also discusses the application
of our method to other systems and languages.

2 Basic Algorithm

The Alpino wide-coverage dependency parser is
based on a large stochastic attribute value gram-
mar. The grammar takes a ‘constructional’ ap-
proach, with rich lexical representations stored in
the lexicon and a large number of detailed, con-
struction specific rules (about 800). Currently, the
lexicon contains about 100K lexical entries and
a list of about 200K named entities. Each word
is assigned one or more lexical types. For ex-
ample, the verbamuseert (to amuse) is assigned
two lexical types–verb(hebben,sg3,intransitive)
and verb(hebben,sg3,transitive)– because it can
be used either transitively or intransitively. The
other type features indicate that it is a present third
person singular verb and it forms perfect tense
with the auxiliary verbhebben.

The goal of our LA method is toassign the cor-
rect lexical type(s) to a given unknown word. The
method takes into account only open-class lexical
types: nouns, adjectives and verbs, under the as-
sumption that the grammar is already able to han-
dle all closed-class cases. We call the types con-
sidered by our methoduniversal types. The adjec-
tives can be used as adverbs in Dutch and thus, we
do not consider the latter to be an open class.

We employ a ME-based classifier which, for
some unknown word, takes various morphological
and syntactic features as input and outputs lexical
types. The probability of a lexical typet, given an

unknown word and its contextc is:

(1) p(t|c) =
exp(

∑
i
Θifi(t,c))∑

t′∈T
exp(

∑
i
Θifi(t′,c))

wherefi(t, c) may encode arbitrary characteris-
tics of the context and< Θ1,Θ2, ... > can be eval-
uated by maximising the pseudo-likelihood on a
training corpus (Malouf, 2002).

Table 1 shows the features for the nounin-
spraakprocedures (consultation procedures). Row
(i) contains 4 separate features derived from the
prefix of the word and 4 other suffix features are
given in row (ii). The two features in rows(iii)
and (iv) indicate whether the word starts with a
particle and if it contains a hyphen, respectively.

Another source of morphological features is the
paradigm of the unknown word which provides
information that is otherwise inaccessible. For ex-
ample, in Dutch, neuter nouns always take thehet
definite article while all other noun forms are used
with thede article. Since the article is distinguish-
able only in the singular noun form, the correct
article of a word, assigned a plural noun type, can
be determined if we know its singular form.

We adopt the method presented in Cholakov
and van Noord (2009) where a finite state mor-
phology is applied to generate the paradigm(s) of
a given word. The morphology does not have ac-
cess to any additional linguistic information and
thus, it generates all possible paradigms allowed
by the word structure. Then, the number of
search hits Yahoo returns for each form in a given
paradigm is combined with some simple heuris-
tics to determine the correct paradigm(s).

However, we make some modifications to this
method because it deals only withregular mor-
phological phenomena. Though all typical irreg-
ularities are included in the Alpino lexicon, there
are cases of irregular verbs composed with parti-
cles which are not listed there. One such example
is the irregular verbmeevliegen (to fly with some-
one) for which no paradigm would be generated.

To avoid this, we use a list of common parti-
cles to strip off any particle from a given unknown
word. Once we have removed a particle, we check
if what is left from the word is listed in the lexicon
as a verb (e.g.vliegen in the case ofmeevliegen).
If so, we extract all members of its paradigm from
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Features
i) i, in, ins, insp
ii) s, es, res, ures
iii) particleyes #in this casein
iv) hyphenno
v) noun〈de,pl〉
vi) noun(de,count,pl), tmpnoun(de,count,sg)
vii) noun(de), noun(count), noun(pl), tmpnoun(de)
tmp noun(count), tmpnoun(sg)

Table 1: Features forinspraakprocedures

the lexicon and use them to build the paradigm of
the unknown word. All forms are validated by us-
ing the same web-based heuristics as in the origi-
nal model of Cholakov and van Noord (2009).

A single paradigm is generated forin-
spraakprocedures indicating that this word is a
pluralde noun. This information is explicitly used
as a feature in the classifier which is shown in row
(v) of Table 1.

Next, we obtain syntactic features forin-
spraakprocedures by extracting a number of sen-
tences which it occurs in from large corpora or
Internet. These sentences are parsed with a differ-
ent ‘mode’ of Alpino where this word is assigned
all universal types, i.e. it is treated as being maxi-
mally ambiguous. For each sentence only the best
parse is preserved. Then, the lexical type that has
been assigned toinspraakprocedures in this parse
is stored. During parsing, Alpino’s POS tagger
(Prins and van Noord, 2001) keeps filtering im-
plausible type combinations. For example, if a de-
terminer occurs before the unknown word, all verb
types are typically not taken into consideration.
This heavily reduces the computational overload
and makes parsing with universal types computa-
tionally feasible. When all sentences have been
parsed, a list can be drawn up with the types that
have been used and their frequency:

(2) noun(de,count,pl) 78
tmp noun(de,count,sg) 7
tmp noun(het,count,pl) 6
propername(pl,’PER’) 5
propername(pl,’ORG’) 3
verb(hebben,pl,vp) 1

The lexical types assigned toinspraakprocedures
in at least 80% of the parses are used as features
in the classifier. These are the two features in row
(vi) of Table 1. Further, as illustrated in row(vii),

each attribute of the considered types is also taken
as a separate feature. By doing this, we let the
grammar decide which lexical type is best suited
for a given unknown word. This is a new and ef-
fective way to include thesyntactic constraints of
the context in the LA process.

However, for the parsing method to work prop-
erly, the disambiguation model of the parser needs
to be adapted. The model heavily relies on the
lexicon and it has learnt preferences how to parse
certain phrases. For example, it has learnt a pref-
erence to parse prepositional phrases as verb com-
plements, if the verb includes such a subcatego-
rization frame. This is problematic when parsing
with universal types. If the unknown word is a
verb and it occurs together with a PP, it would al-
ways get analysed as a verb which subcategorizes
for a PP.

To avoid this, the disambiguation model is re-
trained on a specific set of sentences meant to
make it more robust to input containing many un-
known words. We have selected words with low
frequency in large corpora and removed them tem-
porarily from the Alpino lexicon. Less frequent
words are typically not listed in the lexicon and
the selected words are meant to simulate their be-
haviour. Then, all sentences from the Alpino tree-
bank which contain these words are extracted and
used to retrain the disambiguation model.

3 Initial Experiments and Evaluation

To evaluate the performance of the classifier, we
conduct an experiment with a target type inven-
tory of 611 universal types. A type is considered
universal only if it is assigned to at least 15 dis-
tinct words occurring in large Dutch newspaper
corpora (∼16M sentences) automatically parsed
with Alpino.

In order to train the classifier, 2000 words are
temporarily removed from the Alpino lexicon.
The same is done for another 500 words which
are used as a test set. All words have between
50 and 100 occurrences in the corpora. This se-
lection is again meant to simulate the behaviour
of unknown words. Experiments with a minimum
lower than 50 occurrences have shown that this is
a reasonable threshold to filter out typos, words
written together, etc.
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The classifier yields a probability score for each
predicted type. Since a given unknown word can
have more than one correct type, we want to pre-
dict multiple types. However, the least frequent
types, accounting together for less than 5% of
probability mass, are discarded.

We evaluate the results in terms of precision
and recall. Precision indicates how many types
found by the method are correct and recall indi-
cates how many of the lexical types of a given
word are actually found. The presented results are
the average precision and recall for the 500 test
words.

Additionally, there are three baseline methods:

• Naive– each unknown word is assigned
the most frequent type in the lexicon:
noun(de,count,sg)

• POS tagger– the unknown word is given the
type most frequently assigned by the Alpino
POS tagger in the parsing stage

• Alpino– the unknown word is assigned the
most frequently used type in the parsing
stage

The overall results are given in Table 2. Table 3
shows the results for each POS in our model.

Model Precision(%) Recall(%) F-measure(%)
Naive 19.60 18.77 19.17
POS tagger 30 26.21 27.98
Alpino 44.60 37.59 40.80
Our model 86.59 78.62 82.41

Table 2: Overall experiment results

POS Precision(%) Recall(%) F-measure(%)
Nouns 93.83 88.61 91.15
Adjectives 75.50 73.12 74.29
Verbs 77.32 55.37 64.53

Table 3: Detailed results for our model

Our LA method clearly improves upon the
baselines. However, as we see in Table 3, adjec-
tives and especially verbs remain difficult to pre-
dict.

The problems with the former are due to the fact
that Alpino employs a rather complicated adjec-
tive system. The classifier has difficulties distin-
guishing between 3 kinds of adjectives:i) adjec-
tives which can attach to and modify verbs and

verbal phrases (VPs) (3-a),ii) adjectives which
can attach to verbs and VPs but modify one of
the complements of the verb, typically the sub-
ject (3-b) andiii) adjectives which cannot attach
to verbs and VPs (3-c).

(3) a. De
DET

hardloper
runner

loopt
walks

mooi.
nice

‘The runner runs nicely = The runner has a
good running technique’

b. Hij
he

loopt
walks

dronken
drunk

naar
to

huis.
home

‘He walks home drunk = He is walking home
while being drunk’

c. *Hij
he

loopt
walks

nederlandstalig.
Dutch speaking

‘He walks Dutch speaking.’

Each of these is marked by a special attribute in
the lexical type definitions–adv, padv and non-
adv, respectively. Since all three of them are seen
in ‘typical’ adjectival contexts where they modify
nouns, it is hard for the classifier to make a distinc-
tion. The predictions appear to be arbitrary and
there are many cases where the unknown word is
classified both as anonadv and anadv adjective. It
is even more difficult to distinguish betweenpadv
andadv adjectives since this is a solely semantic
distinction.

The main issue with verbs is the prediction of
the correct subcategorization frame. The classifier
tends to predict mostly transitive and intransitive
verb types. As a result, it either fails to capture in-
frequent frames which decreases the recall or, in
cases where it is very uncertain what to predict, it
assigns a lot of types that differ only in the subcat
frame, thus damaging the precision. For example,
onderschrijf (‘to agree with’) has 2 correct sub-
cat frames but receives 8 predictions which differ
only in the subcat features.

One last issue is the prediction, in some rare
cases, of types of the wrong POS for morpholog-
ically ambiguous words. In most of these cases
adjectives are wrongly assigned a past partici-
ple type but also some nouns receive verb pre-
dictions. For instance,OESO-landen (‘countries
of the OESO organisation’) has one correct noun
type but becauselanden is also the Dutch verb for
‘to land’ the classifier wrongly assigns a verb type
as well.
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4 Improving LA

4.1 POS Correction

Since the vast majority of wrong POS predictions
has to do with the assignment of incorrect verb
types, we decided to explicitly use the generated
verb paradigms as a filtering mechanism. For each
word which is assigned a verb type, we check if
there is a verb paradigm generated for it. If not, all
verb types predicted for the word are discarded.

In very rare cases a word is assignedonly verb
types and therefore, it ends up with no predictions.
For such words, we examine the ranked list of pre-
dicted types yielded by the classifier and the word
receives the non-verb lexical type with the high-
est probability score. If this type happens to be
an adjective one, we first check whether there is
an adjective paradigm generated for the word in
question. If not, the word gets the noun type with
the highest probability score.

The same procedure is also applied to all words
which are assigned an adjective type. However,
it is not used for words predicted to be nouns be-
cause the classifier is already very good at predict-
ing nouns. Further, the generated noun paradigms
are not reliable enough to be a filtering mechanism
because there are mass nouns with no plural forms
and thus with no paradigms generated.

Another modification we make to the classifier
output has to do with the fact that past participles
(psp) in Dutch can also be used as adjectives. This
systematic ambiguity, however, is not treated as
such in Alpino. Each psp should also have a sep-
arate adjective lexical entry but this is not always
the case. That is why, in some cases, the classifier
fails to capture the adjective type of a given psp.
To account for it, all words predicted to be past
participles but not adjectives are assigned two ad-
ditional adjective types– one with thenonadv and
one with theadv feature. For reasons explained
later on, a type with thepadv feature is not added.

After the application of these techniques, all
cases of words wrongly predicted to be verbs or
adjectives have been eliminated.

4.2 Guessing Subcategorization Frames

Our next step is to guess the correct subcatego-
rization feature for verbs. Learning the proper

subcat frame is well studied (Brent, 1993; Man-
ning, 1993; Briscoe and Caroll, 1997; Kinyon and
Prolo, 2002; O’Donovan et al., 2005). Most of
the work follows the ‘classical’ Briscoe and Caroll
(1997) approach where the verb and the subcate-
gorized complements are extracted from the out-
put analyses of a probabilistic parser and stored as
syntactic patterns. Further, some statistical tech-
niques are applied to select the most probable
frames out of the proposed syntactic patterns.

Following the observations made in Korho-
nen et al. (2000), Lapata (1999) and Messiant
(2008), we employ a maximum likelihood es-
timate (MLE) from observed relative frequen-
cies with an empirical threshold to filter out low
probability frames. For each word predicted to
be a verb, we look up the verb types assigned
to it during the parsing with universal types.
Then, the MLE for each subcat frame is deter-
mined and only frames with MLE of 0.2 and
above are considered. For example,jammert
(to moan.3SG.PRES) is assigned a single type–
verb(hebben,sg3,intransitive). However, the cor-
rect subcat features for it areintransitive andsbar.
Here is the list of all verb types assigned tojam-
mert during the parsing with universal types:

(4) verb(hebben,sg3,intransitive) 48
verb(hebben,sg3,transitive) 15
verb(hebben,past(sg),npsbar) 3
verb(hebben,past(sg),trsbar) 3
verb(zijn,sg3,intransitive) 2
verb(hebben,past(sg),ldpp) 2
verb(hebben,sg3,sbar) 1

The MLE for the intransitive subcat feature is 0.68
and for the transitive one– 0.2. All previously pre-
dicted verb types are discarded and each consid-
ered subcat frame is used to create a new lexi-
cal type. That is howjammert gets two types at
the end– the correctverb(hebben,sg3,intransitive)
and the incorrectverb(hebben,sg3,transitive). The
sbar frame is wrongly discarded.

To avoid such cases, the generated word
paradigms are used to increase the number of con-
texts observed for a given verb. Up to 200 sen-
tences are extracted for each form in the paradigm
of a given word predicted to be a verb. These sen-
tences are again parsed with the universal types
and then, the MLE for each subcat frame is recal-
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culated.
We evaluated the performance of our MLE-

based method on the 116 test words predicted to
be verbs. We extracted the subcat features from
their type definitions in the Alpino lexicon to cre-
ate a gold standard of subcat frames. Addition-
ally, we developed two baseline methods:i) all
frames assigned during parsing are considered and
ii) each verb is taken to be both transitive and in-
transitive. Since most verbs have both or one of
these frames, the purpose of the second baseline is
to see if there is a simpler solution to the problem
of finding the correct subcat frame. The results
are given in Table 4.

Model Precision(%) Recall(%) F-measure(%)
all frames 16.76 94.34 28.46
tr./intr. 62.29 69.17 65.55
our model 85.82 67.28 75.43

Table 4: Subcat frames guessing results

Our method significantly outperforms both
baselines. It is able to correctly identify the transi-
tive and/or the intransitive frames. Since they are
the most frequent ones in the test data, this boosts
up the precision. However, the method is also able
to capture other, less frequent subcat frames. For
example, after parsing the additional sentences for
jammert, thesbar frame had enough occurrences
to get above the threshold. The MLE for the tran-
sitive one, on the other hand, fell below 0.2 and it
was correctly discarded.

4.3 Guessing Adjective Types

We follow a similar approach for finding the cor-
rect adjective type. It should be noted that the
distinction amongnonadv, adv and padv does
not exist for every adjective form. Most ad-
jectives in Dutch get an-e suffix when used
attributively– de mooie/mooiere/mooiste jongen
(the nice/nicer/nicest boy). Since these inflected
forms can only occur before nouns, the distinction
we are dealing with is not relevant for them. Thus
we are only interested in the noninflected base,
comparative and superlative adjective forms.

One of the possible output formats of Alpino
is dependency triples. Here is the output for the
sentence in (3-a):

(5) verb:loop|hd/su|noun:hardloper
noun:hardloper|hd/det|det:de
verb:loop|hd/mod|adj:mooi
verb:loop|–/–|punct:.

Each line is a single dependency triple. The line
contains three fields separated by the ‘|’ character.
The first field contains the root of the head word
and its POS, the second field indicates the type of
the dependency relation and the third one contains
the root of the dependent word and its POS. The
third line in (5) shows that the adjectivemooi is a
modifier of the head, in this case the verbloopt.
Such a dependency relation indicates that this ad-
jective can modify a verb and therefore, it belongs
to theadv type.

As already mentioned,padv adjectives cannot
be distinguished from the ones of theadv kind.
That is why, if the classifier has decided to assign
a padv type to a given unknown word, we discard
all other adjective types assigned to it (if any) and
do not apply the technique described below to this
word.

For each of the 59 words assigned an non-
inflected adjective type after the POS correction
stage, we extract up to 200 sentences for all non-
inflected forms in its paradigm. These sentences
are parsed with Alpino and the universal types and
the output is dependency triples. All triples where
the unknown word occurs as a dependent word in
a head modifier dependency (hd/mod, as shown in
(5)) and its POS is adjective are extracted from the
parse output. We calculate the MLE of the cases
where the head word is a verb, i.e. where the un-
known word modifies a verb. If the MLE is 0.05
or larger, the word is assigned anadv lexical type.

For example, the classifier correctly identifies
the worddoortimmerd (solid) as being of thead-
jective(no e(nonadv)) type but it also predicts the
adjective(no e(adv))1 type for it. Since we have
not found enough sentences where this word mod-
ifies a verb, the latter type is correctly discarded.
Our technique produced correct results for 53 out
of the 59 adjectives processed.

1The no e type attribute denotes a noninflected base ad-
jective form.
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4.4 Improved Results and Discussion

Table 5 presents the results obtained after apply-
ing the improvement techniques described in this
section to the output of the classifier (the ‘Model
2’ rows). For comparison, we also give the re-
sults from Table 3 again (the ‘Model 1’ rows).
The numbers for the nouns happen to remain un-
changed and that is why they are not shown in Ta-
ble 5.

POS Models Prec.(%) Rec.(%) F-meas.(%)

Adj
Model 1 75.50 73.12 74.29
Model 2 85.16 80.16 82.58

Verbs Model 1 77.32 55.37 64.53
Model 2 80.56 56.24 66.24

Overall
Model 1 86.59 78.62 82.41
Model 2 89.08 80.52 84.58

Table 5: Improved results

The automatic addition of adjective types for
past participles improved significantly the recall
for adjectives and our method for choosing be-
tween adv and nonadv types caused a 10% in-
crease in precision.

However, these procedures also revealed some
incomplete lexical entries in Alpino. For example,
there are two past participles not listed as adjec-
tives in the lexicon though they should be. Thus
when our methodcorrectly assigned them adjec-
tive types, it got punished since these types were
not in the gold standard.

We see in Table 5 that the increase in precision
for the verbs is small and recall remains practi-
cally unchanged. The unimproved recall shows
that we have not gained much from the subcat
frame heuristics. Even when the number of the
observed sentences was increased, less frequent
frames often remained unrecognisable from the
noise in the parsed data. This could be seen as
a proof that in the vast majority of cases verbs
are usedtransitively and/or intransitively. Since
the MLE method we employ proved to be good at
recognising these two frames and differentiating
between them, we have decided to continue using
it.

The overall F-score improved by only 2% be-
cause the modified verb and adjective predictions
are less than 30% of the total predictions made by
the classifier.

5 Experiment with Real Unknown
Words

To investigate whether the proposed LA method
is also beneficial for the parser, we observe how
parsing accuracy changes when the method is em-
ployed. Accuracy in Alpino is measured in terms
of labelled dependencies.

We have conducted an experiment with a test
set of 300 sentences which contain 188 real un-
known words. The sentences have been randomly
selected from the manually annotated LASSY
corpus (van Noord, 2009) which contains text
from various domains. The average sentence
length is 26.54 tokens.

The results are given in Table 6. The standard
Alpino model uses its guesser to assign types to
the unknown words. Model 1 employs the trained
ME-based classifier to predict lexical entries for
the unknown words offline and then uses them
during parsing. Model 2 uses lexical entries modi-
fied by applying the methods described in Section
4 to the output of the classifier (Model 1).

Model Accuracy (%) msec/sentence
Alpino 88.77 8658
Model 1 89.06 8772
Model 2 89.24 8906

Table 6: Results with real unknown words

Our LA system as a whole shows an error re-
duction rate of more than 4% with parse times re-
maining similar to those of the standard Alpino
version. It should also be noted that though much
of the unknown words are generally nouns, we see
from the results that it makes sense to also employ
the methods for improving the predictions for the
other POS types. A wrong verb or even adjec-
tive prediction can cause much more damage to
the analysis than a wrong noun one.

These results illustrate that the integration of
our method in the parser can improve its perfor-
mance on real-life data.

6 Discussion

6.1 Comparison to Previous Work

The performance of the LA method we presented
in this paper can be compared to the performance
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of a number of other approaches previously ap-
plied to the same task.

Baldwin (2005) uses a set of binary classifiers
to learn lexical entries for a large-scale gram-
mar of English (ERG; (Copestake and Flickinger,
2000)). The main disadvantage of the method is
that it uses information obtained from secondary
language resources– POS taggers, chunkers, etc.
Therefore, the grammar takes no part in the LA
process and the method acquires lexical entries
based on incomplete linguistic information pro-
vided by the various resources. The highest F-
measure (about 65%) is achieved by using fea-
tures from a chunker but it is still 20% lower than
the results we report here. Further, no evalua-
tion is done on how the method affects the per-
formance of the ERG when the grammar is used
for parsing.

Zhang and Kordoni (2006) and Cholakov et
al. (2008), on the other hand, include features
from the grammar in a maximum entropy (ME)
classifier to predict new lexical entries for the
ERG and a large German grammar (GG; (Crys-
mann, 2003)), respectively. The development data
for this method consist of linguistically annotated
sentences from treebanks and the grammar fea-
tures used in the classifier are derived from this
annotation. However, when the method is applied
to open-text unannotated data, the grammar fea-
tures are replaced with POS tags. Therefore, the
grammar is no longer directly involved in the LA
process which affects the quality of the predic-
tions. Evaluation on sentences containing real un-
known words shows improvement of the coverage
for the GG when LA is employed but the accuracy
decreases by 2%. Such evaluation has not been
done for the ERG. The results on the development
data are not comparable with ours because evalu-
ation is done only in terms of precision while we
are also able to measure recall.

Statistical LA has previously been applied to
Alpino as well (van de Cruys, 2006). However,
his method employs less morphosyntactic features
in comparison to our approach and does not make
use of word paradigms. Further, though experi-
ments on development data are performed on a
smaller scale, the results in terms of F-measure are
10% lower than those reported in our case study.

Experiments with real unknown words have not
been performed.

Other, non-statistical LA methods also exist.
Cussens and Pulman (2000) describe a symbolic
approach which employsinductive logic program-
ming and Barg and Walther (1998) and Fouvry
(2003) follow a unification-based approach. How-
ever, the generated lexical entries might be both
too general or too specific and it is doubtful if
these methods can be used on a large scale. They
have not been applied to broad-coverage gram-
mars and no evaluation is provided.

6.2 Application to Other Systems and
Languages

We stress the fact that the experiments with
Alpino represent only a case study. The proposed
LA method can be applied to other computational
grammars and languages providing that the fol-
lowing conditions are fulfilled.

First, words have to be mapped onto some fi-
nite set of labels of which a subset of open-class
(universal) labels has to be selected. This subset
represents the labels which the ME-based classi-
fier can predict for unknown words. Second, a
(large) corpus has to be available, so that various
sentences in which a given unknown word occurs
can be extracted. This is crucial for obtaining dif-
ferent contexts in which this word is found.

Next, we need a parser to analyse the extracted
sentences which allows for the syntactic con-
straints imposed by these contexts to be included
in the prediction process.

Finally, as for the paradigm generation, the idea
of combining a finite state morphology and web
heuristics is general enough to be implemented
for different languages. It is also important to
note that the classifier allows for arbitrary com-
binations of features and therefore, a researcher is
free to include any (language-specific) features he
or she considers useful for performing LA.

We have already started investigating the appli-
cability of our LA method to large-scale gram-
mars of German and French and the initial experi-
ments and results we have obtained are promising.
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Abstract

Word co-occurrence networks are one
of the most common linguistic networks
studied in the past and they are known
to exhibit several interesting topological
characteristics. In this article, we inves-
tigate the global topological properties of
word co-occurrence networks and, in par-
ticular, present a detailed study of their
spectrum. Our experiments reveal cer-
tain universal trends found across the net-
works for seven different languages from
three different language families, which
are neither reported nor explained by any
of the previous studies and models of
word-cooccurrence networks. We hy-
pothesize that since word co-occurrences
are governed by syntactic properties of
a language, the network has much con-
strained topology than that predicted by
the previously proposed growth model. A
deeper empirical and theoretical investiga-
tion into the evolution of these networks
further suggests that they have a core-
periphery structure, where the core hardly
evolves with time and new words are only
attached to the periphery of the network.
These properties are fundamental to the
nature of word co-occurrence across lan-
guages.

1 Introduction

In a natural language, words interact among them-
selves in different ways – some words co-occur

with certain words at a very high probability
than other words. These co-occurrences are non-
trivial, as in their patterns cannot be inferred from
the frequency distribution of the individual words.
Understanding the structure and the emergence of
these patterns can present us with important clues
and insights about how we evolved this extremely
complex phenomenon, that is language.

In this paper, we present an in-depth study of
the word co-occurrence patterns of a language in
the framework of complex networks. The choice
of this framework is strongly motivated by its
success in explaining various properties of word
co-occurrences previously (Ferrer-i-Cancho and
Solé, 2001; Ferrer-i-Cancho et al, 2007; Kapustin
and Jamsen, 2007). Local properties, such as
the degree distribution and clustering coefficient
of the word co-occurrence networks, have been
thoroughly studied for a few languages (Ferrer-
i-Cancho and Solé, 2001; Ferrer-i-Cancho et al,
2007; Kapustin and Jamsen, 2007) and many in-
teresting conclusions have been drawn. For in-
stance, it has been found that these networks are
small-world in nature and are characterized by a
two regime power-law degree distribution. Efforts
have also been made to explain the emergence of
such a two regime degree distribution through net-
work growth models (Dorogovstev and Mendes,
2001). Although it is tempting to believe that a
lot is known about word co-occurrences, in or-
der to obtain a deeper insight into how these co-
occurrence patterns emerged there are many other
interesting properties that need to be investigated.
One such property is the spectrum of the word co-
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occurrence network which can provide important
information about its global organization. In fact,
the application of this powerful mathematical ma-
chinery to infer global patterns in linguistic net-
works is rarely found in the literature (few excep-
tions are (Belkin and Goldsmith, 2002; Mukher-
jee et al, 2009)). However, note that spectral anal-
ysis has been quite successfully applied in the
analysis of biological and social networks (Baner-
jee and Jost, 2007; Farkas et al, 2001).

The aim of the present work is to investigate
the spectral properties of a word co-occurrence
network in order to understand its global struc-
ture. In particular, we study the properties of
seven different languages namely Bangla (Indo-
European family), English (Indo-European fam-
ily), Estonian (Finno-Ugric family), French (Indo-
European family), German (Indo-European fam-
ily), Hindi (Indo-European family) and Tamil
(Dravidian family). Quite importantly, as we shall
see, the most popular growth model proposed by
Dorogovtsev and Mendes (DM) (Dorogovstev and
Mendes, 2001) for explaining the degree distribu-
tion of such a network is not adequate to repro-
duce the spectrum of the network. This observa-
tion holds for all the seven different languages un-
der investigation. We shall further attempt to iden-
tify the precise (linguistic) reasons behind this dif-
ference in the spectrum of the empirical network
and the one reproduced by the model. Finally, as
an additional objective, we shall present a hitherto
unreported deeper analysis of this popular model
and show how its most important parameter is cor-
related to the size of the corpus from which the
empirical network is constructed.

The rest of the paper is laid out as follows.
In section 2, we shall present a brief review of
the previous works on word co-occurrence net-
works. This is followed by a short primer to spec-
tral analysis. In section 4, we outline the construc-
tion methodology of the word co-occurrence net-
works and present the experiments comparing the
spectrum of these real networks with those gen-
erated by the DM model. Section 5 shows how
the most important parameter of the DM model
varies with the size of the corpus from which the
co-occurrence networks are constructed. Finally,
we conclude in section 6 by summarizing our con-

tributions and pointing out some of the implica-
tions of the current work.

2 Word Co-occurrence Networks

In this section, we present a short review of the
earlier works on word co-occurrence networks,
where the nodes are the words and an edge be-
tween two words indicate that the words have co-
occurred in a language in certain context(s). The
most basic and well studied form of word co-
occurrence networks are the word collocation net-
works, where two words are linked by an edge if
they are neighbors (i.e., they collocate) in a sen-
tence (Ferrer-i-Cancho and Solé, 2001).

In (Ferrer-i-Cancho and Solé, 2001), the au-
thors study the properties of two types of col-
location networks for English, namely the unre-
stricted and the restricted ones. While in the unre-
stricted network, all the collocation edges are pre-
served, in the restricted one only those edges are
preserved for which the probability of occurrence
of the edge is higher than the case when the two
words collocate independently. They found that
both the networks exhibit small-world properties;
while the average path length between any two
nodes in these networks is small (between 2 and
3), the clustering coefficients are high (0.69 for the
unrestricted and 0.44 for the restricted networks).
Nevertheless, the most striking observation about
these networks is that the degree distributions fol-
low a two regime power-law. The degree distribu-
tion of the 5000 most connected words (i.e., the
kernel lexicon) follow a power-law with an expo-
nent −3.07, which is very close to that predicted
by the Barabási-Albert growth model (Barabási
and Albert, 1999). These findings led the au-
thors to argue that the word usage of the human
languages is preferential in nature, where the fre-
quency of a word defines the comprehensibility
and production capability. Thus, higher the us-
age frequency of a word, higher is the probability
that the speakers will be able to produce it eas-
ily and the listeners will comprehend it fast. This
idea is closely related to the recency effect in lin-
guistics (Akmajian, 1995).

Properties of word collocation networks have
also been studied for languages other than En-
glish (Ferrer-i-Cancho et al, 2007; Kapustin and
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Jamsen, 2007). The basic topological characteris-
tics of all these networks (e.g., scale-free, small
world, assortative) are similar across languages
and thus, point to the fact that like Zipf’s law,
these are also linguistic universals whose emer-
gence and existence call for a non-trivial psycho-
linguistic account.

In order to explain the two regime power-
law in word collocation networks, Dorogovtsev
and Mendes (Dorogovstev and Mendes, 2001)
proposed a preferential attachment based growth
model (henceforth referred to as the DM model).
In this model, at every time step t, a new word
(i.e., a node) enters the language (i.e., the net-
work) and connects itself preferentially to one of
the pre-existing nodes. Simultaneously, ct (where
c is a positive constant and a parameter of the
model) new edges are grown between pairs of
old nodes that are chosen preferentially. Through
mathematical analysis and simulations, the au-
thors successfully establish that this model gives
rise to a two regime power-law with exponents
very close to those observed in (Ferrer-i-Cancho
and Solé, 2001). In fact, for English, the val-
ues kcross (i.e., the point where the two power
law regimes intersect) and kcut (i.e., the point
where the degree distribution cuts the x-axis) ob-
tained from the model are in perfect agreement
with those observed for the empirical network.

Although the DM model is capable of explain-
ing the local topological properties of the word
collocation network, as we shall see in the forth-
coming sections, it is unable to reproduce the
global properties (e.g., the spectrum) of the net-
work.

3 A Primer to Spectral Analysis

Spectral analysis1 is a powerful mathematical
method capable of revealing the global structural
patterns underlying an enormous and complicated
environment of interacting entities. Essentially, it
refers to the systematic investigation of the eigen-
values and the eigenvectors of the adjacency ma-
trix of the network of these interacting entities.
In this section, we shall briefly outline the basic

1The term spectral analysis is also used in the context
of signal processing, where it refers to the study of the fre-
quency spectrum of a signal.

concepts involved in spectral analysis and discuss
some of its applications (see (Chung, 1994) for
details).

A network consisting of n nodes (labeled as
1 through n) can be represented by an n × n
square matrix A, where the entry aij represents
the weight of the edge from node i to node j. Note
that A, which is known as the adjacency matrix,
is symmetric for an undirected graph and have
binary entries for an unweighted graph. λ is an
eigenvalue of A if there is an n-dimensional vec-
tor x such that

Ax = λx

Any real symmetric matrix A has n (possibly non-
distinct) eigenvalues λ0 ≤ λ1 ≤ . . . ≤ λn−1,
and corresponding n eigenvectors that are mutu-
ally orthogonal. The spectrum of a network is
the set of the distinct eigenvalues of the graph and
their corresponding multiplicities. It is a distribu-
tion usually represented in the form of a plot with
the eigenvalues in x-axis and their multiplicities in
the y-axis.

The spectrum of real and random networks dis-
play several interesting properties. Banerjee and
Jost (Banerjee and Jost, 2007) report the spectrum
of several biological networks and show that these
are significantly different from the spectrum of ar-
tificially generated networks. It is worthwhile to
mention here that spectral analysis is also closely
related to Principal Component Analysis and Mul-
tidimensional Scaling. If the first few (say d)
eigenvalues of a matrix are much higher than the
rest of the eigenvalues, then one can conclude that
the rows of the matrix can be approximately rep-
resented as linear combinations of d orthogonal
vectors. This further implies that the correspond-
ing graph has a few motifs (subgraphs) that are re-
peated a large number of time to obtain the global
structure of the graph (Banerjee and Jost, 2009).

In the next section, we shall present a thorough
study of the spectrum of the word co-occurrence
networks across various languages.

4 Experiments and Results

For the purpose of our experiments, we con-
struct word collocation networks for seven dif-
ferent languages namely, Bangla, English, Esto-
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Figure 1: Cumulative degree distributions for Bangla, English, Estonian, French, German, Hindi and
Tamil respectively. Each red line signifies the degree distribution for the empirical network while each
blue line signifies the one obtained from the DM model.

Lang. Tokens (Mill.) Words KLD c Max. Eig. (Real) Max. Eig. (DM)
English 32.5 97144 0.21 5.0e-4 849.1 756.8
Hindi 20.2 99210 0.32 2.3e-4 472.5 329.5
Bangla 12.7 100000 0.29 2.0e-3 326.2 245.0
German 5.0 159842 0.19 6.3e-5 192.3 110.7
Estonian 4.0 100000 0.25 1.1e-4 158.6 124.0
Tamil 2.3 75929 0.24 9.9e-4 116.4 73.06
French 1.8 100006 0.44 8.0e-5 236.1 170.1

Table 1: Summary of results comparing the structural properties of the empirical networks for the seven
languages and the corresponding best fits (in terms of KLD) obtained from the DM model.

nian, French, German, Hindi and Tamil. We used
the corpora available in the Lipezig Corpora Col-
lection (http://corpora.informatik.uni-leipzig.de/)
for English, Estonian, French and German. The
Hindi, Bangla and Tamil corpora were collected
by crawling some online newspapers. In these net-
works, each distinct word corresponds to a ver-
tex and two vertices are connected by an edge

if the corresponding two words are adjacent in
one or more sentences in the corpus. We assume
the network to be undirected and unweighted (as
in (Ferrer-i-Cancho and Solé, 2001)).

As a following step, we simulate the DM model
and reproduce the degree distribution of the col-
location networks for the seven languages. We
vary the parameter c in order to minimize the KL

165



divergence (KLD) (Kullback and Leibler, 1951)
between the empirical and the synthesized dis-
tributions and, thereby, obtain the best match.
The results of these experiments are summarized
through Figure 1 and Table 1. The results clearly
show that the DM model is indeed capable of gen-
erating the degree distribution of the collocation
networks to a very close approximation for cer-
tain values of the parameter c (see Table 1 for the
values of c and the corresponding KLD).

Subsequently, for the purpose of spectral anal-
ysis, we construct subgraphs induced by the top
5000 nodes for each of the seven empirical net-
works as well as those generated by the DM model
(i.e., those for which the degree distribution fits
best in terms of KLD with the real data). We then
compute and compare the spectrum of the real
and the synthesized networks (see Figure 2 and
Table 1). It is quite apparent from these results
that the spectra of the empirical networks are sig-
nificantly different from those obtained using the
DM model. In general, the spectral plots indicate
that the adjacency matrices for networks obtained
from the DM model have a higher rank than those
for the empirical networks. Further, in case of the
synthesized networks, the first eigenvalue is sig-
nificantly larger than the second whereas for the
empirical networks the top 3 to 4 eigenvalues are
found to dominate. Interestingly, this property is
observed across all the languages under investiga-
tion.

We believe that the difference in the spectra is
due to the fact that the ordering of the words in
a sentence are strongly governed by the grammar
or the syntax of the language. Words belong to
a smaller set of lexico-syntactic categories, which
are more commonly known as the parts-of-speech
(POS). The co-occurrence patterns of the words
are influenced, primarily, by its POS category. For
instance, nouns are typically preceded by articles
or adjectives, whereas verbs might be preceded by
auxiliary verbs, adverbs or nouns, but never ar-
ticles or adjectives. Therefore, the words “car”
and “camera” are more likely to be structurally
similar in the word co-occurrence network, than
“car” and “jumped”. In general, the local neigh-
borhoods of the words belonging to a particular
POS is expected to be very similar, which means

that several rows in the adjacency matrix will be
very similar to each other. Thus, the matrix is ex-
pected to have low rank.

In fact, this property is not only applicable to
syntax, but also semantics. For instance, even
though adjectives are typically followed by nouns,
semantic constraints make certain adjective-noun
co-occurrences (e.g., “green leaves”) much more
likely than some others (e.g., “green dreams” or
“happy leaves”). These notions are at the core of
latent semantics and vector space models of se-
mantics (see, for instance, Turney and Pantel (Tur-
ney and Pantel, 2010) for a recent study). The DM
model, on the other hand, is based on the recency
effect that says that the words which are produced
most recently are easier to remember and there-
fore, easier to produce in the future. Preferential
attachment models the recency effect in word pro-
duction, which perhaps is sufficient to replicate
the degree distribution of the networks. However,
the model fails to explain the global properties,
precisely because it does not take into account
the constraints that govern the distribution of the
words.

It is quite well known that the spectrum of a net-
work can be usually obtained by iteratively pow-
ering the adjacency matrix of the network (aka
power iteration method). Note that if the adja-
cency matrices of the empirical and the synthe-
sized networks are powered even once (i.e., they
are squared)2, their degree distributions match no
longer (see Figure 3). This result further cor-
roborates that although the degree distribution of
a word co-occurrence network is quite appropri-
ately reproduced by the DM model, more global
structural properties remain unexplained. We be-
lieve that word association in human languages
is not arbitrary and therefore, a model which ac-
counts for the clustering of words around their
POS categories might possibly turn out to present
a more accurate explanation of the spectral prop-
erties of the co-occurrence networks.
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Figure 2: The spectrum for Bangla, English, Estonian, French, German, Hindi and Tamil respectively.
The last plot shows a portion of the spectrum for English magnified around 0 for better visualization.
All the curves are binned distributions with bin size = 100. The blue line in each case is the spectrum
for the network obtained from the DM model while each red line corresponds to the spectrum for the
empirical network.

5 Reinvestigating the DM Model

In this section, we shall delve deeper into explor-
ing the properties of the DM model since it is one
of the most popular and well accepted models for
explaining the emergence of word associations in
a language. In particular, we shall investigate the
influence of the model parameter c on the emer-
gent results.

If we plot the value of the parameter c (from
Table 1) versus the size of the corpora (from Ta-
ble 1) used to construct the empirical networks for
the different languages we find that the two are
highly correlated (see Figure 4).

2Note that this squared network is weighted in nature. We
threshold all edges below the weight 0.07 so that the resultant
network is neither too dense nor too sparse. The value of the
threshold is chosen based on the inspection of the data.

In order to further check the dependence of c
on the corpus size we perform the following ex-
periment. We draw samples of varying corpus
size and construct empirical networks from each
of them. We then simulate the DM model and at-
tempt to reproduce the degree distribution for each
of these empirical networks. In each case, we note
the value c for which the KLD between the empir-
ical and the corresponding synthesized network is
minimum. Figure 5 shows the result of the above
experiment for English. The figure clearly indi-
cates that as the corpus size increases the value of
the parameter c decreases. Similar trends are ob-
served for all the other languages.

In general, one can mathematically prove that
the parameter c is equal to the rate of change of
the average degree of the network with respect to
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Figure 3: Cumulative degree distribution for the
squared version of the networks for English. The
red line is the degree distribution for the squared
version of the empirical network while the blue
line is degree distribution of the squared version
of the network obtained from the DM model. The
trends are similar for all the other languages.

the time t. The proof is as follows.
At every time step t, the number of new edges

formed is (1+ct). Since each edge contributes to
a total degree of 2 to the network, the sum of the
degrees of all the nodes in the network (ktot) is

ktot = 2
T∑

t=1

(1 + ct) = 2T + cT (T + 1) (1)

At every time step, only one new node is added
to the network and therefore the total number of
nodes at the end of time T is exactly equal to T .
Thus the average degree of the network is

〈k〉 = 2T + cT (T + 1)

T
= 2 + c(T + 1) (2)

The rate of change of average degree is

d〈k〉
dT

= c (3)

and this completes the proof.
In fact, it is also possible to make a precise

empirical estimate of the value of the parameter
c. One can express the average degree of the co-
occurrence networks as the ratio of twice the bi-
gram frequency (i.e., twice the number of edges
in the network) to the unigram frequency (i.e., the
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Figure 4: The parameter c versus the corpus size
for the seven languages.

Figure 5: The parameter c versus the corpus size
for English.

number of nodes or unique words in the network).
Therefore, if we can estimate this ratio we can eas-
ily estimate the value of c using equation 3. Let
us denote the total number of distinct bigrams and
unigrams after processing a corpus of size N by
B(N) and W (N) respectively. Hence we have

〈k〉 = 2B(N)

W (N)
(4)

Further, the number of distinct new unigrams after

Language B(N) W (N) c

English 29.2N.67 59.3N.43 .009N−.20

Hindi 26.2N.66 49.7N.46 .009N−.26

Tamil 1.9N.91 6.4N.71 .207N−.50

Table 2: Summary of expressions for B(N),
W (N) and c for English, Hindi and Tamil.
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Figure 6: Variation of B(N) and W (N) with N
for English (in doubly-logarithmic scale). The
blue dots correspond to variation of B(N) while
the red dots correspond to the variation of W (N).

processing a corpus of size N is equivalent to T
and therefore

T =W (N) (5)

Sampling experiments across different languages
demonstrate thatW (N) andB(N) are of the form
ηNα (α < 1) where η and α are constants. For
instance, Figure 6 shows in doubly-logarithmic
scale how B(N) and W (N) varies with N for
English. The R2 values obtained as a result of
fitting the B(N) versus N and the W (N) ver-
sus N plots using equations of the form ηNα for
English, Hindi and Tamil are greater than 0.99.
This reflects the high accuracy of the fits. Similar
trends are observed for all the other languages.

Finally, using equations 3, 4 and 5 we have

c =
d〈k〉
dT

=
d〈k〉
dN

dN

dT
(6)

and plugging the values of B(N) and W (N) in
equation 6 we find that c has the form κN−β (β <
1) where κ and β are language dependent positive
constants. The values of c obtained in this way
for three different languages English, Hindi and
Tamil are noted in Table 5.

Thus, we find that as N → ∞, c → 0. In
other words, as the corpus size grows the number
of distinct new bigrams goes on decreasing and
ultimately reaches (almost) zero for a very large
sized corpus. Now, if one plugs in the values of c
and T obtained above in the expressions for kcross
and kcut in (Dorogovstev and Mendes, 2001), one

observes that limN→∞ kcross
kcut

= 0. This implies
that as the corpus size becomes very large, the
two-regime power law (almost) converges to a sin-
gle regime with an exponent equal to -3 as is ex-
hibited by the Barabási-Albert model (Barabási
and Albert, 1999). Therefore, it is reasonable to
conclude that although the DM model provides a
good explanation of the degree distribution of a
word co-occurrence network built from a medium
sized corpora, it does not perform well for very
small or very large sized corpora.

6 Conclusions

In this paper, we have tried to investigate in de-
tail the co-occurrence properties of words in a
language. Some of our important observations
are: (a) while the DM model is able to reproduce
the degree distributions of the word co-occurrence
networks, it is not quite appropriate for explaining
the spectrum of these networks; (b) the parameter
c in the DM model signifies the rate of change of
the average degree of the network with respect to
time; and (c) the DM model does not perform well
in explaining the degree distribution of a word co-
occurrence network when the corpus size is very
large.

It is worthwhile to mention here that our analy-
sis of the DM model leads us to a very important
observation. As N grows, the value of kcut grows
at a much faster rate than the value of kcross and
in the limit N →∞ the value of kcut is so high as
compared to kcross that the ratio kcross

kcut
becomes

(almost) zero. In other words, the kernel lexicon,
formed of the words in the first regime of the two
regime power-law and required to “say everything
or almost everything” (Ferrer-i-Cancho and Solé,
2001) in a language, grows quite slowly as new
words creep into the language. In contrast, the pe-
ripheral lexicon making the other part of the two
regime grows very fast as new words enter the lan-
guage. Consequently, it may be argued that since
the kernel lexicon remains almost unaffected, the
effort to learn and retain a language by its speak-
ers increases only negligibly as new words creep
into the language.
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I. J. Farkas, I. Derényi, A. -L. Barabási and T. Vicsek.
Spectra of “real-world” graphs: Beyond the semi-
circle law, Physical Review E, 64, 026704, 2001.

R. Ferrer-i-Cancho and R. V. Solé. The small-world of
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Abstract 

Creating correct, semantic representa-
tions of questions is essential for appli-
cations that can use formal reasoning to 
answer them. However, even within a 
restricted domain, it is hard to anticipate 
all the possible ways that a question 
might be phrased, and engineer reliable 
processing modules to produce a correct 
semantic interpretation for the reasoner. 
In our work on posing questions to a bi-
ology knowledge base, we address this 
brittleness in two ways: First, we exploit 
the DIRT paraphrase database to intro-
duce alternative phrasings of a question; 
Second, we defer word sense and se-
mantic role commitment until question 
answering. Resulting ambiguities are 
then resolved by interleaving additional 
interpretation with question-answering, 
allowing the combinatorics of alterna-
tives to be controlled and domain 
knowledge to guide paraphrase and 
sense selection. Our evaluation suggests 
that the resulting system is able to un-
derstand exam-style questions more re-
liably. 

1 Introduction 

Our goal is to allow users to pose exam-style 
questions to a biology knowledge base (KB), 
containing formal representations of biological 
structures and processes expressed in first-order 
logic. As the questions typically require auto-
mated reasoning to answer them, a semantic 
interpretation of each question is needed. In our 
earlier work (Clark et al, 2007), questions were 
interpreted using a conventional pipeline (parse, 

coreference, sense and role disambiguation). 
However, despite moderate performance, the 
original ("base") system suffered from well-
known problems of brittleness, arising from 
both premature commitments in the pipeline and 
the system's limited knowledge of the multiple 
ways that questions can be expressed. In this 
paper, we describe how deferred commitment 
and a large paraphrase database can be used to 
reduce these problems, drawing on prior work 
and applying it in the context of a large KB be-
ing available. In particular, by interleaving in-
terpretation and answering, we are able to con-
trol the combinatorics of alternatives that would 
otherwise arise. An evaluation suggests that this 
improves the ability of the system to correctly 
interpret, and hence answer, questions. 

2 Context and Related Work 

Our system aims to interpret and answer high-
school level, exam-style biology questions, ex-
pressed in sentence form. Our source of answers 
is a formal knowledge-base and reasoning en-
gine (rather than a text corpus), placing specific 
requirements on the interpretation process - in 
particular, a full semantic interpretation of the 
question is required. Questions are typically one 
or two sentences long, for example: 

(1) Does a prokaryotic cell contain ribosomes? 
(2) A eukaryotic cell has a nucleus. Does that 

nucleus contain RRNA? 
(3) Is adenine found in RNA molecules? 
(4) Does a prokaryotic cell have a region con-

sisting of cytosol? 
(5) Do ribosomes synthesize proteins in the cy-

toplasm? 
(6) What is the material, containing DNA and 

protein, that forms into chromosomes dur-
ing mitosis? 
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Interpreting and answering this style of question 
has a long history in NLP, both for answers 
found via database retrieval and formal reason-
ing, and for answers extracted from a large text 
corpus.  

For answers found using reasoning, the focus of 
this paper, early NL systems typically used a 
pipelined architecture for question interpretation 
(e.g., Bobrow, 1964; Woods 1977), with later 
systems also using semantic constraints to guide 
disambiguation decisions (e.g., Novak, 1977). 
More recently, as well as there being significant 
improvements in the performance of typical 
pipeline modules, e.g., word sense disambigua-
tion (Navigli, 2009), there has been substantial 
work on various forms of deferred commitment, 
underspecification, and paraphrasing to expand 
the space of interpretations considered, and thus 
improve interpretation. Underspecified repre-
sentations (e.g., van Deemter and Peters, 1996; 
Pinkal, 1999) allow ambiguity (in particular 
scope ambiguity) to be preserved in a single 
structure and commitments deferred until later, 
allowing multiple interpretations to be carried 
through the system. Similarly, a system can de-
fer commitment by simply carrying multiple, 
alternative interpretations forward as individual 
structures, or packed together into a single 
structure (e.g., Alshawi and van Eijck, 1989, 
Bobrow et al., 2005; Kim et al., 2010a,b). Fi-
nally, canonicalized representations are often 
used to represent (and hence carry through the 
system) multiple, equivalent surface forms as a 
single structure, e.g., normalizing active and 
passive forms, or alternative forms of noun 
modification  (Rinaldi et al., 2003). All these 
techniques help avoid premature commitment in 
interpretation. 

As well as avoiding early rejection of interpreta-
tions in these ways, there has been substantial, 
recent work on expanding the space of possible 
interpretations considered through the use of 
paraphases (e.g., Sekine and Inui, 2007). Para-
phrasing is based on the observation that there 
are many ways of saying (roughly) the same 
thing, and that syntatic manipulation alone is 
not sufficient to enumerate them all. Para-
phrases aim to enumerate these additional alter-
natives, and may be generated synthetically 
(e.g., Rinaldi et al., 2003), drawn from similar 
texts (e.g., from similar questions for QA, 

Harabagiu et al., 2000), or mined from a corpus 
using machine learning techniques (e.g., Lin 
and Pantel, 2001). They have proved to be par-
ticularly useful in the context of textual entail-
ment (e.g., Bentivogli et al., 2009), and in cor-
pus-based question answering (e.g., Harabagiu 
et al., 2003). 

Our work builds on this prior work, applying 
and extending these ideas to the context where a 
formal knowledge base and reasoning engine is 
available. In particular, we interleave the proc-
ess of expanding the space of interpretations 
considered (using paraphrases and deferred 
commitment) with the process of question an-
swering (which narrows down that space by 
selecting interpretations supported by the KB), 
thus controlling the otherwise combinatorial 
explosion of alternatives. This makes it feasible 
to use the DIRT paraphrase database (12 million 
paraphrases) for generating a full semantic in-
terpretation of the original question, extending 
its previous use in the semi-formal context of 
textual entailment (Bentivogli et al., 2009). Our 
use of reasoning to guide disambiguation fol-
lows Hobbs et als (1993) method of "interpreta-
tion as abduction", where the system searches a 
space of possible interpretations for one(s) that 
are provable from the KB, preferring those in-
terpretations. 

3 The Problem  

Although the biology KB we are using con-
tains the knowledge to answer the six earlier 
questions (1)-(6), only the first two are correctly 
answered with the original pipelined (“base”) 
system. For question (3): 

(3) Is adenine found in RNA molecules? 
the system (mis-)interprets this as referring to 
some actual “finding” event, not recognizing 
that this is an alternative way of phrasing a 
question about physical structure. Similarly, the 
notion of "consisting of" in question (4) is an 
unexpected phrasing that the system does not 
understand. Questions (5) and (6) are also an-
swered incorrectly by the base system due to 
errors in semantic role labeling during interpre-
tation. In (5): 
(5) Do ribosomes synthesize proteins in the cy-

toplasm? 
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"in" is (mis-)interpreted by the language inter-
preter as an is-inside(x,y) relation, while the KB 
itself represents this relationship as site(x,y), 
hence the system fails to produce the correct 
answer (yes). Similarly, for (6) "into" is 
(mis)interpreted as destination(x,y) but repre-
sented in the KB as result(x,y). 

Clearly, one can tweak the original interpreter 
to overcome these particular problems. How-
ever, it is a slow, expensive process, and in gen-
eral it is impossible to anticipate all such prob-
lems up front. Statistical methods (e.g., Man-
ning and Schutze, 1999) offer an alternative 
approach but one that is similarly noisy, prob-
lematic for question-answering applications. 

4 Solution Approach 

The brittleness of the base system can be par-
tially attributed to its eager commitments,  
ahead of specifics that might be discovered dur-
ing question-answering itself. To address this, 
we have modified the system in two ways. First, 
we have added use of paraphrases to explore 
additional interpretations of the question during 
question-answering. Second, we defer sense and 
semantic role disambiguation until question an-
swering. As a result, part of interpretation oc-
curs during answering itself: multiple interpreta-
tions are tried and a commitment is made to the 
one(s) that produce a non-null answer. The jus-
tification for this commitment is a benevolent 
user assumption, namely that the interpretation 
that “makes sense” with respect to the KB (i.e., 
produces a non-null answer) is the one that the 
user intended. 

This use of question-answering to drive dis-
ambiguation follows Hobbs et als. (1993) work 
on Interpretation as Abduction. In that frame-
work, a system searches for an interpretation 
that is provable from the KB plus a minimal 
cost set of assumptions, the interpretation corre-
sponding to a particular way to disambiguate 
the text. In our work we do a similar thing, al-
though restrict the assumptions to disambigua-
tion decisions and exclude assuming new 
knowledge, as we are dealing with questions 
rather than assertions (if no interpretations are 
provable, then we treat the answer as "no" 
rather than treating the unproven query as some-
thing that should be asserted as true). 

4.1 Paraphrases 

Several paraphrase databases are now available 
to the NLP community1, typically built by auto-
matically finding phrases that occur in distribu-
tionally similar contexts (e.g., Dras et al, 2005). 
To date, paraphrase databases have primarily 
been exploited for recognizing textual entail-
ment (e.g., Bentivogli et al., 2009, Clark et al, 
2009), and for corpus-based question answering 
(e.g., Harabagiu et al., 2003). Here we use them 
for generating a full semantic interpretation in 
the context of querying a formal knowledge re-
source. 

We use the DIRT paraphrase database (Lin 
and Pantel, 2001), containing approximately 12 
million automatically learned rules of the form: 

IF X relation Y THEN X relation' Y 
where relation is a path in the dependency tree 
between constitutents X and Y, or equivalently 
(as we use later) a chain of literals:  

{p0(x0,x1), w1(x1), …pn-1(x n-1,xn)} 
where pi is the syntactic relation between (non-
prepositional) constituents xi and xi+1, and wi is 
the word used for xi. An example from DIRT is: 

IF X is found in Y THEN X is inside Y 
The condition “X is found in Y” can be ex-
pressed as the chain of literals: 

{ object-of(x,f), "find"(f), "in"(f,y) } 
The database itself is noisy, containing both 

good and nonsensical paraphrases. Interestingly, 
their use in question-answering tends to filter 
out most bad paraphrases, as it is rare that a 
nonsensical paraphrases will by chance produce 
an answer (i.e., the question + KB together help 
"triangulate" on good paraphrases). Neverthe-
less, bad paraphrases can sometimes produce 
incorrect answers. To handle this in a practical 
setting, we are adding an interactive interface 
(outside the scope of this paper) that shows the 
user any paraphrases used, and allows him/her 
to verify/block them as desired. 

4.2 Deferred Sense Commitment  

A second, common cause of failure of the base 
system was incorrect assignment of senses and 

                                                 
1 e.g., http://www.aclweb.org/aclwiki/index.php? 
title=RTE_Knowledge_Resources 
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semantic relations during word sense disam-
biguation (WSD) and semantic role labeling 
(SRL). While domain-specific terms are gener-
ally reliably disambiguated, disambiguation of 
general terms (e.g., whether "split" denotes the 
concept of Separate or Divide) and semantic 
roles (e.g., whether "into" denotes destina-
tion(x,y) or result(x,y)) is less reliable, with 
only limited improvement attainable through 
manual engineering or machine learning. The 
problem is compounded by a degree of subjec-
tivity in the way knowledge is encoded in the 
KB, for example whether the KB engineer 
chose to conceptualize a  biological object as 
the "agent" or "instrument" or "site" of an activ-
ity is to a degree a matter of viewpoint. 

To overcome this, we defer WSD and SRL 
commitments until question-answering itself. 
One can view this as a trivial form of preserving 
underspecification (eg. Pinkal, 1999) in the ini-
tial language processing, where the words them-
selves denote their possible meanings. 

4.3 Algorithm and Implementation 

Questions are first parsed using a broad cov-
erage, phrase structure parser, followed by 
coreference resolution, producing an initial 
"syntactic" logical form, for example: 
Question: Do mitotic spindles consist of hollow 
microtubules? 
Logical Form (LF): "mitotic-spindle"(s), "con-

sist"(c), "hollow"(h), "microtubule"(m), sub-
ject(c,s), "of"(c,m), modifier(m,h). 
Next, rather than attempting word sense dis-

ambiguation (WSD) and semantic role labeling 
(SRL) as would be done in the base system, the 
system immediately starts work on answering 
the question, even though a complete semantic 
interpretation has not yet been produced. In the 
process of answering, the system explores alter-
native word senses, semantic roles, and para-
phrases for the particular literals it is working 
on (described shortly), and if any are provable 
from the knowledge in the knowledge base then 
those branch(es) of the search are explored fur-
ther. There are two basic steps in this process: 

(a) setup: create an instance X0 of the object 
being universally quantified over2  (identi-
fied during initial language interpretation) 

(b) query: for each literal in the LF with at 
least one bound variable, iteratively query 
the KB to see if some interpretation of those 
literals are provable i.e., already known. 

In this example, illustrated in Figure 1, for step 
(a) the system first creates an instance X0 of a 
mitotic spindle, i.e., asserts the instantiated first 
literal isa(X0,Mitotic-Spindle), and then queries 
the inference engine with the remaining LF lit-
erals. (If there are multiple senses for “mitotic 
spindle”, then an instance for each sense is cre-
ated, to be explored in parallel). For step (b), the 
system uses the algorithm as follows: 

repeat 
       select a chain Cu of “syntactic” literals in 

 the LF with at least 1 bound variable 
Cu = {p(x,y)} or {w(x)} or 

                                {p1(x,z), w(z), p2(z,y)}  
   select some interpretation C of Cu where: 
          C is a possible interpretation of Cu

          or C'u is a possible paraphrase for Cu and 
                  C is a possible interpretation of C'u

   try prove C[bindings] → new-bindings 
   If success: 
      replace Cu with C 
      add new-bindings to bindings 

until 
    all clauses are proved 
 
where: 
• A syntactic literal is a literal whose predi-

cate is a word or syntactic role (subject, ob-
ject, modifier, etc.) All literals in the initial 
LF are syntactic literals. 

• A chain of literals is a set of syntactic liter-
als in the LF of the form {p(x,y)} or {w(x)} 
or {p1(x,z), w(z), p2(z,y)}, where pi, w are 
words or syntactic roles (subject, mod, etc). 

• A possible paraphrase is a possible substi-
tution of one chain of literals with another, 
listed in the DIRT paraphrase database. 

                                                 
2 If the system can prove the answer for a (new) in-
stance X0 of the universally quantified class, then it 
holds for all instances, i.e., if KB ∪ f(X0) ├ g(X0) 
then KB├ f(X0)→g(X0), hence KB├ ∀x f(x)→g(x) 
via the principle of universal generalization (UG). 
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X0:Mitotic-Spindle 

X1:Centrosome 

X3:Microtubule has-function 

has-part 

has-region 
is-at 

has- 
part 

X4:Hollow shape 

isa(X0,Mitotic-Spindle), isa(X4,Hollow), isa(X3,Microtubule), has-part(X0,X3), shape(X3,X4). 

"mitotic-spindle"(s), "consist"(c), "hollow"(h), "microtubule"(m), subject(c,s), "of"(c,m),  
     modifier(m,h).

isa(X0,Mitotic-Spindle), "consist"(c), "hollow"(h), "microtubule"(m), subject(c,X0), "of"(c,m),
     modifier(m,h).

isa(X0,Mitotic-Spindle), "hollow"(h), isa(X3,Microtubule), has-part(X0,X3), modifier(X3,h). 

isa(X0,Mitotic-Spindle), “part"(p), "hollow"(h), "microtubule"(m), subject(p,X0), "of"(p,X0), 
     modifier(m,h).

(a) 

(b) 

(c) 

(d) 

(Graphical depiction of) (part of) the representation of Mitotic-Spindle: 

LF interpretation: 

… 

Figure 1: The path found through the search space for an interpretation of the example question. (a) 
setup (b) paraphrase substitution (IF X consists of Y THEN Y is part of X) (c) interpretation of 
{subject-of(X0,p),“part”(p), “of”(p,X0)} as has-part(X0,m), preferred as it is provable from the KB, 
resulting in m=X3 (d) interpretation of the syntactic modifier(X3,h) relation (from “hollow micro-
tubule”) as shape(X3,h)  as it is provable from the KB. 

X2:Spindle-Pole 

Recognized Knowledge 

Recognized Knowledge 

• A possible interpretation of the singleton 
chain of literals {w(x)} is isa(x,class), 
where class is a possible sense of word w. 

As there are several points of non-determinism 
in the algorithm, e.g., which literals to select, 
which interpretation to explore, it is a search 
process. Our current implementation uses most-
instantiated-first query ordering plus breadth-
first search, although other implementations 
could traverse the space in other ways. 

• A possible interpretation of a chain of liter-
als {p(x,y)} or {p1(x,z),w(z),p2(z,y)} is 
r(x,y), where r is a semantic relation corre-
sponding to syntactic relation p (e.g., 
"in"(x,y) → is-inside(x,y)) or word w (e.g., 
{subject-of(e,h), "have"(h), "of"(h,n)} → 
has-part(e,n)). 

5 Evaluation 

To evaluate the system, we measured its 
question-answering performance on a set of 141 
true/false biology questions, ablating para-
phrases and deferred commitment to measure 
their impact. The 141 questions were senten-
cized versions of the multiple choice options in 
22 original AP-level exam questions that, in an 
earlier evaluation (Clark, 2009), users had diffi-
culty rephrasing into a form that the system un-
derstood. Each original multiple choice option 
was minimally rewritten as a complete sentence 
(most multiple choice questions were partial se- 

Possible word-to-class and word-to-predicate 
mappings are specified in the KB.  

Figure 1 illustrates this procedure for the exam-
ple sentence. The procedure iteratively replaces 
syntactic literals with semantic literals that cor-
respond to an interpretation that is provable 
from the KB. If all the literals are proved, then 
the answer is “yes”, as there exists an interpreta-
tion under which it can be proved from the KB, 
under the benevolent user assumption that this 
is the interpretation that the user intended. 
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system/actual answers Configuration Accuracy 
(score = y/y+n/n) y/y n/y y/n n/n 

Naive(all false) 67% (94) 0 47 0 94 
Base system 72% (102) 8 41 0 94 
+ Paraphrases 75% (106) 13 34 1 93 
+ Deferred commitment 76% (107) 13 34 0 94 
+ Both (full system) 84% (118) 25 22 1 93 

Table 1: Performance of different configurations of the system. The y/y column shows the number 
of questions for which the system answered “yes” and the correct answer is “yes”, etc. 
 
ntences), while preserving the original Eng-
lish phrasing. For example the original ques-
tion: 
73. Which of the following best describes the 
DNA molecule? 

a. Two parallel strands of nitrogen bases 
held together by hydrogen bonding 

b. Two complementary strands of deoxyri-
bose and phosphates held together by 
hydrogen bonding 

c. Two antiparallel strands of nucleotides 
held together by hydrogen bonding 

d. A single strand of nitrogen bases coiled 
upon itself by hydrogen bonding 

e. A single strand of nucleotides coiled into 
a helix. 

was rewritten as five questions: 
• Does a DNA molecule have two parallel 

strands of nitrogen bases held together by 
hydrogen bonding? 

• Does a DNA molecule have two com-
plementary strands of deoxyribose and 
phosphates held together by hydrogen 
bonding? 

• Does a DNA molecule have two antipar-
allel strands of nucleotides held together 
by hydrogen bonding? 

• Does a DNA molecule have a single 
strand of nitrogen bases coiled upon itself 
by hydrogen bonding? 

• Does a DNA molecule have a single 
strand of nucleotides coiled into a helix? 

Similarly: 
79. All of the following organelles are associ-

ated with protein synthesis EXCEPT: 
a. ribosomes; b. Golgi bodies;...; e... 

was rewritten as five questions: 

• Are ribosomes associated with protein syn-
thesis? 

• Are Golgi bodies associated with...etc. 
For 18 of the original questions, each of the 5 
options expanded to 1 true/false question. For 
3 comparison questions (“Which X is in Y 
but not Z?”), each option expanded into 2 
questions (“Is X in Y?” “Is X in Z?”). Finally 
1 question involved parallelism (“Which of 
the following A,B,C do X,Y,Z respec-
tively?”) which expanded into 21 questions 
(“Does A do X?” “Does A do Y?” etc.) after 
removing duplicates. Of the resulting 141 
questions, 47 had the "gold" answer of true, 
94 false. Of the 47 positives, 4 were out of 
scope of the reasoning engine, involving 
questions about possibility rather than truth, 
for example: 
• Can a DNA adenine bond to an RNA 

uracil? 
Another 3 were out of scope of the knowl-
edge in the KB (2 requiring unrepresented 
temporal knowledge and 1 requiring com-
monsense knowledge). Thus the upper bound 
on performance, given the particular KB and 
reasoning engine that we are using, is 
134/141 (95%). 

We ran the base system alone, with para-
phrasing (only), with deferred commitment 
(only), and with both. The results are shown 
in Table 1. As can be seen, true negatives 
(n/y) are a substantially larger challenge than 
false positives (y/n), as the system answers 
"no" by defalt if it is unable to prove the facts 
in the interpreted question from the KB. Dur-
ing interpretation, the base "pipeline" system 
commits to disambiguation decisions at each 
step, and if any commitment is wrong then it 
will also get the answer wrong, as reflected 
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by the only small (8) increase in number cor-
rectly answered.  

Paraphrases allow the system to search for 
alternative interpretations, adding five more 
questions to be answered correctly but also 
introducing one false positive (y/n). The false 
positive was for the question: 

Do peroxisomes make proteins?  
This was (incorrectly) answered "yes" by the 
system as it used a bad DIRT paraphrase (IF 
X makes Y THEN X is made from Y), se-
lected because it led to a provable interpreta-
tion (peroxisomes are made (synthesized) 
from proteins), but not the one the author in-
tended. It is an interesting and perhaps 
somewhat surprising result that this was the 
only false positive, given that the DIRT data-
base is noisy (approximately half its para-
phrases are questionable or invalid).  The low 
number of false positives appears to be due to 
the fact that the vast number of invalid para-
phrases produce nonsensical, hence unprov-
able and rejected, interpretations. 

Similarly, deferred commitment (alone) al-
lowed five additional questions (different to 
those for paraphrasing) to be answered, again 
as premature word sense and semantic role 
labeling was avoided. For example, for "...the 
polymerase builds a strand...", the pipeline 
prematurely commits to the strand being the 
object of the build, while in the KB it is rep-
resented as the result of the build. Deferred 
commitment allows the system to search and 
find such alternatives. 

Finally there were several (7) questions re-
quiring both paraphrases and deferred com-
mitment to answer. For example, "Do mito-
chondria provide cellular energy?" was an-
swered using both a paraphrase (IF X pro-
vides Y THEN X creates Y) and deferred 
commitment (mitochondria was correctly in-
terpreted as the site of the creation, as repre-
sented in the KB, while the pipeline prema-
turely committed to agent). 

Although deferring SRL and WSD com-
mitment, the final system still eagerly com-
mits to a single syntactic analysis, and in 
some cases that analysis was wrong (e.g., 
wrong PP attachment), causing failure for 
some of the 16 in-scope, positive examples 

that the final system failed to answer. Clearly 
deferred commitment can be further extended 
to explore alternative syntactic analyses. The 
remaining failures were due to incorrect se-
mantic interpretation of the syntactic analysis, 
primarily due to poor handling of coordina-
tion. 
The median, average, and maximum cpu 
times per question were 0.7, 4.9, and 20.3 
seconds respectively. 

6 Discussion and Conclusion 

Although question interpretation is challeng-
ing, we are in the unusual position of having 
substantial, formal domain (biology) knowl-
edge available. We have illustrated how this 
knowledge can be exploited to improve ques-
tion understanding by interleaving interpreta-
tion and answering together, allowing the 
DIRT paraphrase database to be feasibly used 
and avoiding premature sense commitment. 
The result is an improved understanding of 
the original biology questions. 

Our work extends previous work (Section 2) 
on exploring multiple interpretations and ex-
ploiting paraphrases, doing so in the context 
of a task involving formal reasoning. In par-
ticular, by interleaving the expansion of pos-
sible interpretations with reasoning (that con-
tracts those alternatives), a viable system can 
be constructed in which the combinatorics are 
controlled. However, although the system 
defers WSD and SRL commitment, there are 
other sources of brittleness – in particular its 
commitment to a single semantic analysis – 
that could also benefit from exploration of 
alternatives, e.g., by using packed representa-
tions (Bobrow et al., 2005).  

A second limitation of the current approach is 
that it assumes the (semantics of the) question 
is a generalized subset of information in (or 
inferrable from) the KB, i.e., questions are 
"pure queries" about the KB that do not posit 
any new information. However some ques-
tions, in particular hypotheticals ("X is true. 
Does Y follow?"), violate this "pure query" 
assumption by asserting a novel premise (X) 
that is not in the KB, and hence cannot be 
disambiguated by searching for the premise 
X. Although such questions are relatively rare 
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in biology, they are common in other sciences 
(e.g., physics). Handling such questions 
would require extension of this approach, eg 
by matching a generalized form of the asser-
tion X against the KB to identify how to dis-
ambiguate it. Similarly, if we wished to use 
the system to read new knowledge, as op-
posed to identify old knowledge, further ex-
tensions would be needed, as new knowledge 
by definition cannot be proved from the KB. 

Finally, this work suggests that paraphrase 
databases such as DIRT offer potential for 
language understanding in the context of pos-
ing formal questions to a reasoning system or 
database, by bridging gaps that would other-
wise have to be hand-engineered, extending 
their previous use in semi-formal settings 
such as textual entailment (Bentivogli et al., 
2009). Despite noise, the question plus KB 
help "triangulate" on good paraphrases, and 
with a suitable user interface to expose their 
use, this work suggests that there is substan-
tial potential for deploying them in a practi-
cal, end-user environment. 

Acknowledgements 
We are grateful to Vulcan Inc., who funded 
this work as part of Project Halo. 

References 
Alshawi H., van Eijck, J. 1989. Logical Forms in 

the Core Language Engine. Proc ACL, pp25-
32. 

Bentivogli, L., Dagan, I., Dang, Hoa, Giampic-
colo, D., Magnini, B. 2009. The Fifth PASCAL 
Recognizing Textual Entailment Challenge. In 
Proc Text Analysis Conference (TAC’09). 

Bobrow, D. 1964. A Question-Answering System 
for High School Algebra Word Problems. 
AFIPS conference proceedings, 16: 591-614. 

Bobrow, D. G., Condoravdi, Crouch, R. Kaplan, 
R. Karttunen, L., King, L.T.H., de Paiva, V., 
Zaenen, A. 2005. A Basic Logic for Textual In-
ference. In Proceedings of the AAAI Workshop 
on Inference for Textual Question Answering, 
Pittsburgh, PA. 

Chierchia, G. 1993. Questions with Quantifiers. In 
Natural Language Semantics 1, 181-234. 

Clark, P. 2009. A Study of Some “Hard to Formu-
late” Biology Questions. Working Note 33, 
Boeing Technical Report. 

Clark, P., Chaw, J., Chaudhri, V., Harrison, P. 
2007. Capturing and Answering Questions 
Posed to a Knowledge-Based System. In Proc. 
KCap 2007. 

Clark, P. Harrison, P. 2009. An inference-based 
approach to textual entailment. In Proc TAC 
2009 (Text Analysis conference). 

Curtis, J., Matthews, G., Baxter, D. 2005.  On the 
Effective Use of Cyc in a Question-Answering 
System. Proc Workshop on Knowledge and 
Reasoning for Answering Questions, IJCAI’05, 
pp 61-70. 

Dras, M., Yamamoto, K. (Eds). 2005. Proc 3rd 
Internationl Workshop of Paraphrasing. South 
Korea. 

Harabagiu, S., Moldovan, D., Pasca, M., Mihal-
cea, R.,et al., 2000. FALCON: Boosting 
Knowledge for Answer Engines. Proc 
TREC'2000 (9th Text Retrieval Conf), pp 479-
488. 

Hobbs, J. Stickel, M., Appelt, D., Martin, P. 1993. 
Interpretation as Abduction. Artificial Intelli-
gence 63 (1-2), pp 69-142. 

Kim, D., Barker, K., Porter, B. 2010a. Building an 
End-to-End Text Reading System based on a 
Packed Representation. Proc NAACL-HLT 
Workshop on Machine Reading. 

Kim, D., Barker, K., Porter, B. 2010b. Improving 
the Quality of Text Understanding by Delaying 
Ambiguity Resolution. Proc COLING 2010. 

Lin, D. and Pantel, P. 2001. Discovery of Infer-
ence Rules for Question Answering. Natural 
Language Engineering 7 (4) pp 343-360.  

Manning, C., Schutze, H. 1999. Foundations of 
Statistical Natural Language Processing. MA: 
MIT Press. 

Navigli. R. 2009. Word Sense Disambiguation: a 
Survey. ACM Computing Surveys, 41(2), ACM 
Press, pp. 1-69 

Novak, G. 1977. Representations of Knowledge in 
a Program for Solving Physics Problems, 
IJCAI’77, pp. 286-291 

Pinkal, M. 1999. On Semantic Underspecification. 
In Bunt, H./Muskens, R. (Eds.). Proceedings of 
the 2nd International Workshop on Compua-
tional Linguistics (IWCS 2). 

178



Rinaldi, F., Dowall, J. et al., 2003. Exploiting 
Paraphrases in a Question Answering System. 
In Proc 2003 ACL Workshop on Paraphrasing 
(IWP 2003). 

Sekine, S., Inui, K. 2007. Proc ACL-PASCAL 
Workshop on Textual Entailment and Para-
phrasing.  

van Deemter, K., Peters, S. 1996. Semantic Ambi-
guity and Underspecification. CA: CSLI. 

Woods, W. 1977. Lunar rocks in natural English: 
Explorations in natural language question an-
swering.  Fundamental Studies in Computer 
Science. A. Zampolli, Ed. North Holland, 521-
569. 

 

 

179



Coling 2010: Poster Volume, pages 180–188,
Beijing, August 2010

Two Methods for Extending Hierarchical Rules from the Bilingual Chart
Parsing
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Abstract

This paper studies two methods for train-
ing hierarchical MT rules independently
of word alignments. Bilingual chart pars-
ing and EM algorithm are used to train bi-
text correspondences. The first method,
rule arithmetic, constructs new rules as
combinations of existing and reliable rules
used in the bilingual chart, significantly
improving the translation accuracy on the
German-English and Farsi-English trans-
lation task. The second method is pro-
posed to construct additional rules directly
from the chart using inside and outside
probabilities to determine the span of the
rule and its non-terminals. The paper also
presents evidence that the rule arithmetic
can recover from alignment errors, and
that it can learn rules that are difficult to
learn from bilingual alignments.

1 Introduction

Hierarchical phrase-based systems for machine
translation usually share the same pattern for ob-
taining rules: using heuristic approaches to ex-
tract phrase and rule pairs from word alignments.
Although these approaches are very successful
in handling local linguistic phenomena, handling
longer distance reorderings can be more difficult.
To avoid the combinatorial explosion, various re-
strictions, such as limitations of the phrase length
or non-terminal span are used, that sometimes pre-
vent from extracting good rules. Another reason
is the deterministic nature of those heuristics that
does not easily recover from errors in the word
alignment.

In this work, we learn rules for hierarchical
phrase based MT systems directly from the par-
allel data, independently of bilingual word align-
ments.

Let us have an example of a German-English
sentence pair from the Europarl corpus (Koehn,
2005).

(1) GER: die herausforderung besteht darin
diese systeme zu den besten der welt zu
machen
ENG: the challenge is to make the system
the very best

The two pairs of corresponding sequencesdiese
systeme ... der welt—the system ... best and zu
machen—to make are swapped. We believe that
the following rule could handle long distance re-
orderings, still with a reasonably low number of
terminals, for example:

(2) X → 〈besteht darinX1 zuX2, is toX2X1〉,

There are 127 sentence pairs out of 300K of the
training data that contain this pattern, but this rule
was not learned using the conventional approach
(Chiang, 2007). There are three potential risks:
(1) alignment errors (the firstzu aligned toto, or
der welt (of the world) aligned to null); (2) maxi-
mum phrase length for extracting rules lower than
11 words; (3) requirement of non-terminals span-
ning at least 2 words.

Therule arithmetic (Cmejrek et al., 2009) con-
structs the new rule (2) as a combination of good
rule usages:

(3) X → 〈besteht darin, is〉
X → 〈X1 zuX2, to X2X1〉
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The approach consists of bilingual chart parsing
(BCP) of the training data, combining rules found
in the chart using arule arithmetic to propose new
rules, and using EM to estimate rule probabilities.

In this paper, we study the behavior of the
rule arithmetic on two different language pairs:
German-English and Farsi-English. We also pro-
pose an additional method for constructing new
rules directly from the bilingual chart, and com-
pare it with the rule arithmetic.

The paper is structured as follows: In Sec. 1, we
explain our main motivation, summarize previous
work, and briefly introduce the formalism of hi-
erarchical phrase-based translation. In Sec. 2, we
describe the bilingual chart parsing and the EM
algorithm. The rule arithmetic is introduced in
Sec. 3. The new method for proposing new rules
directly from the chart is described in Sec. 4. The
experimental setup is described in Sec. 5. Results
are thoroughly discussed in Sec. 6. Finally, we
conclude in Sec. 7.

1.1 Related work

Many previous works use the EM algorithm to
estimate probabilities of translation rules: Wu
(1997) uses EM to directly estimate joint word
alignment probabilities of Inversion Transduction
Grammar (ITG). Marcu and Wong (2002) use
EM to estimate joint phrasal translation model
(JPTM). Birch et al. (2006) reduce its com-
plexity by using only concepts that match the
high-confidence GIZA++ alignments. Similarly,
Cherry and Lin (2007) use ITG for pruning. May
and Knight (2007) use EM algorithm to train tree-
to-string rule probabilities, and use the Viterbi
derivations to re-align the training data. Huang
and Zhou (2009) use EM to estimate conditional
rule probabilitiesP (α|γ) and P (γ|α) for Syn-
chronous Context-free Grammar. Others try to
overcome the deterministic nature of using bilin-
gual alignments for rule extraction by sampling
techniques (Blunsom et al., 2009; DeNero et al.,
2008). Galley et al. (2006) define minimal
rules for tree-to-string translation, merge them
into composed rules (similarly to the rule arith-
metic), and train weights by EM. While in their
method, word alignments are used to define all
rules, rule arithmetic proposes new rules indepen-

dently of word alignments. Similarly, Liu and
Gildea (2009) identify matching long sequences
(“big templates”) using word alignments and “lib-
erate” matching small subtrees based on chart
probabilities. Our method of proposing rules di-
rectly from the chart does not use word alignment
at all.

1.2 Formally syntax-based models

Our baseline model follows the Chiang’s hierar-
chical model (Chiang, 2007; Chiang, 2005; Zhou
et al., 2008) based on Synchronous Context-free
Grammar (SCFG). The rules have form

X → 〈γ, α,∼〉, (4)

whereX is the only non-terminal in the gram-
mar, γ and α are source and target strings with
terminals and up to two non-terminals,∼ is the
correspondence between the non-terminals. Cor-
responding non-terminals have to be expanded at
the same time.

2 Bilingual chart parsing and EM
algorithm

In this section, we briefly overview the algorithm
for bilingual chart parsing and EM estimation of
SCFG rule features.

Let e = eM
1 and f = fN

1 of source and tar-
get sentences. For each sentence paire, f , the ’E’
step of the EM algorithm will use the bilingual
chart parser to enumerate all possible derivations
Φ, compute inside probabilitiesβijkl(X) and out-
side probabilitiesαijkl(X), and finally calculate
expected countsc(r) how many times each ruler
produced the corpusC.

The inside probabilities can be defined recur-
sively and computed dynamically during the chart
parsing:

βijkl =
∑

ρ∈tijkl

P (ρ.r)
∏

(i′j′k′l′)∈ρ.bp

βi′j′k′l′ , (5)

where tijkl represents the chart cell spanning
(ej

i , f
l
k), and the data structureρ stores the rule

ρ.r. If r has non-terminals, thenρ.bp stores back-
pointersρ.bp1 andρ.bp2 to the cells representing
their derivations.
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The outside probabilities can be computed re-
cursively by iterating the chart in top-down order-
ing. We start from the root cellα1,M,1,N := 1 and
propagate the probability mass as

αρ.bp1+ = P (ρ.r)αijkl (6)

for rules with one non-terminal, and

αρ.bp1 + = P (ρ.r)αijklβρ.bp2 , (7)

αρ.bp2 + = P (ρ.r)αijklβρ.bp1 , (8)

for rules with two non-terminals. The top-down
ordering ensures that eachαijkl accumulates up-
dates from all cells higher in the chart before its
own outside probability is used.

The contributions to the rule expected counts
are computed as

c(ρ.r)+ =
P (ρ.r)αijkl

∏ρ.n
i=1 βρ.bpi

β1,M,1,N
. (9)

Finally, rule probabilitiesP (r) are obtained by
normalizing expected counts in the ’M’ step.

To improve the grammar coverage, the rule-
set is extended by the following rules providing
“backoff” parses and scoring for the SCFG rules:

(10) 〈X1,X1f〉, 〈X1, fX1〉, 〈X1e,X1〉,
〈eX1,X1〉,

(11) 〈X1X2,X2X1〉.

Rules (10) enable insertions and deletions, while
rule (11) allows for aligning swapped constituents
in addition to the standard glue rule.

3 Proposing new rules with rule
arithmetic

The main idea of this work is to propose new rules
independently of the bilingual word alignments.
We parse each sentence pair using the baseline
ruleset extended by the new rule types (10) and
(11). Then we select themost promising rule us-
ages and combine each two of them using the
rule arithmetic to propose new rules. We put the
new rules into a temporary pool, and parse and
compute probabilities and expected counts again,
this time we use rules from the baseline and from
the temporary pool. Finally, we dump expected

counts for proposed rules, and empty the tempo-
rary pool. This way we can try to propose many
rules for each sentence pair, and to filter them later
using accumulated expected counts from the EM.

The termmost promising is purposefully vague
— to cover all possible approaches to filtering rule
usages. In our implementation, we are limited by
space and time, and we have to prune the number
of rules that we can combine. We use expected
counts as the main scoring criterion. When com-
puting the contributions to expected counts from
particular rule usages as described by (9), we re-
member the n-best contributors, and use them as
candidates after the expected counts for the given
sentence pair have been estimated.

Therule arithmetic combines existing rules us-
ing addition operation to create new rules. The
idea is shown in Example 12.

(12) Addition
〈5, 13, 5, 11, 13, 13〉 〈4, 10, 6, 10, 5, 5〉 X → 〈X1 zuX2, to X2 X1〉
〈5, 11, 6, 11, 0, 0〉 〈6, 10, 7, 10, 0, 0〉 X → 〈dieseX1, theX1〉

1: ... 4 5 6 ... 11 12 13 3 4 5 6 7 ... 10
2: ... 0 -1 -1 ... -1 zu -2 0 to -2 -1 -1 ... -1
3: ... 0 diese -3 ... -3 0 0 0 0 0 the -3 ... -3
4: ... 0 diese -3 ... -3 zu -2 0 to -2 the -3 ... -3

5: 〈5, 13, 6, 11, 13, 13〉 〈4, 10, 7, 10, 5, 5〉 X → 〈dieseX1 zuX2, to X2 theX1〉

First , create span projections for both source
and target sides of both rules. Use symbol 0 for
all unspanned positions, copy terminal symbols as
they are, and use symbols -1, -2, -3, and -4 to tran-
scribeX1 andX2 from the first rule, andX1 and
X2 from the second rule. Repeat the non-terminal
symbol on all spanned positions. In Example 12
line 1 shows the positions in the sentence, lines 2
and 3 show the rule span projections of the two
rules.

Second, merge source span projections (line 4),
record mappings of non-terminal symbols. We re-
quire that merged projections arecontinuous. We
allow substituting non-terminal symbols by termi-
nals, but we require that the whole span of the
non-terminal is fully replaced. In other words,
shortenings of non-terminal spans are not allowed.

Third , collect new rule. The merged rule us-
ages (lines 5) are generalized into rules, so that
they are not limited to the particular span for
which they were originally proposed.

The rule arithmetic can combine all types of
rules – phrase pairs, abstract rules, glues, swaps,
insertions and deletions. However, we require that
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at least one of the rules is either a phrase pair or
an abstract rule.

4 Proposing directly from chart

One of the issues observed while proposing new
rules with the rule arithmetic is the selection of the
best candidates. The number of all candidates that
can be combined depends on the length of the sen-
tence pair and on the number of competing pars-
ing hypotheses. Using a fixed size of the n-best
can constitute a risk of selecting bad candidates
from shorter sentences. On the other hand, the
spans of the best candidates extracted from long
sentences can be far from each other, so that most
combinations are not valid rules (e.g., the combi-
nation of two discontinuous phrasal rules is not
defined).

In our new approach we propose new rules di-
rectly from the bilingual chart, relying on the in-
side and outside probabilities computed after the
parsing of the sentence pair. The method has two
steps. In the first step we identify best matching
parallel sequences; in the second step we propose
“holes” for non-terminals.

4.1 Identifying best matching sequences

To identify the best matching sequences, we score
all sequences(ej

i , f
l
k) by a scoring function:

scoreijkl =
αijklβijkl

β1,M,1,N
Lex(i, j, k, l), (13)

where the lexical score is defined as:

Lex(i, j, k, l) =

N∑

j′=1

M∏

i′=0

t(fj′|ei′)δijkli′j′ (14)

The t is the lexical probability from the word-to-
word translation table, andδijkli′j′ is defined as
δins if i′ ∈ 〈i, j〉 and j′ ∈ 〈k, l〉, and asδout if
i′ /∈ 〈i, j〉 and j′ /∈ 〈k, l〉, and as0 elsewhere.
The purpose of this function is to score only the
pairs of words that are both either from within the
sequence or from outside the sequence. Usually
0 ≤ δout ≤ δins to put more weight on words
within the parallel sequence.

The scoring function is a combination of ex-
pected counts contribution of a sequence(ej

i , f
l
k)

estimated from the chart with the IBM Model 1
lexical score.

Since only the sequences spanned by filled
chart cells can have non-zero expected counts,
we can select the n-best matching sequences rela-
tively efficiently.

4.2 Proposing non-terminal positions

Similar approach can be used to propose best po-
sitions for non-terminals. We score every com-
bination of non-terminal positions. The expected
counts can be estimated using Eq. 9. Since we are
proposing new rules, the probabilityP (r) used in
that equation is not defined. Again, we can use
Model 1 score instead, and use the following scor-
ing function:

sijkl(bp1, bp2) = (15)
Lex(i,j,k,l,bp1,bp2)αijklβbp1

βbp2
β1,M,1,N

,

Lex(i, j, k, l, bp1 , bp2) is defined as in Eq. 14.
This time using0 ≤ δout ≤ δNT1 = δNT2 ≤
δterm, restricting the IBM Model 1 to score only
word pairs that both belong either to the terminals
of the proposed rule, or to the sequences spanned
by the same non-terminal, or outside of the rule
span. The scoring function for rules with one non-
terminal is just a special case of 15.

Again, the candidates can be scored efficiently,
taking into account only those combinations of
non-terminal spans that correspond to filled cells
in the chart.

The proposed method is again independent of
bilingual alignment, but at the same time utilizes
the information obtained from the bilingual chart
parsing.

5 Experiments

We carried out experiments on two language pairs,
German-English and Farsi-English.

The German-English data is a subset (297k
sentence pairs) of the Europarl (Koehn, 2005) cor-
pus. Since we are focused on speech-to-speech
translation, the punctuation was removed, and the
text was lowercased. The dev set and test set con-
tain each 1k sentence pairs with one reference.

The word alignments were trained by GIZA++
toolkit (Och and Ney, 2000). Phrase pairs were
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extracted using grow-diag-final (Koehn et al.,
2007). The baseline ruleset was obtained as
in (Chiang, 2007). The maximum phrase length
for rule extraction was set to 10, the minimum re-
quired non-terminal span was 2.

Additional rules for insertion, deletion, and
swap were added to improve the parsability of the
data, and to help EM training and rule arithmetic.
However, these rules are not used by the decoder,
since they would degrade the performance.

New rules were proposed after the first iteration
of EM1, either by rule arithmetic or directly from
the chart.

Only non-terminal rules proposed by the rule
arithmetic from at least two different sentence
pairs and ranked (by expected countsc(r)) in the
top 100k were used. Figure 4 presents a sample of
the new rules.

New rules were also proposed directly from the
chart, using the approach in Sec. 4. 5% of best
matching parallel sequences, and 5 best scoring
rules were selected from each parallel sequence.
Non-terminal rules from the 200k-best rank were
added to the model. Figure 5 presents a sample of
the new rules.

Finally, one more iteration of EM was used to
adjust the probabilities of the new and baseline
rules. These probabilities were used as features
in the decoding.

The performance of rule arithmetic was also
verified onFarsi-English translation. The train-
ing corpus contains conversational spoken data
from the DARPA TransTac program extended
by movie subtitles and online dictionaries down-
loaded from the web (297k sentence pairs). The
punctuation was removed, and the text was low-
ercased. The dev set is 1,420 sentence pairs held
out from the training data, with one reference. The
test set provided by NIST contains 470 sentences
with 4 references. The sentences are about 30%
longer and more difficult.

The training pipeline was the same as for the
German-English experiments. 122k new non-
terminal rules were proposed using the rule arith-
metic.

1Since our initial experiments did not show any signifi-
cant gain from proposing rules after additional (lengthy) it-
erations of EM.

The feature weights were tuned on the dev
set for each translation model separately. The
translation quality was measured automatically by
BLEU score (Papineni et al., 2001).

6 Discussion of results

The BLEU score results are shown in the Ta-
ble 3. The cumulative gain of rule arithmetic and
EM (RA + EM-i0) is 1 BLEU point for German-
English translation and 2 BLEU points for Farsi-
English. The cumulative gain of rules proposed
from the chart (DC + EM-i0) is 0.2 BLEU points
for German-English. For comparison of effects of
various components of our method, we also show
scores after the first five iterations of EM (EM-i0–
EM-i4) without adding any new rules, just using
EM-trained probabilities as feature weights, and
also scores for new rules added into the baseline
without adjusting their costs by EM (RA).

The qualities of proposed rules are discussed in
this section.

6.1 German-English rules from rule
arithmetic

The Figure 4 presents a sample of new rules pro-
posed during this experiment. The table is di-
vided into three parts, presenting rules from the
top, middle, and bottom of the 100K list. The
quality of the rules is high even in the middle part
of the table, the tail part is worse.

We were surprised by seeing short rules consist-
ing of frequent words. For example〈um X1, in
orderX1〉. When looking into word-level align-
ments, we realized that these rules following the
pattern 16 prevent the baseline approach from ex-
tracting the rule.

(16)
GER: um Obj zu V

ENG: in order to V Obj

Similarly many other rules match the pattern of
beginning of a subordinated clause, such asthat is
why, or insertions, such asof course, which both
have to be strictly followed by VSO construction
in German, in contrast to the SVO word order in
English.

We also studied the cases of rule arithmetic cor-
recting for systematic word alignment errors. For
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example the new rule〈X1 zu koennen, toX1〉 was
learned from the sentence

(17)
um die in kyoto vereinbarten senkungen beibehalten zukoennen

in order to maintain the reductions agreed in kyoto

The English translation often uses a different
modality, thus the modal verbkoennen is always
aligned with null. Since unaligned words are usu-
ally not allowed at the edges of sub-phrases gener-
alized into non-terminals (Chiang, 2007), this rule
cannot be learned by the baseline.

We observe that many new proposed rules cor-
respond to patterns with a non-terminal spanning
one word. For example〈um X1 zu X2, to X2

X1〉 corresponds to the same pattern 16, whereX2

spans one verb. The linebaseline min1 in the Ta-
ble 3 shows 0.3 BLEU improvement of a model
trained without the minimum non-terminal span
requirement. However, this improvement comes
at a cost of more than four times increased model
size, as shown in Table 2. We observe that us-
ing the minimum span requirement while learning
from bitext alignments combined with rule arith-
metic that can learn the most reliable rules span-
ning one word yields better performance in speed,
memory, and precision.

We can also study the new rules quantitatively.
We want to know how the rules proposed by the
rule arithmetic are used in decoding. We traced
the translation of the 1,000 test set sentences to
mark the rules that were used to generate the best
scoring hypotheses.

The stats are presented in the Table 1. The
chance that a new rules will be used in the test set
decoding (0.86%) is more than 7 times higher than
that of all rules (0.12%). Encouraging evidence is
that while the rule arithmetic rules constitute only
1.87% of total rules, they present 9.17% of rules
used in the decoding.

The Figure 1 lists the most frequently used new
rules in the decoding. We can see many rules
with 2 non-terminals that model complex verb
forms (〈wird X1 haben,will haveX1〉), reorder-
ing in clauses (〈um X1 zu gewaehrleisten, to en-
sureX1〉), or reordering of verbs from the second
position in German to SVO in English (〈heuteX1

wir X2, today weX1 X2〉).

RA Ger. DC Ger. RA Farsi
Sentences translated 1,000 1,000 417
|ALL | (all rules) 5.359,751 5.459,751 8.532,691
|NEW| (new rules) 100,000 200,000 121,784
|NEW|
|ALL | 1.87% 3.66% 1.43%

|hits ALL| 10,122 7,256 2,521
|glue| 2,910 271 267
|hits ALL unique| 6.303 6,433 2,058
|hits ALL unique|

|ALL | 0.12% 0.12% 0.02

|hits NEW| 928 1,541 125
|hits NEW unique| 858 1,504 110
|hits NEW unique|

|NEW| 0.86% 0.75 % 0.09
|hits NEW|
|hits ALL| 9.17% 21.23% 4.96%

|terminals from NEW| 4,385 7,825 407
|terminals from NEW|

|hits NEW| 4,73 5.08 3.26

Table 1: Rule hits for 1,000 test set.

Model #phrases #rules
Ger-Eng baseline 8.5M 5.3M
Ger-Eng baseline min1 8.5M 23.M

Table 2: Model sizes.

We also studied the correlation between the
rank of the proposed rules (ranked by expected
counts) and the hit rate during the decoding. The
Figure 2 measures the hit rate for each of 1,000
best ranking rules, and should be read as follows:
the rules ranking 0 to 999 were used 70 times, the
hit rate decreases as the rank grows so that there
were no hits for rules ranking 90k and more. The
rank is a good indicator of the usefulness of new
rules.

We hypothesize that the new rules are capable
of combining partial solutions to form hypothe-
ses with better word order, or better complex verb
forms so that these hypotheses are better scored
and are parts of the winning solutions more often.

6.2 German-English rules proposed directly
from the chart

We also studied why the rules proposed directly
from the bilingual chart yield smaller improve-
ment than the rule arithmetic. The number of new
rules used in the decoding (1,541) is even higher
than that of the rule arithmetic, and it constitutes
21.23% of all cases. The two experiments were
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#hits Ger Eng
5 X1 stellt X2 dar X1 is X2

3 X1 sowohlX2 als auch X1 bothX2 and
3 X1 ist esX2 it is X2 X1

3 X1 dieX2 ist X1 which isX2

2 wird X1 haben will haveX1

2 wir X1 damitX2 weX1 so thatX2

2 wasX1 hatX2 whatX1 hasX2

2 wasX1 betrifft so as regardsX1

2 undX1 muessen wirX2 andX1 we mustX2

2 umX1 zu gewaehrleisten to ensureX1

2 umX1 zuX2 to X2 X1

2 sowohlX1 als auch bothX1 and
2 sieX1 auchX2 they alsoX1 X2

2 in erster linieX1 X1 in the first instance
2 in X1 an inX1

2 ichX1 meine iX1

2 heuteX1 wir X2 today weX1 X2

2 herr praesidentX1 und herren mr presidentX1 and gentlemen
2 gleichX1 X1 a moment
2 es mussX1 werden it must beX1

Figure 1: Examples of the most frequently hit
rules during the decoding.

tuned separately, so that they used different glue
rule weights. That is why we observe the differ-
ence in the number of glues (and the number of
total rules) in the Table 1. We do not observe any
significant correlation between the rank of the rule
and the hit rate. The Figure 3 shows that the first
10k-ranked rules are hit several times, and then
the hit rate stays flat.

We offer an explanation based on our observa-
tions of rules used for the decoding. The rules
proposed directly from the chart contain a big por-
tion of content words. These rules do not capture
any important differences between the structures
of the two languages that could not be handled
by phrasal rules as well. For example, the rule
〈die neuen vorschriften sollenX1,the new rules
areX1〉 is correct, but a combination of a baseline
phrasal rule and glue will produce the same result.

We also see many rules with non-terminals
spanning one word. For example, the sequence

(18) die europaeische kommission—the
european commission

will produce the rule

(19) 〈dieX1 kommission, theX1 commission〉.

Although the sequence and the rule are high
scored by 13 and 15, we intuitively feel that gen-

Figure 2: Usage of new rules (RA).

Figure 3: Usage of new rules (DC).

eralizing the wordeuropean is not very helpful in
this context.

The rule arithmetic could propose the rule 19 as

(20) 〈dieX1, theX1〉 + 〈kommission,
commission〉,

but since the candidates for combination are se-
lected as rules with the highest expected counts
(Sec. 3), the rules 20 will most likely loose to the
phrase pair 18 and will not be selected.

To conclude our comparison, we observe that
both methods produce reliable rules that are of-
ten reused in decoding. Nevertheless, since the
rule arithmetic combines the most successful rules
from each parallel parse, the resulting rules enable
structural transformations that could not be han-
dled by baseline rules.
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German-English Farsi-English
Model dev set test set dev set test set
baseline 23.9 25.4 41.1 38.2
RA + EM-i0 24.8 26.4 41.8 40.2
DC + EM-i0 24.6 25.6

EM-i0 24.4 26.1 40.8 39.1
EM-i1 24.4 25.8 41.3 38.5
EM-i2 24.4 25.9 41.4 38.2
EM-i3 24.4 26.0 41.3 39.3
EM-i4 24.4 26.0 41.6 39.6
RA 24.4 26.1 40.7 38.4
baseline min1 24.0 25.7

Table 3: BLEU scores

6.3 Farsi-English rules from the rule
arithmetic

Although we have only limited resources to quali-
tatively analyze the Farsi-English experiments, we
noticed that there are two major groups of new
rules.

The first group corresponds to the fact that Farsi
does not have definite article and allows pro-drop.
We observe many new rules that could not be
learned from word alignments, since some defi-
nite articles or pronouns in English were aligned
to null (and unaligned words are not allowed at the
edges of phrases). However, if the chart contains
an insertion (of the determiner or pronoun) with a
high expected count, the rule arithmetic may pro-
pose new rule by combining it with other rules.

The second group contains rules that help word
reordering. We observe rules moving verbs from
the S PP O V in Farsi into SVO in English as well
as rules reordering wh-clauses.

Most of the rules traced during the test set de-
coding belong to the second group. Figure 1
shows that the number of new rules hit during
the decoding is smaller compared to the German-
English experiments. On the other hand, the rules
have smaller number of terminals so that we as-
sume that the positive effect of these rules comes
from the reordering of non-terminals.

umX1 in orderX1

natuerlichX1 of courseX1

deshalbX1 this is whyX1

X1 zu koennen toX1

X1 ist it is X1

nach der tagesordnung folgt dieX1 the next item is theX1

herrX1 herr kommissarX2 mr X1 commissionerX2

dieX1 derX2 X1 theX2

im gegenteilX1 on the contraryX1

nach der tagesordnung folgtX1 the next item isX1

X1 dieX2 theX1 theX2

dieX1 die theX1

ausserdemX1 in additionX1

daherX1 that is whyX1

wir X1 nicht X2 weX1 notX2

dieX1 derX2 theX2 X1

deshalbX1 for this reasonX1

umX1 zuX2 to X2 X1

X1 nichtX2 werden X1 not beX2

Figure 4: Sample rules (RA).

ausserdemX1 wir we X1 also
dieX1 des kommissars the commissioner ’sX1

denX1 ratsvorsitz theX1 presidency
ich hoffe dassX1 i would hope thatX1

X1 ist zuX2 geworden X1 has becomeX2

dieX1 des vereinigten koenigreichs the ukX1

X1 maij weggenX2 X1 maij weggenX2

X1 wir auf X2 sind X1 we are onX2

ich frage michX1 i wonderX1

Figure 5: Sample rules (DC).

7 Conclusion

In this work, we studied two new methods for
learning hierarchical MT rules: the rule arith-
metic and proposing directly from the parse for-
est. We discussed systematic patterns where the
rule arithmetic outperforms alignment-based ap-
proaches and verified its significant improvement
on two different language pairs (German-English
and Farsi-English). We also hypothesized why the
second method – proposing rules directly from the
chart – improves the baseline less than the rule
arithmetic.
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Abstract

In this paper we look at the problem of
cleansing noisy text using a statistical ma-
chine translation model. Noisy text is pro-
duced in informal communications such
as Short Message Service (SMS), Twit-
ter and chat. A typical Statistical Ma-
chine Translation system is trained on par-
allel text comprising noisy and clean sen-
tences. In this paper we propose an un-
supervised method for the translation of
noisy text to clean text. Our method has
two steps. For a given noisy sentence, a
weighted list of possible clean tokens for
each noisy token are obtained. The clean
sentence is then obtained by maximizing
the product of the weighted lists and the
language model scores.

1 Introduction

Noisy unstructured text data is found in informal
settings such as Short Message Service (SMS),
online chat, email, social message boards, news-
group postings, blogs, wikis and web pages. Such
text may contain spelling errors, abbreviations,
non-standard terminology, missing punctuation,
misleading case information, as well as false
starts, repetitions, and special characters.

We define noise in text as any kind of difference
between the surface form of a coded representa-
tion of the text and the correct text. The SMS “u
kno whn is d last train of delhi metro” is noisy
because several of the words are not spelled cor-
rectly and there are grammar mistakes. Obviously

the person who wrote this message intended to
write exactly what is there in the SMS. But still it
is considered noisy because the message is coded
using non-standard spellings and grammar.

Current statistical machine translation (SMT)
systems rely on large parallel and monolingual
training corpora to produce high quality transla-
tions (Brown et al., 1993). Most of the large paral-
lel corpora available comprise newswire data that
include well formed sentences. Even when web
sources are used to train a SMT system, noisy por-
tions of the corpora are eliminated (Imamura et
al., 2003) (Imamura and Sumita, 2002) (Khadivi
and Ney, 2005). This is because it is known that
noise in parallel corpora results in incorrect train-
ing of models thus degrading the performance.

We are not aware of sufficiently large paral-
lel datasets comprising noisy and clean sentences.
In fact, even dictionaries comprising of noisy to
clean mappings in one language are very limited
in size.

With the increase in noisy text data generated
in various social communication media, cleans-
ing of such text has become necessary. The lack
of noisy parallel datasets means that this prob-
lem cannot be tackled in the traditional SMT way,
where translation models are learned based on the
parallel dataset. Consider the problem of translat-
ing a noisy English sentence e to a clean English
sentence h. SMT imagines that e was originally
conceived in clean English which when transmit-
ted over the noisy channel got corrupted and be-
came a noisy English sentence. The objective of
SMT is to recover the original clean sentence.
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The goal of this paper is to analyze how noise
can be tackled. We present techniques to trans-
late noisy text sentences e to clean text sentences
h. We show that it is possible to clean noisy text
in an unsupervised fashion by incorporating steps
to construct ranked lists of possible clean English
tokens and then searching for the best clean sen-
tence. Of course as we will show for a given noisy
sentence, several clean sentences are possible. We
exploit the statistical machine learning paradigm
to let the decoder pick the best alternative from
these possible clean options to give the final trans-
lation for a given noisy sentence.

The rest of the paper is organized as follows.
In section 2 we state our contributions and give
an overview of our approach. In Section 3 we
describe the theory behind clean noisy text using
MT. In Section 4 we explain how we use a weigh-
ing function and a plain text dictionary of clean
tokens to guess possible clean English language
tokens. Section 5 describes our system along with
our results. We have given an analysis of the kind
of noise present in our data set in section 5.2

2 Our Approach

In this paper we describe an unsupervised method
to clean noisy text. We formulate the text cleans-
ing problem in the machine translation framework
using translation model 1 (Brown et al., 1993).
We clean the text using a pseudo-translation
model of clean and noisy words along with a lan-
guage model trained using a large monolingual
corpus. We use a decoder to search for the best
clean sentence for a noisy sentence using these
models.

We generate scores for the pseudo translation
model using a weighing function for each token in
an SMS and use these scores along with language
model probabilities to hypothesize the best clean
sentence for a given noisy SMS. Our approach can
be summarized in the following steps:

• Tokenize noisy SMS S into n tokens s1, s2 ...
sn. For each SMS token si create a weighted
list based on a weighing function. These lists
along with their scores corresponds to the
translation probabilities of the SMT transla-
tion model.

• Use the lists generated in the step above
along with clean text language model scores,
in a decoder to hypothesize the best clean
sentence

• At the end of the search choose the highest
scoring sentence as the clean translation of
the noisy sentence

In the above approach we do not learn the trans-
lation model but emulate the translation model
during decoding by analyzing the noise of the to-
kens in the input sentence.

3 Noisy sentence translation

Statistical Translation models were invented by
Brown, et al (Brown et al., 1993) and are based
on the source-channel paradigm of communica-
tion theory. Consider the problem of translating a
noisy sentence e to a clean sentence h. We imag-
ine that e was originally conceived cleanly which
when transmitted over the noisy communication
channel got corrupted and became a noisy sen-
tence. The goal is to get back the original clean
sentence from the noisy sentence. This can be ex-
pressed mathematically as

ĥ = argmax
h

Pr(h|e)

By Bayes’ Theorem

ĥ = argmax
h

Pr(e|h)Pr(h)

Conceptually, the probability distribution
P (e|h) is a table which associates a probability
score with every possible pair of clean and noisy
sentences (e, h). Every noisy sentence e is a
candidate translation of a given clean sentence h.
The goodness of the translation h⇒ e is given by
the probability score of the pair (e, h). Similarly,
Pr(h) is a table which associates a probability
score with every possible clean sentence h and
measures how well formed the sentence h is.

It is impractical to construct these tables exactly
by examining individual sentences (and sentence
pairs) since the number of conceivable sentences
in any language is countably infinite. Therefore,
the challenge in Statistical Machine Translation
is to construct approximations to the probability
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distributions P (e|h) and Pr(h) that give an ac-
ceptable quality of translation. In the next section
we describe a model which is used to approximate
P (e|h).

3.1 IBM Translation Model 2
IBM translation model 2 is a generative model,
i.e., it describes how a noisy sentence e could be
stochastically generated given a clean sentence h.
It works as follows:

• Given a clean sentence h of length l, choose
the length (m) for the noisy sentence from a
distribution ε(m|l).

• For each position j = 1, 2, . . .m in the noisy
string, choose a position aj in the clean string
from a distribution a(aj |j, l,m). The map-
ping a = (a1, a2, . . . , am) is known as align-
ment between the noisy sentence e and the
clean sentence h. An alignment between e
and h tells which word of e is the corrupted
version of the corresponding word of h.

• For each j = 1, 2, . . .m in the noisy string,
choose an noisy word ej according to the dis-
tribution t(ej |haj ).

It follows from the generative model that prob-
ability of generating e = e1e2 . . . em given h =
h1h2 . . . hl with alignment a = (a1, a2, . . . , am)
is

Pr(e, a|h) = ε(m|l)
m∏

j=1

t(ej |haj )a(aj |j,m, l).

It can be easily seen that a sentence e could be
produced from h employing many alignments and
therefore, the probability of generating e given
h is the sum of the probabilities of generating
e given h under all possible alignments a, i.e.,
Pr(e|h) =∑

a Pr(e, a|h). Therefore,

Pr(e|h) =

ε(m|l)
l∑

a1=0

..
l∑

am=0

m∏

j=1

t(ej |haj )a(aj |j,m, l).

The above expression can be rewritten as follows:

Pr(e|h) = ε(m|l)
m∏

j=1

l∑

i=0

t(ej |hi)a(i|j,m, l).

Typical statistical machine translation systems
use large parallel corpora to learn the transla-
tion probabilities (Brown et al., 1993). Tradi-
tionally such corpora have consisted of news ar-
ticles and other well written articles. Therefore
in theory P (e|h) should be constructed by ex-
amining sentence pairs of clean and noisy sen-
tences. There exists some work to remove noise
from SMS (Choudhury et al., 2007) (Byun et al.,
2008) (Aw et al., 2006) (Neef et al., 2007) (Kobus
et al., 2008). However, all of these techniques re-
quire an aligned corpus of SMS and conventional
language for training.

Aligned parallel corpora for noisy sentence is
difficult to obtain. This lack of data for a lan-
guage and the domain dependence of noise makes
it impractical to construct corpus from which
P (e|h) can be learnt automatically. This leads
to difficulty in learning P (e|h). Fortunately the
alignment between clean and noisy sentences are
monotonic in nature hence we assume a uniform
distribution for a(i|j,m, l) held fixed at (l+1)−1.
This is equivalent to model 1 of IBM translation
model. The translation models t(ej |haj ) can be
thought of as a ranked list of noisy words given
a clean word. In section 4.2 we show how this
ranked list can be constructed in an unsupervised
fashion.

3.2 Language Model

The problem of estimating the sentence forma-
tion distribution Pr(h) is known as the lan-
guage modeling problem. The language mod-
eling problem is well studied in literature par-
ticularly in the context of speech recognition.
Typically, the probability of a n-word sentence
h = h1h2 . . . hn is modeled as Pr(h) =
Pr(h1|H1)Pr(h2|H2) . . . P r(hn|Hn), where Hi

is the history of the ith word hi. One of the most
popular language models is the n-gram model
(Brown et al., 1993) where the history of a word
consists o f the word and the previous n−1 words
in the sentence, i.e., Hi = hihi−1 . . . hi−n+1. In
our application we use a smoothed trigram model.

3.3 Decoding

The problem of searching for a sentence h which
minimizes the product of translation model prob-
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ability and the language model probability is
known as the decoding problem. The decoding
problem has been proved to be NP-complete even
when the translation model is IBM model 1 and
the language model is bi-gram (K Knight., 1999).
Effective suboptimal search schemes have been
proposed (F. Jelinek, 1969), (C. Tillman et al.,
1997).

4 Pseudo Translation Model

In order to be able to exploit the SMT paradigm
we first construct a pseudo translation model. The
first step in this direction is to create noisy token
to clean token mapping. In order to process the
noisy input we first have to map noisy tokens in
noisy sentence, Se, to the possible correct lexical
representations. We use a similarity measure to
map the noisy tokens to their clean lexical repre-
sentations .

4.1 Similarity Measure

For a term te ∈ De, where De is a dictionary of
possible clean tokens, and token si of the noisy
input Se, the similarity measure γ(te, si) between
them is

γ(te, si) =





LCSRatio(te,si)
EditDistanceSMS(te,si)

if te and si share

same starting

character

0 otherwise

(1)

where LCSRatio(te, si) =
length(LCS(te,si))

length(te)
and

LCS(te, si) is the Longest common subsequence
between te and si. The intuition behind this mea-
sure is that people typically type the first few char-
acters of a word in an SMS correctly. This way we
limit the possible variants for a particular noisy to-
ken.

The Longest Common Subsequence Ratio (LC-
SRatio) (Melamed et al., 1999) of two strings is
the ratio of the length of their LCS and the length
of the longer string. Since in the SMS scenario,
the dictionary term will always be longer than the

SMS token, the denominator of LCSR is taken as
the length of the dictionary term.

The EditDistanceSMS (Figure 1) compares
the Consonant Skeletons (Prochasson et al., 2007)
of the dictionary term and the SMS token. If the
Levenshtein distance between consonant skele-
tons is small then γ(te, si) will be high. The intu-
ition behind using EditDistanceSMS can be ex-
plained through an example. Consider an SMS
token “gud” whose most likely correct form is
“good”. The two dictionary terms “good” and
“guided” have the same LCSRatio of 0.5 w.r.t
“gud”, but the EditDistanceSMS of “good” is
1 which is less than that of “guided”, which has
EditDistanceSMS of 2 w.r.t “gud”. As a re-
sult the similarity measure between “gud” and
“good” will be higher than that of “gud” and
“guided”. Higher the LCSRatio and lower the
EditDistanceSMS , higher will be the similarity
measure. Hence, for a given SMS token “byk”,
the similarity measure of word “bike“ is higher
than that of “break”.

In the next section we show how we use
this similarity measure to construct ranked lists.
Ranked lists of clean tokens have also been used
in FAQ retrieval based on noisy queries (Kothari
et al., 2009).

Procedure EditDistanceSMS(te, si)
Begin

return LevenshteinDistance(CS(si), CS(te)) + 1
End

Procedure CS (t): // Consonant Skeleton Generation
Begin

Step 1. remove consecutive repeated characters in t
// (fall→ fal)

Step 2. remove all vowels in t
//(painting → pntng, threat→ thrt)

return t
End

Figure 1: EditDistanceSMS

4.2 List Creation
For a given noisy input string Se, we tokenize it
on white space and replace any occurrence of dig-
its to their string based form (e.g. 4get, 2day) to
get a series of n tokens s1, s2, . . . , sn. A list Lei
is created for each token si using terms in a dic-
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hv u cmplted ure prj rprt
d ddline fr sbmission of d rprt hs bn xtnded
i wil be lte by 20 mns
d docs shd rech u in 2 days
thnk u for cmg 2 d prty

Figure 2: Sample SMS queries

tionary De consisting of clean english words. A
term te from De is included in Lei if it satisfies the
threshold condition

γ(te, si) > φ (2)

Heuristics are applied to boost scores of some
words based on positional properties of characters
in noisy and clean tokens. The scores of the fol-
lowing types of tokens are boosted:

1. Tokens that are a substring of a dictionary
words from the first character.

2. Tokens having the same first and last charac-
ter as a dictionary word.

3. Token that are dictionary words themselves
(clean text).

The threshold value φ is determined experimen-
tally. Thus we select only the top scoring possible
clean language tokens to construct the sentence.

Once the list are constructed the similarity mea-
sure along with the language model scores is used
by the decoding algorithm to find the best possi-
ble English sentence. It is to be noted that these
lists are constructed at decoding time since they
depend on the noisy surface forms of words in the
input sentence.

5 Experiments

To evaluate our system we used a set of 800 noisy
English SMSes sourced from the publicly avail-
able National University of Singapore SMS cor-
pus1 and a collection of SMSes available from the
Indian Institute of Technology, Kharagpur. The
SMSes are a collection of day-to-day SMS ex-
changes between different users. We manually

1http://wing.comp.nus.edu.sg/downloads/smsCorpus

Figure 3: System implementation

BLEU scores 1-gram 2-gram 3-gram 4-gram
Noisy text 40.96 63.7 45.1 34.5 28.3

Cleaned text 53.90 77.5 58.7 47.4 39.5

Table 1: BLEU scores

generated a cleaned english version of our test set
to use as a reference.

The noisy SMS tokens were used to generate
clean text candidates as described in section 4.2.
The dictionary De used for our experiments was a
plain text list of 25,000 English words. We cre-
ated a tri-gram language model using a collec-
tion of 100,000 clean text documents. The docu-
ments were a collection of articles on news, sport-
ing events, literature, history etc. For decoding
we used Moses2, which is an open source decoder
for SMT (Hoang et al., 2008), (Koehn et al.,
2007). The noisy SMS along with clean candi-
date token lists, for each SMS token and language
model probabilities were used by Moses to hy-
pothesize the best clean english output for a given
noisy SMS. The language model and translation
models weights used by Moses during the decod-
ing phase, were adjusted manually after some ex-
perimentation.

We used BLEU (Bilingual evaluation under-
study) and Word error rate (WER) to evaluate the
performance of our system. BLEU is used to

2http://www.statmt.org/moses/
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Figure 4: Comparison of BLEU scores

establish similarity between a system translated
and human generated reference text. A noisy
SMS ideally has only one possible clean transla-
tion and all human evaluators are likely to provide
the same translation. Thus, BLEU which makes
use of n-gram comparisons between reference and
system generated text, is very useful to measure
the accuracy of our system. As shown in Fig 4
, our system reported significantly higher BLEU
scores than unprocessed noisy text.

The word error rate is defined as

WER =
S +D + I

N
(3)

where S is the number of substitutions, D is the
number of the deletions, I is the number of the in-
sertions and N is the number of words in the refer-
ence The WER can be thought of as an execution
of the Levenstein Edit distance algorithm at the
token level instead of character level.

Fig 5 shows a comparison of the WER. Sen-
tences generated from our system had 10 % lower
WER as compared to the unprocessed noisy sen-
tences. In addition, the sentences generated by our
system match a higher number of tokens (words)
with the reference sentences, as compared to the
noisy sentences.

5.1 System performance

Unlike standard MT system when P (e|h) is pre-
computed during the training time, list generation
in our system is dynamic because it depends on
the noisy words present in the input sentence. In
this section we evaluate the computation time for
list generation along with the decoding time for
finding the best list. We used an Intel Core 2
Duo 2.2 GHz processor with 3 GB DDR2 RAM

Figure 5: Word error rates

Figure 6: Execution time slices

to implement our system. As shown in Fig 6 the
additional computation involving list creation etc
takes up 56% (90 milliseconds) of total translation
time. 43% of the total execution time is taken by
the decoder, while I/O operations take only 1% of
the total execution time. The decoder execution
time slices reported above exclude the time taken
to load the language model. Moses took approxi-
mately 10 seconds to load our language model.

5.2 Measuring noise level in SMS queries

The noise in the collected SMS corpus can be cat-
egorized as follows

1. Removal of characters : The commonly ob-
served patterns include deletion of vowels
(as in “msg” for “message”), deletion of re-
peated character (as in ”happy” for “hapy”)
and truncation (as in “tue” for “tuesday”)

Type of Noise % of Total Noisy Tokens
Deletion of Characters 48%
Phonetic Substitution 33%

Abbreviations 5%
Dialectical Usage 4%
Deletion of Words 1.2%

Table 2: Measure of Types of SMS Noise
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Clean (Reference) text Noisy text Output text
Perplexity 19.61 34.56 21.77

Table 3: Perplexity for Reference, Noisy Cleaned
SMS

2. Phonetic substitution: For example, “2” for
“to” or “too”, “lyf”’ for “life”, “lite” for
“light” etc.

3. Abbreviation: Some frequently used abbre-
viations are “tb” for “text back”, “lol” for
“laughs out loud”, “AFAICT” for “as far as
i can tell” etc.

4. Dialectal and informal usage: Often multiple
words are combined into a single token fol-
lowing certain dialectal conventions. For ex-
ample, “gonna” is used for “going to”, “aint”
is used for “are not”, etc.

5. Deletion of words: Function words (e.g. ar-
ticles) and pronouns are commonly deleted.
“I am reading the book” for example may be
typed as “readin bk”.

Table 2 lists statistics on these noise types from
101 SMSes selected at random from our data set.
The average length of these SMSes was 13 words.
Out of the total number of words in the SMSes,
52% were non standard words. Table 2 lists the
statistics for the types of noise present in these non
standard words.

Measuring character level perplexity can be an-
other way of estimating noise in the SMS lan-
guage.The perplexity of a LM on a corpus gives
an indication of the average number of bits needed
per n-gram to encode the corpus. Noise results
in the introduction of many previously unseen
n-grams in the corpus. Higher number of bits
are needed to encode these improbable n-grams
which results in increased perplexity.

We built a character-level language model (LM)
using a document collection (vocabulary size is
20K) and computed the perplexity of the language
model on the noisy and the cleaned SMS test-set
and the SMS reference data.

From Table 3 we can see the difference in per-
plexity for noisy and clean SMS data. Large per-
plexity values for the SMS dataset indicates a high

level of noise. The perplexity evaluation indicates
that our method is able to remove noise from the
input queries as given by the perplexity and is
close to the human correct reference corpus whose
perplexity is 19.61.

6 Conclusion

We have presented an inexpensive, unsupervised
method to clean noisy text. It does not require
the use of a noisy to clean language parallel cor-
pus for training. We show how a simple weigh-
ing function based on observed heuristics and a
vocabulary file can be used to shortlist clean to-
kens. These tokens and their weights are used
along with language model scores, by a decoder
to select the best clean language sentence.
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Abstract

We present a new reordering model es-
timated as a standardn-gram language
model with units built from morpho-
syntactic information of the source and
target languages. It can be seen as a
model that translates the morpho-syntactic
structure of the input sentence, in contrast
to standard translation models which take
care of the surface word forms. We take
advantage from the fact that such units
are less sparse than standard translation
units to increase the size of bilingual con-
text that is considered during the trans-
lation process, thus effectively account-
ing for mid-range reorderings. Empirical
results on French-English and German-
English translation tasks show that our
model achieves higher translation accu-
racy levels than those obtained with the
widely used lexicalized reordering model.

1 Introduction

Word ordering is one of the major issues in statis-
tical machine translation (SMT), due to the many
word order peculiarities of each language. It is
widely accepted that there is a need for struc-
tural information to account for such differences.
Structural information, such as Part-of-speech
(POS) tags, chunks or constituency/dependency
parse trees, offers a greater potential to learn
generalizations about relationships between lan-
guages than models based on word surface forms,
because such “surfacist” models fail to infer gen-
eralizations from the training data.

The word ordering problem is typically decom-
posed in a number of related problems which can
be further explained by a variety of linguistic phe-
nomena. Accordingly, we can sort out the re-
ordering problems into three categories based on

the kind of linguistic units involved and/or the
typical distortion distance they imply. Roughly
speaking, we faceshort-rangereorderings when
single words are reordered within a relatively
small window distance. It consist of the easi-
est case as typically, the use of phrases (in the
sense of translation units of the phrase-based ap-
proach to SMT) is believed to adequately perform
such reorderings.Mid-rangereorderings involve
reorderings between two or more phrases (trans-
lation units) which are closely positioned, typi-
cally within a window of about6 words. Many
alternatives have been proposed to tackle mid-
range reorderings through the introduction of lin-
guistic information in MT systems. To the best
of our knowledge, the authors of (Xia and Mc-
Cord, 2004) were the first to address this prob-
lem in the statistical MT paradigm. They auto-
matically build a set of linguistically grounded
rewrite rules, aimed at reordering the source sen-
tence so as to match the word order of the target
side. Similarly, (Collins, et al 2005) and (Popovic
and Ney, 2006) reorder the source sentence us-
ing a small set of hand-crafted rules for German-
English translation. (Crego and Mariño, 2007)
show that the ordering problem can be more accu-
rately solved by building a source-sentence word
lattice containing the most promising reordering
hypotheses, allowing the decoder to decide for the
best word order hypothesis. Word lattices are built
by means of rewrite rules operating on POS tags;
such rules are automatically extracted from the
training bi-text. (Zhang, et al 2007) introduce
shallow parse (chunk) information to reorder the
source sentence, aiming at extending the scope of
their rewrite rules, encoding reordering hypothe-
ses in the form of a confusion network that is
then passed to the decoder. These studies tackle
mid-range reorderings by predicting more or less
accurate reordering hypotheses. However, none
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of them introduce a reordering model to be used
in decoding time. Nowadays, most of SMT sys-
tems implement the well knownlexicalized re-
ordering model (Tillman, 2004). Basically, for
each translation unit it estimates the probability
of being translatedmonotone, swappedor placed
discontiguouswith respect to its previous trans-
lation unit. Integrated within theMoses(Koehn,
et al 2007) decoder, the model achieves state-of-
the-art results for many translation tasks. One
of the main reasons that explains the success of
the model is that it considers information of the
source- and target-side surface forms, while the
above mentionned approaches attempt to hypoth-
esize reorderings relying only on the information
contained on the source-side words.

Finally, long-rangereorderings imply reorder-
ings in the structure of the sentence. Such re-
orderings are necessary to model the translation
for pairs like Arabic-English, as English typically
follows the SVO order, while Arabic sentences
have different structures. Even if several attempts
exist which follow the above idea of making the
ordering of the source sentence similar to the tar-
get sentence before decoding (Niehues and Kolss,
2009), long-range reorderings are typically better
addressed by syntax-based and hierarchical (Chi-
ang, 2007) models. In (Zollmann et al., 2008),
an interesting comparison between phrase-based,
hierarchical and syntax-augmented models is car-
ried out, concluding that hierarchical and syntax-
based models slightly outperform phrase-based
models under large data conditions and for suf-
ficiently non-monotonic language pairs.

Encouraged by the work reported in (Hoang
and Koehn, 2009), we tackle the mid-range re-
ordering problem in SMT by introducing an-
gram language model of bilingual units built from
POS information. The rationale behind such a
model is double: on the one hand we aim at in-
troducing morpho-syntactic information into the
reordering model, as we believe it plays an im-
portant role for predicting systematic word or-
dering differences between language pairs; at the
same time that it drastically reduces the sparse-
ness problem of standard translation units built
from surface forms. On the other hand,n-gram
language modeling is a robust approach, that en-

ables to account for arbitrary large sequences of
units. Hence, the proposed model takes care of
the translation adequacy of the structural informa-
tion present in translation hypotheses, here intro-
duced in the form of POS tags. We also show how
the new model compares to a widely usedlexical-
ized reorderingmodel, which we have also im-
plemented in our particular bilingualn-gram ap-
proach to SMT, as well as to the widely known
MosesSMT decoder, a state-of-the-art decoder
performing lexicalized reordering.

The remaining of this paper is as follows. In
Section 2 we briefly describe the bilingualn-gram
SMT system. Section 3 details the bilingualn-
gram reordering model, the main contribution of
this paper, and introduces additional well known
reordering models. In Section 4, we analyze the
reordering needs of the language pairs considered
in this work and we carry out evaluation experi-
ments. Finally, we conclude and outline further
work in Section 5.

2 Bilingual n-gram SMT

Our SMT system defines a translation hypothesis
t given a source sentences, as the sentence which
maximizes a linear combination of feature func-
tions:

t̂I1 = arg max
tI1

{
M∑

m=1

λmhm(sJ
1 , tI1)

}
(1)

whereλm is the weight associated with the fea-
turehm(s, t). The main feature is the log-score of
the translation model based on bilingualn-grams.
This model constitutes a language model of a par-
ticular bi-languagecomposed of bilingual units
which are typically referred to astuples(Mariño et
al., 2006). In this way, the translation model prob-
abilities at the sentence level are approximated by
usingn-grams of tuples:

p(sJ
1 , tI1) =

K∏

k=1

p((s, t)k|(s, t)k−1 . . . (s, t)k−n+1)

wheres refers to sourcet to target and(s, t)k to
thekth tuple of the given bilingual sentence pairs,
sJ
1 and tI1. It is important to notice that, since

both languages are linked up in tuples, the context
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information provided by this translation model is
bilingual. As for any standardn-gram language
model, our translation model is estimated over a
training corpus composed of sentences of the lan-
guage being modeled, in this case, sentences of
the bi-languagepreviously introduced. Transla-
tion units consist of the core elements of any SMT
system. In our case, tuples are extracted from a
word aligned corpus in such a way that a unique
segmentation of the bilingual corpus is achieved,
allowing to estimate then-gram model. Figure 1
presents a simple example illustrating the unique
tuple segmentation for a given word-aligned pair
of sentences (top).

Figure 1: Tuple extraction from an aligned sen-
tence pair.

The resulting sequence of tuples(1) is further
refined to avoidNULL words in source side of the
tuples(2). Once the whole bilingual training data
is segmented into tuples,n-gram language model
probabilities can be estimated. Notice from the
example that the English source wordsperfectand
translationshave been reordered in the final tu-
ple segmentation, while the French target words
are kept in their original order. During decoding,
sentences to be translated are encoded in the form
of word lattices containing the most promising re-
ordering hypotheses, so as to reproduce the word
order modifications introduced during the tuple
extraction process. Hence, at decoding time, only
those reordering hypotheses encoded in the word
lattice are examined. Reordering hypotheses are
introduced following a set of reordering rules au-
tomatically learned from the bi-text corpus word

alignments.
Following on the previous example, the rule

perfect translations; translations perfectpro-
duces the swap of the English words that is ob-
served for the French and English pair. Typically,
POS information is used to increase the general-
ization power of such rules. Hence, rewrite rules
are built using POS instead of surface word forms.
See (Crego and Mariño, 2007) for details on tuples
extraction and reordering rules.

3 Reordering Models

In this section, we detail three different reordering
models implemented in our SMT system. As pre-
viously outlined, the purpose of reordering mod-
els is to accurately learn generalizations for the
word order modifications introduced on the source
side during the tuple extraction process.

3.1 Sourcen-gram Language Model

We employ an-gram language model estimated
over the source words of the training corpus af-
ter being reordered in the tuple extraction process.
Therefore, the model scores a given source-side
reordering hypothesis according to the reorder-
ings performed in the training sentences.

POS tags are used instead of surface forms
in order to improve generalization and to reduce
sparseness. The model is estimated as any stan-
dard n-gram language model, described by the
following equation:

p(sJ
1 , tI1) =

J∏

j=1

p(st
j |st

j−1, . . . , s
t
j−n+1) (2)

wherest
j relates to the POS tag used for thejth

source word.
The main drawback of this model is the lack

of knowledge of the hypotheses on the target-
side. The probability assigned to a sequence of
source words is only conditioned to the sequence
of source words.

3.2 Lexicalized Reordering Model

A broadly used reordering model for phrase-based
systems is lexicalized reordering (Tillman, 2004).
It introduces a probability distribution for each
phrase pair that indicates the likelihood of being
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translatedmonotone, swappedor placeddiscon-
tiguous to its previous phrase. The ordering of
the next phrase with respect to the current phrase
is typically also modeled. In our implementa-
tion, we modified the three orientation types and
consider: aconsecutivetype, where the original
monotone and swap orientations are lumped to-
gether, aforward type, specifying discontiguous
forward orientation, and abackwardtype, spec-
ifying discontiguous backward orientation. Em-
pirical results showed that in our case, the new
orientations slightly outperform the original ones.
This may be explained by the fact that the model
is applied over tuples instead of phrases.

Counts of these three types are updated for
each unit collected during the training process.
Given these counts, we can learn probability dis-
tributions of the formpr(orientation|(st)) where
orientation ∈ {c, f, b} (consecutive, forward
and backward) and(st) is a translation unit.
Counts are typically smoothed for the estimation
of the probability distribution. A major weakness
of the lexicalized reordering model is due to the
fact that it does not considers phrase neighboring,
i.e. a single probability is learned for each phrase
pair without considering its context. An additional
concern is the problem of sparse data: translation
units may occur only a few times in the training
data, making it hard to estimate reliable probabil-
ity distributions.

3.3 Linguistically Informed Bilingual
n-gram Language Model

The bilingualn-gram LM is estimated as a stan-
dardn-gram LM over translation units built from
POS tags represented as:

p(sJ
1 , tI1) =

K∏

k=1

p((st)t
k|(st)t

k−1 . . . (st)t
k−n+1)

where (st)t
k relates to thekth translation unit,

(st)k, built from POS tags instead of words.
This model aims at alleviating the drawbacks of

the previous two reordering models. On the one
hand it takes into account bilingual information
to model reordering. On the other hand it con-
siders the phrase neighboring when estimating the
reordering probability of a given translation unit.

Figure 2 shows the sequence of translation units
built from POS tags, used in our previous exam-
ple.

Figure 2: Sequence of POS-tagged units used to
estimate the bilingualn-gram LM.

POS-tagged units used in our model are ex-
pected to be much less sparse than those built from
surface forms, allowing to estimate higher order
language models. Therefore, larger bilingual con-
text are introduced in the translation process. This
model can also be seen as a translation model of
the sentence structure. It models the adequacy of
translating sequences of source POS tags into tar-
get POS tags.

Note that the model is not limited to using
POS information. Rather, many other informa-
tion sources could be used (supertags, additional
morphology features,etc.), allowing to model dif-
ferent translation properties. However, we must
take into account that the degree of sparsity of the
model units, which is directly related to the in-
formation they contain, affects the level of bilin-
gual context finally introduced in the translation
process. Since more informed units may yield
more accurate predictions, more informed units
may also force the model to fall to lowern-grams.
Hence, the degree of accuracy and generalization
power of the model units must be carefully bal-
anced to allow good reordering predictions for
contexts as large as possible.

As any standard language model, smoothing is
needed. Empirical results showed that Kneser-
Ney smoothing (Kneser and Ney, 1995) achieved
the best performance among other options (mea-
sured in terms of translation accuracy).

3.4 Decoding Issues

A straightforward implementation of the three
models is carried out by extending the log-linear
combination of equation (1) with the new features.
Note that no additional decoding complexity is
introduced in the baseline decoding implementa-
tion. Considering the bilingualn-gram language
model, the decoder must know the POS tags for
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each tuple. However, each tuple may be tagged
differently, as words with same surface form may
have different POS tags.

We have implemented two solutions for this sit-
uation. Firstly, we assume that each tuple has a
single POS-tagged version. Accordingly, we se-
lect a single POS-tagged version out of the mul-
tiple choices (the most frequent). Secondly, all
POS-tagged versions of each tuple are allowed.
The second choice implies using more accurate
POS-tagged tuples to model reordering, however,
it overpopulates the search space with spurious
hypotheses, as multiple identical units (with dif-
ferent POS tags) are considered.

Our first empirical findings showed no differ-
ences in translation accuracy for both configura-
tions. Hence, in the remaining of this paper we
only consider the first solution (a single POS-
tagged version of each tuple). The training cor-
pus composed of tagged units out of which our
new model is estimated is accordingly modified to
contain only those tagged units considered in de-
coding. Note that most of the ambiguity present in
word tagging is resolved by the fact that transla-
tion units may contain multiple source and target
side words.

4 Evaluation Framework

In this section, we perform evaluation experi-
ments of our novel reordering model. First, we
give details of the corpora and baseline system
employed in our experiments and analyze the re-
ordering needs of the translation tasks, French-
English and German-English (in both directions).
Finally, we evaluate the performance of our model
and contrast results with other reordering models
and translation systems.

4.1 Corpora

We have used the fifth version of theEPPSand the
News Commentarycorpora made available in the
context of theFifth ACL Workshop on Statistical
Machine Translation. Table 1 presents the basic
statistics for the training and test data sets. Our
test sets correspond tonews-test2008and new-
stest2009file sets, hereinafter referred to asTune
andTestrespectively.

French, German and English Part-of-speech
tags are computed by means of theTreeTagger1

toolkit. Additional German tags are obtained us-
ing theRFTagger2 toolkit, which annotates text
with fine-grained part-of-speech tags (Schmid and
Laws, 2008) with a vocabulary of more than700
tags containing rich morpho-syntactic information
(gender, number, case, tense,etc.).

Lang. Sent. Words Voc. OOV Refs

Train
French 1.75 M 52.4 M 137 k − −
English 1.75 M 47.4 M 138 k − −

Tune
French 2, 051 55.3 k 8, 957 1, 282 1
English 2, 051 49.2 k 8, 359 1, 344 1

Test
French 2, 525 72.8 k 10, 832 1, 749 1
English 2, 525 65.1 k 9, 568 1, 724 1

Train
German 1, 61 M 42.2 M 381 k − −
English 1, 61 M 44.2 M 137 k − −

Tune
German 2, 051 47, 8 k 10, 994 2, 153 1
English 2, 051 49, 2 k 8, 359 1, 491 1

Test
German 2, 525 62, 8 k 12, 856 2, 704 1
English 2, 525 65, 1 k 9, 568 1, 810 1

Table 1: Statistics for the training, tune and test
data sets.

4.2 System Details

After preprocessing the corpora with standard tok-
enization tools, word-to-word alignments are per-
formed in both directions, source-to-target and
target-to-source. In our system implementation,
the GIZA++ toolkit3 is used to compute the
word alignments. Then, thegrow-diag-final-and
(Koehn et al., 2005) heuristic is used to obtain the
alignments from which tuples are extracted.

In addition to the tuplen-gram translation
model, our SMT system implements six addi-
tional feature functions which are linearly com-

1www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger
2www.ims.uni-stuttgart.de/projekte/corplex/RFTagger
3http://www.fjoch.com/GIZA++.html
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bined following a discriminative modeling frame-
work (Och and Ney, 2002): atarget-language
modelwhich provides information about the tar-
get language structure and fluency; twolexicon
models, which constitute complementary trans-
lation models computed for each given tuple;
a ’weak’ distance-baseddistortion model; and
finally a word-bonus modeland a tuple-bonus
modelwhich are used in order to compensate for
the system preference for short translations.

All language models used in this work are
estimated using theSRI language modeling
toolkit4. According to our experience, Kneser-
Ney smoothing (Kneser and Ney, 1995) and in-
terpolation of lower and highern-grams options
are used as they typically achieve the best per-
formance. Optimization work is carried out by
means of the widely usedMERT toolkit5 which
has been slightly modified to perform optimiza-
tions embedding our decoder. TheBLEU (Pap-
ineni et al., 2002) score is used as objective func-
tion for MERT and to evaluate test performance.

4.3 Reordering in German-English and
French-English Translation

Two factors are found to greatly impact the overall
translation performance: the morphological mis-
match between languages, and their reordering
needs. The vocabulary size is strongly influenced
by the number of word forms for number, case,
tense, mood,etc., while reordering needs refer to
the difference in their syntactic structure. In this
work, we are primarily interested on the reorder-
ing needs of each language pair. Figure 3 displays
a quantitative analysis of the reordering needs for
the language pairs under study.

Figure 3 displays the (%) distribution of the
reordered sequences, according to their size, ob-
served for the training bi-texts of both translation
tasks. Word alignments are used to determine re-
orderings. A reordering sequence can also be seen
as the sequence of words implied in a reorder-
ing rule. Hence, we used the reordering rules ex-
tracted from the training corpus to account for re-
ordering sequences. Coming back to the example
of Figure 1, a single reordering sequence is found,

4http://www.speech.sri.com/projects/srilm/
5http://www.statmt.org/moses/

which considers the source wordsperfect transla-
tions.
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Figure 3: Size (in words) of reorderings (%) ob-
served in training bi-texts.

As can be seen, the French-English and
German-English pairs follow a different distribu-
tion of reorderings according to their size. A
lower number of short-range reorderings are ob-
served for the German-English task while a higher
number of long-range reorderings. Considering
mid-range reorderings (from5 to 7 words), the
French-English pair shows a lower percentage (∼
14%) than the German-English (∼ 22%). A simi-
lar performance is expected when considering the
opposite translation directions. Note that reorder-
ings are extracted from word-alignments, an au-
tomatic process which is far notoriously error-
prone. The above statistics must be accordingly
considered.

4.4 Results

Translation accuracy (BLEU) results are given in
table 2 for the samebaselinesystem performing
different reordering models: source6-gram LM
(sLM ); lexicalized reordering (lex); bilingual 6-
gram LM (bLM ) assuming a single POS-tagged
version of each tuple. In the case of the German-
English translation task we also report results for
the bilingual5-gram LM built from POS tags ob-
tained fromRFTaggercontaining a richer vocab-
ulary tag set (b+LM ). For comparison purposes,
we also show the scores obtained by theMoses
phrase-based system performing lexicalized re-
ordering. Models of both systems are built sharing
the same training data and word alignments.
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The worst results are obtained by thesLM
model. The fact that it only considers source-
language information results clearly relevant to
accurately model reordering. A very similar
performance is shown by our bilingualn-gram
system and Moses under lexicalized reordering
(bLM and Moses), slightly lower results are
obtained by then-gram system under French-
English translation.

Config Fr;En En;Fr De;En En;De

sLM 22.32 21.97 17.11 12.23
lex 22.46 22.09 17.31 12.38
bLM 23.03 22.32 17.37 12.58
b+LM − − 17.57 12.92

Moses 22.81 22.33 17.22 12.45

Table 2:Translation accuracy (BLEU) results.

When moving fromlex to bLM , our system
increases its accuracy results for both tasks and
translation directions. In this case, results are
slightly higher than those obtained by Moses
(same results for English-to-French). Finally, re-
sults for translations performed with the bilingual
n-gram reordering model built from rich German
POS tags (b+LM ) achieve the highest accuracy
results for both directions of the German-English
task. Even though results are consistent for all
translation tasks and directions they fall within
the statistical confidence margin. Add±2.36
to French-English results and±1.25 to German-
English results for a95% confidence level. Very
similar results were obtained when estimating our
model for orders from5 to 7.

In order to better understand the impact of the
proposed reordering model, we have measured the
accuracy of the reordering task. Hence, isolat-
ing the reordering problem from the more general
translation problem. We use BLEU to account the
n-gram matching between the sequence of source
words aligned to the1-best translation hypothe-
sis, i.e. the permutation of the source words out-
put by the decoder, and the permutation of source
words that monotonizes the word alignments with
respect to the target reference. Note that in or-
der to obtain the word alignments of the test sets
we re-aligned the entire corpus after including the

test set. Table 3 shows the BLEU results of the
reordering task. Bigram, trigram and4gram pre-
cision scores are also given.

Pair Config BLEU (2g/3g/4g)

Fr;En lex 71.69 (75.0/63.4/55.6)
bLM 71.98 (75.3/63.7/56.0)

En;Fr lex 72.92 (75.5/65.0/57.6)
bLM 73.25 (75.8/65.4/58.1)

De;En lex 62.12 (67.3/52.1/42.5)
b+LM 63.29 (68.3/53.5/44.0)

En;De lex 62.72 (67.9/52.8/43.1)
b+LM 63.36 (68.6/53.6/43.8)

Table 3:Reordering accuracy (BLEU) results.

As can be seen, the bilingualn-gram reordering
model shows higher results for both translation
tasks and directions than lexicalized reordering,
specially for German-English translation. Our
model also obtains higher values ofn-gram pre-
cision for all values ofn.

Next, we validate the introduction of additional
bilingual context in the translation process. Fig-
ure 4 shows the average size of the translation
unit n-grams used for the test set according to dif-
ferent models (German-English), the surface form
3-gram language model (main translation model),
and the new reordering model when built from the
reduced POS tagset (POS) and using the rich POS
tagset (POS+).
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Figure 4: Size of translation unitn-grams (%)
seen in test for differentn-gram models.

As expected, translation units built from the re-
duced POS tagset are less sparse, enabling us to

203



introduce largern-grams in the translation pro-
cess. However, the fact that they achieve lower
translation accuracy scores (see Table 2) indicates
that the probabilities associated to these largen-
grams are less accurate. It can also be seen that
the model built from the rich POS tagset uses a
higher number of largen-grams than the language
model built from surface forms.

The availability of mid-rangen-grams validates
the introduction of additional bilingual context
achieved by the new model, leading to effec-
tively modeling mid-range reorderings. Notice
additionally that considering the language model
built from surface forms, only a few4-grams of
the test set are seen in the training set, which
explains the small reduction in performance ob-
served when translating with a bilingual4-gram
language model (internal results). Similarly, the
results shown in Figure 4 validates the choice of
using bilingual5-grams forb+LM and6-grams
for bLM .

Finally, we evaluate the mismatch between the
reorderings collected on the training data, and
those output by the decoder. Table 4 shows the
percentage of reordered sequences found for the
1-best translation hypothesis of the test set ac-
cording to their size. The French-to-English and
German-to-English tasks are considered.

Pair Config 2 3 4 5 6 7 ≥ 8

Fr;En lex 58 23 10 5 2 1 1
bLM 57 23 11 4 2.5 1.5 1

De;En lex 33 24 22 14 5 1.5 0.5
b+LM 35 25 19 13 5 2.5 0.5

Table 4:Size (%) of the reordered sequences ob-
served when translating the test set.

Very similar distributions are observed for both
reordering models. In parallel, distributions are
also comparable to those presented in Figure 3
for reorderings collected from the training bi-text,
with the exception of long-range and very short-
range reorderings. This may be explained by the
fact that system models, in special the distortion
penalty model, typically prefer monotonic trans-
lations, while the system lacks a model to support
large-range reorderings.

5 Conclusions and Further Work

We have presented a new reordering model based
on bilingual n-grams with units built from lin-
guistic information, aiming at modeling the struc-
tural adequacy of translations. We compared our
new reordering model to the widely used lexical-
ized reordering model when implemented in our
bilingual n-gram system as well as usingMoses,
a state-of-the-art phrase-based SMT system.

Our model obtained slightly higher transla-
tion accuracy (BLEU) results. We also analysed
the quality of the reorderings output by our sys-
tem when performing the new reordering model,
which also outperformed the quality of those out-
put by the system performing lexicalized reorder-
ing. The back-off procedure used by standard
language models allows to dynamically adapt the
scope of the context used. Therefore, in the case
of our reordering model, back-off allows to con-
sider always as much bilingual context (n-grams)
as possible. The new model was straightfor-
ward implemented in our bilingualn-gram sys-
tem by extending the log-linear combination im-
plemented by our decoder. No additional decod-
ing complexity was introduced in the baseline de-
coding implementation.

Finally, we showed that mid-range reorder-
ings are present in French-English and German-
English translations and that our reordering model
effectively tackles such reorderings. However, we
saw that long-range reorderings, also present in
these tasks, are yet to be addressed.

We plan to further investigate the use of differ-
ent structural information, such as supertags, and
tags conveying different levels of morphology in-
formation (gender, number, tense, mood,etc.) for
different language pairs.
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Abstract

Traditionally Sanskrit is written without
blank, sentences can make thousands of
characters without any separation. A crit-
ical edition takes into account all the dif-
ferent known versions of the same text in
order to show the differences between any
two distinct versions, in term of words
missing, changed or omitted. This pa-
per describes the Sanskrit characteristics
that make text comparisons different from
other languages, and will present different
methods of comparison of Sanskrit texts
which can be used for the elaboration of
computer assisted critical edition of San-
skrit texts. It describes two sets of meth-
ods used to obtain the alignments needed.
The first set is using the L.C.S., the sec-
ond one the global alignment algorithm.
One of the methods of the second set uses
a classical technique in the field of artifi-
cial intelligence, the A* algorithm to ob-
tain the suitable alignment. We conclude
by comparing our different results in term
of adequacy as well as complexity.

1 Introduction

A critical edition is an edition that takes into
account all the different known versions of the
same text. If the text is mainly known through
a great number of manuscripts that include non
trivial differences, the critical edition often looks
rather daunting for readers unfamiliar with the
subject: the edition is then formed mainly by

∗ This work is supported by the EEC FP7 project IDEAS

footnotes that enlighten the differences between
manuscripts, while the main text (that of the edi-
tion) is rather short, sometimes a few lines on a
page. The differences between the texts are usu-
ally described in term of words (sometime sen-
tences) missing, added or changed in a specific
manuscript. This reminds us the edit distance but
in term of words instead of characters. The text
of the edition is established by the editor accord-
ing to his own knowledge of the text. It can be
a particular manuscript or a ”mean” text built ac-
cording to some specific criteria. Building a crit-
ical edition by comparing texts two by two, espe-
cially manuscript ones, is a task which is certainly
long and, sometimes, tedious. This is why, for
a long time, computer programs have been help-
ing philologists in their work (see O’Hara (1993)
or Monroy (2002) for example), but most of them
are dedicated to texts written in Latin (sometimes
Greek) scripts.

In this paper we will focus on the problems in-
volved by a critical edition of manuscripts writ-
ten in Sanskrit. Our approach will be illustrated
by texts that are extracted from manuscripts of the
“Banaras gloss”, kāśikāvr. tti.

The Banaras gloss was written around the 7th
century A.D., and is one of the most famous com-
mentary on the Pān. ini’s grammar, which is known
as the first generative grammar ever written, and
was written around the fifth century B.C. as a
set of rules. These rules cannot be understood
without the explanation provided by a commen-
tary such as the kāśikāvr. tti. This collection was
chosen, because it is one of the largest collection
of Sanskrit manuscripts (about hundred different
ones) of the same text actually known.
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In what follows we will first describe the char-
acteristics of Sanskrit that matter for text compar-
ison algorithms, we will then show that such a
comparison requires the use of a lemmatized text
as the main text. The use of a lemmatized text in-
duces the need of a lexical preprocessing. Once
the lexical preprocessing is achieved, we can pro-
ceed to the comparison, where we develop two
kinds of approach, one based on the LCS, which
was used to solved this problem, the other one re-
lated to sequence alignment. In both cases the re-
sults are compared in terms of adequacy as well
as complexity. We then conclude and examine the
perspective of further work.

2 How to compare Sanskrit manuscripts

One of the main characteristics of Sanskrit is that
it is not linked to a specific script. But here
we will provide all our examples using the De-
vanāgarı̄ script, which is nowadays the most used.
The script has a 48 letters alphabet. Due to the
long English presence in India, a tradition of writ-
ing Sanskrit with the Latin alphabet (a translitera-
tion) has been established for a long time. These
transliteration schemes were originally carried out
to be used with traditional printing. It was adapted
for computers by Frans Velthuis (Velthuis, 1991),
more specifically to be used with TEX. According
to the Velthuis transliteration scheme, each San-
skrit letter is written using one, two or three Latin
characters; notice that according to most translit-
eration schemes, upper case and lower case Ro-
man characters have a very different meaning.

In ancient manuscripts, Sanskrit is written with-
out spaces, and this is an important graphical
specificity, because it increases greatly the com-
plexity of text comparison algorithms. On the
other hand, each critical edition deals with the no-
tion of word. Since electronic Sanskrit lexicons
such as the one built by Huet (2006; 2004) do not
cope with grammatical texts, we must find a way
to identify each Sanskrit word within a character
string, without the help of either a lexicon or of
spaces to separate the words.

The reader interested in a deeper approach of
the Sanskrit characteristics which matters for a
computer comparison can look in Csernel and
Patte (2009).

The solution comes from the lemmatization of
one of the two texts of the comparison: the text
of the edition. The lemmatized text is prepared
by hand by the editor. We call it a padapāt.ha,
according to a mode of recitation where sylla-
bles are separated. From this lemmatized text, we
will build the text of the edition, that we call a
sam. hitapāt.ha, according to a mode of recitation
where the text is said continuously. The trans-
formation of the padapāt.ha into the sam. hitapāt.ha
is not straightforward because of the existence of
sandhi rules.

What is called sandhi — from the Sanskrit: li-
aison — is a set of phonetic rules which apply to
the morpheme junctions inside a word or to the
junction of words in a sentence. These rules are
perfectly codified in Pān. ini’s grammar. Roughly
speaking the Sanskrit reflects (via the sandhi) in
the writing the liaison(s) which are made by a
human speaker. A text with separators (such as
spaces) between words, can look rather different
(the letter string can change greatly) from a text
where no separator is found (see the example of
padapāt.ha on next page).

The processing is done in three steps, but only
two of them will be considered in this paper:

• First step: The padapāt.ha is transformed
into a virtual sam. hitapāt.ha in order to make
feasible a comparison with a manuscript.
The transformation consists in removing all
the separations between words and then
in applying the sandhi. This virtual
sam. hitapāt.ha which will form the text of the
edition, is compared with each manuscript.
As a sub product of this lexical treatment, the
places where the separation between words
occur will be kept into a table which will be
used in further treatments.

• Second step: An alignment of a manuscript
and the virtual sam. hitapāt.ha. We describe
three different methods to obtain these align-
ments. The aim is to identify, as precisely as
possible, the words in the manuscript, using
the padapāt.ha as a pattern. Once the words
of the manuscript have been determined, we
can see through the alignment those which
have been added, modified or suppressed.

207



• Third step:: Display the results in a compre-
hensive way for the editor.

The comparison is done paragraph by para-
graph, according to the paragraphs made in the
padapāt.ha during its elaboration by the editor.
Each of the obtained alignments, together with
the lemmatized text (i.e. padapāt.ha), suggests an
identification of the words of the manuscript.

3 The lexical preprocessing

The goal of this step is to transform both the
padapāt.ha and the manuscript in order to make
them comparable. This treatment will mainly
consist in transforming the padapāt.ha into a
sam. hitapāt.ha by applying the sandhi.

At the end of the lexical treatment the texts are
transmitted to the comparison module in an inter-
nal encoding.

This allows us to ensure the comparison what-
ever the text encoding.
An example of padapāt.ha:

viˆudˆpanna ruupa siddhis+v.rttis+iya.m

kaa"sikaa naama

We can see that words are separated by three dif-
ferent lemmatization signs: +, , ˆ which indicate
respectively the presence of an inflected item, the
component of a compound word, the presence of
a prefix.

The previous padapāt.ha becomes the following
sam. hitapāt.ha:
vyutpannaruupasiddhirv.rttiriya.mkaa"si

kaanaama

after the transformation induced by the lexical
pre-processing, the bold letters represent the let-
ters (and the lemmatization signs) which have
been transformed.

Notice that we were induced (for homogene-
ity reasons) to remove all the spaces from the
manuscript before the comparison process. Thus
no word of the manuscript can appear separately
during that process.

The sandhi are perfectly determined by
the Sanskrit grammar (see for example Re-
nou (1996)). They induce a special kind of dif-
ficulties due to the fact that their construction can
be, in certain cases, a two-step process. During
the first step, a sandhi induces the introduction of

1d0
< tasmai
4c3,5
< gurave
---
> gane
> "
> saaya

Word 1 ’tasmai’ is :
- Missing
Word 2 ’"srii’ is :
- Followed by
Added word(s)
’ga.ne"saaya’
Word 3 ’gurave’ is :
- Missing

Ediff with spaces L.C.S. based results without space

Table 1: different comparisons

a new letter (or a letter sequence). This new letter
can induce, in the second step, the construction of
another sandhi.

4 The first trials

The very first trials on Sanskrit critical edition
were conducted by Csernel and Patte (2009).
Their first idea was to use diff (Myers (1986)) in
order to obtain the differences between two San-
skrit sequences.

But they find the result quite disappointing. The
classical diff command line provided no useful
information at all.

They obtained a slightly better result with
Emacs ediff, as shown in Table 1, left col-
umn: we can see which words are different. But
as soon as they wanted to compare the same se-
quences without blank, they could not get a better
result using ediff than using diff. This is why
they started to implement an L.C.S. (Hirschberg,
1975) based algorithm. Its results appear in the
right column of Table 1.

4.1 The L.C.S based algorithm

The L.C.S matrix associated with the previous re-
sult can be seen on figure 1 on next page.

On this figure the vertical text represents the
sam. hitapāt.ha, the horizontal text is associated
with a manuscript. The horizontal bold dark lines
have been provided by the padapāt.ha, before it
has been transformed into the sam. hitapāt.ha.

The rectangles indicate how the correspon-
dences have been done between the sam. hitapāt.ha
and the manuscript. One corresponds to a word
missing (tasmai), two correspond to a word
present in both strings: the words s"rii and
nama.h, the last one corresponds to a word with
a more ambiguous status, we can say either that
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Figure 1: The L.C.S. Matrix

the word has been replaced or that one word is
missing and another word has been added. We can
see below the result in term of alignment where
the double ”|” represents a separation between
two words.

t a s m ai "s r ii g u r a v e - - - - n a m a .h
- - - - - "s r ii g - - a .n e "s aa y a n a m a .h

the corresponding alignment

If the result appears quite obvious within this
example, it is not always so easy, particularly
when different paths within the matrix can lead
to different alignments providing different results.

This induced them to put a lot of post treat-
ments to improve their results, and, at the end, the
method looked rather complicated. This is why
we were induced to produce an aligment method
based on the edit distance.

5 Alignment based on edit distance

We used two different methods to get the align-
ments formed by the matrix: the first one, based
on the common sense, is the subject of this sec-
tion. The second one, based on the IDA* algo-
rithm is the subject of the next one.

The idea is to get anyone of the alignments be-
tween the sam. hitapāt.ha and the manuscript, from
the distance matrix, and then apply some simple
transformations to get the right one.

The first goal is to minimize the number of in-
complete words which appear in the alignment
(mostly in the manuscript). The second goal is to
improve the compactness of each letter sequence

by moving in the same word the letters apart from
the gaps.

In the following we consider that the distance
matrix has been built from the top left to the bot-
tom right, and that the alignment is built by keep-
ing a path from the bottom right till the top left of
the matrix.

In such case, if some words are missing in the
manuscript, some letters can be misaligned (not
with the proper word), but this misalignment can
be easily corrected by shifting the orphan letters
till the correct matching word.

5.1 Shifting the orphan letters

We will call an orphan letter a letter belonging to
an incomplete word of the manuscript (generally)
and being isolated. To obtain a proper alignment
these letters must fit with the words to which they
belong.

The sequence Seq 1 below gives a good ex-
ample. The upper line of the table represents
the padapāt.ha, the second one the manuscript.
In this table, the words pratyaahaaraa and
rtha.h are missing in the manuscript. Conse-
quently the letters a.h are misplaced, with the
word rtha.h. The goal is to shift them to the
right place with the word upade"sa.h. The
result after shifting the letters appears in the se-
quence Seq 2 .

u p a d e "s a .h p r a t y aa h aa r aa r th a .h
u p a d e "s - - - - - - - - - - - - - - a .h

Seq 1

u p a d e "s a .h p r a t y aa h aa r aa r th a .h
u p a d e "s a .h - - - - - - - - - - - - - -

Seq 2

On the second example (Seq 3 & 4) we see on the
left side of the table that the letter a must just be
shifted from the beginning of asiddhy to the
end of saavarny giving Seq 4.

s aa v a r .n y a p r a s y d dh y
s aa v a r .n y - - - a s y d dh y

Seq 3: the orphan letter
s aa v a r .n y a p r a s y d dh y
s aa v a r .n y a - - - s y d dh y

Seq 4: once shifted
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But another kind of possible shift is the one
linked to the presence of supplementary letters
within the manuscript such as in Seq 5. The
letters a and nam of the padapāt.ha are shifted to
the right end of the sequence prayoj such as
shown in Seq 6.

p r a y o j - - - - - a - - - - n a m
p r a y o j a n a m s a .m j "n aa n a m

Seq 5: before shifting
p r a y o j a n a m - - - - - - - - -
p r a y o j a n a m s a .m j "n aa n a m

Seq 6: once shifted

5.2 The results
The results of the program are first displayed as a
text file. They do not come directly from the align-
ment but from a further treatment, which elimi-
nates some of the useless differences discovered,
and transform the other ones into something more
convenient for a human reader.
Paragraph 3 is Missing in File Asb2
Word 11 ’saara’ is:
- Substituted with ’saadhu’ in Man. aa
Word 17 ’viv.rta’ is:
- Followed by Added word(s) ’grantha"saa’
in Manuscript A3
Word 21 ’viudpanna’ is:
- Substituted with ’vyutpannaa’ in Man. A3
(P3) Word 32 ’k.rtyam’ is:
- Substituted with ’karyam’ in
Manuscript A3
- Substituted with ’kaaryam’ in
Manuscripts aa, am4, ba2

Such a result, if not fully perfect, has been vali-
dated as a correct base for further ameliorations.

6 Using A* for critical edition

In this section we explain the application of A*
(Hart et al., 1968; Ikeda and Imai, 1994) to critical
edition. We start defining a position for the prob-
lem, then we explain the cost function we have
used and the admissible heuristic. We end with
the search algorithm.

6.1 Positions
A position is a couple of indexes (x,y) that repre-
sents a position in the dynamic programming ma-
trix. The starting position is at the bottom right of
the matrix. The goal position is at the upper left of
the matrix (0,0). There are at most three succes-
sors of a position: the upper position (x,y-1),
the position on the left (x-1,y) and the position
at the upper left (x-1,y-1).

Moving to the position at the upper left means
aligning two characters in the sequences. Mov-
ing up means aligning a gap in the horizontal se-
quence with a letter in the vertical sequence. Mov-
ing to the left means aligning a gap in the vertical
sequence with a letter in the horizontal sequence.

6.2 A cost function for the critical edition
It appeared at the end of the first trials of Csernel
and Patte (2009) that we can consider the most
important criteria concerning the text alignment
to be an alignment concerning as few words as
possible, and as a secondary criteria the highest
possible compactness.

It can be formalized by a cost function which
will contain

• the edit distance between the two strings.

• the number of sequences of gaps.

• the number of words in the manuscript con-
taining at least a gap.

6.3 The admissible heuristic
We can observe that the edit distance contained
in the dynamic programming matrix is always
smaller than the score function we want to min-
imize since the score function is the edit distance
increased by the number of gap sequences and the
number of words containing gaps.

At any node in the tree, the minimum cost path
that goes through that node will be greater than the
cost of the path to the node (the g value) increased
by the edit distance.

The edit distance contained in the dynamic pro-
gramming matrix is an admissible heuristic for
our problem.

6.4 The search algorithm
The search algorithm is the adaptation of IDA*
(Korf, 1985) to the critical edition problem. It
takes 7 parameters: g the cost of the path to the
node, y and x the coordinates of the current po-
sition in the matrix, and four booleans that tell if
a gap has already been seen in the same word of
the padapāt.ha, if a gap has already been seen in
the same word of the manuscript, if the previous
move is a gap in the manuscript or a move in the
padapāt.ha.
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The search is successful if it has reached the up-
per left of the matrix (x = 0 and y = 0, lines
3 and 4 of the pseudo code), and it fails if the
minimal cost of the path going through the current
node is greater than the threshold (lines 5-6). The
search is also stopped if the position has already
been searched during the same iteration, with the
same threshold and a less or equal g (lines 7-8).

In other cases recursive calls are performed
(lines 15, 22, 36 and 43).

The first case deals with the insertion of a gap
in the padapāt.ha (possible if x is strictly positive,
lines 11-16). If this is the first gap in the word
we do not add anything to the cost, since we don’t
care about the number of words containing gaps in
the padapāt.ha, if the previous move is not a gap
in the padapāt.ha then we add one to the cost (line
14) and the recursive call is made with a cost of
g + deltag + 1 since inserting a gap also costs
one.

The second case deals with alignment of the
same letters (lines 17-23). In that case the re-
cursive call is performed with the same g since
it costs zero to align the same letters and that no
gap is inserted.

The third case deals with the insertion of a gap
in the manuscript (possible if y is strictly positive,
lines 24-37). Then the cost is increased by one for
the first gap in the word (line 28), by one for the
first gap of a sequence of gaps (line 32), and by
one since a gap is inserted.

The fourth case deals with the alignment of two
different letters and increases the cost by one since
aligning two different letters costs one and no gap
is inserted (lines 38-45).

The pseudo code for the search algorithm is:
1 bool search (g, y, x, gapAlreadySeen,

gapInMat,
2 previousIsGapInMat,

previousIsGapInPad)
3 if y=0 and x=0
4 return true

5 if g + h(y,x) > threshold
6 return false

7 if position already searched with smaller g
8 return false

9 newSeen = gapAlreadySeen
10 newSeenMat = gapInMat

11 if x > 0
12 deltag = 0
13 if not previousIsGapInPad

// cost of a sequence of gaps

// in the Padapatha
14 deltag = deltag + 1
15 if search (g+deltag+1, y, x-1,

true, gapInMat, false, true)
16 return true

17 if y > 0 and x > 0
18 if alignment of the same letters
19 if new word in the Padapatha
20 newSeen = false
21 newSeenMat = false
22 if search (g, y-1 , x-1, newSeen,

newSeenMat, false, false)
23 return true

24 if y > 0
25 deltag = 0;
26 if not gapInMat
27 // cost of each word containing

// gaps in the Matrikapatha
28 deltag = 1
29 newSeenMat = true
30 if not previousIsGapInMat
31 // cost of a sequence of gaps in

// the Matrikapatha
32 deltag = deltag + 1
33 if new word in the Padapatha
34 newSeen = false;
35 newSeenMat = false;
36 if search (g+deltag+1, y-1, x,

newSeen, newSeenMat, true, false)
37 return true;

38 if y>0 and x>0
39 if alignment of different letters
40 if new word in the Padapatha
41 newSeen = false
42 newSeenMat = false
43 if search (g+1, y-1 , x-1, newSeen,

newSeenMat, false, false)
44 return true

45 return false

The search function is bounded by a threshold
on the cost of the path. In order to find the shortest
path, an iterative loop progressively increasing the
cost is used.

7 Experiments and Conclusions

We have tested on our Sanskrit texts three differ-
ent methods to align them: one based upon the
L.C.S., the two other ones based on the edit dis-
tance. We have tested them on a set of 43 different
manuscripts of a short text, the introduction of the
kāśikāvr. tti: the pratyāhārasūtrah. . A critical edi-
tion of this text exists (Bhate et al., 2009), and we
have not seen obvious differences with our results.

The size of the padapāt.ha related to this text is
approximately 9500 characters. The time needed
for the treatment is approximately 29 seconds for
the L.C.S based one, 22 for the second method
(with the shifts) and 185 seconds for the third one
based on the IDA*algorithm (all mesured on a
Pentium 4 (3.2mgz)).

The comparison between the first method and
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the two others cannot be absolute, because the
first one displays its results under a more syn-
thetic form, and cannot display only the align-
ments. This form takes a little more time to be
proceeded but less time to be written.

Comparing the different methods:

• The first trial (L.C.S.) was a very useful
one, because it allows displaying significant
results to Sanskrit philologists, and opens
the possibility of further research. But it
is too complicated compared with other ap-
proaches, and the different steps needed,
though useful, do not provide the opportunity
to make easily further improvements.

• The second approach gives the best results in
term of time. It is conceptually quite simple,
and not too difficult to implement in term of
programming. And it gives place, because
it has been simple to implement, for further
improvements.

• What can we say then about the IDA*
method, which is by far the longest to make
the computation? That it is unmistakably not
the best choice as a production method when
computation time is a preoccupation (but the
time overhead has nothing definitive), but it
is for sure, for the person ”who knows” the
most flexible, and the easiest way to imple-
ment alignment methods, and to check an
hypothesis. Using A* would probabbly be
faster as the branching factor is small.

The use of edit distance based methods has
been, by the simplifications and the ameliorations
it provide for the comparison of the Sanskrit text
a great improvement. Both methods will allow
us to consider different coefficients for replacing
the letters in the edit distance matrix and leads to
further simplification of the pre-processing. The
IDA* (or other A*) method, opens wide the doors
for further experiments. Among these experi-
ments one of the most interesting will consist in
the modelling of an interaction between the infor-
mation provided by the annotations contained in
each manuscript (especially the presence of miss-
ing parts of the text) and the alignment.

It is difficult to provide a numerical evaluation
of the different results, first because they are not
provided under the same form, the first method
is provided as a human readable text and the two
other ones as sequence alignments, secondly be-
cause it is difficult (and we did not find it) to
provide a criterion which differs from the func-
tion we optimize in the A* algorithm. Otherwise
even if the differences between the two methods
are rather tiny, the A* algorithm which optimizes
by construction the criterion will be considered al-
ways as slightly better.

Another possible improvement is related to the
fact that in Sanskrit, the order of the words is not
necessary meaningful. Two sentences with the
words appearing in two different orders can have
the same meaning.

But there is a problem that none of these meth-
ods can solve, the problem induced by the absence
of a word which has been used to build a sandhi.
Once it disappeared the sandhi disappeared too,
and a new sandhi can appear, then it looks like
a real change of the text, but these modifications
are perfectly justified in term of Sanskrit grammar
and should not be notified in the critical edition.
For example if we look at the following sequence:

"s aa s t r a p r a v .r t t y a r th a .h
"s aa s t r aa - - - - - - - - - r th a .h

• the word "saastra has been changed in
"saastraa (with a long a at the end).

• the word prav.rtty has disappeared.

• the word artha.h has been changed to
rtha.h

In fact only the second point is valid. If
we put the words "saastra and artha.h
one after another in a Sanskrit text we get
"saastraartha.h. The two short a at the
junction of the two words become a long aa (in
bold) because of a sandhi rule. We have (until
now) no precise idea on the way to solve this kind
of problem, but we have the deep feeling that the
answer will not be straightforward.

On the other hand we believe that the problems
induced by the comparison of Sanskrit texts for
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the construction of a critical edition, is an inter-
esting family of problems. We hope that the so-
lutions of these problems can be applied to other
languages, and perhaps that it will also benefit to
some other problems.
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Abstract

In this paper, we present hybrid decod-
ing — a novel statistical machine transla-
tion (SMT) decoding paradigm using mul-
tiple SMT systems. In our work, in ad-
dition to component SMT systems, sys-
tem combination method is also employed
in generating partial translation hypothe-
ses throughout the decoding process, in
which smaller hypotheses generated by
each component decoder and hypotheses
combination are used in the following de-
coding steps to generate larger hypothe-
ses. Experimental results on NIST evalu-
ation data sets for Chinese-to-English ma-
chine translation (MT) task show that our
method can not only achieve significant
improvements over individual decoders,
but also bring substantial gains compared
with a state-of-the-art word-level system
combination method.

1 Introduction

In recent years, system combination for SMT has
been known to be quite effective with translation
consensus information built from multiple SMT
systems. The combination approaches can be
classified into two types. One is the combination
with each system’s outputs, which can be seen as
full hypotheses combination. The other is the par-
tial hypotheses (PHS) combination during the de-
coding phase.

A lot of impressive work has been done to im-
prove the performance of the SMT systems by uti-

∗This work has been done while the first author was vis-
iting Microsoft Research Asia.

lizing consensus statistics which come from sin-
gle system or multiple systems. For example,
Minimum Bayes Risk (MBR) (Kumar and Byrne,
2004) decoding over n-best list finds a translation
that has lowest expected loss with all the other hy-
potheses, and it shows that improvement over the
Maximum a Posteriori (MAP) decoding. Several
word-based methods (Rosti et al., 2007a; Sim et
al., 2007) have also been proposed. Usually, these
methods take n-best list from different SMT sys-
tems as inputs, and construct a confusion network
for second-pass decoding. There are also a lot of
research work to advance the confusion network
construction by finding better alignment between
the skeleton and the other hypotheses (He et al.,
2008; Ayan et al., 2008). Typically, all the ap-
proaches above only use full hypotheses but have
no access to the PHS information.

Moreover, some dedicated efforts have been
tried by manipulating PHS between multiple MT
systems. Collaborative decoding (co-decoding)
(Li et al., 2009) leverages translation consensus
by exchanging partial translation results and re-
ranking both full and partial hypotheses explored
in decoding. However, no new PHS are generated
compared to the individual decoding but only the
ranking is affected. Liu et al. (2009) proposes
joint decoding, a method that integrates multiple
translation models in one decoder. Although joint
decoding is able to generate new translations com-
pared to single decoder, it has to use the PHS
existed in one of its component decoder at each
step. Different from their work, we propose a
new perspective which leverages outputs from lo-
cal word-level combination. This will potentially
bring much benefit of performance since word-
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level combination can produce more promising
PHS.

The word-level system combination method is
employed to generate partial translation hypothe-
ses in our hybrid decoding framework. In this
sense, full hypotheses word-level combination
(FH-Comb) method(Rosti et al., 2007a; Sim et al.,
2007; He et al., 2008; Ayan et al., 2008) can be
considered as a special case of hybrid decoding,
where their combinations are only performed on
the largest hypotheses. Similar with FH-Comb,
hybrid decoding also uses word alignment infor-
mation. However, challenge exists in hybrid de-
coding as word alignment needs to be carefully
conducted through the decoding process. Obvi-
ously, document-level word alignment methods
such as GIZA++(Och and Ney, 2000) are quite
time consuming and unpractical to be embedded
into hybrid decoding. We propose a heuristic
method that can conduct word alignment of par-
tial hypotheses based on word alignment informa-
tion of phrase pairs learnt automatically from the
model training process. In this way, more PHS are
generated and the search space is enlarged sub-
stantially, which brings better translation results.

The rest of the paper is organized as follows:
Section 2 gives a formal description of hybrid
decoding, including framework overview, word-
level PHS combination and parameter estimation.
We conduct experiments with different settings
and make comparison between our method and
baseline, as well as a state-of-the-art word-level
system combination method in Section 3. Exper-
imental results discussion is presented in Section
4. Section 5 concludes the paper.

2 Hybrid Decoding

2.1 Overview

Different system combination methods (Li et al.,
2009; Liu et al., 2009) offer different frameworks
to coordinate multiple SMT decoders. Hybrid de-
coding provides a new scheme to organize mul-
tiple decoders to work synchronously. As the
decoding algorithms may differ in multiple de-
coders1, hybrid decoding has some difficulty in

1In the SMT area, some decoders use left-right decod-
ing to generate the hypothesis and“Pharaoh”(Koehn et al.,

integrating different decoding algorithms. With-
out loss of generality, we assume that bottom-up
CKY-based decoding is adopted in each individ-
ual decoder, which is the same as co-decoding
(Li et al., 2009) and joint decoding (Liu et al.,
2009). Hybrid decoding collects n-best PHS of a
source span2 from multiple decoders, then results
from word-level PHS combination of that span are
given back to each decoder, mixed with the origi-
nal PHS. After that, we re-rank the hybrid list and
continue the decoding. In an example with two
decoders, parts of the whole decoding process are
illustrated in Figure 1 and can be summarized as
follows:

3-5 6-6 3-4 5-6

3-6 3-6

1-2 3-6 1-2

1-6 1-6

1-6

Decoder1 Decoder2

Local decoding layer

Local decoding layer

Local decoding layer

Local combination layer

Local combination layer

3-6 3-6

1-6 1-6

Figure 1: Hybrid decoding with two decoders,
where the string “s-e”means the source span
starts from position s and ends at position e. The
blank rectangles represent the n-best partial trans-
lations of each decoder, and the shaded rectan-
gles illustrate the n-best local combination out-
puts. The ovals denote bottom-up CKY-based de-
coding results.

2003) is one of them, while others adopt bottom-up decoding
which is represented by“Hiero”(Chiang, 2007).

2The word “span”is used to represent translation unit
in CKY-based decoders, which denotes one or more consec-
utive words in the source sentence.
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1. Individual decoding. Each individual de-
coder should maintain the n-best PHS of
each span from the bottom. After all the in-
dividual decoders finish translating the same
span, they feed their own partial translations
into a public container which can be used for
word-level PHS combination, then get back
the partial combination outputs for step 3.

2. Local word-level combination. After fed
with PHS from multiple decoders, a confu-
sion network is built and word-level combi-
nation for PHS is conducted. The obtained
new partial translations are given back to
each individual decoder to continue the de-
coding.

3. Mix new PHS with the original ones. The
span in each individual decoder will receive
the corresponding new PHS from the local
combination outputs. The feature space of
the new PHS is not exactly the same with that
of the original ones. It has to be mapped in
some way then the mixed hypotheses are re-
ranked.

In the following sub-sections, we first present
the background of word-level combination for
PHS, then introduce hybrid decoding algorithm in
detail, as well as the feature definition and param-
eter estimation.

2.2 Word-Level Combination for Partial
Hypotheses

Most word-level system combination methods are
based on confusion network decoding. In con-
fusion network construction, one hypothesis has
to be selected as the skeleton which determines
the word order of the combination results. Other
hypotheses are aligned against the skeleton. Ei-
ther votes or some word confidence scores are as-
signed to each word in the network.

Most of the research on confusion network con-
struction focuses on seeking better word align-
ment between the skeleton and the other hypothe-
ses. So far, several word alignment procedures are
used for SMT system combination, which mainly
are GIZA++ alignments (Matusov et al., 2006),
TER alignments (Sim et al., 2007) and IHMM

政治||| political ||| 0-0
政治经济||| political and economic ||| 0-0 1-2
经济||| economic ||| 0-0
经济利益||| economic interests ||| 0-0 1-1
政治 [X1] ||| political and [X1] ||| 0-0 1-2

Figure 2: The example of translation alignment
from phrase-table and rule-table

alignments (He et al., 2008). Similar with general
word-level system combination method, word-
level PHS combination also uses word alignment
information. However, in hybrid decoding, it is
quite time-consuming and impractical to conduct
word alignment like GIZA++ for each span. For-
tunately, unit hypotheses word alignment can be
obtained from the model training process, which
is shown in Figure 2. We devise a heuristic
approach for PHS alignment that leverages the
translation derivations from the sub-phrases. The
derivation information ultimately comes from the
phrase table in phrase-based systems (Koehn et
al., 2003; Xiong et al., 2006) or the rule table in
syntactic-based systems (Chiang, 2007; Liu et al.,
2007; Galley et al., 2006).

The derivation is built in a phrase-based sys-
tem as follows. For example, we have two phrase
translations “我们 的 ||| our ||| 0-0 1-0”and
“经济利益 ||| economic interests ||| 0-0 1-1”,
where string“m-n”means the mth word in the
source phrase is aligned to the nth word in the tar-
get phrase. When combining the two phrases for
generating “我们 的 经济 利益”, we obtain
the translation hypothesis as “our economic in-
terests”and also integrate the alignment fragment
to get“0-0 1-0 2-1 3-2”. The case is similar in
syntactic-based system for non-terminal substitu-
tion, which we will not discuss further here.

Next, we introduce the skeleton-to-hypothesis
word alignment algorithm in detail. With the
translation derivations, the skeleton-to-hypothesis
(sk2hy) word alignment can be performed based
on the source-to-skeleton (so2sk) and source-to-
hypothesis (so2hy) word alignment as they share
the same source sentence. The basic idea is to
construct the sk2hy word alignment with the min-
imum correspondence subsets (MCS). A MCS is
defined as a triple < SK,HY, SO > where the
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SK is the subset of skeleton words, HY is the
subset of the hypothesis words, and SO is the
minimum source word set that all target words in
both SK and HY are aligned to. Figure 3 shows
the algorithm for skeleton-to-hypothesis align-
ment. Most of the pseudo-code is self-explained
except for some subroutines, which are listed in
Table 1.

1: procedure SKEHYPALIGN(so2sk, so2hy)
2: repeat
3: Fetch out a source word to SO
4: SO1 = SO2 = SO
5: repeat
6: SO=UNION(SO1, SO2)
7: SK=GETALIGN(SO, so2sk)
8: HY =GETALIGN(SO, so2hy)
9: SO1=GETALIGN(SK, so2sk)

10: SO2=GETALIGN(HY, so2hy)
11: until |SO1| == |SO2| == |SO|
12: simmax = −infinity
13: for all sk ∈ SK do
14: for all hy ∈ HY do
15: sim =SIM(sk, hy)
16: if sim ≥ simmax then
17: simmax = sim
18: skmax = sk
19: hymax = hy
20: end if
21: end for
22: end for
23: ADDALIGN(skmax, hymax)
24: until all the source words are fetched out
25: end procedure

Figure 3: Algorithm for skeleton-to-hypothesis
alignment

Subroutines Description
UNION(A,B) the union of set A and set B
GETALIGN(S,align) get the words aligned to

S based on align
SIM(w1,w2) similarity between w1 and w2,

we use edit distance here
ADDALIGN(w1,w2) align w1 with w2

Table 1: Description for subroutines

Due to the variety of the word order in n-
best outputs, skeleton selection becomes essen-

tial in confusion network construction. The sim-
plest way is to use the top-1 PHS from any indi-
vidual decoder with the best performance under
some criteria. However, this cannot always lead
to better performance on some evaluation met-
rics (Rosti et al., 2007a). An alternative would
be MBR method with some loss function such as
TER (Snover et al., 2006) or BLEU (Papineni et
al., 2002). We show the experimental results of
two skeleton selection methods for PHS combina-
tion in Section 3.

2.3 Hybrid Decoding Model

For a given source sentence f , any individual de-
coder in hybrid decoding finds the best transla-
tion e∗ among the possible translation hypotheses
Φ(f) in terms of a ranking function F :

e∗ = argmaxe∈Φ(f)F(e) (1)

Suppose we have n individual decoders. The
ranking function Fn of the nth decoder can be
written as:

Fn(e) =
m∑

i=1

λn,ihn,i(f, e) (2)

where each hn,i(f, e) is a feature function of the
nth decoder, and λn,i is the corresponding feature
weight. m is the number of features in each de-
coder.

The final result of hybrid decoder is the top-
1 translation from the confusion network, which
is constructed on multiple decoders with the last
layer’s output of CKY-based decoding.

2.4 Hybrid Decoding Algorithm

The hybrid decoder acts as a control unit which
controls the synchronization of multiple individ-
ual decoders. The algorithm is fully demonstrated
in Figure 4. The hybrid decoder pushes the same
span f ji to different decoders and gets back the n-
best PHS (lines 2-6). When the span’s length is
too small, both word alignment and partial com-
bination results are not accurate. We predefine a
fixed threshold δ which is used for determining the
start-up of combination (line 7). When the length
condition holds, the n-best PHS of each individual
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decoder are stored in container G (lines 8). Con-
fusion network is constructed and new PHS can be
extracted from it and are further mixed and sorted
with the original ones (lines 11-15).

1: procedure HYBRIDDECODING(fn1 , D)
2: for l← 1...n do
3: for all i, j s.t. j − i = l do
4: G← ∅
5: for all d ∈ D do
6: nbest =DECODING(d, i, j)
7: if j − i ≥ δ then
8: ADD(G,nbest)
9: end if

10: end for
11: cn =CONNETBUILD(G)
12: nbest′ =GETPARHYP(cn)
13: for all d ∈ D do
14: MIXSORT(nbestd, nbest′)
15: end for
16: end for
17: end for
18: end procedure

Figure 4: Hybrid decoding algorithm

2.5 Hybrid Decoding Features
Next we present the PHS word-level combination
feature functions for hybrid decoding. Following
(Rosti et al., 2007b), four features are utilized to
model the PHS as:

Word Confidence Feature hwc(e)
The word confidence feature is computed as
hwc(e) =

∑n
i=1 µiciw, where n is the num-

ber of the systems, µi is the system confi-
dence of system i, and ciw is the word confi-
dence of word w in system i.

Word Penalty Feature hwp(e)
Word penalty feature is the number of words
in the partial hypothesis (PH).

Null Penalty Feature hnp(e)
For null penalty feature, we mean the number
of NULL links along the PH when extracted
from the confusion network.

Language Model Feature hlm(e)
Different from the above three combination

features, which can be obtained during the
confusion network construction or hypothe-
ses extraction, the language model feature
cannot be summed up on the fly. Instead,
it must be re-computed when building each
new PH.

2.6 Feature Space Mapping

The features used in hybrid decoding can be clas-
sified into two categories: features for individual
decoders (FID) and features for PHS word-level
combination (FComb), and they are independent.
When mixing the new PHS with the original ones
of individual decoders, FComb space has to be
mapped to a FID space. However, several features
in FID are not defined in FComb, such as source
to target (S2T) phrase probability, target to source
(T2S) phrase probability, S2T lexical probability,
T2S lexical probability and other model specific
features. A mapping function H needs to be de-
fined as follows:

Ffid = H(Ffcomb) (3)

where Ffcomb denotes the feature vector from
FComb space, while Ffid is the feature vector
from FID space.

An easy mapping function is implemented with
an intuitive motivation: PHS combination results
are better than the ones in individual decoder and
we prefer not to disorder the original search space.
Thus, the undefined feature values of PHS from
FComb space are assigned by corresponding fea-
ture values of the top-1 PH in original decoder.
Experiments show that our method is not only
practical but also quite effective.

2.7 Parameter Estimation

Minimum Error Rate Training (MERT) (Och,
2003) algorithm is adopted to estimate feature
weights for hybrid decoding. As hybrid decoder
makes use of PHS from both individual decoders
and combination results as a whole, we devise
a new feature vector representation. The feature
vectors from FID space and FComb space are sim-
ply concatenated to form a longer vector without
overlapping. The weights are tuned simultane-
ously in order to reach a relatively global optima.
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3 Experiment

3.1 Data and Metric

We conducted our experiments on the test data
of NIST 2005 and NIST 2006 Chinese-to-English
machine translation tasks. The NIST 2003 test
data is used as the development data to tune the
parameters. Statistics of the data sets are shown in
Table 2. Translation performances are measured
with case-insensitive BLEU4 score (Papineni et
al., 2002). Statistical significance test is per-
formed using the bootstrap re-sampling method
proposed by Koehn (2004).

The bilingual training corpora we used are
listed in Table 3, which contains 498K sentence
pairs, 12.1M Chinese words and 13.8M English
words after pre-processing. Word alignment is
performed by GIZA++ (Och and Ney, 2000) in
both directions with the default setting, and the
intersect-diag-grow method is used to refine the
symmetric word alignment.

Data Set # Sentences
NIST 2003(dev) 919
NIST 2005(test) 1,082
NIST 2006(test) 1,664

Table 2: Statistics of test/dev data sets

LDC ID Description
LDC2003E07 Ch/En Treebank Par Corpus
LDC2003E14 FBIS Multilanguage Texts
LDC2005T06 Ch News Translation Text Part 1
LDC2005T10 Ch/En News Magazine Par Text
LDC2005E83 GALE Y1 Q1 Release - Translations
LDC2006E26 GALE Y1 - En/Ch Par Financial News
LDC2006E34 GALE Y1 Q2 Release - Translations

V2.0
LDC2006E85 GALE Y1 Q3 Release - Translations
LDC2006E92 GALE Y1 Q4 Release - Translations

Table 3: Training corpora for Chinese-English
translation

The language model used for hybrid decoding
and all the baseline systems is a 5-gram model
trained with the Xinhua portion of LDC English
Gigaword Version 3.0 plus the English part of
bilingual training data.

3.2 Implementation
We use two baseline systems. The first one
(SYS1) is re-implementation of Hiero, a hi-
erarchical phrase-based system (Chiang, 2007)
based on Synchronous Context Free Grammar
(SCFG). Phrasal translation rules and hierarchi-
cal translation rules with nonterminals are ex-
tracted from all the bilingual sentence pairs.
The second one (SYS2) is a phrase-based sys-
tem (Xiong et al., 2006) based on Bracketing
Transduction Grammar (Wu, 1997) with a lex-
icalized reordering model (Zhang et al., 2007)
under maximum entropy framework, where the
phrasal translation rules are exactly the same
with that of SYS1. The lexicalized reorder-
ing model is trained using the MaxEnt toolkit
(Zhang, 2006) where the training instances are
extracted from subset of the training corpora,
which contains LDC2003E07, LDC2003E14,
LDC2005T06, LDC2005T10. Both systems use
the bottom-up CKY-based decoding with cube-
pruning (Chiang, 2007) and the beam size is set
to 10 for decoding efficiency.

For hybrid decoder, we set δ to be
sentence.length − 3, meaning that the PHS of
individual decoders only perform local combi-
nation in the last three layers. The reason why
we adopt this setting is because we find that
starting local combination on short spans hurts
the performance badly on test data. Experimental
results are shown in the next section.

3.3 Translation Results
We present the overall results of hybrid decod-
ing over two baseline systems on both test sets.
We also implement an IHMM-based word-level
system combination method (He et al., 2008) to
make comparison with hybrid decoding system,
and the n-best candidates used for IHMM-based
word-level system combination is set to 10. Pa-
rameters for all the systems are tuned on NIST
2003 test set. The results are shown in Table 4.

In Table 4, we find that the hybrid decoding per-
forms significantly better than SYS1 and SY2 on
both test sets. Besides, compared to IHMM word-
level system combination method, hybrid decod-
ing also brings substantial gains with 0.63% and
0.92% points respectively.

219



NIST 2005 NIST 2006
SYS1 0.3745 0.3346
SYS2 0.3699 0.3296

IHMM Word-Comb 0.3821∗ 0.3421∗

Hybrid 0.3884∗+ 0.3513∗+

Table 4: Hybrid decoding results on test sets,
*:significantly better than SYS1 and SYS2 with
p<0.01, +:significantly better than IHMM Word-
Comb with p<0.01

We also try different layers for determining
the start-up of local word-level PHS combination.
Figure 5 gives the intuitive BLEU results.

 

0.32
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Figure 5: Performance of hybrid decoding with
different start-up settings on NIST 2005 test set,
where the ”lastM” means to conduct local word-
level PHS combination in the last M layers from
the perspective of CKY-based decoding.

As shown in Figure 5, the performance drops
drastically if we start to conduct word-level PHS
combination too early. After considering about ef-
ficiency and performance, we determine to do that
in the last three layers.

We then investigate the effects on hybrid de-
coding with different beam sizes, and compare the
trend with two baseline systems and IHMM-based
word-level system combination method as well.
The results are illustrated in Figure 6.

From what we see in Figure 6, the performance
of each system is monotonically increasing as the
beam size becomes larger. Hybrid decoding per-
forms consistently better than IHMM Word-Comb
when the beam size is small, and the largest im-
provement (+0.63% points) is obtained when the
beam size is set to 10. However, as the beam size
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Figure 6: Performance of hybrid decoding with
different beam sizes on NIST 2005 test set

increases, the performance gap is getting narrow.
One intuitive observation is that hybrid decoding
performs slightly worse than IHMM Word-Comb
when the beam size is set to 100. One possible
reason for this phenomenon is that, the alignment
noise may be introduced to hybrid decoding since
we have to generate monolingual alignments with
many poor translation derivations.

The confusion network for PHS of each system
can be built independently. We would like to eval-
uate the performance of single system hybrid de-
coding. Table 5 gives the results on both Hiero
and BTG decoders.

NIST 2005 NIST 2006
SYS1 SYS2 SYS1 SYS2

baseline 0.3745 0.3699 0.3346 0.3296
self-comb 0.3770 0.3758∗ 0.3358 0.3355∗

Table 5: Hybrid decoding for single system,
*:significantly better than baseline with p<0.05

Table 5 shows that BTG decoder (SYS2) has
more potential for so-called “self-boosting”.
The self-combination of BTG decoder improves
the performance substantially over the baseline.
However, we did not observe any significant im-
provement for Hiero decoder (SYS1).

Finally, we examine the impacts of skeleton se-
lection for PHS in hybrid decoding. The results in
Table 6 demonstrate that, compared to the top-1
selection method, translation performance can be
improved significantly with MBR-based skeleton
selection method. It strongly suggests that choos-
ing the skeleton with more consistent word order
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will lead to better translation results.

NIST 2005 NIST 2006
Top-1 0.3817 0.3415
MBR 0.3884∗ 0.3513∗

Table 6: Skeleton selection in hybrid decoding,
*:significantly better than top-1 skeleton selection
method with p<0.01

4 Discussion

System combination methods have been widely
used in SMT to improve the performance. For
example, in (Rosti et al., 2007a), several combi-
nation methods have been proposed to make use
of different kinds of consensus information. In
(He et al., 2008), better word alignment method is
adopted to advance the word-level system combi-
nation. Our method is different from these meth-
ods in the sense that we do not exclusively rely
on the n-best full hypotheses from each individual
decoder, but emphasize the importance of word-
level combination for PHS. Thus, it enlarges the
search space and is more prone to find better trans-
lations. Experimental results have shown the ef-
fectiveness of our method.

The idea of multiple systems collaborative de-
coding (Li et al., 2009) works well on re-ranking
the outputs of each system using n-gram agree-
ment statistics. However, no new translation re-
sults are generated compared to individual decod-
ing. Our method takes advantage of confusion
network to give PHS which cannot be seen before.

Although (Liu et al., 2009) also work on PHS,
we explore the cooperation of multiple systems
from a new perspective. They use translation
derivations from different decoders jointly as a
bridge to connect different models. Different from
their work, we devise a heuristic method to ob-
tain word alignment information from the deriva-
tion of each decoder, which can be embedded
for word-level PHS combination easily and effi-
ciently.

5 Conclusion and Future Work

In this paper, we propose a new SMT decoding
framework named hybrid decoding, in which mul-
tiple decoders work synchronously to conduct lo-

cal decoding and local word-level PHS combina-
tion in turn. We also devise a heuristic method to
obtain word alignment information directly from
the translation derivations, which is both intuitive
and efficient. Experimental results show that with
hybrid decoding the overall performance can be
improved significantly over both the individual
baseline decoder and the state-of-the-art system
combination method.

In the future, we will involve more individual
SMT decoders into hybrid decoding. In addition,
we would like to keep on this work in two direc-
tions. On the one hand, start-up threshold of PHS
combination will be explored in detail to find its
underlying impact on hybrid decoding. On the
other hand, we will try to employ a more theoreti-
cally sound approach to conduct the feature space
mapping from the feature space of confusion net-
work to that of individual decoders.
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Abstract 

Global ranking, a new information re-

trieval (IR) technology, uses a ranking 

model for cases in which there exist re-

lationships between the objects to be 

ranked. In the ranking task, the ranking 

model is defined as a function of the 

properties of the objects as well as the 

relations between the objects. Existing 

global ranking approaches address the 

problem by “learning to rank”. In this 

paper, we propose a global ranking 

framework that solves the problem via 

data fusion. The idea is to take each re-

trieved document as a pseudo-IR sys-

tem. Each document generates a pseu-

do-ranked list by a global function. The 

data fusion algorithm is then adapted to 

generate the final ranked list. Taking a 

biomedical information extraction task, 

namely, interactor normalization task 

(INT), as an example, we explain how 

the problem can be formulated as a 

global ranking problem, and demon-

strate how the proposed fusion-based 

framework outperforms baseline me-

thods. By using the proposed frame-

work, we improve the performance of 

the top 1 INT system by 3.2% using 

the official evaluation metric of the 

BioCreAtIvE challenge. In addition, by 

employing the standard ranking quality 

measure, NDCG, we demonstrate that 

                                                 
*
 Corresponding author 

the proposed framework can be cas-

caded with different local ranking 

models and improve their ranking re-

sults. 

1 Introduction 

Information Retrieval (IR) involves finding 

documents that are relevant to a given query in 

a large corpus. The task is usually formulated 

as a ranking problem. When a user submits a 

query, the IR system retrieves all documents 

that contain at least one query term, calculates 

a ranking score for each of the documents us-

ing a ranking model, and sorts the documents 

according to the ranking scores. The scores 

represent the relevance, importance, and/or 

diversity of the retrieved documents. Thus, the 

quality of a search engine can be determined 

by the accuracy of the ranking results.  

Recently, a machine learning technology 

called learning to rank has been applied exten-

sively to the task. Several state-of-the-art ma-

chine learning-based ranking algorithms have 

been proposed, e.g., RankSVM and RankNet. 

These algorithms differ substantially in terms 

of the ranking models and optimization tech-

niques employed, but most of them can be re-

garded as “local ranking” approaches in the 

sense that each model is defined on a single 

document without considering the possible 

relations to other documents to be ranked. In 

many applications, this is only a loose approx-

imation as there is always relational informa-

tion among documents. For example, in some 

cases, users may prefer that two similar docu-

ments have similar relevance scores; even 
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though one of the documents is not as relevant 

to the given query as the other; this problem is 

similar to Pseudo Relevance Feedback (Kwok, 

1984). In other cases, web pages from the 

same site form a sitemap hierarchy in which a 

parent document should be ranked higher than 

its child documents (referred to as Topic Dis-

tillation at TREC (Chowdhury, 2007)). To util-

ize all available information, more advanced 

ranking algorithms define a ranking model as a 

function of all the documents to be ranked, i.e., 

a global ranking model (Qin et al., 2008a; Qin 

et al., 2008b). 

Unlike conventional ranking and learning to 

rank models, such as BM25 and RankSVM, 

whose ranking functions are defined on a 

query and document pair, global ranking mod-

els utilize both content information and rela-

tion information. Qin et al. (2008) proposed 

the first supervised learning framework for the 

global ranking problem. They formulated the 

problem as an optimization problem that in-

volves finding an objective function to minim-

ize the trade-off between local consistence and 

global consistence and implemented it on 

SVM. Subsequently, they defined the global 

ranking problem formally in (Qin et al., 2008) 

and solved it by employing continuous condi-

tional random fields (CRF). 

In this paper, we propose a new framework 

for the global ranking problem. The major dif-

ference between our work and that of Qin et al. 

(2008a; 2008b) is that we do not compile a 

feature vector of relational information directly 

to construct a new machine-learned ranking 

model for global ranking. Instead, we use the 

ranking results generated by the original rank-

ing model and then employ an algorithm with 

the relational information to transform the 

global ranking problem into a data fusion prob-

lem; that is also known as a rank aggregate 

problem. The proposed framework is flexible 

and can be cascaded with conventional ranking 

models or learning to rank models. 

The remainder of this paper is organized as 

follows. In Section 2, we present a formal de-

finition of global ranking. In Section 3, we de-

scribe the proposed framework and consider 

three fusion algorithms that can be used with 

our framework. We also explain how the algo-

rithms can be adapted to solve the global rank-

ing problem. In Section 4, we introduce a bio-

medical text mining task called the interactor 

normalization task (INT) (Krallinger et al., 

2009) and show why it should be formulated 

as a global ranking problem. In Section 5, we 

report extensive experiments conducted on the 

INT dataset released by BioCreAtIvE 

(Krallinger et al., 2009). Section 6 contains 

some concluding remarks. 

2 Global Ranking Problem 

The global ranking problem was first defined 

formally by Qin et al. (2008). In this paper, we 

propose a new global ranking framework 

based on their definition. Although we devel-

oped the framework independently, we adopt 

Qin et al.’s terminology. 

Let   denote a query. In addition, let 

        
   

   
   

    
    
   

  denote the docu-

ments retrieved by  , and let      

   
   

   
   

    
    
   

  denote the ranking scores 

assigned to the documents. Here,      

represents the number of documents retrieved 

by  . Note that the numbers of documents va-

ries according to different queries. We assume 

that      is determined by a ranking model. 

If a ranking model is defined on a single 

document, i.e., in the form of 

  
   

     
   

            , 

it is called a “local ranking” model.  

Let       
   

   
   

       
   

 
 be a set of 

real-value functions defined on   
   

,   
   

, and  

     (                ). The functions 

           

represents the relations between documents. 

Equation 2 is defined according to the re-

quirements of different tasks. For example, for 

the Pseudo Relevance Feedback problem, Qin 

et al. (2008) defined Equation 2 as the similari-

ties between any two documents in their CRF-

based model. 

If a ranking model takes all the documents 

as its input and exploits both local and global 

information (Equation 2) in the documents, i.e., 

in the form of 

            , 

it is called a “global ranking” approach. 

(1) 

(2) 
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3 Fusion-based Global Ranking 

Framework 

It is usually difficult to develop a global rank-

ing algorithm that can fully utilize all the local 

and global information in documents to pro-

duce a document rank and also consider the 

score ranks. One example of a global ranking 

algorithm that satisfied these criteria is the one 

proposed in (Qin et al., 2008) in which the 

modified CRF algorithm handles context (local) 

features and relational (global) features in the 

documents. Without solving a ranking problem 

directly, however, the modified CRF algorithm 

is more like a regression algorithm since it op-

timizes the CRF parameters in a maximum 

likelihood estimate without considering the 

score ranks. With respect to the ranking feature, 

in this section, we describe our framework 

based on the idea of data fusion for solving the 

global ranking problem. 

3.1 Framework Description 

The flow chart of the proposed framework is 

illustrated in Figure 1. The first step is the 

same as that of the traditional local ranking 

model. Given a query, the local ranking model 

  
   

 defined in Equation 1 is used to calculate 

the ranking score for each document, and re-

turn a document list sorted according to the 

local scores.  

The second step transforms the global rank-

ing problem into a data fusion problem. Our 

idea is to take each retrieved document as a 

pseudo-IR system, and the pseudo-ranking 

model,    
   

, used by each system is the func-

tion defined in Equation 2. For each pseudo-IR 

system,   
   

, the pseudo-ranking model for a 

document   
   

 is defined as follows:  

 

   
   

     
   

      
   

   
   

        

          . 

There are totally      pseudo-IR systems, 

which generate      pseudo-ranked lists. As a 

result, the global ranking problem is trans-

formed into a data fusion problem, that is to 

aggregate the pseudo-ranked lists. Figure 2 

shows the steps of the transformation algo-

rithm. 

The final step is to adapt fusion algorithms 

to aggregate the pseudo-ranked lists. A canoni-

cal data fusion task is called meta-search 

(Aslam and Montague, 2001; Fox and Shaw, 

1994; Lee, 1997; Nuray and Can, 2006), which 

aggregates Web search query results from sev-

eral engines into a more accurate ranking. The 

origin of research on data fusion can be traced 

back to (Borda, 1781). In recent years, the 

process has been used in many new applica-

tions, including aggregating data from micro-

array experiments to discover cancer-related 

genes (Pihura et al., 2008), integration of re-

sults from multiple mRNA studies (Lin and 

Ding, 2008), and similarity searches across 

datasets and information merging (Adler et al., 

2009; Zhao et al., 2010).  

Liu et al. (2007) classified data fusion tech-

nologies into two categories: order-based fu-

sion and score-based fusion. In the first catego-

ry, the orders of the entities in individual rank-

ing lists are used by the fusion algorithm. In 

the second category, the entities in individual 

ranking lists are assigned scores and the fusion 

algorithm uses the scores. In the following 

sub-sections, we adapt three fusion algorithms 
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Figure 1. The Proposed Framework for 

Global Ranking. 
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for the proposed framework. The first is the 

Borda-fuse model (Aslam and Montague, 

2001), an order-based fusion approach based 

on an optimal voting procedure. The second is 

a linear combination (LC) model (Vogt and 

Cottrell, 1999), which is a score-based fusion 

approach. 

3.2 Borda-fuse 

The Borda-fuse model (Aslam and Montague, 

2001) is based on a political election strategy 

called the Borda Count. For our framework, 

the rationale behind the strategy is as follows. 

Each pseudo-IR system   
   

 is an analogy for 

a voter; and each voter ranks a fixed set of      

documents in order of preference (Equation 3). 

For each voter, the top ranked document is 

given      points, the second ranked document 

is given     -  points, and so on. If some doc-

uments left unranked by the voter, the remain-

ing points are divided equally among the un-

ranked documents. The documents are ranked 

in descending order of the total points. 

In our framework, we implement two Bor-

da-fuse-based models. The first is the modified 

Borda-fuse (MBF) model. In MBF, the number 

of points given for a voter's first and subse-

quent preferences is determined by the number 

of documents they have actually ranked, rather 

than the total number of ranked. Because the 

ranking model,    
   

, used by the pseudo-IR 

system may only retrieve   documents where 

  is smaller than     , we penalize systems 

that do not rank a full document set by reduc-

ing the number of points their vote distributes 

among the documents. In other words, if there 

are ten documents, but the pseudo-IR system 

only retrieves five, then the first document will 

only receive 5 points; the second will receive 4 

points, and so on. 

The second is the weighted Borda-fuse 

(WBF) model. The original Borda-fuse model 

reflects a democratic election in which each 

voter has equal weight. However, in many cas-

es, we prefer some voters because they are 

more reliable. We employ a simple weighting 

scheme that multiplies the points assigned to a 

document determined by system   
   

 by a 

weight  
  
   . 

3.3 LC Model 

The LC model has been used by many IR re-

searchers with varying degrees of success 

(Bartell et al., 1994; Knaus et al., 1995; Vogt 

and Cottrell, 1999; Vogt and Cottrell, 1998). In 

our framework, it is defined as follows. Given 

a query  , a document   
   

, the weights 

                     for      individual 

pseudo-IR systems, and jth pseudo-IR sys-

tem’s ranking score     
   

, the LC model cal-

culates the ranking score   of   
   

 against all 

pseudo-IR systems as follows: 

      
   

         
        

    

This score is then used to rank the documents. 

For example, for two pseudo-IR systems, this 

reduces to: 

          
   

        
   

       
   

 

Compared with MBF, Equation 4 requires 

both relevance scores and training data to de-

 function transform (    : the documents retrieved 

with query  ) 

{generate pseudo-ranked lists for     } 

 # a dictionary that maps the pseudo-IR systems to 

# their corresponding pseudo-ranked lists 

1. pseudoRankedLists = {} 

2. for   
   

 in     : 

     # a dictionary that maps the relation score (real 

    # value) to a list of documents. 

3.     relation = {} 

     for   
   

 in     : 

4.         relation[    
   

   
   

      ].append(  
   

) 

     # relation.keys() returns all keys stored in the  

 # dictionary relation. The key of relation is the 

 # relation score. 

5.     Sort relation.keys() in decreasing order 

     # a dictionary that maps a new rank to a list of 

    # documents. 

6.     pseudoRankedList = {} 

7.     newRank = 0 

     for score in sorted relation.keys(): 

         # relation[score] returns the document list  

         # corresponding to the given score 

         for doc in relation[score]: 

8.             pseudoRankedList[1+newRank] 

                                          .append(doc) 

9.         newRank = newRank + 1 

10.     pseudoRankedLists [  
   

] = pseudoRankedList 

 return pseudoRankedLists 

Figure 2. The Dependent Ranked List Gen-

eration Algorithm (represented using python 

syntax). 

(4) 
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termine the weight    given to each pseudo-IR 

system. 

4 Case Study 

In this section, we describe the task examined 

in our study. We also explain how we formu-

late the task as a global ranking problem. The 

experiments results are detailed in Section 5. 

4.1 Interactor Normalization Task 

The interactor normalization task (INT) is a 

complicated text mining task that involves the 

following steps: (1) It recognizes gene men-

tions in a full text article. (2) It maps the rec-

ognized gene mentions to corresponding 

unique database identifiers which is similar to 

the word sense disambiguation task in compu-

tational linguistics. (3) It generates a ranked 

list of the identifiers according to their impor-

tance in the article and their probability of 

playing the interactor role in protein-protein 

interactions (PPIs). Such ranked lists are useful 

for human curators and can speed up PPI data-

base curation. 

Dai et al. (2010) won first place in the Bio-

CreAtIvE II.5 INT challenge (Mardis et al., 

2009) by using a SVM-based local ranking 

model in which they treat gene mentions’ iden-

tifiers in an article as the document set, and the 

query is a constant string “interactor”. Based 

on their feature sets and evaluation results, we 

can find that their local ranking model tends to 

rank focus genes higher (Dai et al., 2010). 

However, the primary objective of INT is to 

generate a ranked list of interaction gene iden-

tifiers. According to (Jenssen et al., 2001), co-

mentioned genes are usually related in some 

way. For example, if two gene mentions fre-

quently occur alongside each other in the same 

sentence in an article, they probably have an 

association and influence each other’s rank. 

Take a low-ranked interactor that is only men-

tioned twice in an article as an example. If 

both mentions are next to the highest-ranked 

interactor in the article, then the low-ranked 

interactor’s rank should be boosted significant-

ly. Therefore, the ranking task for each article 

can be formulated as a global ranking problem; 

the global ranking algorithm should consider 

both the local information from Dai et al.’s 

model and the global information from the as-

sociations among identifiers. 

4.2 Global Ranking in INT 

Let   be a constant “interactor.” The identifier 

set generated by an INT system for a full-text 

article is analogous to the document set 

        
   

   
   

    
    
   

 . Here      denotes 

the number of identifiers. Note that the number 

of identifiers varies for different articles. Let 

        
   

   
   

    
    
   

  denote the ranking 

scores assigned to the identifiers given by a 

local ranking model. In this study, we used the 

INT system and SVM-based local ranking 

model released by (Dai et al., 2010) to gener-

ate the identifier set and ranking scores. 

To obtain the global information, we con-

sider the co-occurrence of identifiers and em-

ploy mutual information (MI) to measure the 

association between two identifiers as follows: 

                     

                      . 

In the above formula, the identifier probabili-

ties       and       are estimated by counting 

the number of occurrences in an article norma-

lized by  , i.e., the number of sentences con-

taining identifiers. The joint probability, 

        , is estimated by the number of times 

   co-occurs with    in a window of   words 

normalized by  . Note that, in practice, other 

advanced approaches can be used to calculate 

the association score. 

For the proposed framework, each identifier 

  
   

 is a pseudo-IR system with MI as its 

pseudo-ranking model    
   

. The identifiers 

that co-occur with   
   

 become candidates on 

  
   

’s pseudo-ranked list. 

5 Experiments 

In the following sub-sections, we introduce the 

dataset used in the experiments, describe the 

evaluation methods, report the results of the 

experiments conducted to compare the perfor-

mance of different methods, and discuss the 

efficiency of the proposed global ranking 

framework. 
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5.1 Dataset 

We used the BioCreAtIvE II.5 Elsevier corpus 

released by BioCreAtIvE II.5 challenge in the 

experiments. The corpus contains 1,190 full-

text journal articles selected mainly from 

FEBS Letters. Following the same format as 

the BioCreAtIvE II.5 INT challenge, we used 

articles published in 2008 (61 articles) as our 

training set and articles published in 2007 or 

earlier (61 articles) as our test set. 

5.2 A Fusion-based Global Ranking 

Framework for INT 

Before applying the proposed framework, we 

preprocess the articles in the dataset to identify 

all gene mentions, and map them to their cor-

responding identifiers. After preprocessing, 

each full-text article is associated with a list of 

identifiers (Step 1 in Figure 1). The transform 

and fusion algorithm is then applied on each 

article (Steps 2 and 3 in Figure 1). 

To apply the WBF and LC models, we need 

to determine the weight assigned to each pseu-

do-IR system. To obtain the weight, we calcu-

late the precision of each rank of the ranked 

lists generated by Dai et al.’s INT system. Fig-

ure 3 shows the precision of ranks 1 to 15 cal-

culated by applying three-fold cross validation 

on the INT training set. We observe that the 

precision declines as the rank increases, which 

implies that the higher ranks predicted by their 

SVM-based local ranking model are more reli-

able than the lower ranks. 

5.3 Evaluation Metrics 

Our evaluations focus on two comparisons: the 

first compares the ranking of the proposed 

framework with the original local ranking 

model by using the area under the curve of the 

interpolated precision/recall (iP/R) curve. This 

is the evaluation metric used in the BioCreA-

tIvE II.5 challenge and is a common way to 

depict the degradation of precision as one tra-

verses the retrieved results by plotting interpo-

lated precision numbers against percentage 

recall. The area under the iP/R function     is 

defined as follows: 

                              
 
   

                  
, 

where   is the total number of correct identifi-

ers and    is the highest interpolated precision 

for the correct identifier   at   , the recall for 

that hit. The interpolated precision    is calcu-

lated for each recall   by taking the highest 

precision at   or any     . 

In the second comparison, we use a standard 

quality measure in IR to estimate the ranking 

performance of local ranking models and the 

proposed framework. We adopt Normalized 

Discounted Cumulative Gain (NDCG) to 

measure the performance. The NDCG score of 

a ranking is computed based on DCG (Dis-

counted Cumulative Gain) as follows: 

             
    

       
 
   , 

where   is the rank position, and            
is the relevance grade of the  th identifier in 

the ranked result set. In our experiment, 

       corresponds to an interaction iden-

tifier, and        corresponds to other iden-

tifiers. NDCG is then computed as follows: 

        
      

       
, 

where      denotes the results of a perfect 

ranking. The NDCG values for all articles are 

averaged to obtain the average performance of 

the proposed framework. 

5.4 INT Test Set Performance 

Figure 4 shows the Area_iPR scores of four 

configurations. In the baseline configuration 

(Local/Rank1), the SVM-based local ranking 

model released by Dai et al. is employed. In 

the configuration Global+LC, Global+MBF, 

and Global+WBF, the proposed global ranking 

framework is cascaded with the local ranking 

model and with three data fusion models: the 

LC model, the modified Borda-fuse (MBF) 

model, and the weighted Borda-fuse model. 

The figure also shows the Area_iPR scores of 

 
Figure 3. Precision of Different Ranks. 
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the top three teams and the average Area_iPR 

score of all BioCreAtIvE II.5 INT participants 

(Average).  

The results show that under the global rank-

ing framework, Area_iPR performance is im-

proved in addition to Global+MBF. The high-

est Area_iPR (Global+LC: 46.7%) is 3.2% 

higher than the Rank 1 score in the BioCreA-

tIvE II.5 INT challenge. According to our 

analysis, before global ranking, identifiers 

whose feature values rarely appear in the train-

ing set are often ranked incorrectly because 

their feature values are under-estimated by the 

ranking model. However, if the identifiers co-

occur with higher-ranked identifiers whose 

feature values appear frequently, the proposed 

framework is very likely to increase their ranks. 

This results in an improved Area_iPR score. 

5.5 Global Ranking Performance 

 
To illustrate the effectiveness of the proposed 

global ranking framework and assess its per-

formance when it is cascaded with other con-

ventional ranking models, we implement a 

simple term frequency-based ranking function, 

which is based on the identifier frequency in 

an article as another local ranking model. If 

two or more identifiers have the same frequen-

cy, two heuristic rules are employed sequen-

tially to rank them: (1) the identifier with the 

highest frequency in the Results section of the 

article, and (2) the identifier mentioned first in 

the article.  

Table 1 shows the NDCG percentage gain 

of different ranking models. It compares the 

ranked list generated by our global ranking 

framework and by the local ranking models. 

We observe that (1) irrespective of whether the 

local ranking model is a conventional model or 

a learning to rank model, Global+LC and 

Global+WBF models achieve NDCG gains 

over the original rankings of the local ranking 

models; (2) the results show that our global 

ranking framework can improve the perfor-

mance by only exploiting MI analysis. Howev-

er, it is expected that employing more ad-

vanced relation extraction methods to deter-

mine the global information (Equation 3) 

would yield more reliable pseudo-ranked lists 

and lead to a further improvement in the final 

ranking; and (3) similar to the results in Sec-

tion 5.4, the performance of Global+MBF does 

not improve. Global+MBF has a negative 

NDCG gain and the Area_iPR decreases by 

2.61%. We believe this is due to MBF gives 

equal weight to each pseudo-IR system. As 

mentioned in Section 4.1, the document set in 

INT is comprised of the identifiers of the gene 

mentions derived by Dai et al.’s system. Un-

fortunately, there must be incorrect identifiers 

(the errors may be due to their gene mention 

recognition or identifier mapping processes). 

As in the meta-search, the best performance is 

often achieved by weighting the input systems 

unequally. Reasonable weights allow the algo-

rithm to concentrate on good feedback from 

pseudo-IR systems and ignore poor feedback. 

As shown by the average precision results in 

Figure 3, the identifiers (corresponding to the 

pseudo-IR systems in our framework) in the 

higher ranks are more reliable; however, MBF 

cannot use this information, which leads to a 

negative NDCG gain and a lower Area_iPR 

score. 

6 Conclusion 

We have presented a new global ranking 

framework based on data fusion technology. 

Our approach solves the global ranking prob-

lem in three stages: the first stage ranks the 

document set by the original local ranking 

model; the second stage transforms the prob-

Based on Global Ranking NDCG1 NDCG3 NDCG5 

Local Ranking 
/Rank1 

Global+LC +0.908 +1.323 -0.003 

Global+MBF -3.279 -1.034 -0.020 

Global+WBF -0.016 +3.630 +2.071 

Freq Global+LCf +1.639 +3.152 +2.817 

Global+MBFf -6.860 -4.275 -4.839 

Global+WBFf +2.549 +2.390 +3.043 

Table 1. The NDCG Gain (%) of Different 

Ranking Models. 

 
Figure 4. The Area_iPR Results of Different 

Ranking Models 
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lem into a data fusion task by using global in-

formation, and the final stage adapts fusion 

algorithms to solve the ranking problem. The 

framework is flexible and it can be combined 

with other mature ranking models and fusion 

algorithms. We also show how the BioCreA-

tIvE INT can be formulated as a global ranking 

problem and solved by the proposed frame-

work. Experiments on the INT dataset demon-

strate the effectiveness of the proposed frame-

work and its superior performance over other 

ranking models. 

In our future work, we will address the fol-

lowing issues: (1) the use of advanced data 

fusion algorithms in the proposed framework; 

(2) assessing the performance of the proposed 

framework on other tasks, such as Pseudo Re-

levance Feedback and Topic Distillation; and 

(3) design an advanced supervised learning 

relation extraction algorithm to replace MI in 

INT to evaluate the system performance. 

References 

Adler, P., R. Kolde, M. Kull, A. Tkachenko, H. 

Peterson, J. Reimand and J. Vilo (2009). Mining 

for coexpression across hundreds of datasets 

using novel rank aggregation and visualization 

methods. Genome Biology 10(R139). 

Aslam, J. A. and M. Montague (2001). Models for 

metasearch. Proceedings of the 24th annual 

international ACM SIGIR conference on 

Research and development in information 

retrieval, New Orleans, Louisiana, United States, 

ACM. 

Bartell, B. T., G. W. Cottrell and R. K. Belew 

(1994). Automatic combination of multiple 

ranked retrieval systems. Proceedings of the 

17th annual international ACM SIGIR 

conference on Research and development in 

information retrieval, Dublin, Ireland Springer-

Verlag New York, Inc. 

Borda, J. (1781). Mémoire sur les élections au 

scrutin. Histoire del'Acad émie Royale des 
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Abstract 

In this paper the development of an opi-

nion summarization system that works on 

Bengali News corpus has been described. 

The system identifies the sentiment in-

formation in each document, aggregates 

them and represents the summary infor-

mation in text. The present sys-tem fol-

lows a topic-sentiment model for senti-

ment identification and aggregation. Top-

ic-sentiment model is designed as dis-

course level theme identification and the 

topic-sentiment aggregation is achieved 

by theme clustering (k-means) and Doc-

ument level Theme Relational Graph re-

presentation. The Document Level 

Theme Relational Graph is finally used 

for candidate summary sentence selection 

by standard page rank algorithms used in 

Information Retrieval (IR). As Bengali is 

a resource constrained language, the 

building of annotated gold standard cor-

pus and acquisition of linguistics tools 

for lexico-syntactic, syntactic and dis-

course level features extraction are de-

scribed in this paper. The reported accu-

racy of the Theme detection technique is 

83.60% (precision), 76.44% (recall) and 

79.85% (F-measure). The summarization 

system has been evaluated with Precision 

of 72.15%, Recall of 67.32% and F-

measure of 69.65%. 

1 Introduction 

The Web has become a rich source of various 

opinions in the form of product reviews, travel 

advice, social issue discussions, consumer com-

plaints, movie review, stock market predictions, 

real estate market predictions, etc. Present com-

putational systems need to extend the power of 

understanding the sentiment/opinion expressed in 

an electronic text to act properly in the society 

rather than dealing with the topic of a document. 

The topic-document model of information re-

trieval has been studied for a long time and sys-

tems are available publicly since last decade. On 

the contrary Opinion Mining/Sentiment Analysis 

is still an unsolved research problem. Although a 

few systems like Twitter Sentiment Analysis 

Tool
1
, TweetFeel

2
 are available in World Wide 

Web since last few years still more research ef-

forts are necessary to match the user satisfaction 

level and social need. 

Researchers have taken multiple approaches 

towards the problem of Opinion Summarization 

like Topic-sentiment model, Textual summaries 

at single document or multiple document pers-

pective and graphical summaries or visualization. 

The works on opinion tracking systems have ex-

plicitly incorporated temporal dimension. The 

topic-sentiment model is well established for 

opinion retrieval. 

The concept of reputation system was first in-

troduced in (Resnick et al., 2000). Reputation 

systems for both buyers and sellers are needed to 

earn each other’s trust in online interactions.  

Ku et al., (2005) selects representative words 

from a document set to identify the main con-

cepts in the document set. A term is considered 

to represent a topic if it appears frequently across 

documents or in each document. Different me-

thodologies have been used to assign weights to 

each word both at document level and paragraph 

level. The precision and recall values of the sys-

tem have been reported as 0.56 and 0.85. 

                                                 
1
 http://twittersentiment.appspot.com/ 

2
http://www.tweetfeel.com/ 
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Zhou et al. (2006) have proposed the architec-

ture for generative summary from blogosphere. 

Typical multi-document summarization (MDS) 

systems focus on content selection followed by 

synthesis by removing redundancy across mul-

tiple input documents. The online discussion 

summarization system (Zhou et al., 2006) work 

on an online discussion corpus involving mul-

tiple participants and discussion topics are passed 

back and forth by various participants. MDS sys-

tems are insufficient in representing this aspect 

of the interactions. Due to the complex structure 

of the dialogue, similar subtopic structure identi-

fication in the participant-written dialogues is 

essential. Maximum Entropy Model (MEMM) 

and Support Vector Machine (SVM) have been 

used with a number of relevant features. 

Carenini et al. (2006) present and compare 

two approaches to the task of multi document 

opinion summarization on evaluative texts. The 

first is a sentence extraction based approach 

while the second one is a natural language gener-

ation-based approach. Relevant extracted fea-

tures are categorized in two types: User Defined 

Features (UDF) and Crude Features (CF) as de-

scribed in (Hu and Liu, 2004).  

The summary generation technique uses the 

aggregation of the extracted features, CF and 

UDF. Opinion aggregation has been done by the 

two relevant features: opinion strength and polar-

ity. A new opinion distribution function feature 

has been introduced to capture the overall opi-

nion distributed in corpus. 

Kawai et al. (2007) developed a news portal 

site called Fair News Reader (FNR) that recom-

mends news articles with different sentiments for 

a user in each of the topics in which the user is 

interested. FNR can detect various sentiments of 

news articles and determine the sentimental pre-

ferences of a user based on the sentiments of 

previously read articles by the user. News ar-

ticles crawled from various news sites are stored 

in a database. The contents are integrated as 

needed and the summary is presented on one 

page. A sentiment vector on the basis of word 

lattice model has been generated for every doc-

ument. A user sentiment model has been pro-

posed based on user sentiment state. The user 

sentiment state model works on the browsing 

history of the user. The intersection of the docu-

ments under User Vector and Sentiment Vector 

are the results. 

2 Resource Organization 

Resource acquisition is one of the most challeng-

ing obstacles to work with resource constrained 

languages like Bengali. Bengali is the fifth popu-

lar language in the World, second in India and 

the national language in Bangladesh. Extensive 

NLP research activities in Bengali have started 

recently but resources like annotated corpus, var-

ious linguistic tools are still unavailable for Ben-

gali in the required measure. The manual annota-

tion of gold standard corpus and acquisition of 

various tools used in the feature extraction for 

Bengali are described in this section. 

2.1 Gold Standard Data Acquisition 

2.1.1 Corpus 

For the present task a Bengali news corpus has 

been developed from the archive of a leading 

Bengali news paper available on the Web 

(http://www.anandabazar.com/). A portion of the 

corpus from the editorial pages, i.e., Reader’s 

opinion section or Letters to the Editor Section 

containing 28K word forms has been manually 

annotated with sentence level subjectivity and 

discourse level theme words. Detailed reports 

about this news corpus development in Bengali 

can be found in (Das and Bandyopadhyay, 

2009b). 

2.1.2 Annotation 

From the collected document set (Letters to the 

Editor Section), some documents have been cho-

sen for the annotation task. Some statistics about 

the Bengali news corpus is represented in the 

Table 1. Documents that have appeared within an 

interval of four months are chosen on the hypo-

thesis that these letters to the editors will be on 

related events. A simple annotation tool has been 

designed for annotating the sentences considered 

to be important for opinion summarization. 

Three annotators (Mr. X, Mr. Y and Mr. Z) par-

ticipated in the present task.  
<Story> 

……………………………………………………….. 

……………………………………………………….. 

<SS><TW>Sargeant O’Leary</TW> said “the 

<TW>incident</TW> took place at 2:00pm.”</SS> 

……………………………………………………….. 

</Story> 

Figure 1: XML Annotation Format 

 Annotators were asked to annotate sentences 

for summary and to mark the theme words (topi-

cal expressions) in those sentences. The docu-

ments with such annotated sentences are saved in 
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XML format. Figure 1 shows the XML annota-

tion format. “<SS>” marker denotes subjective 

sentences and “<TW>” denotes the theme words. 
 Bengali NEWS Corpus Statistics 

Total number of  documents in the corpus 100 

Total number of sentences in the corpus 2234 

Average number of sentences in a document 22 

Total number of wordforms in the corpus 28807 

Average number of wordforms in a document 288 

Total number of distinct wordforms in the 

corpus 

17176 

Table 1: Bengali News Corpus Statistics 

The annotation tool highlights the sentiment 

words (Das and Bandyopadhyay, 2010a)
3
 by four 

different colors within a document according to 

their POS categories (Noun, Adjective, Adverb 

and Verb). This technique helps to increase the 

speed of annotation process. Finally 100 anno-

tated documents have been developed. 

2.1.3 Inter-annotator Agreement 

The agreement of annotations among three anno-

tators has been evaluated. The agreements of tag 

values at theme words level and sentence levels 

are listed in Tables 2 and 3 respectively. 

 
Annotators X vs. Y X Vs. Z Y Vs. Z Avg 

Percentage 82.64% 71.78% 80.47% 78.30% 

All Agree 69.06% 

Table 2: Agreement of annotators at theme 

words level 

 
Annotators X vs. Y X Vs. Z Y Vs. Z Avg 

Percentage 73.87% 69.06% 60.44% 67.8% 

All Agree 58.66% 

Table 3: Agreement of annotators at sentence 

level 

From the analysis of inter-annotator agree-

ment, it is observed that the agreement drops fast 

as the number of annotator’s increases. It is less 

possible to have consistent annotations when 

more annotators are involved. In the present task 

the inter-annotator agreement is better for theme 

words annotation rather than candidate sentence 

identification for summary though a small num-

ber of documents have been considered. 

Further discussion with annotators reveals that 

the psychology of annotators is to grasp as many 

as possible theme words identification during 

annotation but the same groups of annotators are 

more cautious during sentence identification for 

summary as they are very conscious to find out 

the most concise set of sentences that best de-

scribe the opinionated snapshot of any document. 

                                                 
3
 http://www.amitavadas.com/sentiwordnet.php 

The annotators were working independent of 

each other and they were not trained linguists.  

2.2 Subjectivity Classifier 

Work in opinion mining and classification often 

assumes the incoming documents to be opinio-

nated. Opinion mining system makes false hits 

while attempting to summarize non-subjective or 

factual sentences or documents. It becomes im-

perative to decide whether a given document 

contains subjective information or not as well as 

to identify which portions of the document are 

subjective or factual. This task is termed as sub-

jectivity detection in sentiment literature. The 

subjectivity classifier that uses SVM machine 

learning technique and described in (Das and 

Bandyopadhyay, 2009a) has been used here. The 

recall measure of the present classifier is greater 

than its precision value. The evaluation results of 

the classifier are 72.16% (Precision) and 76.00 

(recall) on the News Corpus.  

2.3 Feature Organization 

The set of features used in the present task have 

been categorized as Lexico-Syntactic, Syntactic 

and Discourse level features. These are listed in 

the Table 4 below and have been described in the 

subsequent subsections. 

 
Types Features 

Lexico-Syntactic 

POS 

SentiWordNet 

Frequency 

Stemming 

Syntactic 
Chunk Label 

Dependency Parsing Depth 

Discourse Level 

Title of the Document 

First Paragraph 

Term Distribution 

Collocation 

Table 4: Features 

2.3.1 Lexico-Syntactic Features 

2.3.1.1 Part of Speech (POS) 

It has been shown in (Hatzivassiloglou et. al., 

2000), (Chesley et. al., 2006) etc. that opinion 

bearing words in sentences are mainly adjective, 

adverb, noun and verbs. Many opinion mining 

tasks, like (Nasukawa et. al., 2003) are mostly 

based on adjective words. Details of the Bengali 

POS tagger used can be found in (Das and Ban-

dyopadhyay 2009b). 
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2.3.1.2 SentiWordNet (Bengali) 

Words that are present in the SentiWordNet car-

ry opinion information. The developed Senti-

WordNet (Bengali) (Das and Bandyopadhyay, 

2010a) is used as an important feature during the 

learning process. These features are individual 

sentiment words or word n-grams (multiword 

entities) with strength measure as strong subjec-

tive or weak subjective. Strong and weak subjec-

tive measures are treated as a binary feature in 

the supervised classifier. Words which are col-

lected directly from SentiWordNet (Bengali) are 

tagged with positivity or negativity score. The 

subjectivity score of these words are calculated 

as:                 

| | | |
s p n

E S S= +  

where 
s

E  is the resultant subjective measure 

and
p

S , 
n

S  are the positivity and negativity 

scores respectively. 

2.3.1.3 Frequency 

Frequency always plays a crucial role in identify-

ing the importance of a word in the document. 

The system generates four separate high frequent 

word lists for four POS categories: Adjective, 

Adverb, Verb and Noun after function words are 

removed. Word frequency values are then effec-

tively used as a crucial feature in the Theme De-

tection technique. 

2.3.1.4 Stemming 

Several words in a sentence that carry opinion 

information may be present in inflected forms 

and stemming is necessary for them before they 

can be searched in appropriate lists. Due to non 

availability of good stemmers in Indian languag-

es especially in Bengali, a stemmer (Das and 

Bandyopadhyay, 2010b) based on stemming 

cluster technique has been used. This stemmer 

analyzes prefixes and suffixes of all the word 

forms present in a particular document. Words 

that are identified to have the same root form are 

grouped in a finite number of clusters with the 

identified root word as cluster center.  

2.3.2 Syntactic Features 

2.3.2.1 Chunk Label 

Chunk level information is effectively used as a 

feature in supervised classifier. Chunk labels are 

defined as B-X (Beginning), I-X (Intermediate) 

and E-X (End), where X is the chunk label. In 

the task of identification of Theme expressions, 

chunk label markers play a crucial role. Further 

details of development of chunking system could 

be found in (Das and Bandyopadhyay 2009b).  

2.3.2.2 Dependency Parser 

Dependency depth feature is very useful to iden-

tify Theme expressions. A particular Theme 

word generally occurs within a particular range 

of depths in a dependency tree. Theme expres-

sions may be a Named Entity (NE: person, or-

ganization or location names), a common noun 

(Ex: accident, bomb blast, strike etc) or words of 

other POS categories. It has been observed that 

depending upon the nature of Theme expressions 

it can occur within a certain depth in the depen-

dency tree for the sentence. A statistical depen-

dency parser has been used for Bengali as de-

scribed in (Ghosh et al., 2009). 

2.3.3 Discourse Level Features 

2.3.3.1 Positional Aspect 

Depending upon the position of the thematic 

clue, every document is divided into a number of 

zones. The features considered for each docu-

ment are Title words of the document, the first 

paragraph words and the words from the last two 

sentences. A detailed study was done on the 

Bengali news corpus to identify the roles of the 

positional aspect features of a document (first 

paragraph, last two sentences) in the detection of 

theme words and subjective sentences for gene-

rating the summary of the document. The impor-

tance of these positional features is shown in 

Tables 5 on the Bengali gold standard set. 

2.3.3.2 Title Words 

Title words of a document always carry some 

meaningful thematic information. The title word 

feature has been used as a binary feature during 

CRF based machine learning. 

2.3.3.3 First Paragraph Words 

People usually give a brief idea of their beliefs 

and speculations in the first paragraph of the 

document and subsequently elaborate or support 

them with relevant reasoning or factual informa-

tion. Hence first paragraph words are informative 

in the detection of Thematic Expressions.  

2.3.3.4 Words From Last Two Sentences 

Generally every document concludes with a 

summary of the opinions expressed in the docu-

ment. 

235



Positional Factors Bengali 

First Paragraph 56.80% 

Last Two Sentences 78.00% 

Table 5: Statistics on Positional Aspect. 

2.3.3.5 Term Distribution Model 

An alternative to the classical TF-IDF weighting 

mechanism of standard IR has been proposed as 

a model for the distribution of a word. The model 

characterizes and captures the informativeness of 

a word by measuring how regularly the word is 

distributed in a document. As discussed in Sec-

tion 1, Carenini et al. (2006) have introduced the 

opinion distribution function feature to capture 

the overall opinion distributed in the corpus. 

Thus the objective is to estimate ( )d if w  that 

measures the distribution pattern of the k occur-

rences of the word wi in a document d. Zipf's law 

describes distribution patterns of words in an 

entire corpus. In contrast, term distribution mod-

els capture regularities of word occurrence in 

subunits of a corpus (e.g., documents, paragraphs 

or chapters of a book). A good understanding of 

the distribution patterns is useful to assess the 

likelihood of occurrences of a word in some spe-

cific positions (e.g., first paragraph or last two 

sentences) of a unit of text. Most term distribu-

tion models try to characterize the informative-

ness of a word identified by inverse document 

frequency (IDF). In the present work, the distri-

bution pattern of a word within a document for-

malizes the notion of topic-sentiment informa-

tiveness. This is based on the Poisson distribu-

tion. Significant Theme words are identified us-

ing TF, Positional and Distribution factor. The 

distribution function for each theme word in a 

document is evaluated as follows: 

( )1 1

1 1

( ) / ( ) /
n n

d i i i i i

i i

f w S S n TW TW n− −

= =

= − + −∑ ∑
 

where n=number of sentences in a document 

with a particular theme word, Si=sentence id of 

the current sentence containing the theme word 

and Si-1=sentence id of the previous sentence 

containing the query term, 
iTW is the positional id 

of current Theme word and 
1iTW −
is the positional 

id of the previous Theme word. 

2.3.3.6 Collocation 

Collocation with other thematic word/expression 

is undoubtedly an important clue for identifica-

tion of theme sequence patterns in a document. A 

window size of 5 including the present word is 

considered during training to capture the colloca-

tion with other thematic words/expressions. 

 

3 Theme Detection 

Term Frequency (TF) plays a crucial role to 

identify document relevance in Topic-Based In-

formation Retrieval. The motivation behind de-

veloping Theme detection technique is that in 

many documents relevant words may not occur 

frequently or irrelevant words may occur fre-

quently. Moreover for sentiment analysis topic 

words should have sentiment conceptuality. The 

Theme detection technique has been proposed to 

resolve these issues to identify discourse level 

relevant topic-semantic nodes in terms of word 

or expressions using a standard machine learning 

technique. The machine learning technique used 

here is Conditional Random Field (CRF)
4
. The 

theme word detection is defined as a sequence 

labeling problem. Depending upon the series of 

input feature, each word is tagged as either 

Theme Word (TW) or Other (O). 

4 Theme Clustering 

Theme clustering algorithms partition a set of 

documents into finite number of topic based 

groups or clusters in terms of theme 

words/expressions. The task of document cluster-

ing is to create a reasonable set of clusters for a 

given set of documents. A reasonable cluster is 

defined as the one that maximizes the within-

cluster document similarity and minimizes be-

tween-cluster similarities. There are two princip-

al motivations for the use of this technique in 

theme clustering setting: efficiency, and the clus-

ter hypothesis. 

The cluster hypothesis (Jardine and van Rijs-

bergen, 1971) takes this argument a step further 

by asserting that retrieval from a clustered col-

lection will not only be more efficient, but will in 

fact improve retrieval performance in terms of 

recall and precision. The basic notion behind this 

hypothesis is that by separating documents ac-

cording to topic, relevant documents will be 

found together in the same cluster, and non-

relevant documents will be avoided since they 

will reside in clusters that are not used for re-

trieval. Despite the plausibility of this hypothe-

sis, there is only mixed experimental support for 

it. Results vary considerably based on the clus-

                                                 
4
 http://crfpp.sourceforge.net 
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tering algorithm and document collection in use 

(Willett, 1988; Shaw et al., 1996). 

Application of the clustering technique to the 

three sample documents results in the following 

theme-by-document matrix, A, where the rows 

represent Docl, Doc7 and Doc13 and the col-

umns represent the themes politics, sport, and 

travel.  

election cricket hotel

A parliament sachin vacation

governor soccer tourist

 
 

=  
  

 

The similarity between vectors is calculated 

by assigning numerical weights to these words 

and then using the cosine similarity measure as 

specified in the following equation.  

, ,

1

, .
N

k j k j i k i j

i

s q d q d w w
→ → → →

=

 
= = × 

 
∑ ---- (1) 

This equation specifies what is known as the 

dot product between vectors.  Now, in general, 

the dot product between two vectors is not par-

ticularly useful as a similarity metric, since it is 

too sensitive to the absolute magnitudes of the 

various dimensions. However, the dot product 

between vectors that have been length norma-

lized has a useful and intuitive interpretation: it 

computes the cosine of the angle between the 

two vectors. When two documents are identical 

they will receive a cosine of one; when they are 

orthogonal (share no common terms) they will 

receive a cosine of zero. Note that if for some 

reason the vectors are not stored in a normalized 

form, then the normalization can be incorporated 

directly into the similarity measure as follows.  

, ,1

2 2

, ,1 1

,

N

i k i ji
k j

N N

i k i ki i

w w
s q d

w w

→ →
=

= =

× 
= 

  ×

∑

∑ ∑
 ----(2) 

Of course, in situations where the document 

collection is relatively static, it makes sense to 

normalize the document vectors once and store 

them, rather than include the normalization in the 

similarity metric. 

Calculating the similarity measure and using a 

predefined threshold value, documents are classi-

fied using standard bottom-up soft clustering k-

means technique. The predefined threshold value 

is experimentally set to 0.5 as shown in Table 6. 

A set of initial cluster centers is necessary in 

the beginning. Each document is assigned to the 

cluster whose center is closest to the document. 

After all documents have been assigned, the cen-

ter of each cluster is recomputed as the centroid 

or mean µ
→

 (where µ
→

 is the clustering coeffi-

cient) of its members, that 

is ( )1/
j

j x c
c xµ

→ →

∈
= ∑ . The distance function is 

the cosine vector similarity function. 
ID Themes 1 2 3 

1 ����� (administration) 0.63 0.12 0.04 

1 �
���� (good-government) 0.58 0.11 0.06 

1 ���� (Society) 0.58 0.12 0.03 

1 ��� (Law) 0.55 0.14 0.08 

2 � !"#� (Research) 0.11 0.59 0.02 

2 & '� (College) 0.15 0.55 0.01 

2 ��	�
� (Higher Study) 0.12 0.66 0.01 

3 *�+�,- (Jehadi) 0.13 0.05 0.58 

3 ��,�- (Mosque) 0.05 0.01 0.86 

3 �
��23 (Musharaf) 0.05 0.01 0.86 

3 ����� (Kashmir) 0.03 0.01 0.93 

3 5�,&6�� (Pakistan) 0.06 0.02 0.82 

3 �9�,-:; (New Delhi) 0.12 0.04 0.65 

3 !>? �2 (Border) 0.08 0.03 0.79 

Table 6: Five cluster centroids (mean jµ
→

) 

Table 6 gives an example of theme centroids 

from the K-means clustering. Bold words in 

Theme column are cluster centers. Cluster cen-

ters are assigned by maximum clustering coeffi-

cient. For each theme word, the cluster from ta-

ble 6 is still the dominating cluster. For example, 

“A����” has a higher membership probability in 

cluster 1. But each theme word also has some 

non-zero membership in all other clusters. This is 

useful for assessing the strength of association 

between a theme word and a topic. Comparing 

two members of the cluster2, “&�C;2” and 

“�9�,-:;”, it is seen that “�9�,-:;” is strongly asso-

ciated with cluster2 (p=0.65) but has some affini-

ty with other clusters as well (e.g., p =0.12 with 

the cluster1). This is a good example of the utili-

ty of soft clustering. These non-zero values are 

still useful for calculating vertex weights during 

Theme Relational Graph generation. 

5 Construction of Document Level 

Theme Relational Graph 

Representation of input text document(s) in the 

form of graph is the key to our design principle. 

The idea is to build a document graph G=<V,E> 

from a given source document d D∈ . First, the 

input document d is parsed and split into a num-

ber of text fragments (sentence) using sentence 

delimiters (Bengali sentence marker “।“, “?” or 

“!”). At this preprocessing stage, text is toke-

nized, stop words are eliminated, and words are 
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stemmed (Das and Bandyopadhyay, 2010b). 

Thus, the text in each document is split into 

fragments and each fragment is represented with 

a vector of constituent theme words. These text 

fragments become the nodes V in the document 

graph. 

The similarity between two nodes is expressed 

as the weight of each edge E of the document 

graph. A weighted edge is added to the document 

graph between two nodes if they either corres-

pond to adjacent text fragments in the text or are 

semantically related by theme words. The weight 

of an edge denotes the degree of the relationship. 

The weighted edges not only denote document 

level similarity between nodes but also inter 

document level similarity between nodes. Thus 

to build a document graph G, only the edges with 

edge weight greater than some predefined thre-

shold value are added to G, which basically con-

stitute the edges E of the graph G. 

The Cosine similarity measure has been used 

here. In cosine similarity, each document d is 

denoted by the vector ( )V d
→

 derived from d, 

with each component in the vector for each 

Theme words. The cosine similarity between two 

documents (nodes) d1 and d2 is computed using 

their vector representations ( 1)V d
→

and ( 2)V d
→

as 

equation (1) and (2) (Described in Section 4). 

Only a slight change has been done i.e. the dot 

product of two vectors ( 1) ( 2)V d V d
→ →

• is defined 

as
1

( 1) ( 2)
M

i

V d V d
=

∑ . The Euclidean length of d is 

defined to be
2

1

( )
M

ii

d
V=

→
∑  where M is the total 

number of documents in the corpus. Theme 

nodes within a cluster are connected by vertex, 

weight is calculated by the clustering co-efficient 

of those theme nodes. No inter cluster vertex are 

there. Cluster centers are interconnected with 

weighted vertex. The weight is calculated by 

cluster distance as measured by cosine similarity 

measure as discussed earlier. 

To better aid our understanding of the auto-

matically determined category relationships we 

visualized this network using the Fruchterman-

Reingold force directed graph layout algorithm 

(Fruchterman and Reingold, 1991) and the No-

deXL network analysis tool (Smith et al., 2009)
5
. 

A theme relational model graph drawn by Nod-

deXL is shown in Figure 2. 

                                                 
5
 Available from http://www.codeplex.com/NodeXL 

6 Summarization System 

Present system is an extractive opinion summari-

zation system for Bengali. In the previous sec-

tions, we described how to identify theme clus-

ters that relates to different shared topics and 

subtopics, from a given input document set. But 

identifying those clusters is not only a step to-

ward generating document level opinionated 

news summary rather another major step is to 

extract thematic sentences from each theme clus-

ter that reflects the contextual concise content of 

the current theme cluster. Extraction of sentences 

based on their importance in representing the 

shared subtopic (cluster) is an important issue 

and it regulates the quality of the output sum-

mary. We have used Information Retrieval (IR) 

based technique to identify the most “informed” 

sentences from any cluster and it can be termed 

as IR based cluster center for that particular clus-

ter. With the adaptation of ideas from page rank 

algorithms (Page et al., 1998), it can be easily 

observed that a text fragment (sentence) in a 

document is relevant if it is highly related to 

many relevant text fragments of other documents 

in the same cluster. Since, in our document graph 

structure, the edge score reflects the correlation 

measure between two nodes, it can be used to 

identify the most salient/informed sentence from 

a sentence cluster. We computed the relevance of 

a node/sentence by summing up the edge scores 

of those edges connecting the node with other 

nodes in the same cluster. Then the nodes are 

given rank according to their calculated relev-

ance scores and the top ranking sentences is se-

lected as the candidate sentence representing the 

opinion summary. For example four such candi-

date sentences are shown in Table 7. The words 

in bold are the theme words based on those 

theme words the sentences are extracted.  

Candidate Sentence 
IR 

Score 

 !"# $	 %�� � D� &	'()*+%��� '�!;�D�' 

�-�E &F ,&G !9 �2 ,-& +� D �!;� H�!� 

&I�। 
151 

J!�2 ,KL� �2FJ&M
  *!,�, &�2# J�  ,'+)-	.� 
,5N � *O�� *- �2 ,HD 2 ,�,��5 P2 *����� 

& � O�F9� � N, *D��� � N $/01 �	2� 
)�0�%�  ,'+)-	.� A!#D�। 

167 

Q�R;�D�2 52 "�M !N2 �D +�', JS�F A�9 
�&' ����	� &	��3��� ,5N � J� J&T� 

H�!�-�? &�� & 2: ,!,HU 45�()+�6%� D
 V 

&,29� *O� *D� A&� 2# ,� � -2 -';9 ,W,D 

,�,XD &2�। 

130 

Table 7: Candidate sentences 
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Another issue that is very important in sum-

marization is sentence ordering so that the Out-

put summary looks coherent. Once all the rele-

vant sentences are extracted across the input 

documents, the summarizer has to decide in 

which order to present them so that the whole 

text makes sense for the user. We prefer the orig-

inal order of sentences as they occurred in origi-

nal document. 

 

 
Figure 2: Document Level Theme Relational Graph by NodeXL 

7 Experimental Result 

The evaluation result of the CRF-based Theme 

Detection task for Bengali is presented in Table 

8. The result is presented individually for every 

annotators and the overall result of the system.  

T
h

em
e 

D
et

ec
ti

o
n

 Metrics X Y Z Avg 

Precision 
 

87.65% 85.06% 78.06% 83.60% 

Recall 
 

80.78% 76.06% 72.46% 76.44% 

F-Score 
84.07% 80.30% 75.16% 79.85% 

Table 8: Results of CRF-based Theme Iden-

tifier 

The evaluation result of subjective sentence 

identification of the system for opinion summary 

is in the Table 9. 

S
u

m
m

a
ri

za
ti

o
n

 Metrics X Y Z Avg 

Precision 

 

77.65% 67.22% 71.57% 72.15% 

Recall 

 

68.76% 64.53% 68.68% 67.32% 

F-Score 
72.94% 65.85% 70.10% 69.65% 

Table 9: Final Results subjective sentence 

identification for summary 

8 Error Analysis 

The evaluation result of the present summariza-

tion system is reasonably good but still not out-

standing. During the error analysis we found that 

the main false hits occurring for subjectivity 

identifier. It has been reported (Section 2.2) that 

the recall value of the classifier is higher than its 

precision. Hence some objective sentences are 

identified during subjectivity analysis. Some of 

the sentences get high score during Theme de-

tection or Theme clustering and being included 

in final summary. Our observation is at least 2-

3% sentences are included due to the wrong 

identification by Subjectivity identifier.  

Another vital source of errors occurring in the 

accuracy level of linguistics resources and tools 

are the POS tagger, Chunker and Dependency 

Parser. These linguistics tools are not well per-

forming hence the resultant Theme identification 

system is missing some of the important theme 

words. Successive Theme clustering, Document 

level weighted theme relational model fails to 

accumulate those important theme expressions. 

Our observation is at most 3-5% improvement 

could be possible on final system by granular 

improvement of every linguistic tool.  

9 Conclusion 

In this work we have reported our work on sin-

gle-document opinion summarization for Benga-

li. The novelty of the proposed technique is the 

topic based document-level theme relational 

graphical representation.  According to best of 

our knowledge this is the first attempt on opi-

nion summarization for Bengali. The approach 

presented here is unique in every aspect as in 

literature and for a new language like Bengali. 

Our next research target is to generate a hie-

rarchical cluster of theme words with time-frame 

relations. Time-frame relations could be useful 

for time wise opinion tracking. 
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Abstract

Automated identification of diverse sen-
timent types can be beneficial for many
NLP systems such as review summariza-
tion and public media analysis. In some of
these systems there is an option of assign-
ing a sentiment value to a single sentence
or a very short text.

In this paper we propose a supervised
sentiment classification framework which
is based on data from Twitter, a popu-
lar microblogging service. By utilizing
50 Twitter tags and 15 smileys as sen-
timent labels, this framework avoids the
need for labor intensive manual annota-
tion, allowing identification and classifi-
cation of diverse sentiment types of short
texts. We evaluate the contribution of dif-
ferent feature types for sentiment classifi-
cation and show that our framework suc-
cessfully identifies sentiment types of un-
tagged sentences. The quality of the senti-
ment identification was also confirmed by
human judges. We also explore dependen-
cies and overlap between different sen-
timent types represented by smileys and
Twitter hashtags.

1 Introduction

A huge amount of social media including news,
forums, product reviews and blogs contain nu-
merous sentiment-based sentences. Sentiment is
defined as “a personal belief or judgment that

∗* Both authors equally contributed to this paper.

is not founded on proof or certainty”1. Senti-
ment expressions may describe the mood of the
writer (happy/sad/bored/grateful/...) or the opin-
ion of the writer towards some specific entity (X
is great/I hate X, etc.).

Automated identification of diverse sentiment
types can be beneficial for many NLP sys-
tems such as review summarization systems, dia-
logue systems and public media analysis systems.
Sometimes it is directly requested by the user to
obtain articles or sentences with a certain senti-
ment value (e.g Give me all positive reviews of
product X/ Show me articles which explain why
movie X is boring). In some other cases obtaining
sentiment value can greatly enhance information
extraction tasks like review summarization. While
the majority of existing sentiment extraction sys-
tems focus on polarity identification (e.g., positive
vs. negative reviews) or extraction of a handful of
pre-specified mood labels, there are many useful
and relatively unexplored sentiment types.

Sentiment extraction systems usually require
an extensive set of manually supplied sentiment
words or a handcrafted sentiment-specific dataset.
With the recent popularity of article tagging, some
social media types like blogs allow users to add
sentiment tags to articles. This allows to use blogs
as a large user-labeled dataset for sentiment learn-
ing and identification. However, the set of senti-
ment tags in most blog platforms is somewhat re-
stricted. Moreover, the assigned tag applies to the
whole blog post while a finer grained sentiment
extraction is needed (McDonald et al., 2007).

With the recent popularity of the Twitter micro-
blogging service, a huge amount of frequently

1WordNet 2.1 definitions.
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self-standing short textual sentences (tweets) be-
came openly available for the research commu-
nity. Many of these tweets contain a wide vari-
ety of user-defined hashtags. Some of these tags
are sentiment tags which assign one or more senti-
ment values to a tweet. In this paper we propose a
way to utilize such tagged Twitter data for classi-
fication of a wide variety of sentiment types from
text.

We utilize 50 Twitter tags and 15 smileys as
sentiment labels which allow us to build a clas-
sifier for dozens of sentiment types for short tex-
tual sentences. In our study we use four different
feature types (punctuation, words, n-grams and
patterns) for sentiment classification and evaluate
the contribution of each feature type for this task.
We show that our framework successfully identi-
fies sentiment types of the untagged tweets. We
confirm the quality of our algorithm using human
judges.

We also explore the dependencies and overlap
between different sentiment types represented by
smileys and Twitter tags.

Section 2 describes related work. Section 3
details classification features and the algorithm,
while Section 4 describes the dataset and labels.
Automated and manual evaluation protocols and
results are presented in Section 5, followed by a
short discussion.

2 Related work

Sentiment analysis tasks typically combine two
different tasks: (1) Identifying sentiment expres-
sions, and (2) determining the polarity (sometimes
called valence) of the expressed sentiment. These
tasks are closely related as the purpose of most
works is to determine whether a sentence bears a
positive or a negative (implicit or explicit) opinion
about the target of the sentiment.

Several works (Wiebe, 2000; Turney, 2002;
Riloff, 2003; Whitelaw et al., 2005) use lexical re-
sources and decide whether a sentence expresses
a sentiment by the presence of lexical items (sen-
timent words). Others combine additional feature
types for this decision (Yu and Hatzivassiloglou,
2003; Kim and Hovy, 2004; Wilson et al., 2005;
Bloom et al., 2007; McDonald et al., 2007; Titov
and McDonald, 2008a; Melville et al., 2009).

It was suggested that sentiment words may have
different senses (Esuli and Sebastiani, 2006; An-
dreevskaia and Bergler, 2006; Wiebe and Mihal-
cea, 2006), thus word sense disambiguation can
improve sentiment analysis systems (Akkaya et
al., 2009). All works mentioned above identify
evaluative sentiment expressions and their polar-
ity.

Another line of works aims at identifying a
broader range of sentiment classes expressing var-
ious emotions such as happiness, sadness, bore-
dom, fear, and gratitude, regardless (or in addi-
tion to) positive or negative evaluations. Mihalcea
and Liu (2006) derive lists of words and phrases
with happiness factor from a corpus of blog posts,
where each post is annotated by the blogger with
a mood label. Balog et al. (2006) use the mood
annotation of blog posts coupled with news data
in order to discover the events that drive the dom-
inant moods expressed in blogs. Mishne (2005)
used an ontology of over 100 moods assigned
to blog posts to classify blog texts according to
moods. While (Mishne, 2005) classifies a blog en-
try (post), (Mihalcea and Liu, 2006) assign a hap-
piness factor to specific words and expressions.
Mishne used a much broader range of moods.
Strapparava and Mihalcea (2008) classify blog
posts and news headlines to six sentiment cate-
gories.

While most of the works on sentiment analy-
sis focus on full text, some works address senti-
ment analysis in the phrasal and sentence level,
see (Yu and Hatzivassiloglou, 2003; Wilson et al.,
2005; McDonald et al., 2007; Titov and McDon-
ald, 2008a; Titov and McDonald, 2008b; Wilson
et al., 2009; Tsur et al., 2010) among others.

Only a few studies analyze the sentiment and
polarity of tweets targeted at major brands. Jansen
et al. (2009) used a commercial sentiment ana-
lyzer as well as a manually labeled corpus. Davi-
dov et al. (2010) analyze the use of the #sarcasm
hashtag and its contribution to automatic recogni-
tion of sarcastic tweets. To the best of our knowl-
edge, there are no works employing Twitter hash-
tags to learn a wide range of emotions and the re-
lations between the different emotions.
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3 Sentiment classification framework

Below we propose a set of classification features
and present the algorithm for sentiment classifica-
tion.

3.1 Classification features

We utilize four basic feature types for sentiment
classification: single word features, n-gram fea-
tures, pattern features and punctuation features.
For the classification, all feature types are com-
bined into a single feature vector.

3.1.1 Word-based and n-gram-based features
Each word appearing in a sentence serves as a

binary feature with weight equal to the inverted
count of this word in the Twitter corpus. We also
took each consecutive word sequence containing
2–5 words as a binary n-gram feature using a sim-
ilar weighting strategy. Thus n-gram features al-
ways have a higher weight than features of their
component words, and rare words have a higher
weight than common words. Words or n-grams
appearing in less than 0.5% of the training set sen-
tences do not constitute a feature. ASCII smileys
and other punctuation sequences containing two
or more consecutive punctuation symbols were
used as single-word features. Word features also
include the substituted meta-words for URLs, ref-
erences and hashtags (see Subsection 4.1).

3.1.2 Pattern-based features
Our main feature type is based on surface pat-

terns. For automated extraction of patterns, we
followed the pattern definitions given in (Davidov
and Rappoport, 2006). We classified words into
high-frequency words (HFWs) and content words
(CWs). A word whose corpus frequency is more
(less) than FH (FC) is considered to be a HFW
(CW). We estimate word frequency from the train-
ing set rather than from an external corpus. Unlike
(Davidov and Rappoport, 2006), we consider all
single punctuation characters or consecutive se-
quences of punctuation characters as HFWs. We
also consider URL, REF, and HASHTAG tags as
HFWs for pattern extraction. We define a pattern
as an ordered sequence of high frequency words
and slots for content words. Following (Davidov
and Rappoport, 2008), the FH and FC thresholds

were set to 1000 words per million (upper bound
for FC) and 100 words per million (lower bound
for FH )2.

The patterns allow 2–6 HFWs and 1–5 slots for
CWs. To avoid collection of patterns which cap-
ture only a part of a meaningful multiword ex-
pression, we require patterns to start and to end
with a HFW. Thus a minimal pattern is of the
form [HFW] [CW slot] [HFW]. For each sentence
it is possible to generate dozens of different pat-
terns that may overlap. As with words and n-gram
features, we do not treat as features any patterns
which appear in less than 0.5% of the training set
sentences.

Since each feature vector is based on a single
sentence (tweet), we would like to allow approx-
imate pattern matching for enhancement of learn-
ing flexibility. The value of a pattern feature is
estimated according the one of the following four
scenarios3:




1
count(p)

: Exact match – all the pattern components
appear in the sentence in correct
order without any additional words.

α
count(p)

: Sparse match – same as exact match
but additional non-matching words can
be inserted between pattern components.

γ∗n
N∗count(p)

: Incomplete match – only n > 1 of N

pattern components appear in
the sentence, while some non-matching
words can be inserted in-between.
At least one of the appearing components
should be a HFW.

0 : No match – nothing or only a single
pattern component appears in the sentence.

0 ≤ α ≤ 1 and 0 ≤ γ ≤ 1 are parameters we use
to assign reduced scores for imperfect matches.
Since the patterns we use are relatively long, ex-
act matches are uncommon, and taking advantage
of partial matches allows us to significantly re-
duce the sparsity of the feature vectors. We used
α = γ = 0.1 in all experiments.

This pattern based framework was proven effi-
cient for sarcasm detection in (Tsur et al., 2010;

2Note that the FH and FC bounds allow overlap between
some HFWs and CWs. See (Davidov and Rappoport, 2008)
for a short discussion.

3As with word and n-gram features, the maximal feature
weight of a pattern p is defined as the inverse count of a pat-
tern in the complete Twitter corpus.
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Davidov et al., 2010).

3.1.3 Efficiency of feature selection
Since we avoid selection of textual features

which have a training set frequency below 0.5%,
we perform feature selection incrementally, on
each stage using the frequencies of the features
obtained during the previous stages. Thus first
we estimate the frequencies of single words in
the training set, then we only consider creation
of n-grams from single words with sufficient fre-
quency, finally we only consider patterns com-
posed from sufficiently frequent words and n-
grams.

3.1.4 Punctuation-based features
In addition to pattern-based features we used

the following generic features: (1) Sentence
length in words, (2) Number of “!” characters in
the sentence, (3) Number of “?” characters in the
sentence, (4) Number of quotes in the sentence,
and (5) Number of capitalized/all capitals words
in the sentence. All these features were normal-
ized by dividing them by the (maximal observed
value times averaged maximal value of the other
feature groups), thus the maximal weight of each
of these features is equal to the averaged weight
of a single pattern/word/n-gram feature.

3.2 Classification algorithm

In order to assign a sentiment label to new exam-
ples in the test set we use a k-nearest neighbors
(kNN)-like strategy. We construct a feature vec-
tor for each example in the training and the test
set. We would like to assign a sentiment class to
each example in the test set. For each feature vec-
tor V in the test set, we compute the Euclidean
distance to each of the matching vectors in the
training set, where matching vectors are defined as
ones which share at least one pattern/n-gram/word
feature with v.

Let ti, i = 1 . . . k be the k vectors with low-
est Euclidean distance to v4 with assigned labels
Li, i = 1 . . . k. We calculate the mean distance
d(ti, v) for this set of vectors and drop from the set
up to five outliers for which the distance was more
then twice the mean distance. The label assigned

4We used k = 10 for all experiments.

to v is the label of the majority of the remaining
vectors.

If a similar number of remaining vectors have
different labels, we assigned to the test vector the
most frequent of these labels according to their
frequency in the dataset. If there are no matching
vectors found for v, we assigned the default “no
sentiment” label since there is significantly more
non-sentiment sentences than sentiment sentences
in Twitter.

4 Twitter dataset and sentiment tags

In our experiments we used an extensive Twit-
ter data collection as training and testing sets. In
our training sets we utilize sentiment hashtags and
smileys as classification labels. Below we de-
scribe this dataset in detail.

4.1 Twitter dataset
We have used a Twitter dataset generously pro-
vided to us by Brendan O’Connor. This dataset
includes over 475 million tweets comprising
roughly 15% of all public, non-“low quality”
tweets created from May 2009 to Jan 2010.
Tweets are short sentences limited to 140 UTF-
8 characters. All non-English tweets and tweets
which contain less than 5 proper English words5

were removed from the dataset.
Apart of simple text, tweets may contain URL

addresses, references to other Twitter users (ap-
pear as @<user>) or a content tags (also called
hashtags) assigned by the tweeter (#<tag>)
which we use as labels for our supervised clas-
sification framework.

Two examples of typical tweets are: “#ipad
#sucks and 6,510 people agree. See more on Ipad
sucks page: http://j.mp/4OiYyg?”, and “Pay no
mind to those who talk behind ur back, it sim-
ply means that u’re 2 steps ahead. #ihatequotes”.
Note that in the first example the hashtagged
words are a grammatical part of the sentence (it
becomes meaningless without them) while #ihate-
qoutes of the second example is a mere sentiment
label and not part of the sentence. Also note that
hashtags can be composed of multiple words (with
no spaces).

5Identification of proper English words was based on an
available WN-based English dictionary
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Category # of tags % agreement
Strong sentiment 52 87
Likely sentiment 70 66

Context-dependent 110 61
Focused 45 75

No sentiment 3564 99

Table 1: Annotation results (2 judges) for the 3852 most
frequent tweeter tags. The second column displays the av-
erage number of tags, and the last column shows % of tags
annotated similarly by two judges.

During preprocessing, we have replaced URL
links, hashtags and references by URL/REF/TAG
meta-words. This substitution obviously had
some effect on the pattern recognition phase (see
Section 3.1.2), however, our algorithm is robust
enough to overcome this distortion.

4.2 Hashtag-based sentiment labels

The Twitter dataset contains above 2.5 million dif-
ferent user-defined hashtags. Many tweets include
more than a single tag and 3852 “frequent” tags
appear in more than 1000 different tweets. Two
human judges manually annotated these frequent
tags into five different categories: 1 – strong sen-
timent (e.g #sucks in the example above), 2 –
most likely sentiment (e.g., #notcute), 3 – context-
dependent sentiment (e.g., #shoutsout), 4 – fo-
cused sentiment (e.g., #tmobilesucks where the
target of the sentiment is part of the hashtag), and
5 – no sentiment (e.g. #obama). Table 1 shows
annotation results and the percentage of similarly
assigned values for each category.

We selected 50 hashtags annotated “1” or “2”
by both judges. For each of these tags we automat-
ically sampled 1000 tweets resulting in 50000 la-
beled tweets. We avoided sampling tweets which
include more than one of the sampled hashtags.
As a no-sentiment dataset we randomly sampled
10000 tweets with no hashtags/smileys from the
whole dataset assuming that such a random sam-
ple is unlikely to contain a significant amount of
sentiment sentences.

4.3 Smiley-based sentiment labels

While there exist many “official” lists of possible
ASCII smileys, most of these smileys are infre-
quent or not commonly accepted and used as sen-
timent indicators by online communities. We used

the Amazon Mechanical Turk (AMT) service in
order to obtain a list of the most commonly used
and unambiguous ASCII smileys. We asked each
of ten AMT human subjects to provide at least 6
commonly used ASCII mood-indicating smileys
together with one or more single-word descrip-
tions of the smiley-related mood state. From the
obtained list of smileys we selected a subset of 15
smileys which were (1) provided by at least three
human subjects, (2) described by at least two hu-
man subject using the same single-word descrip-
tion, and (3) appear at least 1000 times in our
Twitter dataset. We then sampled 1000 tweets for
each of these smileys, using these smileys as sen-
timent tags in the sentiment classification frame-
work described in the previous section.

5 Evaluation and Results

The purpose of our evaluation was to learn how
well our framework can identify and distinguish
between sentiment types defined by tags or smi-
leys and to test if our framework can be success-
fully used to identify sentiment types in new un-
tagged sentences.

5.1 Evaluation using cross-validation

In the first experiment we evaluated the consis-
tency and quality of sentiment classification us-
ing cross-validation over the training set. Fully
automated evaluation allowed us to test the per-
formance of our algorithm under several dif-
ferent feature settings: Pn+W-M-Pt-, Pn+W+M-Pt-,

Pn+W+M+Pt-, Pn-W-M-Pt+ and FULL, where +/−
stands for utilization/omission of the following
feature types: Pn:punctuation, W:Word, M:n-
grams (M stands for ‘multi’), Pt:patterns. FULL
stands for utilization of all feature types.

In this experimental setting, the training set was
divided to 10 parts and a 10-fold cross validation
test is executed. Each time, we use 9 parts as the
labeled training data for feature selection and con-
struction of labeled vectors and the remaining part
is used as a test set. The process was repeated ten
times. To avoid utilization of labels as strong fea-
tures in the test set, we removed all instances of
involved label hashtags/smileys from the tweets
used as the test set.
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Setup Smileys Hashtags
random 0.06 0.02

Pn+W-M-Pt- 0.16 0.06
Pn+W+M-Pt- 0.25 0.15
Pn+W+M+Pt- 0.29 0.18
Pn-W-M-Pt+ 0.5 0.26

FULL 0.64 0.31

Table 2: Multi-class classification results for smileys and
hashtags. The table shows averaged harmonic f-score for 10-
fold cross validation. 51 (16) sentiment classes were used for
hashtags (smileys).

Multi-class classification. Under multi-class
classification we attempt to assign a single label
(51 labels in case of hashtags and 16 labels in case
of smileys) to each of vectors in the test set. Note
that the random baseline for this task is 0.02 (0.06)
for hashtags (smileys). Table 2 shows the perfor-
mance of our framework for these tasks.

Results are significantly above the random
baseline and definitely nontrivial considering the
equal class sizes in the test set. While still rel-
atively low (0.31 for hashtags and 0.64 for smi-
leys), we observe much better performance for
smileys which is expected due to the lower num-
ber of sentiment types.

The relatively low performance of hashtags can
be explained by ambiguity of the hashtags and
some overlap of sentiments. Examination of clas-
sified sentences reveals that many of them can
be reasonably assigned to more than one of the
available hashtags or smileys. Thus a tweet “I’m
reading stuff that I DON’T understand again! ha-
haha...wth am I doing” may reasonably match
tags #sarcasm, #damn, #haha, #lol, #humor, #an-
gry etc. Close examination of the incorrectly
classified examples also reveals that substantial
amount of tweets utilize hashtags to explicitly in-
dicate the specific hashtagged sentiment, in these
cases that no sentiment value could be perceived
by readers unless indicated explicitly, e.g. “De
Blob game review posted on our blog. #fun”.
Obviously, our framework fails to process such
cases and captures noise since no sentiment data
is present in the processed text labeled with a spe-
cific sentiment label.

Binary classification. In the binary classifica-
tion experiments, we classified a sentence as ei-
ther appropriate for a particular tag or as not bear-

Hashtags Avg #hate #jealous #cute #outrageous

Pn+W-M-Pt- 0.57 0.6 0.55 0.63 0.53
Pn+W+M-Pt- 0.64 0.64 0.67 0.66 0.6
Pn+W+M+Pt- 0.69 0.66 0.67 0.69 0.64
Pn-W-M-Pt+ 0.73 0.75 0.7 0.69 0.69

FULL 0.8 0.83 0.76 0.71 0.78
Smileys Avg :) ; ) X( : d
Pn+W-M-Pt- 0.64 0.66 0.67 0.56 0.65
Pn+W+M-Pt- 0.7 0.73 0.72 0.64 0.69
Pn+W+M+Pt- 0.7 0.74 0.75 0.66 0.69
Pn-W-M-Pt+ 0.75 0.78 0.75 0.68 0.72

FULL 0.86 0.87 0.9 0.74 0.81

Table 3: Binary classification results for smileys and hash-
tags. Avg column shows averaged harmonic f-score for 10-
fold cross validation over all 50(15) sentiment hashtags (smi-
leys).

ing any sentiment6. For each of the 50 (15) labels
for hashtags (smileys) we have performed a bi-
nary classification when providing as training/test
sets only positive examples of the specific senti-
ment label together with non-sentiment examples.
Table 3 shows averaged results for this case and
specific results for selected tags. We can see that
our framework successfully identifies diverse sen-
timent types. Obviously the results are much bet-
ter than those of multi-class classification, and the
observed > 0.8 precision confirms the usefulness
of the proposed framework for sentiment classifi-
cation of a variety of different sentiment types.

We can see that even for binary classification
settings, classification of smiley-labeled sentences
is a substantially easier task compared to classifi-
cation of hashtag-labeled tweets. Comparing the
contributed performance of different feature types
we can see that punctuation, word and pattern fea-
tures, each provide a substantial boost for classi-
fication quality while we observe only a marginal
boost when adding n-grams as classification fea-
tures. We can also see that pattern features con-
tribute the performance more than all other fea-
tures together.

5.2 Evaluation with human judges

In the second set of experiments we evaluated our
framework on a test set of unseen and untagged
tweets (thus tweets that were not part of the train-

6Note that this is a useful application in itself, as a filter
that extracts sentiment sentences from a corpus for further
focused study/processing.
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ing data), comparing its output to tags assigned by
human judges. We applied our framework with
its FULL setting, learning the sentiment tags from
the training set for hashtags and smileys (sepa-
rately) and executed the framework on the reduced
Tweeter dataset (without untagged data) allowing
it to identify at least five sentences for each senti-
ment class.

In order to make the evaluation harsher, we re-
moved all tweets containing at least one of the
relevant classification hashtags (or smileys). For
each of the resulting 250 sentences for hashtags,
and 75 sentences for smileys we generated an ‘as-
signment task’. Each task presents a human judge
with a sentence and a list of ten possible hash-
tags. One tag from this list was provided by our
algorithm, 8 other tags were sampled from the re-
maining 49 (14) available sentiment tags, and the
tenth tag is from the list of frequent non-sentiment
tags (e.g. travel or obama). The human judge was
requested to select the 0-2 most appropriate tags
from the list. Allowing assignment of multiple
tags conforms to the observation that even short
sentences may express several different sentiment
types and to the observation that some of the se-
lected sentiment tags might express similar senti-
ment types.

We used the Amazon Mechanical Turk service
to present the tasks to English-speaking subjects.
Each subject was given 50 tasks for Twitter hash-
tags or 25 questions for smileys. To ensure the
quality of assignments, we added to each test five
manually selected, clearly sentiment bearing, as-
signment tasks from the tagged Twitter sentences
used in the training set. Each set was presented to
four subjects. If a human subject failed to provide
the intended “correct” answer to at least two of
the control set questions we reject him/her from
the calculation. In our evaluation the algorithm
is considered to be correct if one of the tags se-
lected by a human judge was also selected by the
algorithm. Table 4 shows results for human judge-
ment classification. The agreement score for this
task was κ = 0.41 (we consider agreement when
at least one of two selected items are shared).

Table 4 shows that the majority of tags selected
by humans matched those selected by the algo-
rithm. Precision of smiley tags is substantially

Setup % Correct % No sentiment Control
Smileys 84% 6% 92%
Hashtags 77% 10% 90%

Table 4: Results of human evaluation. The second col-
umn indicates percentage of sentences where judges find no
appropriate tags from the list. The third column shows per-
formance on the control set.

Hashtags #happy #sad #crazy # bored
#sad 0.67 - - -

#crazy 0.67 0.25 - -
#bored 0.05 0.42 0.35 -
#fun 1.21 0.06 1.17 0.43

Smileys :) ; ) : ( X(
; ) 3.35 - - -
: ( 3.12 0.53 - -
X( 1.74 0.47 2.18 -
: S 1.74 0.42 1.4 0.15

Table 5: Percentage of co-appearance of tags in tweeter
corpus.

higher than of hashtag labels, due to the lesser
number of possible smileys and the lesser ambi-
guity of smileys in comparison to hashtags.

5.3 Exploration of feature dependencies

Our algorithm assigns a single sentiment type
for each tweet. However, as discussed above,
some sentiment types overlap (e.g., #awesome and
#amazing). Many sentences may express several
types of sentiment (e.g., #fun and #scary in “Oh
My God http://goo.gl/fb/K2N5z #entertainment
#fun #pictures #photography #scary #teaparty”).
We would like to estimate such inter-sentiment
dependencies and overlap automatically from the
labeled data. We use two different methods for
overlap estimation: tag co-occurrence and feature
overlap.

5.3.1 Tag co-occurrence
Many tweets contain more than a single hash-

tag or a single smiley type. As mentioned, we ex-
clude such tweets from the training set to reduce
ambiguity. However such tag co-appearances can
be used for sentiment overlap estimation. We cal-
culated the relative co-occurrence frequencies of
some hashtags and smileys. Table 5 shows some
of the observed co-appearance ratios. As expected
some of the observed tags frequently co-appear
with other similar tags.
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Hashtags #happy #sad #crazy # bored
#sad 12.8 - - -

#crazy 14.2 3.5 - -
#bored 2.4 11.1 2.1 -
#fun 19.6 2.1 15 4.4

Smileys :) ; ) : ( X(
; ) 35.9 - - -
: ( 31.9 10.5 - -
X( 8.1 10.2 36 -
: S 10.5 12.6 21.6 6.1

Table 6: Percentage of shared features in feature vectors
for different tags.

Interestingly, it appears that a relatively high
ratio of co-appearance of tags is with opposite
meanings (e.g., “#ilove eating but #ihate feeling
fat lol” or “happy days of training going to end
in a few days #sad #happy”). This is possibly due
to frequently expressed contrast sentiment types
in the same sentence – a fascinating phenomena
reflecting the great complexity of the human emo-
tional state (and expression).

5.3.2 Feature overlap

In our framework we have created a set of fea-
ture vectors for each of the Twitter sentiment tags.
Comparison of shared features in feature vector
sets allows us to estimate dependencies between
different sentiment types even when direct tag co-
occurrence data is very sparse. A feature is con-
sidered to be shared between two different senti-
ment labels if for both sentiment labels there is
at least a single example in the training set which
has a positive value of this feature. In order to au-
tomatically analyze such dependencies we calcu-
late the percentage of shared Word/n-gram/Pattern
features between different sentiment labels. Table
6 shows the observed feature overlap values for
selected sentiment tags.

We observe the trend of results obtained by
comparison of shared feature vectors is similar to
those obtained by means of label co-occurrence,
although the numbers of the shared features are
higher. These results, demonstrating the pattern-
based similarity of conflicting, sometimes contra-
dicting, emotions are interesting from a psycho-
logical and cognitive perspective.

6 Conclusion

We presented a framework which allows an au-
tomatic identification and classification of various
sentiment types in short text fragments which is
based on Twitter data. Our framework is a su-
pervised classification one which utilizes Twitter
hashtags and smileys as training labels. The sub-
stantial coverage and size of the processed Twit-
ter data allowed us to identify dozens of senti-
ment types without any labor-intensive manually
labeled training sets or pre-provided sentiment-
specific features or sentiment words.

We evaluated diverse feature types for senti-
ment extraction including punctuation, patterns,
words and n-grams, confirming that each fea-
ture type contributes to the sentiment classifica-
tion framework. We also proposed two different
methods which allow an automatic identification
of sentiment type overlap and inter-dependencies.

In the future these methods can be used for au-
tomated clustering of sentiment types and senti-
ment dependency rules. While hashtag labels are
specific to Twitter data, the obtained feature vec-
tors are not heavily Twitter-specific and in the fu-
ture we would like to explore the applicability of
Twitter data for sentiment multi-class identifica-
tion and classification in other domains.
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Abstract

Recent work on distributional methods for
similarity focuses on using the context
in which a target word occurs to derive
context-sensitive similarity computations.
In this paper we present a method for com-
puting similarity which builds vector rep-
resentations for words in context by mod-
eling senses as latent variables in a large
corpus. We apply this to the Lexical Sub-
stitution Task and we show that our model
significantly outperforms typical distribu-
tional methods.

1 Introduction

Distributional methods for word similarity ((Lan-
dauer and Dumais, 1997), (Schuetze, 1998)) are
based on co-occurrence statistics extracted from
large amounts of text. Typically, each word is
assigned a representation as a point in a high-
dimensional space, where the dimensions rep-
resent contextual features such as co-occurring
words. Following this, meaning relatedness
scores are computed by using various similarity
measures on the vector representations.

One of the major issues that all distributional
methods have to face is sense ambiguity. Since
vector representations reflect mixtures of uses ad-
ditional methods have to be employed in order to
capture specific meanings of a word in context.
Consider the occurrence of verb shed in the fol-
lowing SemEval 2007 Lexical Substitution Task
(McCarthy and Navigli, 2007) example:

Cats in the latent phase only have the virus internally ,

but feel normal and do not shed the virus to other cats and

the environment .

Human participants in this task provided words
such as transmit and spread as good substitutes
for shed in this context, however a vector space
representation of shed will not capture this infre-
quent sense.

For these reasons, recent work on distributional
methods for similarity such as (Mitchell and La-
pata, 2008) (Erk and Padó, 2008) (Thater et al.,
2009) focuses on using the context in which a tar-
get word occurs to derive context-sensitive simi-
larity computations.

In this paper we present a method for comput-
ing similarity which builds vector representations
for words in context. Most distributional methods
so far extract representations from large texts, and
only as a follow-on step they either 1) alter these
in order to reflect a disambiguated word (such
as (Erk and Padó, 2008)) or 2) directly asses the
appropriateness of a similarity judgment, given a
specific context (such as (Pantel et al., 2007)). Our
approach differs from this as we assume ambigu-
ity of words at the, initial, acquisition step, by en-
coding senses of words as a hidden variable in the
text we process.

In this paper we focus on a particular distribu-
tional representation inspired by (Lin and Pantel,
2001a) and induce context-sensitive similarity be-
tween phrases represented as paths in dependency
graphs. It is inspired by recent work on topic mod-
els and it deals with sense-ambiguity in a natural
manner by modeling senses as latent variables in
a large corpus. We apply this to the Lexical Sub-
stitution Task and we show that our model outper-
forms the (Lin and Pantel, 2001a) method by in-
ducing context-appropriate similarity judgments.
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2 Related work

Discovery of Inference Rules from Text (DIRT)
A popular distributional method for meaning re-
latedness is the DIRT algorithm for extracting in-
ference rules (Lin and Pantel, 2001a). In this al-
gorithm a pattern is a noun-ending path in a de-
pendency graph and the goal is to acquire pairs of
patterns for which entailment holds (in at least one
direction) such as (X solve Y, X find solution to Y).

The method can be seen a particular instance
of a vector space. Each pattern is represented by
the sets of its left hand side (X) and right hand
side (Y) noun fillers in a large corpus. Two pat-
terns are compared in the X-filler space, and cor-
respondingly in the Y-filler space by using the Lin
similarity measure:

simLin(v, w) =

∑
i∈I(v)∩I(w)(vi + wi)∑
i∈I(v) vi +

∑
l∈I(w)wi

where values in v and w are point-wise mutual
information, and I(·) gives the indices of positive
values in a vector.

The final similarity score between two patterns
is obtained by multiplying the X and Y similarity
scores. Table 1 shows a fragment of a DIRT-like
vector space.

.. case problem ..
(X solve Y, Y) .. 6.1 4.4 ..
(X settle Y, Y) .. 5.2 5.9 ..

Table 1: DIRT-like vector representation in the Y-filler
space. The values represent mutual information.

Further on, this similarity method is used for
the task of paraphrasing. A total set of patterns
is extracted from a large corpus and each of them
can be paraphrased by returning its most similar
patterns, according to the similarity score. Al-
though relatively accurate1, it has been noted (Lin
and Pantel, 2001b) that the paraphrases extracted
this way reflect, as expected, various meanings,
and that a context-sensitive representation would
be appropriate.

1Precision is estimated to lie around 50% for the most
confident paraphrases

Context-sensitive extensions of DIRT (Pantel
et al., 2007) and (Basili et al., 2007) focus on mak-
ing DIRT rules context-sensitive by attaching ap-
propriate semantic classes to the X and Y slots of
an inference rule. For this purpose, the initial step
in their methods is to acquire an inference rule
database, using the DIRT algorithm. Following
this, given an inference rule, they identify seman-
tic classes for the X and Y fillers which make the
application of the rule appropriate. For this (Pan-
tel et al., 2007) build a set of semantic classes us-
ing WordNet in one case and CBC clustering al-
gorithm in the other; for each rule, they use the
overlap of the fillers found in the input corpus as
an indicator of the correct semantic classes. The
same idea is used in (Basili et al., 2007) where,
this time, the X and Y fillers are clustered for each
rule individually; these nouns are clustered us-
ing an LSA-vector representation extracted from
a large corpus.

(Connor and Roth, 2007) take a slightly differ-
ent approach as they attempt to classify the con-
text of a rule as appropriate or not, again using
the overlap of fillers as an indicator. They all
show improvement over DIRT by evaluating on
occurrences of rules in context which are anno-
tated as correct/incorrect by human participants.
On a common data set (Pantel et al., 2007) and
(Basili et al., 2007) achieve significant improve-
ments over DIRT at 95% confidence level when
employing the clustering methods. (Szpektor et
al., 2008) propose a general framework for these
methods and show that some of these settings ob-
tain significant (level 0.01) improvements over the
DIRT algorithm on data derived from the ACE
2005 event detection task.

Related work on topic models Topic models
have been previously used for semantic tasks.
Work such as (Cai et al., 2007) or (Boyd-Graber et
al., 2007) use the document-level topics extracted
with Latent Dirichlet Allocation (LDA) as indi-
cators of meanings for word sense disambigua-
tion. More related to our work are (Brody and
Lapata, 2009) or (Toutanova and Johnson, 2008)
who use LDA-based models which induce latent
variables from task-specific data rather than from
simple documents.
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(Brody and Lapata, 2009) apply such a model
for word sense induction on a set of 35 target
nouns. They assume senses as latent variables and
context features as observations; unlike our model
they induce local senses specific to every target
word by estimating separate models with the final
goal of explicitly inducing word senses.

(Toutanova and Johnson, 2008) use an LDA-
based model for semi-supervised part-of-speech
tagging. They build a word context model in
which each token involves: generating a distri-
bution over tags, sampling a tag, and finally gen-
erating context words according to a tag-specific
word distribution (context words are observa-
tions). Their model achieves highest performance
when combined with a ambiguity class compo-
nent which uses a dictionary for possible tags of
target words.

Both these papers show improvements over
state-of-the-art systems for their tasks.

3 Generative model for similarity in
context

We develop a method for computing similarity of
patterns in context, i.e. patterns with instantiated
X and Y values. We do not enhance the repre-
sentation of an inference rule with sense (context-
appropriateness) information but rather focus on
the task of assigning similarity scores to such pairs
of instantiated patterns. Unlike previous work, we
do not employ any other additional resources, in-
vestigating this way whether structurally richer in-
formation can be learned from the same input co-
occurrence matrix as the original DIRT method.

Our model, as well as the DIRT algorithm,
uses context information extracted from large
corpora to learn similarities between patterns;
however ideally we would like to learn contex-
tual preferences (or, in general, some form of
sense-disambiguation) for these patterns. This is
achieved in our model by assuming an intermedi-
ate layer consisting of meanings (senses): the con-
text surrounding a pattern is indicative of mean-
ings, and preference for some meanings gives the
characterization of a pattern.

For this we use a generative model inspired
by Latent Dirichlet Allocation (Blei et al., 2003)
(Griffiths and Steyvers, 2004) which is success-

X solve Y
we-X:122, country-X:89, government-X:82,
it-X:69,..., problem-Y:1088, issue-Y:134,
crisis-Y:99, dispute-Y:78,...

Table 2: Fragments of the document associated
to X solve Y. we-X: 122 indicates that X solve Y
occurs 122 times with we as an X filler.

fully employed for modeling collections of doc-
uments and the underlying topics which occur in
them. The statistical model is characterized by the
following distributions:

wi|zi, φzi Discrete(φzi)
φz Dirichlet(β)

zi|θp Discrete(θp)
θp Dirichlet(α)

θp is the distribution over meanings associated
to a pattern p and φz is the distribution over words
associated to a meaning z. The occurrence of
each filler word wi with a pattern p, is then gener-
ated by sampling 1) a meaning conditioned on the
meaning distribution associated to p: zi|θp and 2)
a word conditioned on the word distribution asso-
ciated to the meaning zi: wi|zi, φzi . θp and φz are
assumed to be Dirichlet distributions with param-
eters α and β.

The set of context words (X and Y fillers) oc-
curring with a pattern p form the document (in
LDA terms) associated to a pattern p. Table 2 lists
a fragment of the document associated to pattern
X solve Y. These are built simply by listing for
each pattern, occurrence counts with specific filler
words. Since we want our model to differentiate
between X and Y fillers, words occurring as fillers
are made disjoint by adding a corresponding suf-
fix.

The total set of such documents extracted from
a large corpus is then used for estimating the
model. We use Gibbs sampling2 and the result
is a set of samples from P (z|w) (i.e. mean-
ing assignments for each occurring filler word)
from which θp (pattern-meaning distributions)
and φz(meaning-word distributions) can be esti-
mated.

Our model has the advantage that, once these

2http://gibbslda.sourceforge.net/
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distributions are estimated, given a pattern p and a
context wn, in-context vector representations can
be built in a straightforward manner.

Meaning representation in-context Let K be
the assumed number of meanings, (z1, ..., zK).
We associate to a pattern in context (p,wn), the
K-dimensional vector containing for each mean-
ing zi (i : 1..K), the probability of zi, conditioned
on pattern p and context word wn:

vec(p, wn) = (P (z1|wn, p), ..., P (zK |wn, p))
(1)

where,

P (zi|wn, p) =
P (zi, p)P (wn|zi)

ΣK
i=1P (zi, p)P (wn|zi)

(2)

This is the probability that wn is generated by
meaning zi conditioned on p, therefore, the proba-
bility that pattern p has meaning zi in context wn,
exactly the concept we want to model.

Meaning representation out-of-context We
can also associate to pattern p an out-of-context
vector representation: the K-dimensional vector
representing its distribution over meanings:

vec(p) = (P (z1|p), ..., P (zK |p)) (3)

This can be seen as a dimensionality reduction
method, since we bring vector representations to a
lower dimensional space over (ideally) meaning-
ful concepts.

From the generative model we obtain the de-
sired distributions P (zi|p) = θpi and P (wn|zi) =
φzin .3

Computing similarity between patterns The
similarity between patterns occurring with X and
Y filler-words is computed following (Lin and
Pantel, 2001a) by multiplying the similarities ob-
tained separately in the X and Y spaces.:

sim((wX1, p1, wY 1)(wX2, p2, wY 2)) =

sim(vec(p1, wX1), vec(p2, wX2))∗
sim(vec(p1, wY 1), vec(p2, wY 2))

(4)

3For similarity in context, we use the conditional P (zi|p)
instead of the joint P (zi, p) which is computationally equiv-
alent for the paraphrasing setting.

we
subj←−−− make dobj−−−→statement

we
subj←−−− give dobj−−−→statement good

we
subj←−−− prepare dobj−−−→statement bad

Table 3: Development set: good/bad substitutes
for we subj←−−− make dobj−−−→statement

Out-of-context similarity is defined in a straight-
forward manner:

sim(p1, p2) = sim(vec(p1, ), vec(p2)) (5)

4 Evaluation setup

In this paper we evaluate our model on
computing similarities between pairs of the
type (X, pattern, Y ), (X, pattern′, Y ) where
two different patterns are compared in identical
contexts. For this we use the Semeval Lexical
Substitution dataset, which requires human par-
ticipants to provide substitutes for a set of target
words occurring in different contexts. This sec-
tion describes the evaluation methodology for this
data as well as the automatically generated data
set we use for development.

Development set For finding good model pa-
rameters, we use the SemCor corpus providing
text in which all content words are tagged with
WordNet 1.6 senses. We used this data in the fol-
lowing manner: We parse the text using Stanford
parser and extract occurrences of triples (X, pat-
tern, Y). Given these triples we generate good and
bad substitutes for them: the good substitutes are
generated by replacing the words occurring in the
patterns with sense-appropriate synonyms, while
bad ones are obtained by substitution with syn-
onyms corresponding to the rest of the senses (the
wrong senses). The synonyms are extracted from
WordNet 1.6 synsets using the sense annotation
present in the text.

For evaluation we feed the models pairs of in-
stantiated patterns. One of them is the original
phrase encountered in the data, and the other one
is a good/bad substitute for it. Table 3 shows an
example of the data.

We evaluate the output of a system by requir-
ing that, for each instance, every good substitute
is scored more similar to the original phrase than
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every bad substitute. This leads to an accuracy
score which can be compared against a random
baseline of 50%.

The data set obtained is far from being a very
reliable resource for the task of lexical substitu-
tion, however this method of generating data has
the advantage of producing a large number of in-
stances which can be easily acquired from any
sense-annotated data set. In our experiments we
use the Brown2 fragment from which we extract
over 3000 instances of patterns in context.

Lexical substitution task The Lexical Substitu-
tion Task (McCarthy and Navigli, 2007) presents
5 annotators with a set of target words, each in
different context sentences. The task requires
the participants to provide appropriate substitute
words for each occurrence of the target words.

We use this data similarly to (Erk and Padó,
2008) and (Thater et al., 2009) and for each target
word, we pool together all the substitutes given
for all context sentences. Similarly to the Sem-
Cor data, we do not use the entire sentence as a
context as we extract only patterns containing tar-
get words together with their X and Y fillers. The
models assign similarity scores to each candidate
by comparing them to the pattern occurring in the
original sentence. A ranked list of candidates is
obtained which in turn is compared with the sub-
stitutes provided by the participants. Table 4 gives
an example of this data set (for each substitute we
list the number of participants providing it).

To evaluate the performance of a model we em-
ploy two similarity measures, which capture dif-
ferent aspects of the task. Kendall τ rank coeffi-
cient measures the correlation between two ranks;
since the gold ranking is usually only a partial or-
der, we use τb which makes adjustments for ties.
We employ a second evaluation measure: Gener-
alized Average Precision (Kishida, 2005). This is
a measure inspired from information retrieval and
has been previously used for evaluating this task
(Thater et al., 2009). It evaluates a system on its
ability to retrieve correct substitutes using the gold
ranking together with the associated confidence
scores. The confidence scores are in turn deter-
mined by the number of people providing each
substitute.

pattern human substitutes

study
subj←−−− shed dobj−−−→light throw 3, reveal 2,

shine 1

cat
subj←−−− shed dobj−−−→virus spread 2, pass 2,

transmit 2, emit 1

Table 4: Lexical substitution data set: target verb
shed

5 Experiments

5.1 Model selection
The data we use to estimate our models is ex-
tracted from a GigaWord fragment containing ap-
proximately 100 million tokens. We parse the
text with Stanford dependency parser to obtain de-
pendency graphs from which we extract paths to-
gether with counts of their left and right fillers.
We extract paths containing at most four words,
including the two noun anchors. Furthermore
we impose a frequency threshold on patterns and
words, leading us to a collection of≈80 000 paths,
with filler nouns over a vocabulary of ≈40 000
words.

We estimate a total number of 20 models. We
set β = 0.01 as previous work (Wang et al., 2009)
reports good results with this value. For parame-
ter α we test 4 settings: α1 = 2

K and α4 = 50
K

which are reported in the literature as good ((Por-
teous et al., 2008) and (Griffiths and Steyvers,
2004)), as well as 2 intermediate values: α2 = 5

K
and α3 = 10

K . We test a set of 5 K values:
{800, 1000, 1200, 1400, 1600}. These are chosen
to be large since they represent the global set of
meanings shared by all the patterns in the collec-
tion.

As vector similarity measure we test scalar
product (sp), which in our model is interpreted
as the probability that two patterns share a com-
mon meaning. Additionally we test cosine (cos)
similarity and inverse Jensen-Shannon (JS) diver-
gence, which is a popular measure for comparing
probability distributions:

JSD(v, w) =
1

2
KLD(v|m) +

1

2
KLD(w|m)

with m = 1
2(v + w) and KLD the stan-

dard Kullback-Leibler divergence: KLD(v|w) =
Σivilog( viwi

).
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We perform both in-context (using eq. (4))
as well as out-of-context computations (eq. (5)).
Similarly to previous work (Erk and Padó, 2008),
we observe that comparing a contextualized repre-
sentation against a non-contextualized one brings
significant improvements over comparing two
representations in context. We assume this is spe-
cific to the type of data we work with, in which
two patterns are compared in an identical context,
rather than across different contexts; we therefore
compute context-sensitive similarities by contex-
tualizing just the target word.

Number of topics Although the parameters
cover relatively large ranges the models perform
surprisingly similar across different α and K val-
ues, as well as across all three similarity measures.
For sp similarity, the accuracy scores we obtain
are in the range [56.5-59.5] with a average devi-
ation from the mean of just 0.8%; similar figures
are obtained using the other similarity measures.
Figure 1 plots the average of the accuracy scores
using sp as similarity measure, across different
number of topics. A small preference for higher
K values is observed, all models performing con-
sistently good at 1200, 1400 and 1600 topics.

Figure 1: Average accuracy across the 5 K values.

Mixture models This leads us to attempting a
very simple mixture model, which computes the
similarity score between two patterns as the aver-
age similarity obtained across a number of mod-
els. For each α setting, we mix models across the
three best topic numbers: {1200, 1400, 1600}. In
Figure 2 we plot this mixture model together with
the three single ones, at each α value. It can be

Figure 2: Mixture model {1200, 1400, 1600}
(bold) vs. the three individual models, across the
4 α values.

noticed that the mixture model improves over all
three single models for three out of the four α val-
ues.

In-context vs. out-of-context computations
Further on we compare in-context versus out-of-
context computations. The similarity measures
exhibit significant differences in regard to this as-
pect. In Figure 3 we plot in-context vs. out-of-
context computations using scalar product (left)
and JS (right) with the mixture model previously
defined, plotted at different α values. For sp
in-context computations significantly outperform
out-of-context ones and the two intermediate al-
pha values seem to be the best. However for JS
similarity the out-of-context computations are sig-
nificantly better and a clear preference for smaller
α values can be observed.

Finally, on the test data, we use the following
models (where GMmixt/sing,sim stands for a mix-
ture or single model with similarity measure sim):

• GMmixt,sp/cos

mixt({1200, 1400, 1600}x{α2, α3})

• GMmixt,js

mixt({1200, 1400, 1600}x{α1, α2})

• GMsing,sp: (1600, α2)

• GMsing,cos/js: (1200, α1)

The mixture models are build based on the ob-
servations previously made while the single mod-
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Model In-context Out-of-context
GMmixt,sp 59.89 58.68
GMmixt,cos 59.50 58.67
GMmixt,js 59.73 60.68
GMsing,sp 59.48 58.86
GMsing,cos 59.43 57.87
GMsing,js 58.65 59.36

Table 5: Accuracy results on development set

els are the best performing ones, for each similar-
ity measure. The accuracy scores obtained with
these models are given in Table 5. Mixture models
generally outperform single ones and in-context
computations outperform out-of-context ones for
sp and cos. The best results on the development
set are however achieved by out-of-context mod-
els using JS as similarity measure.

Figure 3: In-context (bold) vs. out-of-context
computations across the 4 α values using scalar
product (left) and JS (right)

5.2 Results
Table 6 shows the results for the Lexical Substitu-
tion data set. We use the subset of the data con-
taining sentences in which the target word is part
of a syntactic path which is present in the total col-
lection of patterns. This leads to a set containing
165 instances of patterns in context, most of these
containing target verbs.

Since sp and cos measures perform very sim-
ilarly we only list results with cosine similarity
measure. In addition to the models with settings
determined on the development set, we also test
a very simple mixture model: GMmixt−all,sim.
This simply averages over all 20 configurations
and its purpose is to investigate the necessity of a
carefully selected mixture model.

It can be noticed that all GM mixture mod-
els outperform DIRT, which is reflected in both

Model τb GAP
Random 0.0 34.91
DIRT 14.53 48.06
GMmixt,cos 22.35 52.04
GMmixt,js 18.17 50.80
GMmixt−all,cos 20.42 51.13
GMmixt−all,js 19.03 51.15
GMsing,cos 15.10 48.20
GMsing,js 14.17 47.97

Table 6: Results on Lexical Substitution data

similarity measures. Notably the very simple
model which averages all the configurations im-
plemented is surprisingly performant. Using ran-
domized significance testing we obtained that
GMmixt,cos is significantly better than DIRT at p
level 1e-03 on both GAP and τb. GMmixt−all,cos
outperforms DIRT at level 0.05.

In terms of similarity measures, the observa-
tions made on the development set hold, as for
the in-context computations cos and sp outper-
form JS. However, unlike on the development
data, the single models perform much worse than
the mixture ones which can indicate that the de-
velopment set is not perfectly suited for choosing
model parameters.

Out-of-context computations for all models and
all similarity measures are significantly outper-
formed, leading to scores in ranges [11-14] τb and
[45-48] GAP.

In Table 7 we list the rankings produced by
three models for the target word shed in con-
text virus

obj←−− shed
prep−−−→ to

pobj−−−→ cat. As it
can be observed, the model performing context-
sensitive computations GMmixt,cos-in-context re-
turns a better ranking in comparison to theDIRT
and GMmixt,cos-out-of-context models.

6 Conclusion

We have addressed the task of computing meaning
similarity in context using distributional methods.
The specific representation we use follows (Lin
and Pantel, 2001a): we extract patterns (paths
in dependency trees which connect two nouns)
and we use the co-occurrence with these nouns
to build high-dimensional vectors. Using this data
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virus
obj←−− shed prep−−−→ to

pobj−−−→ cat
GMmixt,cos GMmixt,cos DIRT GOLD

in-context out-of-context
lose lose drop pass 2
drop drop lose spread 2

transmit relinquish give transmit 2
spread reveal transmit
pass pass spread

relinquish throw reveal
reveal spread relinquish
throw transmit throw
give give pass

Table 7: Ranks returned for virus obj←−− shed prep−−−→ to
pobj−−−→ cat

we develop a principled method to induce context-
sensitive representations by modeling the mean-
ing of a pattern as a latent variable in the input
corpus. We apply this model to the task of Lex-
ical Substitution and we show it allows the com-
putation of context-sensitive similarities; it signif-
icantly outperforms the original method, while us-
ing the exact same input data.

In future work, we plan to use our model for
generating paraphrases for patterns occurring in
context, a scenario closer to real applications than
out-of-context paraphrasing.

Finally, a formulation of our model in a typical
bag-of-words semantic space for word similarity
can be employed in a wider range of applications
and will allow comparison with other methods for
building context-sensitive vector representations.
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Abstract

Due to the lack of annotated data sets, 
there are few studies on machine learning 
based approaches to extract named enti-
ties (NEs) in clinical text. The 2009 i2b2 
NLP challenge is a task to extract six 
types of medication related NEs, includ-
ing medication names, dosage, mode, 
frequency, duration, and reason from 
hospital discharge summaries. Several 
machine learning based systems have 
been developed and showed good per-
formance in the challenge. Those systems 
often involve two steps: 1) recognition of 
medication related entities; and 2) deter-
mination of the relation between a medi-
cation name and its modifiers (e.g., do-
sage). A few machine learning algo-
rithms including Conditional Random 
Field (CRF) and Maximum Entropy have 
been applied to the Named Entity Recog-
nition (NER) task at the first step. In this 
study, we developed a Support Vector 
Machine (SVM) based method to recog-
nize medication related entities. In addi-
tion, we systematically investigated vari-
ous types of features for NER in clinical 
text. Evaluation on 268 manually anno-
tated discharge summaries from i2b2 
challenge showed that the SVM-based 
NER system achieved the best F-score of 
90.05% (93.20% Precision, 87.12% Re-
call), when semantic features generated 
from a rule-based system were included.

1 Introduction

Named Entity Recognition (NER) is an impor-
tant step in natural language processing (NLP). It 

has many applications in general language do-
main such as identifying person names, locations, 
and organizations. NER is crucial for biomedical 
literature mining as well (Hirschman, Morgan, & 
Yeh, 2002; Krauthammer & Nenadic, 2004) and 
many studies have focused on biomedical entities, 
such as gene/protein names. There are mainly 
two types of approaches to identify biomedical 
entities: rule-based and machine learning based 
approaches. While rule-based approaches use 
existing biomedical knowledge/resources, ma-
chine learning (ML) based approaches rely much 
on annotated training data. The advantage of 
rule-based approaches is that they usually can 
achieve stable performance across different data 
sets due to the verified resources, while machine 
learning approaches often report better results 
when the training data are good enough. In order 
to harness the advantages of both approaches, the 
combination of them, called the hybrid approach, 
has often been used as well. CRF and SVM are 
two common machine learning algorithms that 
have been widely used in biomedical NER 
(Takeuchi & Collier, 2003; Kazama, Makino, 
Ohta, & Tsujii, 2002; Yamamoto, Kudo, 
Konagaya, & Matsumoto, 2003; Torii, Hu, Wu, 
& Liu, 2009; Li, Savova, & Kipper-Schuler, 
2008). Some studies reported better results using 
CRF (Li, Savova, & Kipper-Schuler, 2008),
while others showed that the SVM was better 
(Tsochantaridis, Joachims, & Hofmann, 2005) in 
NER. Keerthi & Sundararajan (Keerthi & Sunda-
rarajan, 2007) conducted some experiments and 
demonstrated that CRF and SVM were quite 
close in performance, when identical feature 
functions were used.

2 Background

There has been large ongoing effort on 
processing clinical text in Electronic Medical 
Records (EMRs). Many clinical NLP systems 
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have been developed, including MedLEE
(Friedman, Alderson, Austin, Cimino, & John-
son, 1994), SymTex (Haug et al., 1997), Meta-
Map (Aronson, 2001). Most of those systems 
recognize clinical named entities such as diseas-
es, medications, and labs, using rule-based me-
thods such as lexicon lookup, mainly because of 
two reasons: 1) there are very rich knowledge 
bases and vocabularies of clinical entities, such 
as the Unified Medical Language System 
(UMLS) (Lindberg, Humphreys, & McCray, 
1993), which includes over 100 controlled bio-
medical vocabularies, such as RxNorm, 
SNOMED,  and ICD-9-CM; 2) very few anno-
tated data sets of clinical text are available for 
machine learning based approaches.

Medication is one of the most important types 
of information in clinical text. Several studies 
have worked on extracting drug names from clin-
ical notes. Evans et al. (Evans, Brownlow, Hersh, 
& Campbell, 1996) showed that drug and dosage 
phrases in discharge summaries could be identi-
fied by the CLARIT system with an accuracy of 
80%. Chhieng et al. (Chhieng, Day, Gordon, & 
Hicks, 2007) reported a precision of 83% when 
using a string matching method to identify drug 
names in clinical records. Levin et al. (Levin, 
Krol, Doshi, & Reich, 2007) developed an effec-
tive rule-based system to extract drug names 

from anesthesia records and map to RxNorm 
concepts with 92.2% sensitivity and 95.7% spe-
cificity. Sirohi and Peissig (Sirohi & Peissig, 
2005) studied the effect of lexicon sources on 
drug extraction. Recently, Xu et al. (Xu et al., 
2010) developed a rule-based system for medica-
tion information extraction, called MedEx, and 
reported F-scores over 90% on extracting drug 
names, dose, route, and frequency from dis-
charge summaries.

Starting 2007, Informatics for Integrating Bi-
ology and the Bedside (i2b2), an NIH-funded 
National Center for Biomedical Computing 
(NCBC) based at Partners Healthcare System in 
Boston, organized a series of shared tasks of
NLP in clinical text. The 2009 i2b2 NLP chal-
lenge was to extract medication names, as well as 
their corresponding signature information includ-
ing dosage, mode, frequency, duration, and rea-
son from de-identified hospital discharge sum-
maries (Uzüner, Solti, & Cadag, 2009). At the 
beginning of the challenge, a training set of 696 
notes were provided by the organizers. Among 
them, 17 notes were annotated by the i2b2 orga-
nizers, based on an annotation guideline (see Ta-
ble 1 for examples of medication information in 
the guideline), and the rest were un-annotated 
notes. Participating teams would develop their 
systems based on the training set, and they were 

Class # Example Description
Medication 12773 “Lasix”, “Caltrate plus D”, “fluoci-

nonide 0.5% cream”, “TYLENOL 
( ACETAMINOPHEN )”

Prescription substances, biological 
substances, over-the-counter drugs, 
excluding diet, allergy, lab/test, alco-
hol.

Dosage 4791 “1 TAB”, “One tablet”, “0.4 mg” 
“0.5 m.g.”, “100 MG”, “100 mg x 2
tablets”

The amount of a single medication 
used in each administration.

Mode 3552 “Orally”, “Intravenous”, “Topical”, 
“Sublingual”

Describes the method for administer-
ing the medication.

Frequency 4342 “Prn”, “As needed”, “Three times a 
day as needed”, “As needed three 
times a day”, “x3 before meal”, “x3 
a day after meal as needed”

Terms, phrases, or abbreviations that 
describe how often each dose of the 
medication should be taken.

Duration 597 “x10 days”, “10-day course”, “For 
ten days”, “For a month”, “During 
spring break”, “Until the symptom 
disappears”, “As long as needed”

Expressions that indicate for how 
long the medication is to be adminis-
tered.

Reason 1534 “Dizziness”, “Dizzy”, “Fever”, “Di-
abetes”, “frequent PVCs”, “rare an-
gina”

The medical reason for which the 
medication is stated to be given.

Table 1.Number of classes and descriptions with examples in i2b2 2009 dataset.
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allowed to annotate additional notes in the train-
ing set. The test data set included 547clinical 
notes, from which 251 notes were randomly 
picked by the organizers. Those 251 notes were 
then annotated by participating teams, as well as 
the organizers, and they served as the gold stan-
dard for evaluating the performance of systems 
submitted by participating teams. An example of 
original text and annotated text were shown in 
Figure 1.

The results of systems submitted by the partic-
ipating teams were presented at the i2b2 work-
shop and short papers describing each system 
were available at i2b2 web site with protected 
passwords. Among top 10 systems which 
achieved the best performance, there were 6 rule-
based, 2 machine learning based, and 2 hybrid 
systems. The best system, which used a machine 
learning based approach, reached the highest F-
score of 85.7% (Patrick & Li, 2009). The second 
best system, which was a rule-based system us-
ing the existing MedEx tool, reported an F-score 
of 82.1% (Doan, Bastarache L., Klimkowski S., 
Denny J.C., & Xu, 2009). The difference be-
tween those two systems was statistically signifi-
cant. However, this finding was not very surpris-
ing, as the machine learning based system uti-
lized additional 147 annotated notes by the par-
ticipating team, while the rule-based system 
mainly used 17 annotated training data to cus-
tomize the system. 

Interestingly, two machine learning systems in 
the top ten systems achieved very different per-

formance, one (Patrick et al., 2009) achieved an 
F-score of 85.7%, ranked the first; while another 
(Li et al., 2009) achieved an F-score of 76.4%, 
ranked the 10th on the final evaluation. Both sys-
tems used CRF for NER, on the equivalent num-
ber of training data (145 and 147 notes respec-
tively). The large difference in F-score of those 
two systems could be due to: the quality of train-
ing set, and feature sets using for classification. 
More recently, i2b2 organizers also reported a 
Maximum Entropy (ME) based approach for the 
2009 challenge (Halgrim, Xia, Solti, Cadag, & 
Uzuner, 2010). Using the same annotated data set 
as in (Patrick et al., 2009), they reported an F-
score of 84.1%, when combined features such as 
unigram, word bigrams/trigrams, and label of 
previous words were used. These results indi-
cated the importance of feature sets used in ma-
chine learning algorithms in this task. 

For supervised machine learning based sys-
tems in the i2b2 challenge, the task was usually 
divided into two steps: 1) NER of six medication 
related findings; and 2) determination of the rela-
tion between detected medication names and 
other entities. It is obvious that NER is the first 
crucial step and it affects the performance of the 
whole system. However, short papers presented 
at the i2b2 workshop did not show much detailed 
evaluation on NER components in machine 
learning based systems.  The variation in perfor-
mance of different machine learning based sys-
tems also motivated us to further investigate the 
effect of different types of features on recogniz-

Figure. 1. An example of the i2b2 data, ‘m’ is for MED NAME, ‘do’ is for DOSE, ‘mo’ is for 
MODE, ‘f’ is for FREQ, ‘du’ is for DURATION, ‘r’ is for REASON, ‘ln’ is for “list/narrative.”

# Line Original text

70
..
74

75

DISCHARGE MEDICATION: 
…
Additionally, Percocet 1-2 tablets p.o. q 4 prn, Colace 100 mg
p.o.
b.i.d. , insulin NPH 10 units subcu b.i.d. , sliding scale insulin…

Annotated text:
m="colace" 74:10 74:10||do="100 mg" 74:11 74:12||mo="p.o." 74:13 74:13||f="b.i.d." 75:0 
75:0||du="nm" ||r="nm"||ln="list"
m="percocet" 74:2 74:2||do="1-2 tablets" 74:3 74:4||mo="p.o." 74:5 74:5||f="q 4 prn" 74:6 
74:8||du="nm"||r="nm"||ln="list"
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ing medication related entities.  
In this study, we developed an SVM-based 

NER system for recognizing medication related 
entities, which is a sub-task of the i2b2 chal-
lenge. We systematically investigated the effects 
of typical local contextual features that have been 
reported in many biomedical NER studies. Our 
studies provided some valuable insights to NER 
tasks of medical entities in clinical text.

3 Methods

A total of 268 annotated discharge summaries 
(17 from training set and 251 from test set) from 
i2b2 challenge were used in this study. This an-
notated corpus contains 9,689 sentences, 326,474 
words, and 27,589 entities. Annotated notes were 
converted into a BIO format and different types 
of feature sets were used in an SVM classifier for 
NER. Performance of the NER system was eva-
luated using precision, recall, and F-score, based 
on 10-fold cross validation.  

3.1 Preprocessing
The annotated corpus was converted into a BIO 
format (see an example in Figure 2).  Specifically, 
it assigned each word into a class as follows: B
means beginning of an entity, I means inside an 
entity, and O means outside of an entity. As we 
have six types of entities, we have six different B 
classes and six different I classes. For example, 
for medication names, we define the B class as
“B-m”, and the I class as “I-m”.  Therefore, we 
had total 13 possible classes to each word 
(including O class). 

DISCHARGE MEDICATION: 
O O
Additionally, Percocet 1-2 Tablets
O B-m B-do I-do
p.o. Q 4 prn,
B-mo B-f I-f I-f
Figure 2. An example of the BIO representation 
of annotated clinical text (Where m as medica-
tion, do as dose, mo as mode, and f as frequency).

After preprocessing, the NER problem now 
can be considered as a classification problem, 
which is to assigns one of the 13 class labels to 
each word. 

3.2 SVM
Support Vector Machine (SVM) is a machine 
learning method that is widely used in many 
NLP tasks such as chunking, POS, and NER. 
Essentially, it constructs a binary classifier using 
labeled training samples. Given a set of training 
samples, the SVM training phrase tries to find 
the optimal hyperplane, which maximizes the 
distance of training sample nearest to it (called 
support vectors). SVM takes an input as a vector 
and maps it into a feature space using a kernel 
function. 

In this paper we used TinySVM1 along with 
Yamcha2

3.3 Features sets

developed at NAIST (Kudo & Matsu-
moto, 2000; Kudo & Matsumoto, 2001). We 
used a polynomial kernel function with the de-
gree of kernel as 2, context window as +/-2, and 
the strategy for multiple classification as pair-
wise (one-against-one). Pairwise strategy means 
it will build K(K-1)/2 binary classifiers in which 
K is the number of classes (in this case K=13). 
Each binary classifier will determine whether the 
sample should be classified as one of the two 
classes. Each binary classifier has one vote and 
the final output is the class with the maximum 
votes. These parameters were used in many bio-
medical NER tasks such as (Takeuchi & Collier, 
2003; Kazama et al., 2002; Yamamoto et al., 
2003).

In this study, we investigated different types of 
features for the SVM-based NER system for me-
dication related entities, including 1) words; 2) 
Part-of-Speech (POS) tags; 3) morphological 
clues; 4) orthographies of words; 5)  previous 
history features; 6) semantic tags determined by 
MedEx, a rule based medication extraction sys-
tem. Details of those features are described be-
low: 

Words features: Words only. We referred it 
as a baseline method in this study.
POS features: Part-of-Speech tags of words. 
To obtain POS information, we used a POS 
tagger in the NLTK package3

1 Available at 
http://chasen.org/~taku/software/TinySVM/

.

2 Available at 
http://chasen.org/~taku/software/YamCha/
3 www.nltk.org
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Morphologic features: suffix/prefix of up to 
3 characters within a word. 
Orthographic features: information about if a 
word contains capital letters, digits, special 
characters etc. We used orthographic features 
described in (Collier, Nobata, & Tsujii, 
2000) and modified some as for medication 
information such as “digit and percent”. We 
had totally 21 labels for orthographic fea-
tures.
Previous history features: Class assignments 
of preceding words, by the NER system it-
self.
Semantic tag features: semantic categories of 
words. Typical NER systems use dictionary 
lookup methods to determine semantic cate-
gories of a word (e.g., gene names in a dic-
tionary). In this study, we used MedEx, the 
best rule-based medication extraction system 
in the i2b2 challenge, to assign medication 
specific categories into words.

MedEx was originally developed at Vanderbilt 
University, for extracting medication information 
from clinical text (Xu et al., 2010). MedEx labels 
medication related entities with a pre-defined 
semantic categories, which has overlap with the 
six entities defined in the i2b2 challenge, but not 
exactly same. For example, MedEx breaks the 
phrase “fluocinonide 0.5% cream” into drug 
name: “fluocinonide”, strength: “0.5%”, and
form: “cream”; while i2b2 labels the whole 
phrase as a medication name. There are a total of 
11 pre-defined semantic categories which are 
listed in (Xu et al., 2010c). When the Vanderbilt 
team applied MedEx to the i2b2 challenge, they 

customized and extended MedEx to label medi-
cation related entities as required by i2b2. Those 
customizations included:

- Customized Rules to combine entities recog-
nized by MedEx into i2b2 entities, such as 
combine drug name: “fluocinonide”,
strength: “0.5%”, and form: “cream” into 
one medication name “fluocinonide 0.5% 
cream”.

- A new Section Tagger to filter some drug 
names in sections such as “allergy” and
“labs”.

- A new Spell Checker to check whether a 
word can be a misspelled drug names. 

In a summary, the MedEx system will produce 
two sets of semantic tags: 1) initial tags that are 
identified by the original MedEx system; 2) final 
tags that are identified by the customized MedEx 
system for the i2b2 challenge. The initial tagger 
will be equivalent to some simple dictionary look 
up methods used in many NER systems. The fi-
nal tagger is a more advanced method that inte-
grates other level of information such as sections 
and spellings. The outputs of initial tag include 
11 pre-defined semantic tags in MedEx, and out-
puts of final tags consist of 6 types of NEs as in 
the i2b2 requirements. Therefore, it is interesting 
to us to study effects of both types of tags from 
MedEx in this study. These semantic tags were 
also converted into the BIO format when they 
were used as features.

4 Results and Discussions

In this study, we measured Precision, Recall, and 
Features Pre Rec F-score
Words (Baseline) 87.09 77.05 81.76
Words + History 90.34 78.17 83.81
Words + History + Morphology 91.72 81.08 86.06
Words + History + Morphology + POS 91.81 81.06 86.10

Words + History + Morphology + POS + Orthographies 91.78 81.29 86.22

Words + Semantic Tags (Original MedEx) 90.15 83.17 86.51

Words + Semantic Tags (Customized MedEx) 92.38 86.73 89.47
Words + History + Morphology + POS + Orthographies + Semantic Tags 
(Original MedEx) 91.43 84.2 87.66
Words + History + Morphology + POS + Orthographies + Semantic Tags 
(Customized MedEx) 93.2 87.12 90.05
Table 2. Performance of the SVM-based NER system for different feature combinations.
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F-score using the CoNLL evaluation script4

Table 2 shows the precision, recall, and F-
score of the SVM-based NER system for all six 
types of entities, when different combinations of 
feature sets were used. Among them, the best F-
score of 90.05% was achieved, when all feature 
sets were used. A number of interesting findings 
can be concluded from those results. First, the 
contribution of different types of features to the 
system’s performance varies. For example, the 
“previous history feature” and the “morphology 
feature” improved the performance substantially 
(F-score from 81.76% to 83.83%, and from 
83.81% to 86.06% respectively). These findings 
were consistent with previous reported results on 
protein/gene NER (Kazama et al., 2002; Takeu-
chi and Collier, 2003; Yamamoto et al., 2003). 
However, “POS” and “orthographic” features 
contributed very little, not as much as in pro-
tein/gene names recognition tasks.  This could be 
related to the differences between gene/protein 
phrases and medication phrases – more ortho-
graphic clues are observed in gene/protein 
names. Second, the “semantic tags” features 
alone, even just using the original tagger in Me-
dEx, improved the performance dramatically 
(from 81.76% to 86.51% or 89.47%). This indi-

. Pre-
cision is the ratio between the number of correct-
ly identified NE chunks by the system and the 
total number of NE chunks found by the system; 
Recall is the ratio between the number of correct-
ly identified NE chunks by the system and the 
total number of NE chunks in the gold standard.
Experiments were run in a Linux machine with 
16GB RAM and 8 cores of Intel Xeon 2.0GHz
processor. The performance of different types of 
feature sets was evaluated using 10-fold cross-
validation. 

4 Available at 
http://www.cnts.ua.ac.be/conll2002/ner/bin/conlleval.t
xt

cates that the knowledge bases in the biomedical 
domain are crucial to biomedical NER. Third, the 
customized final semantic tagger in MedEx had 
much better performance than the original tagger, 
which indicated that advanced semantic tagging 
methods that integrate other levels of linguistic 
information (e.g., sections) were more useful 
than simple dictionary lookup methods.

Table 3 shows the precision, recall, and F-
score for each type of entity, from the MedEx 
alone, and the baseline and the best runs of the 
SVM-based NER system. As we can see, the best 
SVM-based NER system that combines all types 
of features (including inputs from MedEx) was 
much better than the MedEx system alone 
(90.05% vs. 85.86%). This suggested that the 
combination of rule-based systems with machine
learning approaches could yield the most opti-
mized performance in biomedical NER tasks.

Among six types of medication entities, we 
noticed that four types of entities (medication 
names, dosage, mode, and frequency) got very 
high F-scores (over 92%); while two others (du-
ration and reason) had low F-scores (up to 50%). 
This finding was consistent with results from 
i2b2 challenge. Duration and reason are more 
difficult to identify because they do not have 
well-formed patterns and few knowledge bases 
exist for duration and reasons.

This study only focused on the first step of the 
i2b2 medication extraction challenge – NER. Our 
next plan is to work on the second step of deter-
mining relations between medication names and 
other entities, thus allowing us to compare our 
results with those reported in the i2b2 challenge. 
In addition, we will also evaluate and compare 
the performance of other ML algorithms such as 
CRF and ME on the same NER task.  

Entity MedEx only SVM (Baseline) SVM (Best)
Pre Rec F-score Pre Rec F-score Pre Rec F-score

ALL 87.85 83.97 85.86 87.09 77.05 81.76 93.2 87.12 90.05
Medication 87.25 90.21 88.71 88.38 75.03 81.16 93.3 91.35 92.31
Dosage 92.79 83.94 88.14 89.43 83.65 86.41 94.38 90.99 92.65
Mode 95.86 90.06 92.87 96.18 93.30 94.70 97.12 93.8 95.41
Frequency 92.67 89.00 90.80 90.33 87.60 88.94 95.88 93.04 94.43
Duration 42.65 40.15 41.36 24.16 19.62 21.45 65.18 40.16 49.57
Reason 54.23 36.72 43.79 48.40 25.51 33.30 69.21 37.39 48.4
Table 3. Comparison between a rule based system and the SVM based system.
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5 Conclusions

In this study, we developed an SVM-based NER 
system for medication related entities. We sys-
tematically investigated different types of fea-
tures and our results showed that by combining
semantic features from a rule-based system, the 
ML-based NER system could achieve the best F-
score of 90.05% in recognizing medication re-
lated entities, using the i2b2 annotated data set. 
The experiments also showed that optimized 
usage of external knowledge bases were crucial 
to high performance ML based NER systems for 
medical entities such as drug names.
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Abstract

Prepositions in English are a well-known
challenge for language learners, and the
computational analysis of preposition us-
age has attracted significant attention.
Such research generally starts out by de-
veloping models of preposition usage for
native English based on a range of fea-
tures, from shallow surface evidence to
deep linguistically-informed properties.

While we agree that ultimately a com-
bination of shallow and deep features is
needed to balance the preciseness of ex-
emplars with the usefulness of generaliza-
tions to avoid data sparsity, in this paper
we explore the limits of a purely surface-
based prediction of prepositions.

Using a web-as-corpus approach, we in-
vestigate the classification based solely on
the relative number of occurrences for tar-
get n-grams varying in preposition usage.
We show that such a surface-based ap-
proach is competitive with the published
state-of-the-art results relying on complex
feature sets.

Where enough data is available, in a sur-
prising number of cases it thus is possible
to obtain sufficient information from the
relatively narrow window of context pro-
vided by n-grams which are small enough
to frequently occur but large enough
to contain enough predictive information
about preposition usage.

1 Introduction

The correct use of prepositions is a well-known
difficulty for learners of English, and correspond-
ingly the computational analysis of preposition
usage has attracted significant attention in re-
cent years (De Felice and Pulman, 2007; De Fe-
lice, 2008; Lee and Knutsson, 2008; Gamon et
al., 2008; Chodorow et al., 2007; Tetreault and
Chodorow, 2008a, 2008b).

As a point of reference for the detection of
preposition errors in learner language, most of
the research starts out by developing a model of
preposition usage for native English. For this
purpose, virtually all previous approaches em-
ploy a machine learning setup combining a range
of features, from surface-based evidence to deep
linguistically-informed properties. The overall
task is approached as a classification problem
where the classes are the prepositions and the in-
stances to be classified are the contexts, i.e., the
sentences with the prepositions omitted.

A focus of the previous literature is on the ques-
tion which linguistic and lexical features are the
best predictors for preposition usage. Linguistic
features used include the POS tags of the sur-
rounding words, PP attachment sites, WordNet
classes of PP object and modified item. Lexical
features used include the object of the PP and the
lexical item modified by the PP. Those syntactic,
semantic and lexical features are then extracted
from the training instances and used by the ma-
chine learning tool to predict the missing preposi-
tion in a test instance.

While we agree that ultimately a combination
of shallow and linguistically informed features is
needed to balance the preciseness of exemplars
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with the usefulness of generalizations to avoid
data sparsity problems, in this paper we want to
explore the limits of a purely surface-based pre-
diction of prepositions. Essentially, our ques-
tion is how much predictive information can be
found in the immediate distributional context of
the preposition. Is it possible to obtain n-gram
contexts for prepositions which are small enough
to occur frequently enough in the available train-
ing data but large enough to contain enough pre-
dictive information about preposition usage?

This perspective is related to that underlying
the variation-n-gram approach for detecting errors
in the linguistic annotation of corpora (Dickin-
son and Meurers, 2003; Dickinson and Meurers,
2005; Boyd et al., 2008). Under that approach, er-
rors in the annotation of linguistic properties (lexi-
cal, constituency, or dependency information) are
detected by identifying units which recur in the
corpus with sufficient identical context so as to
make variation in their annotation unlikely to be
correct. In a sense, the recurring n-gram contexts
are used as exemplar references for the local do-
mains in which the complex linguistic properties
are established. The question now is to what ex-
tent basic1 n-gram contexts can also be success-
fully used to capture the linguistic properties and
relations determining preposition usage, explor-
ing the trade-off expressed in the question ending
the previous paragraph.

To address this question, in this paper we make
use of a web-as-corpus approach in the spirit of
Lapata and Keller (2005). We employ the Yahoo
search engine to investigate a preposition classifi-
cation setup based on the relative number of web
counts obtained for target n-grams varying in the
preposition used. We start the discussion with a
brief review of key previous approaches and the
results they obtain for the preposition classifica-
tion task in native English text. In section 2,
we then describe the experimental setup we used

1While Dickinson and Meurers (2005) also employ dis-
continuous n-grams, we here focus only on contiguous n-
gram contexts. Using discontinuous n-gram contexts for
preposition prediction could be interesting to explore in the
future, once, as a prerequisite for the effective generation
of discontinuous n-grams, heuristics have been identified for
when which kind of discontinuities should be allowed to arise
for preposition classification contexts.

for our exploration and discuss our results in sec-
tion 3.

1.1 Previous work and results

The previous work on the preposition prediction
task varied in i) the features selected, ii) the num-
ber of prepositions tackled, and iii) the training
and testing corpora used.

De Felice (2008) presents a system that (among
other things) is used to predict the correct prepo-
sition for a given context. The system tackles the
nine most frequent prepositions in English: of, to,
in, for, on, with, at, by, from. The approach uses a
wide variety of syntactic and semantic features:
the lexical item modified by the PP, the lexical
item that occurs as the object of the preposition,
the POS tags of three words to the left and three
words to the right of the preposition, the grammat-
ical relation that the preposition is in with its ob-
ject, the grammatical relation the preposition is in
with the word modified by the PP, and the Word-
Net classes of the preposition’s object and the lex-
ical item modified by the PP. De Felice (2008) also
used a named entity recognizer to extract general-
izations about which classes of named entities can
occur with which prepositions. Further, the verbs’
subcategorization frames were taken as features.
For features that used lexical sources (WordNet
classes, verbs subcategorization frames), only par-
tial coverage of the training and testing instances
is available.

The overall accuracy reported by De Felice
(2008) for this approach is 70.06%, testing on sec-
tion J of the British National Corpus (BNC) after
training on the other sections. As the most exten-
sive discussion of the issue, using an explicit set
of prepositions and a precisely specified and pub-
licly accessible test corpus, De Felice (2008) is
well-suited as a reference approach. Correspond-
ingly, our study in this paper is based on the same
set of prepositions and the same test corpus.

Gamon et al. (2008) introduce a system for the
detection of a variety of learner errors in non-
native English text, including preposition errors.
For the preposition task, the authors combine the
outputs of a classifier and a language model. The
language model is a 5-gram model trained on the
English Gigaword corpus. The classifier is trained
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on Encarta encyclopedia and Reuters news text.
It operates in two stages: The presence/absence
classifier predicts first whether a preposition needs
to be inserted at a given location. Then, the choice
classifier determines which preposition is to be in-
serted. The features that are extracted for each
possible insertion site come from a six-token win-
dow around the possible insertion site. Those fea-
tures are the relative positions, POS tags, and sur-
face forms of the tokens in that window. The
choice classifier predicts one of 13 prepositions:
in, for, of, on, to, with, at, by, as, from, since,
about, than, and other. The accuracy of the choice
classifier, the part of the system to which the work
at hand is most similar, is 62.32% when tested on
text from Encarta and Reuters news.

Tetreault and Chodorow (2008a) present a sys-
tem for detecting preposition errors in learner text.
Their approach extracts a total of 25 features from
the local contexts: the adjacent words, the heads
of the nearby phrases, and the POS tags of all
those. They combine word-based features with
POS tag features to better handle cases where a
word from the test instance has not been seen
in training. For each test instance, the system
predicts one of 34 prepositions. In training and
testing performed on the Encarta encyclopedia,
Reuters news text and additional training material
an accuracy figure of 79% is achieved.

Bergsma et al. (2009) extract contextual fea-
tures from the Google 5-gram corpus to train an
SVM-based classifier for predicting prepositions.
They evaluate on 10 000 sentences taken from the
New York Times section of the Gigaword corpus,
and achieve an accuracy of 75.4%.

Following De Felice (2008, p. 66), we summa-
rize the main results of the mentioned approaches
to preposition prediction for native text in Fig-
ure 1.2 Since the test sets and the prepositions tar-
geted differ between the approaches, such a com-
parison must be interpreted with caution. In terms
of the big picture, it is useful to situate the results
with respect to the majority baseline reported by
De Felice (2008). It is obtained by always choos-
ing of as the most common preposition in section
J of the BNC. De Felice also reports another inter-

2The Gamon et al. (2008) result differs from the one re-
ported in De Felice (2008); we rely on the original paper.

esting figure included in Figure 1, namely the ac-
curacy of the human agreement with the original
text, averaged over two English native-speakers.

Approach Accuracy
Gamon et al. (2008) 62.32%
Tetreault and Chodorow (2008a) 79.00%
Bergsma et al. (2009) 75.50%
De Felice (2008) system 70.06%

Majority baseline (of) 26.94%
Human agreement 88.60%

Figure 1: Preposition prediction results

2 Experiments

2.1 Data

As our test corpus, we use section J of the BNC,
the same corpus used by De Felice (2008). Based
on the tokenization as given in the corpus, we
join the tokens with a single space, which also
means that punctuation characters end up as sep-
arate, white-space separated tokens. We select all
sentences that contain one or more prepositions,
using the POS annotation in the corpus to iden-
tify the prepositions. The BNC is POS-annotated
with the CLAWS-5 tagset, which distinguishes the
two tags PRF for of and PRP for all other preposi-
tions.3 We mark every occurrence of these prepo-
sition tags in the corpus, yielding one prediction
task for each marked preposition. For example,
the sentence (1) yields four prediction tasks, one
for each of the prepositions for, of, from, and in in
the sentence.

(1) But for the young, it is rather a question
of the scales falling from their eyes, and
having nothing to believe in any more.

In each task, one preposition is masked using
the special marker -*-MASKED-*-. Figure 2
shows the four marked-up prediction tasks result-
ing for example (1).

Following De Felice (2008), we focus our ex-
periments on the top nine prepositions in the
BNC: of, to, in, for, on, with, at, by, from. For

3http://www.natcorp.ox.ac.uk/docs/URG/
posguide.html#guidelines
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But -*-MASKED-*-for the young , it is
rather a question of the scales falling
from their eyes , and having nothing to
believe in any more .

But for the young , it is rather a
question -*-MASKED-*-of the scales
falling from their eyes , and having
nothing to believe in any more .

But for the young , it is rather
a question of the scales falling
-*-MASKED-*-from their eyes , and having
nothing to believe in any more .

But for the young , it is rather a
question of the scales falling from
their eyes , and having nothing to
believe -*-MASKED-*-in any more .

Figure 2: Four prediction tasks for example (1)

each occurrence of these nine prepositions in sec-
tion J of the BNC, we extract one prediction task,
yielding a test set of 522 313 instances.

Evaluating on this full test set would involve a
prohibitively large number of queries to the Ya-
hoo search engine. We therefore extract a ran-
domly drawn subset of 10 000 prediction tasks.
From this subset, we remove all prediction tasks
which are longer than 4000 characters in length,
as Yahoo only supports queries up to that length.
Finally, in a web-as-corpus setup, the indexing of
the web pages performed by the search engine es-
sentially corresponds to the training step in a typi-
cal machine learning setup. In order to avoid test-
ing on the training data, we thus need to ensure
that the test cases are based on text not indexed by
the search engine. To exclude any such cases, we
query the search engine with each complete sen-
tence that a prediction task is based on and remove
any prediction task for which the search engine re-
turns hits for the complete sentence. The final test
set consists of 8060 prediction tasks.4

2.2 Experimental Setup

Recall that the general issue we are interested in
is whether one can obtain sufficient information
from the relatively narrow distributional window
of context provided by n-grams which are small
enough to occur frequently enough in the training
data but large enough to contain enough predic-

4For a copy of the test set, just send us an email.

tive information about preposition usage for the
instances to be classified. By using a web-as-
corpus approach we essentially try to maximize
the training data size. For the n-gram size, we ex-
plore the use of a maximum order of 7, containing
the preposition in the middle and three words of
context on either side.

For each prediction task, we successively insert
one of the nine most frequent prepositions into
the marked preposition slot of the 8060 n-grams
obtained from the test set. Thus, for each pre-
diction task, we get a cohort consisting of nine
different individual queries, one query for each
potential preposition. For example, the second
prediction task of Figure 2 yields the cohort of
nine queries in Figure 3 below, where the candi-
date prepositions replace the location marked by
-*-MASKED-*-of. The correct preposition of
is stripped off and kept for later use in the evalua-
tion step.

1. rather a question of the scales
falling

2. rather a question to the scales
falling

3. rather a question in the scales
falling

...

9. rather a question from the scales
falling

Figure 3: Cohort of nine queries resulting for the
second prediction task of Figure 2

In cases where a preposition is closer than four
words to the beginning or the end of the corre-
sponding sentence, a lower-order n-gram results.
For example, in the first prediction task in Fig-
ure 2, the preposition occurs already as the sec-
ond word in the sentence, thus not leaving enough
context to the left of the preposition for a sym-
metric 7-gram. Here, the truncated asymmetric 5-
gram “But <prep> the young ,” includ-
ing only one word of context on the left would
get used.

We issue each query in a cohort to the Ya-
hoo search engine, and determine the number
of hits returned for that query. To that end,
we use Yahoo’s BOSS service, which offers a
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JSON interface supporting straightforward auto-
mated queries. As part of its response to a query,
the BOSS service includes the deephits field,
which gives an “approximate count that reflects
duplicate documents and all documents from a
host”.5 In other words, this number is an approx-
imate measure of how many web pages there are
that contain the search pattern.

With the counts for all nine queries in a cohort
retrieved from Yahoo, we select the preposition of
the query with the highest count. For the cases
in which none of the counts in a 7-gram cohort is
greater than zero, we use one of two strategies:

In the baseline condition, for all n-gram cohorts
with zero counts (5160 out of the 8060 cases) we
predict the most frequent preposition of, i.e., the
majority baseline. This results in an overall accu-
racy of 50%.

In the full back-off condition, we explore the
trade-off between the predictive power of the n-
gram as context and the likelihood of having seen
this n-gram in the training material, i.e., finding
it on the web. In this paper we never abstract or
generalize away from the surface string (e.g., by
mapping all proper names to an abstract name tag;
but see the outlook discussion at the end of the pa-
per), so the only option for increasing the number
of occurrences of an n-gram is to approximate it
with multiple shorter n-grams.

Concretely, if no hits could be found for any of
the queries in a cohort, we back off to the sum
of the hits for the two overlapping 6-grams con-
structed in the way illustrated in Figure 4.

[rather a question of the scales falling]

⇓
[rather a question of the scales]

[a question of the scales falling]

Figure 4: Two overlapping 6-grams approximate
a 7-gram for back-off.

If still no hits can be obtained after backing off
to 6-grams for any of the queries in a cohort, the
system backs off further to overlapping 5-grams,
and so on, down to trigrams.6

5Cited from http://developer.yahoo.com/
search/boss/boss_guide/ch02s02.html

6When backing off, the left-most and the right-most tri-

3 Results

Figure 5 shows the results of the full back-off
approach. Compared to the baseline condition,
accuracy goes up significantly to 76.5%. Thus,
the back-off strategy is effective in increasing the
amount of available data using lower-order n-
grams. This increase of data is also reflected in
the number of cases with zero counts for a cohort,
which goes down to none.

Full back-off
Correct 6166
Incorrect 1894
Total 8060
Accuracy 76.5%

Figure 5: Overall results of our experiments.

Figure 6 provides a detailed analysis of the
back-off experiment. It lists back-off sequences
separately for each maximum n-gram order. The
prediction tasks for which a full 7-gram can be
extracted are displayed in the third column, with
back-off orders of 6 down to 3. Prediction tasks
for which only asymmetric 6-grams can be ex-
tracted follow in column 4, and so on until 4-
grams. There are no predictions tasks that are
shorter than four words. Therefore, n-grams with
a length of less than 4 do not occur.

The “sum” column shows the combined results
of the full 7-gram prediction tasks and the pre-
diction tasks involving truncated, asymmetric n-
grams of lower orders.

There are 6999 prediction tasks for which full
7-grams can be extracted. The remaining 1061
of the 8060 prediction tasks are the cases where
the system extracts only asymmetric lower-order
n-grams, for the reasons explained in section 2.2.

For 2195 of the 6999 7-gram prediction tasks,
we find full 7-gram contexts on the web, of which
1931 lead to a correct prediction, and 264 to an
incorrect one, leaving 4804 prediction tasks still
to be solved through the back-off approach. Thus,
full 7-gram contexts lead to high-quality predic-
tions at 88% precision, but they are rare and with
a recall of 28,7% cover only a fraction of all cases.

gram do not include the target preposition of the original 7-
gram. However, this only affects 13 cases, cf. Figure 6.
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sum 7-grams 6-grams 5-grams 4-grams
(3 + prep + 3) (truncated 7-gram) (truncated 7-gram) (truncated 7-gram)

Total 8060 6999 656 182 223
Predictions 2900 2195 379 119 207

correct 2495 1931 326 91 147
incorrect 405 264 53 28 60

Requiring back-off 5160 4804 277 63 16
Precision 86% 88% 86% 76.5% 71%
Recall 32.6% 28.7% 79.6% 59.1% 90.2%

Back-off order 6
Predictions 2028 2028

correct 1620 1620
incorrect 408 408

Still requiring back-off 2776 2776
Predict. orders 7+6 4223 4223

correct 3551 3551
incorrect 672 672

Precision 84.1% 84.1%
Recall 56.1% 56.1%

Back-off order 5
Predictions 2180 2020 160

correct 1542 1411 131
incorrect 638 609 29

Still requiring back-off 873 756 117
Predict. orders 7 – 5 6782 6243 539

correct 5419 4962 457
incorrect 1363 1281 82

Precision 79.9% 79.5% 84.8%
Recall 86.1% 86.8% 79.6%

Back-off order 4
Predictions 905 743 106 56

correct 488 382 68 38
incorrect 417 361 38 18

Still requiring back-off 31 13 11 7
Predict. orders 7 – 4 7806 6986 645 175

correct 5998 5344 525 129
incorrect 1808 1642 120 46

Precision 76.8% 76.5% 81.4% 73.7%
Recall 99.5% 99.8% 97.9% 94.9%

Back-off order 3
Predictions 47 13 11 7 16

correct 21 5 7 3 6
incorrect 26 8 4 4 10

Still requiring back-off 0 0 0 0 0
Predict. orders 7 – 3 8060 6999 656 182 223

correct 6166 5349 532 132 153
incorrect 1894 1650 124 50 70

Precision 76.5% 76.4% 81.1% 72.5% 68.6%
Recall 100% 100% 100% 100% 100%

Figure 6: The results of our experiments
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Figure 7: Development of precision and recall in
relation to back-off order

Approximating 7-grams with two overlapping
6-grams as the first back-off step provides the
evidence needed to correctly predict 1620 addi-
tional prepositions, with 408 additional false pre-
dictions. The number of correctly solved predic-
tion tasks thus rises to 3551, and the number of
incorrect predictions rises to 672. This back-off
step almost doubles recall (56.1%). At the same
time, precision drops to 84.1%. For 2776 pre-
diction tasks, a further back-off step is necessary
since still no evidence can be found for them. This
pattern repeats with the back-off steps that fol-
low. To summarize, by adding more data using
less restricted contexts, more prediction tasks can
be solved. The better coverage however comes at
the price of reduced precision: Less specific con-
texts are worse predictors of the correct preposi-
tion than more specific contexts.

Figure 7 visualizes the development of preci-
sion and recall with full and truncated 7-grams
counted together as in the “sum” column in Fig-
ure 6. With each back-off step, more prediction
tasks can be solved (as shown by the rising recall
curve). At the same time, the overall quality of
the predictions drops due to the less specific con-
texts (as shown by the slightly dropping precision
curve). While the curve for recall rises steeply,
the curve for precision remains relatively flat. The
back-off approach thus succeeds in adding data
while preserving prediction quality.

As discussed above, we use the same set of
prepositions and test corpus as De Felice (2008),
but only make use of 8060 test cases. Figure 8
shows that the accuracy stabilizes quickly after
about 1000 predictions, so that the difference in
the size of the test set should have no impact on
the reported results.

Figure 8: The accuracy of the n-gram prediction
stabilizes quickly.

4 Conclusions and Outlook

In this paper, we explored the potential and the
limits of a purely surface-based strategy of pre-
dicting prepositions in English. The use of
surface-based n-grams ensures that fully specific
exemplars of a particular size are stored in train-
ing, but avoiding abstractions in this way leads to
the well-known data sparsity issues. We showed
that using a web-as-corpus approach maximizing
the size of the “training data”, one can work with
n-grams which are large enough to predict the oc-
currence of prepositions with significant precision
while at the same time ensuring that these specific
n-grams have actually been encountered during
“training”, i.e., evidence for them can be found
on the web.

For the random sample of the BNC section J
we tested on, the surface-based approach results
in an accuracy of 77% for the 7-gram model with
back-off to overlapping shorter n-grams. It thus
outperforms De Felice’s (2008) machine learning
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approach which uses the same set of prepositions
and the full BNC section J as test set. In broader
terms, the result of our surface-based approach
is competitive with the state-of-the art results for
preposition prediction in English using machine
learning to combine sophisticated sets of lexical
and linguistically motivated features.

In this paper, we focused exclusively on the
impact of n-gram size on preposition prediction.
Limiting ourselves to pure surface-based informa-
tion made it possible to maximize the “training
data” by using a web-as-corpus approach. Return-
ing from this very specific experiment to the gen-
eral issue, there are two well-known approaches
to remedy the data sparseness problem arising
from storing large, specific surface forms in train-
ing. On the one hand, one can use smaller ex-
emplars, which is the method we used as back-
off in our experiments in this paper. This only
works if the exemplars contain enough context for
the linguistic property or relation that we need to
capture the predictive power. On the other hand,
one can abstract parts of the surface-based train-
ing instances to more general classes. The cru-
cial question this raises is which generalizations
preserve the predictive power of the exemplars
and can reliably be identified. The linguistically-
informed features used in the previous approaches
in the literature naturally provide interesting in-
stances of answers to this question. In the fu-
ture, we intend to compare the results we ob-
tained using the web-as-corpus approach with one
based on the Google-5-gram corpus to study us-
ing controlled, incremental shallow-to-deep fea-
ture development which abstractions or linguistic
generalizations best preserve the predictive con-
text while lowering the demands on the size of the
training data.

Turning to a linguistic issue, it could be use-
ful to distinguish between lexical and functional
prepositions when reporting test results. This is
an important distinction because the information
needed to predict functional prepositions typically
is in the local context, whereas the information
needed to predict lexical prepositions is not nec-
essarily present locally. To illustrate, a competent
human speaker presented with the sentence John
is dependent his brother and asked to fill in

the missing preposition, would correctly pick on.
This is a case of a functional preposition where
the relevant information is locally present: the ad-
jective dependent selects on. On the other hand,
the sentence John put his bag the table is
more problematic, even for a human, since both
on and under are reasonable choices; the infor-
mation needed to predict the omitted preposition
in this case is not locally present. In line with
the previous research, in the work in this paper
we made predictions for all prepositions alike. In
the future, it could be useful to annotate the test
set so that one can distinguish functional and lex-
ical uses and report separate figures for these two
classes in order to empirically confirm their dif-
ferences with respect to locality.
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Abstract

Several sets of explanatory variables – in-
cluding shallow, language modeling, POS,
syntactic, and discourse features – are com-
pared and evaluated in terms of their im-
pact on predicting the grade level of read-
ing material for primary school students.
We find that features based on in-domain
language models have the highest predic-
tive power. Entity-density (a discourse fea-
ture) and POS-features, in particular nouns,
are individually very useful but highly cor-
related. Average sentence length (a shal-
low feature) is more useful – and less ex-
pensive to compute – than individual syn-
tactic features. A judicious combination
of features examined here results in a sig-
nificant improvement over the state of the
art.

1 Introduction

1.1 Motivation and Method
Readability Assessment quantifies the difficulty
with which a reader understands a text. Automatic
readability assessment enables the selection of ap-
propriate reading material for readers of varying
proficiency. Besides modeling and understanding
the linguistic components involved in readability, a
readability-prediction algorithm can be leveraged
for the task of automatic text simplification: as sim-
plification operators are applied to a text, the read-
ability is assessed to determine whether more sim-
plification is needed or a particular reading level
was reached.

Identifying text properties that are strongly cor-
related with text complexity is itself complex. In

this paper, we explore a broad range of text proper-
ties at various linguistic levels, ranging from dis-
course features to language modeling features, part-
of-speech-based grammatical features, parsed syn-
tactic features and well studied shallow features,
many of which are inspired by previous work.

We use grade levels, which indicate the number
of years of education required to completely under-
stand a text, as a proxy for reading difficulty. The
corpus in our study consists of texts labeled with
grade levels ranging from grade 2 to 5. We treat
readability assessment as a classification task and
evaluate trained classifiers in terms of their predic-
tion accuracy. To investigate the contributions of
various sets of features, we build prediction models
and examine how the choice of features influences
the model performance.

1.2 Related Work

Many traditional readability metrics are linear mod-
els with a few (often two or three) predictor vari-
ables based on superficial properties of words, sen-
tences, and documents. These shallow features
include the average number of syllables per word,
the number of words per sentence, or binned word
frequency. For example, the Flesch-Kincaid Grade
Level formula uses the average number of words
per sentence and the average number of syllables
per word to predict the grade level (Flesch, 1979).
The Gunning FOG index (Gunning, 1952) uses av-
erage sentence length and the percentage of words
with at least three syllables. These traditional met-
rics are easy to compute and use, but they are not
reliable, as demonstrated by several recent stud-
ies in the field (Si and Callan, 2001; Petersen and
Ostendorf, 2006; Feng et al., 2009).
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With the advancement of natural language pro-
cessing tools, a wide range of more complex text
properties have been explored at various linguis-
tic levels. Si and Callan (2001) used unigram
language models to capture content information
from scientific web pages. Collins-Thompson and
Callan (2004) adopted a similar approach and used
a smoothed unigram model to predict the grade lev-
els of short passages and web documents. Heilman
et al. (2007) continued using language modeling
to predict readability for first and second language
texts. Furthermore, they experimented with vari-
ous statistical models to test their effectiveness at
predicting reading difficulty (Heilman et al., 2008).
Schwarm/Petersen and Ostendorf (Schwarm and
Ostendorf, 2005; Petersen and Ostendorf, 2006)
used support vector machines to combine features
from traditional reading level measures, statistical
language models and automatic parsers to assess
reading levels. In addition to lexical and syntactic
features, several researchers started to explore dis-
course level features and examine their usefulness
in predicting text readability. Pitler and Nenkova
(2008) used the Penn Discourse Treebank (Prasad
et al., 2008) to examine discourse relations. We
previously used a lexical-chaining tool to extract
entities that are connected by certain semantic re-
lations (Feng et al., 2009).

In this study, we systematically evaluate all
above-mentioned types of features, as well as a
few extensions and variations. A detailed descrip-
tion of the features appears in Section 3. Section
4 discusses results of experiments with classifiers
trained on these features. We begin with a descrip-
tion of our data in the following section.

2 Corpus

We contacted the Weekly Reader1 corporation, an
on-line publisher producing magazines for elemen-
tary and high school students, and were granted
access in October 2008 to an archive of their ar-
ticles. Among the articles retrieved, only those
for elementary school students are labeled with
grade levels, which range from 2 to 5. We selected
only this portion of articles (1629 in total) for the

1http://www.weeklyreader.com

Table 1: Statistics for the Weekly Reader Corpus
Grade docs. words/document words/sentence

mean std. dev. mean std. dev.
2 174 128.27 106.03 9.54 2.32
3 289 171.96 106.05 11.39 2.42
4 428 278.03 187.58 13.67 2.65
5 542 335.56 230.25 15.28 3.21

study.2 These articles are intended to build chil-
dren’s general knowledge and help them practice
reading skills. While pre-processing the texts, we
found that many articles, especially those for lower
grade levels, consist of only puzzles and quizzes,
often in the form of simple multiple-choice ques-
tions. We discarded such texts and kept only 1433
full articles. Some distributional statistics of the
final corpus are listed in Table 1.

3 Features

3.1 Discourse Features

We implement four subsets of discourse fea-
tures: entity-density features, lexical-chain fea-
tures, coreference inference features and entity grid
features. The coreference inference features are
novel and have not been studied before. We pre-
viously studied entity-density features and lexical-
chain features for readers with intellectual disabili-
ties (Feng et al., 2009). Entity-grid features have
been studied by Barzilay and Lapata (2008) in a
stylistic classification task. Pitler and Nenkova
(2008) used the same features to evaluate how well
a text is written. We replicate this set of features
for grade level prediction task.

3.1.1 Entity-Density Features
Conceptual information is often introduced in a
text by entities, which consist of general nouns
and named entities, e.g. people’s names, locations,
organizations, etc. These are important in text
comprehension, because established entities form
basic components of concepts and propositions, on
which higher level discourse processing is based.
Our prior work illustrated the importance of en-
tities in text comprehension (Feng et al., 2009).

2A corpus of Weekly Reader articles was previously used
in work by Schwarm and Ostendorf (2005). However, the two
corpora are not identical in size nor content.
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Table 2: New Entity-Density Features
1 percentage of named entities per document
2 percentage of named entities per sentences
3 percentage of overlapping nouns removed
4 average number of remaining nouns per sentence
5 percentage of named entities in total entities
6 percentage of remaining nouns in total entities

We hypothesized that the number of entities in-
troduced in a text relates to the working memory
burden on their targeted readers – individuals with
intellectual disabilities. We defined entities as a
union of named entities and general nouns (nouns
and proper nouns) contained in a text, with over-
lapping general nouns removed. Based on this, we
implemented four kinds of entity-density features:
total number of entity mentions per document, total
number of unique entity mentions per document,
average number of entity mentions per sentence,
and average number of unique entity mentions per
sentence.

We believe entity-density features may also re-
late to the readability of a text for a general au-
dience. In this paper, we conduct a more re-
fined analysis of general nouns and named entities.
To collect entities for each document, we used
OpenNLP’s3 name-finding tool to extract named
entities; general nouns are extracted from the out-
put of Charniak’s Parser (see Section 3.3). Based
on the set of entities collected for each document,
we implement 12 new features. We list several of
these features in in Table 2.

3.1.2 Lexical Chain Features
During reading, a more challenging task with enti-
ties is not just to keep track of them, but to resolve
the semantic relations among them, so that infor-
mation can be processed, organized and stored in
a structured way for comprehension and later re-
trieval. In earlier work (Feng et al., 2009), we
used a lexical-chaining tool developed by Galley
and McKeown (2003) to annotate six semantic re-
lations among entities, e.g. synonym, hypernym,
hyponym, etc. Entities that are connected by these
semantic relations were linked through the text to
form lexical chains. Based on these chains, we
implemented six features, listed in Table 3, which

3http://opennlp.sourceforge.net/

Table 3: Lexical Chain Features
1 total number of lexical chains per document
2 avg. lexical chain length
3 avg. lexical chain span
4 num. of lex. chains with span ≥ half doc. length
5 num. of active chains per word
6 num. of active chains per entity

Table 4: Coreference Chain Features
1 total number of coreference chains per document
2 avg. num. of coreferences per chain
3 avg. chain span
4 num. of coref. chains with span ≥ half doc. length
5 avg. inference distance per chain
6 num. of active coreference chains per word
7 num. of active coreference chains per entity

we use in our current study. The length of a chain
is the number of entities contained in the chain,
the span of chain is the distance between the index
of the first and last entity in a chain. A chain is
defined to be active for a word or an entity if this
chain passes through its current location.

3.1.3 Coreference Inference Features
Relations among concepts and propositions are of-
ten not stated explicitly in a text. Automatically re-
solving implicit discourse relations is a hard prob-
lem. Therefore, we focus on one particular type,
referential relations, which are often established
through anaphoric devices, e.g. pronominal refer-
ences. The ability to resolve referential relations is
important for text comprehension.

We use OpenNLP to resolve coreferences. En-
tities and pronominal references that occur across
the text and refer to the same person or object
are extracted and formed into a coreference chain.
Based on the chains extracted, we implement seven
features as listed in Table 4. The chain length,
chain span and active chains are defined in a sim-
ilar way to the lexical chain features. Inference
distance is the difference between the index of the
referent and that of its pronominal reference. If the
same referent occurs more than once in a chain,
the index of the closest occurrence is used when
computing the inference distance.

3.1.4 Entity Grid Features
Coherent texts are easier to read. Several computa-
tional models have been developed to represent and
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measure discourse coherence (Lapata and Barzilay,
2005; Soricut and Marcu, 2006; Elsner et al., 2007;
Barzilay and Lapata, 2008) for NLP tasks such as
text ordering and text generation. Although these
models are not intended directly for readability re-
search, Barzilay and Lapata (2008) have reported
that distributional properties of local entities gen-
erated by their grid models are useful in detecting
original texts from their simplified versions when
combined with well studied lexical and syntactic
features. This approach was subsequently pursued
by Pitler and Nenkova (2008) in their readability
study. Barzilay and Lapata’s entity grid model is
based on the assumption that the distribution of
entities in locally coherent texts exhibits certain
regularities. Each text is abstracted into a grid
that captures the distribution of entity patterns at
the level of sentence-to-sentence transitions. The
entity grid is a two-dimensional array, with one di-
mension corresponding to the salient entities in the
text, and the other corresponding to each sentence
of the text. Each grid cell contains the grammatical
role of the specified entity in the specified sentence:
whether it is a subject (S), object (O), neither of
the two (X), or absent from the sentence (-).

We use the Brown Coherence Toolkit (v0.2) (El-
sner et al., 2007), based on (Lapata and Barzilay,
2005), to generate an entity grid for each text in
our corpus. The distribution patterns of entities
are traced between each pair of adjacent sentences,
resulting in 16 entity transition patterns4. We then
compute the distribution probability of each entity
transition pattern within a text to form 16 entity-
grid-based features.

3.2 Language Modeling Features

Our language-modeling-based features are inspired
by Schwarm and Ostendorf’s (2005) work, a study
that is closely related to ours. They used data
from the same data – the Weekly Reader – for
their study. They trained three language mod-
els (unigram, bigram and trigram) on two paired
complex/simplified corpora (Britannica and Litera-
cyNet) using an approach in which words with high
information gain are kept and the remaining words

4These 16 transition patterns are: “SS”, “SO”, “SX”, “S-”,
“OS”, “OO”, “OX”, “O-”, “XS”, “XO”, “XX”, “X-”, “-S”,
“-O”, “-X”, “- -”.

are replaced with their parts of speech. These lan-
guage models were then used to score each text
in the Weekly Reader corpus by perplexity. They
reported that this approach was more successful
than training LMs on text sequences of word la-
bels alone, though without providing supporting
statistics.

It’s worth pointing out that their LMs were not
trained on the Weekly Reader data, but rather on
two unrelated paired corpora (Britannica and Lit-
eracyNet). This seems counter-intuitive, because
training LMs directly on the Weekly Reader data
would provide more class-specific information for
the classifiers. They justified this choice by stating
that splitting limited Weekly Reader data for train-
ing and testing purposes resulted in unsuccessful
performance.

We overcome this problem by using a hold-
one-out approach to train LMs directly on our
Weekly Reader corpus, which contains texts rang-
ing from Grade 2 to 5. We use grade levels to
divide the whole corpus into four smaller subsets.
In addition to implementing Schwarm and Osten-
dorf’s information-gain approach, we also built
LMs based on three other types of text sequences
for comparison purposes. These included: word-
token-only sequence (i.e., the original text), POS-
only sequence, and paired word-POS sequence.
For each grade level, we use the SRI Language
Modeling Toolkit5 (with Good-Turing discounting
and Katz backoff for smoothing) to train 5 lan-
guage models (1- to 5-gram) using each of the four
text sequences, resulting in 4×5×4 = 80 perplex-
ity features for each text tested.

3.3 Parsed Syntactic Features
Schwarm and Ostendorf (2005) studied four parse
tree features (average parse tree height, average
number of SBARs, noun phrases, and verb phrases
per sentences). We implemented these and addi-
tional features, using the Charniak parser (Char-
niak, 2000). Our parsed syntactic features focus on
clauses (SBAR), noun phrases (NP), verb phrases
(VP) and prepositional phrases (PP). For each
phrase, we implement four features: total num-
ber of the phrases per document, average number
of phrases per sentence, and average phrase length

5http://www.speech.sri.com/projects/srilm/
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measured by number of words and characters re-
spectively. In addition to average tree height, we
implement two non-terminal-node-based features:
average number of non-terminal nodes per parse
tree, and average number of non-terminal nodes
per word (terminal node).

3.4 POS-based Features

Part-of-speech-based grammatical features were
shown to be useful in readability prediction (Heil-
man et al., 2007; Leroy et al., 2008). To extend
prior work, we systematically studied a number of
common categories of words and investigated to
what extent they are related to a text’s complex-
ity. We focus primarily on five classes of words
(nouns, verbs, adjectives, adverbs, and preposi-
tions) and two broad categories (content words,
function words). Content words include nouns,
verbs, numerals, adjectives, and adverbs; the re-
maining types are function words. The part of
speech of each word is obtained from examining
the leaf node based on the output of Charniak’s
parser, where each leaf node consists of a word and
its part of speech. We group words based on their
POS labels. For each class of words, we imple-
ment five features. For example, for the adjective
class, we implemented the following five features:
percent of adjectives (tokens) per document, per-
cent of unique adjectives (types) per document,
ratio of unique adjectives per total unique words
in a document, average number of adjectives per
sentence and average number of unique adjectives
per sentence.

3.5 Shallow Features

Shallow features refer to those used by traditional
readability metrics, such as Flesch-Kincaid Grade
Level (Flesch, 1979), SMOG (McLaughlin, 1969),
Gunning FOG (Gunning, 1952), etc. Although
recent readability studies have strived to take ad-
vantage of NLP techniques, little has been revealed
about the predictive power of shallow features.
Shallow features, which are limited to superficial
text properties, are computationally much less ex-
pensive than syntactic or discourse features. To en-
able a comparison against more advanced features,
we implement 8 frequently used shallow features
as listed in Table 5.

Table 5: Shallow Features
1 average number of syllables per word
2 percentage of poly-syll. words per doc.
3 average number of poly-syll. words per sent.
4 average number of characters per word
5 Chall-Dale difficult words rate per doc.
6 average number of words per sentence
7 Flesch-Kincaid score
8 total number of words per document

3.6 Other Features

For comparison, we replicated 6 out-of-vocabulary
features described in Schwarm and Ostendorf
(2005). For each text in the Weekly Reader corpus,
these 6 features are computed using the most com-
mon 100, 200 and 500 word tokens and types based
on texts from Grade 2. We also replicated the 12
perplexity features implemented by Schwarm and
Ostendorf (2005) (see Section 3.2).

4 Experiments and Discussion

Previous studies on reading difficulty explored vari-
ous statistical models, e.g. regression vs. classifica-
tion, with varying assumptions about the measure-
ment of reading difficulty, e.g. whether labels are
ordered or unrelated, to test the predictive power
of models (Heilman et al., 2008; Petersen and Os-
tendorf, 2009; Aluisio et al., 2010). In our re-
search, we have used various models, including
linear regression; standard classification (Logis-
tic Regression and SVM), which assumes no rela-
tion between grade levels; and ordinal regression/
classification (provided by Weka, with Logistic
Regression and SMO as base function), which as-
sumes that the grade levels are ordered. Our exper-
iments show that, measured by mean squared error
and classification accuracy, linear regression mod-
els perform considerably poorer than classification
models. Measured by accuracy and F-measure,
ordinal classifiers perform comparable or worse
than standard classifiers. In this paper, we present
the best results, which are obtained by standard
classifiers. We use two machine learning packages
known for efficient high-quality multi-class classi-
fication: LIBSVM (Chang and Lin, 2001) and the
Weka machine learning toolkit (Hall et al., 2009),
from which we choose Logistic Regression as clas-
sifiers. We train and evaluate various prediction
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Table 6: Comparison of discourse features
Feature Set LIBSVM Logistic Regress.
Entity-Density 59.63±0.632 57.59±0.375
Lexical Chain 45.86±0.815 42.58±0.241
Coref. Infer. 40.93±0.839 42.19±0.238
Entity Grid 45.92±1.155 42.14±0.457
all combined 60.50±0.990 58.79±0.703

models using the features described in Section 3.
We evaluate classification accuracy using repeated
10-fold cross-validation on the Weekly Reader cor-
pus. Classification accuracy is defined as the per-
centage of texts predicted with correct grade levels.
We repeat each experiment 10 times and report the
mean accuracy and its standard deviation.

4.1 Discourse Features

We first discuss the improvement made by extend-
ing our earlier entity-density features (Feng et al.,
2009). We used LIBSVM to train and test mod-
els on the Weekly Reader corpus with our earlier
features and our new features respectively. With
earlier features only, the model achieves 53.66%
accuracy. With our new features added, the model
performance is 59.63%.

Table 6 presents the classification accuracy of
models trained with discourse features. We see
that, among four subsets of discourse features,
entity-density features perform significantly better
than the other three feature sets and generate the
highest classification accuracy (LIBSVM: 59.63%,
Logistic Regression: 57.59%). While Logistic Re-
gression results show that there is not much perfor-
mance difference among lexical chain, coreference
inference, and entity grid features, classification
accuracy of LIBSVM models indicates that lexical
chain features and entity grid features are better
in predicting text readability than coreference in-
ference features. Combining all discourse features
together does not significantly improve accuracy
compared with models trained only with entity-
density features.

4.2 Language Modeling Features

Table 7 compares the performance of models gen-
erated using our approach and our replication of
Schwarm and Ostendorf’s (2005) approach. In our
approach, features were obtained from language

Table 7: Comparison of lang. modeling features
Feature Set LIBSVM Logistic Regress.
IG 62.52±1.202 62.14±0.510
Text-only 60.17±1.206 60.31±0.559
POS-only 56.21±2.354 57.64±0.391
Word/POS pair 60.38±0.820 59.00±0.367
all combined 68.38±0.929 66.82±0.448
IG by Schwarm 52.21±0.832 51.89±0.405

Table 8: Comparison of parsed syntactic features
Feature Set # Feat. LIBSVM
Original features 4 50.68±0.812
Expanded features 21 57.79±1.023

models trained on the Weekly Reader corpus. Not
surprisingly, these are more effective than LMs
trained on the Britannica and LiteracyNet corpora,
in Schwarm and Ostendorf’s approach. Our results
support their claim that LMs trained with infor-
mation gain outperform LMs trained with POS la-
bels. However, we also notice that training LMs on
word labels alone or paired word/POS sequences
achieved similar classification accuracy to the IG
approach, while avoiding the complicated feature
selection of the IG approach.

4.3 Parsed Syntactic Features

Table 8 compares a classifier trained on the four
parse features of Schwarm and Ostendorf (2005) to
a classifier trained on our expanded set of parse fea-
tures. The LIBSVM classifier with the expanded
feature set scored 7 points higher than the one
trained on only the original four features, improv-
ing from 50.68% to 57.79%. Table 9 shows a
detailed comparison of particular parsed syntactic
features. The two non-terminal-node-based fea-
tures (average number of non-terminal nodes per
tree and average number of non-terminal nodes
per word) have higher discriminative power than
average tree height. Among SBARs, NPs, VPs and
PPs, our experiments show that VPs and NPs are
the best predictors.

4.4 POS-based Features

The classification accuracy generated by models
trained with various POS features is presented
in Table 10. We find that, among the five word
classes investigated, noun-based features gener-
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Table 9: Detailed comp. of syntactic features
Feature Set LIBSVM Logistic Regress.
Non-term.-node ratios 53.02±0.571 51.80±0.171
Average tree height 44.26±0.914 43.45±0.269
SBARs 44.42±1.074 43.50±0.386
NPs 51.56±1.054 48.14±0.408
VPs 53.07±0.597 48.67±0.484
PPs 49.36±1.277 46.47±0.374
all combined 57.79±1.023 54.11±0.473

Table 10: Comparison of POS features
Feature Set LIBSVM Logistic Regress.
Nouns 58.15±0.862 57.01±0.256
Verbs 54.40±1.029 55.10±0.291
Adjectives 53.87±1.128 52.75±0.427
Adverbs 52.66±0.970 50.54±0.327
Prepositions 56.77±1.278 54.13±0.312
Content words 56.84±1.072 56.18±0.213
Function words 52.19±1.494 50.95±0.298
all combined 59.82±1.235 57.86±0.547

ate the highest classification accuracy, which is
consistent with what we have observed earlier
about entity-density features. Another notable ob-
servation is that prepositions demonstrate higher
discriminative power than adjectives and adverbs.
Models trained with preposition-based features per-
form close to those trained with noun-based fea-
tures. Among the two broader categories, content
words (which include nouns) demonstrate higher
predictive power than function words (which in-
clude prepositions).

4.5 Shallow Features

We present some notable findings on shallow fea-
tures in Table 11. Experimental results generated
by models trained with Logistic Regression show
that average sentence length has dominating predic-
tive power over all other shallow features. Features
based on syllable counting perform much worse.
The Flesch-Kincaid Grade Level score uses a fixed
linear combination of average words per sentence
and average syllables per word. Combining those
two features (without fixed coefficients) results in
the best overall accuracy, while using the Flesch-
Kincaid score as a single feature is significantly
worse.

Table 11: Comparison of shallow features
Feature Set Logistic Regress.
Avg. words per sent. 52.17±0.193
Avg. syll. per word 42.51±0.264
above two combined 53.04±0.514
Flesch-Kincaid score 50.83±0.144
Avg. poly-syll. words per sent. 45.70±0.306
all 8 features combined 52.34±0.242

4.6 Comparison with Previous Studies

A trivial baseline of predicting the most frequent
grade level (grade 5) predicts 542 out of 1433 texts
(or 37.8%) correctly. With this in mind, we first
compare our study with the widely-used Flesch-
Kincaid Grade Level formula, which is a linear
function of average words per sentence and average
syllables per word that aims to predict the grade
level of a text directly. Since this is a fixed formula
with known coefficients, we evaluated it directly
on our entire Weekly Reader corpus without cross-
validation. We obtain the predicted grade level
of a text by rounding the Flesch-Kincaid score
to the nearest integer. For only 20 out of 1433
texts the predicted and labeled grade levels agree,
resulting in a poor accuracy of 1.4%. By contrast,
using the Flesch-Kincaid score as a feature of a
simple logistic regression model achieves above
50% accuracy, as discussed in Section 4.5.

The most closely related previous study is the
work of Schwarm and Ostendorf (2005). How-
ever, because their experiment design (85/15 train-
ing/test data split) and machine learning tool
(SV Mlight) differ from ours, their results are not
directly comparable to ours. To make a compar-
ison, we replicated all the features used in their
study and then use LIBSVM and Weka’s Logistic
Regression to train two models with the replicated
features and evaluate them on our Weekly Reader
corpus using 10-fold cross-validation.

Using the same experiment design, we train clas-
sifiers with three combinations of our features as
listed in Table 12. “All features” refers to a naive
combination of all features. “AddOneBest” refers
to a subset of features selected by a group-wise
add-one-best greedy feature selection. “WekaFS”
refers to a subset of features chosen by Weka’s
feature selection filter.

“WekaFS” consists of 28 features selected au-
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Table 12: Comparison with previous work
baseline accuracy (majority class) 37.8
Flesch-Kincaid Grade Level 1.4

Feature Set # Feat. LIBSVM Logistic Reg.
Schwarm 25 63.18±1.664 60.50±0.477
All features 273 72.21±0.821 63.71±0.576
AddOneBest 122 74.01±0.847 69.22±0.411
WekaFS 28 70.06±0.777 65.46±0.336

tomatically by Weka’s feature selection filter us-
ing a best-first search method. The 28 features
include language modeling features, syntactic fea-
tures, POS features, shallow features and out-of-
vocabulary features. Aside from 4 shallow features
and 5 out-of-vocabulary features, the other 19 fea-
tures are novel features we have implemented for
this paper.

As Table 12 shows, a naive combination of all
features results in classification accuracy of 72%,
which is much higher than the current state of the
art (63%). This is not very surprising, since we are
considering a greater variety of features than any
previous individual study. Our WekaFS classifier
uses roughly the same number of features as the
best published result, yet it has a higher accuracy
(70.06%). Our best results were obtained by group-
wise add-one-best feature selection, resulting in
74% classification accuracy, a big improvement
over the state of the art.

5 Conclusions

We examined the usefulness of features at various
linguistic levels for predicting text readability in
terms of assigning texts to elementary school grade
levels. We implemented a set of discourse features,
enriched previous work by creating several new
features, and systematically tested and analyzed
the impact of these features.

We observed that POS features, in particular
nouns, have significant predictive power. The high
discriminative power of nouns in turn explains the
good performance of entity-density features, based
primarily on nouns. In general, our selected POS
features appear to be more correlated to text com-
plexity than syntactic features, shallow features
and most discourse features.

For parsed syntactic features, we found that verb

phrases appear to be more closely correlated with
text complexity than other types of phrases. While
SBARs are commonly perceived as good predic-
tors for syntactic complexity, they did not prove
very useful for predicting grade levels of texts in
this study. In future work, we plan to examine this
result in more detail.

Among the 8 shallow features, which are used
in various traditional readability formulas, we iden-
tified that average sentence length has dominating
predictive power over all other lexical or syllable-
based features.

Not surprisingly, among language modeling
features, combined features obtained from LMs
trained directly on the Weekly Reader corpus show
high discriminative power, compared with features
from LMs trained on unrelated corpora.

Discourse features do not seem to be very use-
ful in building an accurate readability metric. The
reason could lie in the fact that the texts in the cor-
pus we studied exhibit relatively low complexity,
since they are aimed at primary-school students. In
future work, we plan to investigate whether these
discourse features exhibit different discriminative
power for texts at higher grade levels.

A judicious combination of features examined
here results in a significant improvement over the
state of the art.
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Abstract

In statistical machine translation, decod-
ing without any reordering constraint is
an NP-hard problem. Inversion Transduc-
tion Grammars (ITGs) exploit linguistic
structure and can well balance the needed
flexibility against complexity constraints.
Currently, translation models with ITG
constraints usually employs the cube-time
CYK algorithm. In this paper, we present
a shift-reduce decoding algorithm that can
generate ITG-legal translation from left to
right in linear time. This algorithm runs
in a reduce-eager style and is suited to
phrase-based models. Using the state-of-
the-art decoder Moses as the baseline, ex-
periment results show that the shift-reduce
algorithm can significantly improve both
the accuracy and the speed on different
test sets.

1 Introduction

In statistical machine translation, for the diver-
sity of natural languages, the word order of
source and target language may differ and search-
ing through all possible translations is NP-hard
(Knight, 1999). So some measures have to be
taken to reduce search space: either using a search
algorithm with pruning technique or restricting
possible reorderings.

Currently, beam search is widely used (Till-
mann and Ney, 2003; Koehn, 2004) to reduce
search space. However, the pruning technique
adopted by this algorithm is not risk-free. As a
result, the best partial translation may be ruled out

during pruning. The more aggressive the prun-
ing is, the more likely the best translation escapes.
There should be a tradeoff between the speed and
the accuracy. If some heuristic knowledge is em-
ployed to guide the search, the search algorithm
can discard some implausible hypotheses in ad-
vance and focus on more possible ones.

Inversion Transduction Grammars (ITGs) per-
mit a minimal extra degree of ordering flexibility
and are particularly well suited to modeling or-
dering shifts between languages (Wu, 1996; Wu,
1997). They can well balance the needed flex-
ibility against complexity constraints. Recently,
ITG has been successfully applied to statistical
machine translation (Zens and Ney, 2003; Zens
et al., 2004; Xiong et al., 2006). However, ITG
generally employs the expensive CYK parsing al-
gorithm which runs in cube time. In addition, the
CYK algorithm can not calculate language model
exactly in the process of decoding, as it can not
catch the full history context of the left words in a
hypothesis.

In this paper, we introduce a shift-reduce de-
coding algorithm with ITG constraints which runs
in a left-to-right manner. This algorithm parses
source words in the order of their corresponding
translations on the target side. In the meantime,
it gives all candidate ITG-legal reorderings. The
shift-reduce algorithm is different from the CYK
algorithm, in particular:

• It produces translation in a left-to-right man-
ner. As a result, language model probability
can be calculated more precisely in the light
of full history context.

• It decodes much faster. Applied with distor-
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target side target side target side

(a) straight (b) inverted (c) discontinuous

Figure 1: Orientation of two blocks.

tion limit, shift-reduce decoding algorithm
can run in linear time, while the CYK runs
in cube time.

• It holds ITG structures generated during de-
coding. That is to say, it can directly give
ITG-legal spans, which leads to faster de-
coding. Furthermore, it can be extended to
syntax-based models.

We evaluated the performance of the shift-
reduce decoding algorithm by adding ITG con-
straints to the state-of-the-art decoder Moses. We
did experiments on three data sets: NIST MT08
data set, NIST MT05 data set and China Work-
shop on Machine Translation 2007 data set. Com-
pared to Moses, the improvements of the accuracy
are 1.59, 0.62, 0.8 BLEU score, respectively, and
the speed improvements are 15%, 24%, 30%, re-
spectively.

2 Decoding with ITG constraints

In this paper, we employ the shift-reduce algo-
rithm to add ITG constraints to phrase-based ma-
chine translation model. It is different from the
traditional shift-reduce algorithm used in natural
language parsing. On one hand, as natural lan-
guage parsing has to cope with a high degree of
ambiguity, it need take ambiguity into considera-
tion. As a result, the traditional one often suffers
shift-reduce divergence. Nonetheless, the shift-
reduce algorithm in this paper does not pay atten-
tion to ambiguity and acts in areduce-eager man-
ner. On the other hand, the traditional algorithm
can not ensure that all reorderings observe ITG
constraints, so we have to modify the traditional
algorithm to import ITG constraints.

We will introduce the shift-reduce decoding al-
gorithm in the following two steps: First, we

1\1

zairu1

¯�2

shijian2

N�3

diaocha3

]��4

ziliaode4

>M5

diannao5

;�6

zaoqie6

The laptopwith inquiry data on the event was stolen

(a)

A1

The laptop
diannao5

with
A2

zairu1

inquiry
A3

diaocha3
data

A4

ziliaode4

A5

on the event
shijian2

A6

was stolen
zaoqie6

A7

A8

A9

A10

A11

(b)

Figure 2: A Chinese-to-English sentence pair and
its corresponding ITG tree.

will deduce how to integrate the shift-reduce al-
gorithm and ITG constraints and show its correct-
ness (Section 2.1). Second, we will describe the
shift-reduce decoding algorithm in details (Sec-
tion 2.2).

2.1 Adding ITG constraints

In the process of decoding, a source phrase is re-
garded as a block and a source sentence is seen
as a sequence of blocks. The orientation of two
blocks whose translations are adjacent on the tar-
get side can be straight, inverted or discontinu-
ous, as shown in Figure 1. According to ITG,
two blocks which are straight or inverted can be
merged into a single block. For parsing, differ-
ent mergence order of a sequence of continuous
blocks may yield different derivations. In con-
trast, the phrase-based machine translation does
not compute reordering probabilities hierarchi-
cally, so the mergence order will not impact the
computation of reordering probabilities. As a
result, the shift-reduce decoding algorithm need
not take into consideration the shift-reduce diver-
gence. It merges two continuous blocks as soon
as possible, acting in a reduce-eager style.

Every ITG-legal sentence pair has a corre-
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S zairu1 shijian2 diaocha3 ziliaode4 diannao5 zaoqie6

The laptop

S zairu1 shijian2 diaocha3 ziliaode4 diannao5 zaoqie6

The laptopwith

S zairu1 shijian2 diaocha3 ziliaode4 diannao5 zaoqie6

The laptopwith inquiry

(a) (b) (c)

S zairu1 shijian2 diaocha3 ziliaode4 diannao5 zaoqie6

The laptopwith inquiry data

S zairu1 shijian2 diaocha3 ziliaode4 diannao5 zaoqie6

The laptopwith inquiry data

S zairu1 shijian2 diaocha3 ziliaode4 diannao5 zaoqie6

The laptopwith inquiry data on the event

(d) (e) (f)
 

S zairu1 shijian2 diaocha3 ziliaode4 diannao5 zaoqie6

The laptopwith inquiry data on the event

S zairu1 shijian2 diaocha3 ziliaode4 diannao5 zaoqie6

The laptopwith inquiry data on the event

S zairu1 shijian2 diaocha3 ziliaode4 diannao5 zaoqie6

The laptopwith inquiry data on the event

(g) (h) (i)

Figure 3: The partial translation procedure of the sentencein Figure 2.

sponding ITG tree, and source words covered
by every node (eg.A1, ..., A11 in Figure 2(b))
in the ITG tree can be seen as a block. By
watching the tree in Figure 2, we can find that
a block must be adjacent to the block either on
its left or on its right, then they can be merged
into a larger block. For example,A2 matches
the block [zairu1] and A8 matches the block
[shijian2 diaocha3 ziliaode4].1 The two blocks
are adjacent and they are merged into a larger
block [zairu1 shijian2 diaocha3 ziliaode4],
covered byA9. The procedure of translating
zairu1 shijian2 diaocha3 ziliaode4 diannao5

is illustrated in Figure 3.
For a hypothesis during decoding, we assign it

three factors: the current block, the left neigh-
boring uncovered span and the right neighbor-
ing uncovered span. For example, in Figure
3(c), the current block is[diaocha3] and the left
neighboring uncovered span is[shijian2] and the
right neighboring uncovered span is[ziliaode4].
[zaoqie6] is not thought of as the right neighbor-
ing block, for it is not adjacent to[diaocha3]. The
next covered block is[ziliaode4] (as shown in
Figure 3(d)). For[diaocha3] and [ziliaode4] are
adjacent, they are merged. In Figure 3(e), the cur-
rent block is[diaocha3 ziliaode4].

A sentence is translated with ITG constraints iff

1The words within a block are sorted by their order in the
source sentence.

its source side can be covered by an ITG tree. That
is to say, for every hypothesis during decoding, the
next block to cover must be selected from the left
or right neighboring uncovered span.

First, we show that if the next block to cover is
selected in this way, the translation must observe
ITG constraints. For every hypothesis during de-
coding, the immediate left and right words of the
current block face the following three conditions:

(1) The immediately left word is not covered
and the immediately right word is covered, then
the next block to cover must be selected from the
left neighboring uncovered span, eg. for the cur-
rent block[diaocha3 ziliaode4] in Figure 3(e). In
this condition, the ITG tree can be constructed in
the following two ways: either all words in the left
neighboring uncovered span are translated first,
then this span is merged with the current span
(taking three nodes as an example, this case is
shown in Figure 4(a)), or the right part of the left
neighboring uncovered span is merged with the
current block first, then the new block is merged
with the rest part of the left neighboring uncov-
ered span (shown in Figure 4(b)). In a word, only
after all words in the left neighboring uncovered
span are covered, other words can be covered.

(2) The immediately right word is not covered
and the immediately left word is covered. Simi-
larly, only after all words in the right neighboring
uncovered span are covered, other words can be
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(a) (b)

Figure 4: The two ways that the current block is
merged with its left neighboring uncovered span.
The third node in the first row denotes the current
block, the first and second nodes in the first row
denote left and right parts of the left neighboring
uncovered span, respectively.

covered.
(3) The immediately left and right words are

neither covered. The next block can be selected
from either the left or the right neighboring uncov-
ered span until the immediate left or right word is
covered.

The above operations can be performed recur-
sively until the whole source sentence is merged
into a single block, so the reordering observes ITG
constraints.

Now, we show that translation which is not gen-
erated in the above way must violate ITG con-
straints.

If the next block is selected out of the neighbor-
ing uncovered spans, the current block can be nei-
ther adjacent to the last covered block nor adjacent
to the selected next block, so the current block can
not be merged with any block and the whole sen-
tence can not be covered by an ITG tree. As in
Figure 3(b), if the next block to cover is[zaoqie6],
then [zairu1] is neither adjacent to[diannao5]
nor adjacent to[zaoqie6].

We can conclude that if we select the next block
from the left or right neighboring uncovered span
of the current block, then the translation must ob-
serve ITG constraints.

2.2 Shift-Reduce Decoding Algorithm

In order to generate the translation with ITG con-
straints, the shift-reduce algorithm have to keep
trace of covered blocks, left and right neighboring
uncovered spans. Formally, the shift-reduce de-
coding algorithm uses the following three stacks:

• St: the stack for covered blocks. The blocks
are pushed in the order that they are covered,
not the order that they are in the source sen-
tence.

• Sl : the stack for the left uncovered spans of
the current block. When a block is pushed
into St, its corresponding left neighboring
uncovered span is pushed intoSl.

• Sr :the stack for the right uncovered spans of
the current block. When a block is pushed
into St, its corresponding right neighboring
uncovered span is pushed intoSr.

A translation configuration is a triplec =
〈St, Sl, Sr〉. Given a source sentencef =
f1, f2, ..., fm, we import a virtual start word and
the whole translation procedure can be seen as
a sequence of transitions fromcs to ct, where
cs = 〈[0], ∅, [1,m]〉 is the initial configura-
tion, ct = 〈[0,m], ∅, ∅〉 is the terminal con-
figuration. The configuration for Figure 3 (e) is
〈[0][5][1][3, 4], [2], [6]〉.

We define three types of transitions from
a configuration to another . Assume the cur-
rent configurationc = 〈 [ft11, ft12]...[ftk1, ftk2],
[fl11, fl12]...[flu1, flu2], [frv1, frv2]...[fr11, fr12] 〉,
then :

• Transitions LShift pop the top element
[flu1, flu2] from Sl and select a block[i, j]
from [flu1, flu2] to translate. In addition,
they push[i, j] into St, and if i 6= flu1, they
push [flu1, i − 1] into Sl, and if j 6= flu2,
they push[j +1, flu2] into Sr. The precondi-
tion to operate the transition is thatSl is not
null and the top span ofSl is adjacent to the
top block ofSt. Formally, the precondition
is flu2 + 1 = ftk1.

• Transitions RShift pop the top element
[frv1, frv2] of Sr and select a block[i, j]
from [frv1, frv2] to translate. In addition,
they push[i, j] into St, and if i 6= frv1, they
push[frv1, i−1] into Sl, and ifj 6= frv2, they
push[j + 1, frv2] into Sr. The precondition
is thatSr is not null and the top span ofSr is
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adjacent to the top block ofSt. Formally, the
precondition isftk2 + 1 = frv1.

• TransitionsReducepop the top two blocks
[ftk−11, ftk−12], [ftk1, ftk2] from St and push
the merged span[ftk−11, ftk2] into St. The
precondition is that the top two blocks are ad-
jacent. Formally, the precondition isftk−12+
1 = ftk1

The transition sequence of the example in Fig-
ure 2 is listed in Figure 5. For the purpose of
efficiency, transitionsReduceare integrated with
transitionsLShift andRShift in practical imple-
mentation. Before transitionsLShift and RShift
push[i, j] into St, they check whether[i, j] is ad-
jacent to the top block ofSt. If so, they change
the top block into the merged block directly.

In practical implementation, in order to further
restrict search space, distortion limit is applied be-
sides ITG constraints: a source phrase can be cov-
ered next only when it is ITG-legal and its distor-
tion does not exceed distortion limit. The distor-
tion d is calculated byd = |starti − endi−1 − 1|,
wherestarti is the start position of the current
phrase andendi−1 is the last position of the last
translated phrase.

3 Related Work

Galley and Manning (2008) present a hierarchi-
cal phrase reordering model aimed at improving
non-local reorderings. Via the hierarchical mer-
gence of two blocks, the orientation of long dis-
tance words can be computed. Their shift-reduce
algorithm does not import ITG constraints and ad-
mits the translation violating ITG constraints.

Zens et al. (2004) introduce a left-to-
right decoding algorithm with ITG constraints
on the alignment template system (Och et al.,
1999). Their algorithm processes candidate
source phrases one by one through the whole
search space and checks if the candidate phrase
complies with ITG constraints. Besides, their al-
gorithm checks validity via cover vector and does
not formalize ITG structure. The shift-reduce de-
coding algorithm holds ITG structure via three
stacks. As a result, it can offer ITG-legal spans
directly and decode faster. Furthermore, with

Transition St Sl Sr

[0] ∅ [1, 6]
RShift [0][5] [1, 4] [6]
LShift [0][5][1] ∅ [2, 4][6]
RShift [0][5][1][3] [2] [4][6]
RShift [0][5][1][3][4] [2] [6]

Reduce [0][5][1][3, 4] [2] [6]
LShift [0][5][1][3, 4][2] ∅ [6]

Reduce [0][5][1][2, 4] ∅ [6]
Reduce [0][5][1, 4] ∅ [6]
Reduce [0][1, 5] ∅ [6]
Reduce [0, 5] ∅ [6]
RShift [0, 5][6] ∅ ∅

Reduce [0, 6] ∅ ∅

Figure 5: Transition sequence for the example in
Figure 2. The top nine transitions correspond to
Figure 3 (a), ... , Figure 3 (i), respectively.

the help of ITG structure, it can be extended to
syntax-based models easily.

Xiong et al. (2006) propose a BTG-based
model, which uses the context to determine the
orientation of two adjacent spans. It employs the
cube-time CYK algorithm.

4 Experiments

We compare the shift-reduce decoder with the
state-of-the-art decoder Moses (Koehn et al.,
2007). The shift-reduce decoder was imple-
mented by modifying the normal search algo-
rithm of Moses to our shift-reduce algorithm,
without cube pruning (Huang and Chiang, 2005).
We retained the features of Moses: four trans-
lation features, three lexical reordering features
(straight, inverted and discontinuous), linear dis-
tortion, phrase penalty, word penalty and language
model, without importing any new feature. The
decoding configurations used by all the decoders,
including beam size, phrase table limit and so on,
were the same, so the performance was compared
fairly .

First, we will show the performance of shift-
reduce algorithm on three data sets with large
training data sets (Section 4.1). Then, we will
analyze the performance elaborately in terms of
accuracy, speed and search ability with a smaller
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training data set (Section 4.2). All experiments
were done on Chinese-to-English translation tasks
and all results are reported with case insensitive
BLEU score. Statistical significance were com-
puted using the sign-test described in Collins et
al. (Collins et al., 2005).

4.1 Performance Evaluation

We did three experiments to compare the perfor-
mance of the shift-reduce decoder, Moses and the
decoder with ITG constraints using cover vector
(denoted as CV).2 The shift-reduce decoder de-
coded with two sets of parameters: one was tuned
by itself (denoted as SR) and the other was tuned
by Moses (denoted as SR-same), using MERT
(Och, 2003). Two searching algorithms of Moses
are considered: one is the normal search algorithm
without cubing pruning (denoted as Moses), the
other is the search algorithm with cube pruning
(denoted as Moses-cb). For all the decoders, the
distortion limit was set to 6, the nbest size was set
to 100 and the phrase table limit was 50.

In the first experiment, the development set is
part of NIST MT06 data set including 862 sen-
tences, the test set is NIST MT08 data set and
the training data set contains 5 million sentence
pairs. We used a 5-gram language model which
were trained on the Xinhua and AFP portion of
the Gigaword corpus. The results are shown in
Table 1(a).

In the second experiment, the development data
set is NIST MT02 data set and the test set is NIST
MT05 data set. Language model and the training
data set are the same to that of the first experiment.
The result is shown in Table 1(b).

In the third experiment, the development set
is China Workshop on Machine Translation 2008
data set (denoted as CWMT08) and the test set
is China Workshop on Machine Translation 2007
data set (denoted as CWMT07). The training set
contains 2 Million sentence pairs and the language
model are a 6-gram language model trained on
the Reuter corpus and English corpus. Table 1(c)
gives the results.

In the above three experiments, SR decoder

2The decoder CV is implemented by adding the ITG con-
straints to Moses using the algorithm described in (Zens et
al., 2004).

NIST06 NIST08 speed
Moses 30.24 25.08 4.827
Moses-cb 30.27 23.80 1.501
CV 30.35 26.23** 4.335
SR-same —— 25.09 3.856
SR 30.47 26.67** 4.126

(a)

NIST02 NIST05 speed
Moses 35.68 35.80 7.142
Moses-cb 35.42 35.03 1.811
CV 35.45 36.56** 6.276
SR-same —— 35.84 5.008
SR 35.99* 36.42** 5.432

(b)

CWMT08 CWMT07 speed
Moses 27.75 25.91 3.061
Moses-cb 27.82 25.16 0.548
CV 27.71 26.58** 2.331
SR-same —— 25.97 1.988
SR 28.14* 26.71** 2.106

(c)

Table 1: Performance comparison. Moses: Moses
without cube pruning, Moses-cb: Moses with
cube pruning, CV: the decoder using cover vector,
SR-same: the shift-reduce decoder decoding with
parameters tunes by Moses, SR: the shift-reduce
decoder with parameters tuned by itself. The sec-
ond column stands for develop set, the third col-
umn stands for test set and speed column shows
the average time (seconds) of translating one sen-
tence in the test set. **: significance at the .01
level.

improves the accuracy by 1.59, 0.62, 0.8 BLEU
score (p < .01), respectively, and improves the
speed by 15%, 24%, 30%, respectively. we can
see that SR can improve both the accuracy and
the speed while SR-same can increase the speed
significantly with a slight improvement on the ac-
curacy. As both SR and CV decode with ITG
constraints, they match each other on the accu-
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Figure 6: Performance comparison on NIST05.
For a curve, the dots correspond to distortion limit
4, 6, 8, 10, 14 and no distortion from left to right.
d = −1 stands for no distortion limit.

racy. However, the speed of SR is faster than CV.
Cube pruning can improve decoding speed dra-
matically, but it is not risk-free pruning technol-
ogy, so the BLEU score declines obviously.

4.2 Performance Analysis

We make performance analysis with the same ex-
periment configuration as the second experiment
in Section 4.1, except that the training set in
the analysis experiment is FBIS corpus, includ-
ing 289k sentence pairs. In the following exper-
iments, Moses employs the normal search algo-
rithm without cube pruning.

For the decoders employ the linear distortion
feature, the distortion limit will influence the
translation accuracy. Besides, with different dis-
tortion limit, the proportion of ITG-legal transla-
tion generated by Moses will differ. The smaller
the distortion limit is, the greater the proportion is.
So we first compare the performance with differ-
ent distortion limit.

We compare the shift-reduce decoder with
Moses using different distortion limit. The re-
sults are shown in Figure 6. When distortion limit
is set to 6, every decoder gets a peak value and
SR has an improvement of 0.66 BLEU score over
Moses. From the curves, we can see that the
BLEU score of SR-same with distortion limit 8
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Figure 7: Accuracy comparison on the ITG set
and rest set of NIST05. The ITG set includes the
sentences the translations of which generated by
Moses are ITG-legal, and the rest set contains the
rest sentences. distortion limit= 16 denotes no
distortion limit.

is lower than that of Mose with distortion limit
6. This is because the decoding speed of SR-
same with distortion limit 8 is not faster than that
of Moses with distortion limit 6. On the whole,
compared to Moses, SR-same can improve the ac-
curacy slightly with much faster decoding speed,
and SR can obtain improvements on both the ac-
curacy and the speed.

We split the test set into two sets: one contains
the sentences, the translations of which generated
by Moses are ITG-legal (denoted as ITG set) and
the other contains the rest (denoted as rest set).
From Figure 7, we can see that no matter on the
ITG set or on the rest set, SR decoder can gain ob-
vious accuracy improvements with all distortion
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ITG rest
d

Moses SR-same total < = > Moses SR-same total < = >

4 28.67 28.68 1050 8 1042 0 25.61 25.82 32 0 0 32
6 31.34 31.42 758 51 705 2 25.78 25.72 324 32 2 290
8 32.59 32.93* 594 72 516 6 25.68 25.65 488 82 3 403
10 34.36 34.99** 456 80 365 11 26.04 26.50* 626 147 3 476
12 33.16 33.61** 454 63 380 11 27.01 27.13 628 165 1 462
14 35.98 36.25* 383 60 316 7 26.35 26.67* 699 203 1 495
-1 34.13 34.96** 351 39 308 4 26.17 26.78** 731 154 0 577

Table 2: Search ability comparison. The ITG set and the rest set of NIST05 were tested, respectively.
On the ITG set, the following six factors are reported from left to right: BLEU score of Moses, BLEU
score of SR-same, the number of sentences in the ITG set, the number of sentences the translation
probabilities of which computed by Moses, compared to that computed by SR, is lower, equal and
greater. The rest set goes similarly. *: significance at the .05 level, **: significance at the .01 level.

limit. While SR-same decoder only gets better re-
sults on the ITG set with all distortion limit. This
may result from the use of the linear distortion
feature. Moses may generate hypotheses the dis-
tortion of which is forbidden in the shift-reduce
decoder. This especially sharpens on the rest set.
So SR-same may suffer from an improper linear
distortion parameter.

The search ability of Moses and the shift-
reduce decoder are evaluated, too. The translation
must be produced with the same set of parameters.
In our experiments, we employed the parameters
tuned by Moses. The test was done on the ITG and
the rest set, respectively. The results are shown in
Table 2. As the distortion limit becomes greater,
the number of the ITG-legal translation generated
by Moses becomes smaller. On the ITG set, trans-
lation probabilities from the shift-reduce decoder
is either greater or equal to that from Moses on
most sentences, and BLEU scores of shift-reduce
decoder is greater than that of Moses with all
distortion limit. Although the search space of
shift-reduce decoder is smaller than that of Moses,
shift-reduce decoder can give the translation that
Moses can not reach. On the rest set, for most sen-
tences, the translation probabilities from Moses is
greater than that from shift-reduce decoder. But
only when distortion limit is 6 and 8, the BLEU
score of Moses is greater than that of the shift-
reduce decoder. We may conclude that greater
score does not certainly lead to greater BLEU
score.

5 Conclusions and Future Work

In this paper, we present a shift-reduce decod-
ing algorithm for phrase-based translation model
that can generate the ITG-legal translation in lin-
ear time. The algorithm need not consider shift-
reduce divergence and performsreduce operation
as soon as possible. We compare the performance
of the shift-reduce decoder with the state-of-the-
art decoder Moses. Experiment results show that
the shift-reduce algorithm can improve both the
accuracy and the speed significantly on different
test sets. We further analyze the performance and
find that on the ITG set, the shift-reduce decoder
is superior over Moses in terms of accuracy, speed
and search ability, while on the rest set, it does
not display advantage, suffering from improper
parameters.

Next, we will extend the shift-reduce algorithm
to syntax-based translation models, to see whether
it works.

6 Acknowledgement

The authors were supported by National Natural
Science Foundation of China Contract 60736014,
National Natural Science Foundation of China
Contract 60873167 and High Technology R&D
Program Project No. 2006AA010108. We are
grateful to the anonymous reviewers for their
valuable comments.

292



References

Collins, Michael, Philipp Koehn, and Ivona Kucerova.
2005. Clause restructuring for statistical machine
translation. InProc. of ACL, pages 531–540.

Galley, Michel and Christopher D. Manning. 2008. A
simple and effective hierarchical phrase reordering
model. InProc. of EMNLP, pages 848–856.

Huang, Liang and David Chiang. 2005. Better k-best
parsing. InProceedings of the Ninth International
Workshop on Parsing Technologies (IWPT), pages
53–64.

Knight, Kevin. 1999. Decoding complexity in word-
replacement translation models.Computational
Linguistics, 25:607–615.

Koehn, Philipp, Hieu Hoang, Alexandra Birch Mayne,
Christopher Callison-Burch, Marcello Federico,
Nicola Bertoldi, Brooke Cowan, Wade Shen, Chris-
tine Moran, Richard Zens, Chris Dyer, Ondrej Bo-
jar, Alexandra Constantin, and Evan Herbst. 2007.
Moses: Open source toolkit for statistical machine
translation. InProc. of the 45th ACL, Demonstra-
tion Session.

Koehn, Philipp. 2004. Pharaoh: A beam search de-
coder for phrased-based statistical machine transla-
tion. In Proc. of AMTA, pages 115–124.

Och, Frans J., Christoph Tillmann, and Hermann Ney.
1999. Improved alignment models for statistical
machine translation. InProc. of EMNLP, pages 20–
28.

Och, Frans J. 2003. Minimum error rate training in
statistical machine translation. InProc. of ACL,
pages 160–167.

Tillmann, Chirstoph and Hermann Ney. 2003.
Word reordering and a dynamic programming beam
search algorithm for statistical machine translation.
Computational Linguistics, 29:97–133.

Wu, Dekai. 1996. A polynomial-time algorithm for
statistical machine translation. InProc. of ACL,
pages 152–158.

Wu, Dekai. 1997. Stochastic inversion transduction
grammars and bilingual parsing of parallel corpora.
Computational Linguistics, 23:377–403.

Xiong, Deyi, Qun Liu, and Shouxun Lin. 2006. Maxi-
mum entropy based phrase reordering model for sta-
tistical machine translation. InProc. of ACL, pages
521–528.

Zens, Richard and Hermann Ney. 2003. A compara-
tive study on reordering constraints in statistical ma-
chine translation. InProc. of ACL, pages 144–151.

Zens, Richard, Hermann Ney, Taro Watanable, and
Eiichiro Sumita. 2004. Reordering constraints
for phrase-based statistical machine translation. In
Proc. of COLING, pages 205–211.

293



Coling 2010: Poster Volume, pages 294–302,
Beijing, August 2010

A Novel Method for Bilingual Web Page Acquisition from 
Search Engine Web Records 

Yanhui Feng, Yu Hong, Zhenxiang Yan, Jianmin Yao, Qiaoming Zhu 
School of Computer Science & Technology, Soochow University 

{20094227002, hongy, 20074227065071, jyao, qmzhu}@suda.edu.cn 

Abstract

A new approach has been developed 
for acquiring bilingual web pages from 
the result pages of search engines, 
which is composed of two challenging 
tasks. The first task is to detect web 
records embedded in the result pages 
automatically via a clustering method 
of a sample page. Identifying these 
useful records through the clustering 
method allows the generation of highly 
effective features for the next task 
which is high-quality bilingual web 
page acquisition. The task of 
high-quality bilingual web page 
acquisition is a classification problem. 
One advantage of our approach is that it 
is search engine and domain 
independent. The test is based on 2516 
records extracted from six search 
engines automatically and annotated 
manually, which gets a high precision 
of 81.3% and a recall of 94.93%. The 
experimental results indicate that our 
approach is very effective. 

1 Introduction 

There have been extensive studies on parallel 
resource extraction from parallel monolingual 
web pages of some bilingual web sites (Chen 
and Nie, 2000; Resnik and Smith, 2003; Zhang 
et al., 2006; Shi et al., 2006). Candidate parallel 
web pages are acquired by making use of URL 
strings or HTML tags, then the translation 
equivalence of the candidate pairs are verified 
via content-based features.  
  However, we observe that bilingual 
resources may exist not only in two parallel 
monolingual web pages, but also in single 

bilingual web pages. For example, many news 
web pages and English learning pages are 
bilingual. Based on this observation, 
researchers have proposed methods to improve 
parallel sentences extraction within a bilingual 
web page. Jiang (2009) uses an adaptive 
pattern-based method to mine interesting 
bilingual data based on the observation that 
bilingual data usually appears collectively 
following similar patterns. Because the World 
Wide Web is composed of billions of pages, it 
is a challenging task to locate valuable 
bilingual pages. 
  To acquire bilingual web pages 
automatically, a novel and effective method is 
proposed in this paper by making use of search 
engines, such as Baidu (http://www.baidu.com). 
By submitting parallel sentence pairs to the 
given search engine, lots of result pages with 
web records are returned, most of which are 
linked to bilingual web pages. We first identify 
and extract all result records automatically by 
selecting and analyzing a sample page with a 
clustering method, and then select high-quality 
bilingual web pages from candidates with 
classification algorithms. 

Our method has the following advantages: 
  1. Former researchers extract parallel corpus 
from specific bilingual web sites. Since search 
engines index amounts of web pages, and we 
aim to acquire bilingual pages based on them, 
our method expands the corpus source greatly. 
  2. For one search engine, only one sample 
result page is used to generate the record 
wrapper. Then the wrapper is used to identify 
web records from other result pages of the same 
search engine. Compared with existing data 
record extraction technologies, such as MDR 
(Liu et al., 2003; Zhai and Liu, 2006), our 
method is more effective and efficient. 
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  3. We model the issue of verification 
bilingual pages as a binary-class classification 
problem. The records acquired automatically 
and annotated manually are utilized to train and 
test the classifier. This work is domain and 
search engine independent. That is to say, the 
records acquired from any search engine in any 
domain are used indiscriminately as training 
and testing dataset. 
  The rest of the paper is organized as follows. 
Related works are introduced in section 2. 
Section 3 provides an overview of our solution. 
The work about bilingual page acquisition and 
verification is introduced in section 4 and 5. 
Section 6 presents the experiments and results. 
Finally section 7 concludes the paper. 

2 Related Work 

As far as we know, there is no publication 
available on acquiring bilingual web pages. 
Most existing studies, such as Nie (1999), 
Resnik and Smith (2003) and Shi (2006), mine 
parallel web documents within bilingual web 
sites first and then extract bilingual sentences 
from mined parallel documents using sentence 
alignment method. 
  In this paper, the candidate bilingual web 
pages are acquired by analyzing web records 
embedded in the search engines’ result pages. 
Therefore, record extraction from result pages 
is a critical technique in our method. Many 
researches, such as Laender (2002), have been 
developed various solutions in web information 
extraction from kinds of perspectives. 
  Earlier web information extraction systems 
(Baumgartner et al., 2001; Liu et al., 2000; Zhai 
and Liu, 2005) require users to provide labeled 
data so that the extraction rules could be learned. 
Yet such semi-automatic methods are not 
scalable enough to the whole Web which 
changes at any time. That’s why more and more 
researchers focus on fully or nearly fully 
automatic solutions.  
  Structured data objects are normally database 
records retrieved from underlying web 
databases and displayed on the web pages with 
some fixed templates, so automatic extraction 
methods try to find such patterns and use them 
to extract more data. Several approaches have 
succeeded to address the problem automatically 
without human assistance. IEPAD (Chang and 

Lui, 2001) identifies sub-strings that appear 
many times in a document. By traversing the 
DOM tree of the Web page, MDR extracts the 
data-rich sub-tree indirectly by detecting the 
existence of multiple similar generalized-nodes. 
The key limitation is its greedy manner of 
identifying a data region. DEPTA (Zhai and Liu, 
2005) uses visual information (locations on the 
screen at which the tags are rendered) to infer 
the structural relationship among tags and to 
construct a tag tree. NET (Liu and Zhai, 2005) 
extracts flat or nested data records by 
post-order or pre-order traversal of the tag tree. 
ViNTs (Zhao et al., 2005) considers the web 
page as a tag tree, and utilizes both visual 
content features as well as tag tree structures. It 
assumes that data records are located in a 
minimum data-rich sub-tree and separated by 
separators of tag forests. Zhao (2006) explicitly 
aims at extracting all dynamic sections from 
web pages, and extracting records in each 
section, whereas ViNTs focuses on record 
extraction from a single section. Miao (2009) 
figures out how tag paths format the whole page. 
Compared with the previous method, it 
compares pairs of tag path occurrence patterns 
to estimate how likely these tag paths represent 
the same list of objects instead of comparing 
one pair of individual sub-trees in the record. It 
brings some noise. We follow this method and 
make appropriate improvement for our task. 

3 Basic Concepts and Overview 

3.1 Basic Concepts 

Some basic concepts are introduced below. 

Figure 1. An example of search engine return
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Tag Path: The path of a tag consists of all 
nodes from the tree root <html> to itself. We 
use tag path to specify the location of the tag. 
The tag paths are classified into two types: text 
tag paths and non-text tag paths. 
  Data Record: When a page is considered as 
strings of tokens, data records are enwrapped 
by one or more tag paths, which compose the 
visually repeating pattern in a page. This paper 
aims to extract such structured data records that 
are produced by computer programs following 
some fixed templates, while whose contents are 
usually retrieved from backend databases. For 
example, there are four records in Figure 1. 

3.2 Method Overview 

We can get much more bilingual web pages by 
submitting parallel sentence pairs to the search 
engine than submitting monolingual queries. 
Based on this observation, our work is as 
shown in Figure 2. The algorithm consists of 
two steps: 1) Record wrapper generation. By 
submitting parallel sentence pairs to search 
engines, result pages containing lots of web 
records are returned. In order to generate record 
wrappers, we select and analyze a sample page 
and then apply clustering method to tag paths 
with similar patterns. We apply these wrappers 
to extract more records, which are linked to 
candidate bilingual web pages. 2) High-quality 
bilingual page acquisition. In order to acquire 
high-quality bilingual pages from candidates, a 
binary classifier is constructed to decide 
whether the candidate pages are bilingual or not. 
In order to improve the classifier, some useful 
resources are used, such as a dictionary and 
translation equivalents. 

However, a result page often contains some 
information irrelevant to the query, such as 
information related to the hosting site of the 
search engine, which increases the difficulty of 
record extraction. Besides, there are also many 
irrelevant records irrelevant to the query. So 
our focus is to acquire plenty of features to 
filter out the irrelevant pages from the 
candidates.

In this paper, the first result page is chosen as 
the sample page and Affinity Propagation (AP) 
clustering is used. The reason lies in Frey and 
Dueck (2007), which proves that to produce the 
groups of tag paths; the AP algorithm does not 
require the three restrictions: 1) the samples 

must be of a specific kind, 2) the similarity 
values must be in a specific range, and 3) the 
similarity matrix must be symmetric. In order 
to decide the type of a page, the Support 
Vector Machines (SVM) (Cortes and Vapnik, 
1995) classifier on Fuzzy C-means is 
constructed combining with word-overlap, 
length and frequency measures. SVM is 
well-fitted to treat such classification problems 
that involve interrelated features likes ours, 
while most probabilistic classifiers, such as 
Naïve Bayes classifier, strongly assume feature 
independence (DuVerle and Prendinger, 2009). 

Figure 2. Overview of the method 

4 Bilingual Page Acquisition 

4.1 Result Page Extraction 

The result pages of a search engine consist of a 
ranked list of document summaries linked to the 
actual documents or web pages. A web 
document summary typically contains the title 
and URL of the web page, links to live and 
cached versions of the page and, most 
importantly, a short text summary, or a snippet, 
to convey the contents of the page. Such 
snippets embedded in result pages of search 
engines are query-dependent summaries. White 
(2001) finds the result pages are sensitive to the 
content and language of the query. If the query 
is monolingual, the returned search results are 
mostly monolingual, while the result pages are 
bilingual if the query is bilingual. In order to 
acquire more bilingual web pages, we submit 
parallel translation pairs. Figure 1 gives an 
example result page from Baidu, in which the 
snapshot consists of four records related to the 
query, which consists of “I see.” and its 
translation “ ”. The results have 

296



more effective advantages than submitting the 
query “I see.” or “ ” respectively. 

4.2 Clustering With Path Similarity 

Given a web page, we get the occurrence 
positions of each tag path the same as the 
sequence in the preorder traversal of the page’s 
DOM tree. Certainly, there are many tag paths 
which appear several times in the whole page. 
So an inverted mapping from HTML tag paths 
to their positions is built easily. For example, 
there are 599 tag paths formatting the sample 
page in Figure 1, and after the inverted mapping, 
we acquire 86 unique tag paths in all. Only tick 
off one part of the results as shown in Table 1, 
where Pi represents the ith unique tag path, and 
the vector Si is defined to store the occurrence 
positions of Pi in the third column.  
  As introduced above, detecting visually 
repeating tag paths is a clustering problem. 
Above all, a factor in determining the clustering 
performance is the choice of similarity 
functions, which captures the likelihood that 
two data samples belong to the same cluster. In 
our case, the similarity scores between two tag 
paths aim to capture how their positions are 
close to each other and how they interleave 
each other. 
  With the purpose of characterizing how close 
two tag paths appear, we only acquire the 
distance between paths’ average positions, 
which is easy to obtain by the acquired 
occurrence vectors. For example, the average 
position of P11 and P15 in Table 1 is 227 and 
215, so the distance between them is 12. 

Unique Tag  
Path (Pi)

Occurrences (Si) of Pi

1 \html 1 
3 \html\head\#text 3,4,7,8,9 

9 \html\body\table 
84,93,115,146,180, 
217,258,292,335,372,
406,437 

11 \html\body\table\tr
15,85,94,116,147,181,
218,259,293,336,373,
407,438 

14 \html\body\table\tr
\td\#text 

18,21,24,27,55,79,87,
91,97,111,113 

15 \html\body\table\tr
\td\a 

19,88,118,149,183, 
220,261,295,338,375,
409,440 

Table 1. Unique tag paths of the sample page 

  However, the most difficult problem is how 
to capture the interleaving characteristic 
between two tag paths. Before doing that, 
another vector Oi is produced. Oi(k) indicates 
whether the tag path Pi occurs in the position k 
or not by its value. In addition, the value is 
binary that 0 or 1, and 0 shows Pi doesn’t occur 
in the position k, while 1 shows the opposite. Of 
particular note, the length of each Oi is equal to 
the total number of HTML tags that formatting 
the whole web page. Take the tag path P3
(“\html\head\#text”) in Table 1 as an example, 
whose position vector O3 is (0, 0, 1, 1, 0, 0, 1, 1, 
1, 0… 0), and the vector’s length is 599, 
because there are totally 599 tag paths 
formatting the sample page in Figure 1. 
  Based on the position vectors, we capture 
how tag path Pi and Pj interleave each other by 
a segment 

ji OOD /  of Oi divided by Oj. We 

aim to find such tag paths that divide each other 
in average. In other words if the variance of 
counts in the segment 

ji OOD /  is stable, they 

are likely to be grouped in the same cluster. So, 
we define the interleaving measure in terms 
of the variances of 

ji OOD /  and 
ij OOD /  as: 

)}( ),(   max{),( // ijji OOOOji DVarDVarOO (1)

where
ji OOD /  is acquired by Oj as follows: if 

value of Oj(k) is 1, Oi(k) is a separator to
segment itself into several regions. The value of 
every element in the segment is the count of Pi
that occurs in every region, which is the 
number of 1 in the region. 

Figure 3. An Example of tag paths 

  In addition, there may be many consecutive 
separators in Oi, and we integrate them into one. 
Besides, the segment is a non-empty set. So if 
there is no occurrence of Pi in one region, we 
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will ignore this special region. Figure 3 shows 
three tag paths. P1 and P2 are likely to belong 
to the same cluster because of their regular 
occurrences, whereas the occurrences of P3 are 
comparatively irregular. By our method, 

31 / OOD  = {1, 1, 1} and 
13 /OOD = {1, 2, 1}. We 

integrate separators once and ignore an empty 
region in the process of getting

31 / OOD .
  Both the score of the closeness measure and 
the interleaving measure for any two tag paths 
are non-negative real numbers. And a smaller 
value of either measure indicates a high 
frequency that the two tag paths appear 
regularly. The measure ),( ji PP  defined 
below is inversely proportional of these two 
measures. 

),(),(
),(

jiji
ji OOSSc

PP (2)

where  is a non-negative term that avoids 
dividing by 0 and normalizes the similarity 
value so that it falls into the range (0, 1]. In our 
experiment, we choose = 10. By Equation 2, 
we calculate the similarity value of any pair of 
tag paths. As expected, the pairwise similarity 
matrix is fed into the AP clustering algorithm 
directly, and each cluster acquired from AP 
clustering contains n tag paths, which indicates 
that those n paths appear repeatedly together 
with high frequency, and the tag paths that have 
no remarkable relation are spilt into different 
clusters. For the given sample page in Figure 1, 
the number of identified clusters is 16.  
  We observe that HTML code of most data 
records contain more than three HTML tags, so 
we only examine the clusters containing four or 
more visual signals. In the clustering result of 
sample page in Figure 1, there are three 
clusters’ sizes less than four. Meanwhile, we 
also note that: 
 1. The feature page of a common search 
engine usually contains 10 or more web records 
with similar layout pattern. So we define a 
threshold T=3. If an ancestor tag path doesn’t 
occur more than T times, we believe these tag 
path dose not lead a record.  
 2. Usually the content of the result pages 
returned by search engines is completely related 
to the queries, which means the data records 
that we are interested in are distributed in the 

whole page as main component. So the 
occurrence position of valuable tag paths must 
be global optimization. In this paper, the scope 
between beginning and ending occurrence must 
be wider than three quarters of the length of the 
web page. 
  Thus, we get essential clusters fit with above 
observations, which is denoted by C= {C1,
C2…CM}. Once we have the essential clusters, 
we apply them in new web page of the same 
search engine to identify data records. 

4.3 Data Record Extraction  

Based on the essential clusters, we extract the 
exact data records from the real content of text 
tag path that follow the ancestor tag path.  
  In order to describe the extraction process in 
details, we firstly define DaI as the child tag 
paths of an ancestor tag path Pa, and suppose 
that (Pos1… Posi… Posm) is the occurrence 
vector of Pa, which means at each position Posi
the tag path Pi occurs. Da(i) is such a tag path set 
that the position Pos of every path in it is Posi
<Pos<Posi+1. In the meantime, such path strings 
must begin with the same prefix of Pa. Such as 
in Table 2, Da (i) contains tag paths from Posi to 
Posi+1-1, and we obtain the ith records 
embedded in the result pages by acquiring the 
real content of all text tag paths in Da(i).

Occurrence 
of Pa

DaI of 
Pa

Child tag path 

Pos1 Pa:\html\body\table\tr 
Pos1+1 Pt:\html\body\table\tr\…
…… …… 

Pos2-1 

Da(1)

Pk: …… 

… … …

Posi Pa:\html\body\table\tr 

Posi+1 Pt:\html\body\table\tr\…
  …… …… 

Posi+1-1 

Da(i)

Pn: …… 

… … …

Posm Pa:\html\body\table\tr 
  …… 

Da(m)  …… 
Table 2. Collection of child tag paths for 

ancestor tag path
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5 Bilingual Web Page Verification 

Based on the previous work, we capture a list of 
records based on a holistic analysis of a result 
page, and each record contains snippets and 
URLs related to the query. In this section, we 
aim to decide whether the candidate pages that 
returned records are linked to are bilingual or 
not by putting some statistical features 
(collected from snippets) into an effective SVM 
classification. 
  To the acquired snippets, some necessary 
preprocessing is made before we acquire 
useful features. We remove most of the noise 
that affect the precision and robustness of the 
entire system by such methods as recovery of 
abbreviation words, deletion of noisy words, 
amendment for half or full punctuations and 
simplified or traditional characters, and so on. 
  The snippet is described with more regular 
contents after preprocessing. We cut the 
snippet into several segments by its language. 
Each segment of the snippet is just represented 
in one language, which is either English or 
Chinese in this paper and different from its 
adjacent segments. So the source snippets are 
transferred into such language strings that 
consist of C and E, where C stands for Chinese 
and E stands for English. It is unlikely that 
continuous C or E exists in the same language 
string. We store the real text Tc (Te) that each C 
(E) stands for. We take the snippet “I see. 

I quit! ” as example, its 
language string is “ECEC” and real text string 
is TeTcTeTc, where the two Te stand for “I see” 
and “I quit”, the two Tc stand for “ ”
and “ ”.
  Note that different feature functions for the 
classifier will lead to different results, it is 
important to choose feature functions that will 
help to discriminate different classes. In this 
paper, the SVM classifier involves 
word-overlap, length and frequency features. 
We define these three features based on the 
snippet itself as follows: 
(1) Word-Overlap measure  
  Word overlap judges the similarity of 
Chinese term and English term. In this paper, 
we acquire the word-overlap score between any 
two adjacent language segments. The similarity 

Score(c_res,e_res) of Chinese term and English 
term is based on word-overlap as following: 

1 1

( ( , ))
( _ , _ )

p

i j
i j q

Max Sim c e
Score c res e res  (3) 

where the denominator is normalization factor, 
and in our experiment we select p+q as its value, 
where p stands for the length of Chinese term 
and q stands for the length of English term. In 
addition, ci stands for the ith word of Chinese 
term and ej stands for the jth word of English 
term. Sim(ci,ej) in Liu (2003) and Deng (2004) 
stands for the similarity of Chinese word ci and
English word ej.
  In our experiment, the Chinese and English 
sub-snippets are equivalent to Chinese and 
English sentences of the bilingual pages. In the 
segmented snippet, with regard to each 
sub-snippet T, which is at even position in the 
language string, we separately evaluate the 
intermediate score for snippet T with its left 
and right neighbors by Equation 3. Especially 
when T doesn’t have right or left neighbor, the 
score for T with its null neighbor is 0. So for 
every sub-snippet that needs to be scored the 
word-overlap score, there are two candidate 
scores with its adjacent neighbors. Then we 
choose the higher value as one item of an 
intermediate result vector. Either the length of 
the language string is 2 n or 2 n+1, the 
length of intermediate vector is n, and the final 
score is computed as follows: 

mn

InV
sScore

n

k
k

1)( (4)

where Score(s) stands for the final score of 
snippet s on the word-overlap measure, and 
vector InV is the intermediate result vector as 
mentioned before. The length of the vector InV
is n, and m is the number of its items that is not 
equal to zero. m/n is used as a useful measure 
of length, because it indicates how many 
parallel pairs are there in the same snippet. 
(2) Length-Based measure  
  We acquire three scores about length 
measure. Take the language string “ECECEC” 
as example, we use “E1C1E2C2E3C3” to replace 
it for simple description. We acquire one score 
of the length measure as follows: 

)(

))()((
)( 1

sLen

eLencLen
sScore

m

i (5)
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where s and m stand for the same as in Equation 
4. In addition, c and e stands for such 
sub-snippet that Score(c,e) contributes to 

n

k
kInV

1

. The function Len(s) is to compute the 

number of words in the sentence. 
We acquire the length of language string. If 

the length is too long or too short, the 
associated web page is unlikely to be a 
bilingual page. At the same time, we are not 
interested in some language strings although 
the lengths of them are appropriate. So we also 
store the variances of lengths about each 
sub-snippet. 
(3) Frequency-Based measure 
  According to the result pages, queries often 
occur in the title, snippet, or advertisements. 
They are highlighted to make them easier to 
identify. Hence we aim to acquire the 
frequency of the query in one whole snippet as 
a feature. 
  Based on the three measures above, a 
number of records (containing snippets and 
URLs) for training and testing can be converted 
them into a 6-dimensional feature space. In our 
experiments, nonlinear SVM with Gaussian 
Radial Basis Function (RBF) kernel is used. 
The performance of the SVM classifier 
indicates that it is a reliable way to verify 
whether the page is bilingual or not by the 
content of snippet. 

6 Experiments and Results 

6.1 The Data Set 

To acquire enough experimental data, we 
collect from Google, Baidu, Yahoo, Youdao, 
Bing and Tecent Soso, and the effectiveness of 
our algorithm is evaluated based on the data set 
from these six search engines. 
  Result records of search engines are 
collected by program and by human beings 
with submitting different queries respectively. 
They are used for checking the performance of 
record extraction. When evaluating the method 
of verification bilingual web pages, 2300 
records (60% are positive instances) are 
chosen for training the SVM classifier, and 
other 230 are selected randomly as test records 
from the whole record set. 

  The training data is annotated by human in 
two methods. The first method is motivated by 
the content of each source snippet. The 
annotators assign the type of web pages by 
scanning the text of every snippet. If the snippet 
contains many parallel term pairs, we annotate 
the page as bilingual or monolingual if not 
parallel. We also use another annotation 
method, which is to reach the URL by the 
Internet Explorer. By checking the content of 
the real web page, annotators decide the type of 
the candidate pages. And the biggest difference 
between the two public hand-classified dataset 
appears when some snippets of candidate 
pages have no clues in their content to predict 
classifications. 

6.2 Evaluation On Bilingual Page 
Acquisition

The entire system is evaluated by measuring 
the performance of the binary SVM classifier. 
And how the classifier performance changes 
with three features is shown in Table 3, where 
W, L and F separately stand for the 
word-overlap, length and frequency measures. 
  In order to improve the performance of 
word-overlap measure, we use not only the 
bilingual dictionary but also translation 
equivalents, which are extracted from parallel 
corpora. Because the bilingual dictionary 
doesn’t contain all necessary entries, the 
classifier with only word-overlap measure 
accepts many wrong pairs.  

Feature W W +L W +L+F
Precision 70.2% 81.02% 85.10% 

Table 3. SVM Classifier Performance changes 
with more features added to the classifier 

Table 3 shows that the length feature and the 
frequency feature have a significant effect on 
bilingual web page verification because of the 
natural relationship among queries, snippets 
and true web pages.  

#1 #2 N P(%) R(%) P(%) R(%)
1 85.1 92.3 75% 84.8 
2 80.7 95.1 72.8 85.7 
3 78.1 97.4 71.0 93.0 

aver 81.3 94.93 72.93 87.83
Table 4. Performance versus training data types 
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  Three experiments of verification bilingual 
web pages based on two different training 
datasets are conducted whose results are 
shown in Table 4. #1 stands for the data set 
annotated by snippets, and #2 stands for the 
training data annotated by URLs. Precision and 
recall are used to evaluate our method. The 
average precision based on training dataset #2 
is 73%, which is lower than the precision of 
81.3% resulting from the dataset #1, because in 
many cases, some snippets are weakly related 
with real text in the real pages introduced by 
search engine summarization algorithm. From 
the table, we also see that the recalls in dataset 
#1 and #2 are both relatively high, which 
means our classifier can select high-quality 
bilingual pages with high accuracy. 

6.3 Evaluation On Web Record 
Extraction

Record extraction has significant effect on 
bilingual web page collection. A useful 
intermediate evaluation of the whole scheme is 
conducted by measuring the performance of 
record extraction.  
  We built a prototype system to test the 
algorithm of record extraction based on the 
clustering of similar records. On a laptop with a 
Pentium M 1.7G processor, the process of 
constructing records wrapper for a given search 
engine is done in 10 to 30 seconds. Once the 
wrapper is built, the record extraction from a 
new result page is done in a small fraction of a 
second.
  In order to test the robustness of the 
generated wrapper, we compare the records 
extracted by our method with the test records 
acquired manually. The precision and recall 
measures are used to evaluate the result. 98% 
of all the records are extracted by program, 
with a precision of 99%. The precision 
indicates that the generated wrappers in our 
experiment are quite robust to acquire records. 
The recall is lower than the precision, which 
indicates that it sometimes misses a few records. 
The reason for this is that in the extraction step, 
the records different from more common ones 
are eliminated.  
  We compare our performance with the work 
in Zhao (2006), which addresses the issue of 
differentiating dynamic sections and records 
based on the sample result pages. It generates 

section wrappers by identifying section 
boundary markers in nine steps. It is more 
complicated in computation than ours because 
it renders each result page and extracts its 
content lines by a traversal of the DOM tree, 
while we use tag structure of a page. The 
accordance is making full use of the sample 
pages for given search engines. The method 
also gets a high precision of 98.8% and a recall 
of 98.7%.  

7 Conclusion

The paper presents a novel method to acquire 
bilingual web pages automatically via search 
engines. In order to improve the efficiency and 
effectiveness, the snippets of search engines 
rather than the contents of the massive pages 
are analyzed to locate bilingual pages. 
Bilingual web page verification is modeled as 
a classification problem with word-overlap, 
length and frequency measures. Based on the 
similarity of HTML structures, AP clustering 
is used to extract web records from result 
pages of search engines. Experiments show 
that our algorithm has good performance in 
precision and recall. 
  As a valuable resource for up-to-date 
bilingual terms and sentences, bilingual web 
pages are counterpart to parallel monolingual 
web pages. Our method brings an efficient and 
effective solution to bilingual language 
engineering. 
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  Abstract 

The amount of information in medical 

publications continues to increase at a 

tremendous rate. Systematic reviews help 

to process this growing body of informa-

tion. They are fundamental tools for evi-

dence-based medicine. In this paper, we 

show that automatic text classification can 

be useful in building systematic reviews 

for medical topics to speed up the review-

ing process. We propose a per-question 

classification method that uses an ensem-

ble of classifiers that exploit the particular 

protocol of a systematic review. We also 

show that when integrating the classifier 

in the human workflow of building a re-

view the per-question method is superior 

to the global method. We test several 

evaluation measures on a real dataset. 

1 Introduction 

Systematic reviews are the result of a tedious 

process which involves human reviewers to ma-

nually screen references of papers to determine 

their relevance to the review. This process often 

entails reading thousands or even tens of thou-

sands of abstracts from prospective articles. As 

the body of available articles continues to grow, 

this process is becoming increasingly difficult.  

 Common systematic review practices stipu-

late that two reviewers are used at the screening 

phases of a systematic review to review each ab-

stract of the documents retrieved after a simple 

query-based search. After a final decision is 

made for each abstract (the two reviewers decide 

if the abstract is relevant or not to the topic of 

review), in the next phase further analysis (more 

strict screening steps) on the entire article is 

done. A systematic review has to be complete, 

articles that are published on a certain topic and 

are clinically relevant need to be part of the re-

view. This requires near-perfect recall since the 

accidental exclusion of a potentially relevant ab-

stract can have a significantly negative impact on 

the validity of the overall systematic review (Co-

hen et al., 2006). Our goal in this paper is to pro-

pose an automatic system that can help human 

judges in the process of triaging articles by look-

ing only at abstracts and not the entire docu-

ments. This decision step is known as the initial 

screening phase in the protocol of building sys-

tematic reviews, only the abstracts are used as 

source of information.  

One reviewer will still read the entire collec-

tion of abstracts while the other will benefit from 

the help of the system; this reviewer will have to 

label only the articles that will be used to train 

the classifier (ideally a small proportion for 

workload reduction), the rest of the articles will 

be labeled by the classifier.  

 In the systematic review preparation, if at 

least one reviewer agrees to include an abstract, 

the abstract will have the labeled included and it 

will pass to the next screening phase; otherwise, 

it will be discarded. Therefore, the benefit of 

doubt plays an important role in the decision 

process. When we replace one reviewer with the 

automatic classifier, because we keep one human 

judge in the process, the confidence and reliabil-

ity of the review is still higher while the overall 

workload is reduced. The reduction is from the 

time required for two passes through the collec-

tion (for the two humans) to only one pass and 

the smaller part labeled by the reviewer which is 

assisted by the classifier.  Figure 1 presents on 

overview of our proposed workflow.   
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Figure 1. Embedding automatic text classification in 

the process of building a systematic review. 

 

The task that needs to be solved in order to help 

the systematic review process is a text classifica-

tion task intended to classify an abstract as rele-

vant or not relevant to the topic of review. 

 The hypothesis that guides our research is 

that it is possible to save time for the human re-

viewers and obtain good performance levels, 

similar to the ones obtained by humans. In this 

current study we show that we can achieve this 

by building a classification model that is based 

on the natural human workflow used for building 

systematic reviews. We show, on a real data set, 

that a human-machine system obtains the best 

results when an ensemble of classifiers is used as 

the classification model.  

2 Related Work  

The traditional way to collect and triage the ab-

stracts from a systematic review consists in using 

simple query search techniques based on MeSH
1
 

or keywords terms. The queries are usual Boo-

lean-based and are optimized either for precision 

or for recall. The studies done by Haynes et al. 

(1994) show that it is difficult to obtain high per-

formance for both measures.  

 The research done by Aphinyanaphongs and 

Aliferis (2005) is probably the first application of 

automatic text classification to the task of creat-

                                                 
1 http://www.nlm.nih.gov/mesh/ 

ing systematic reviews. In that paper the authors 

experimented with a variety of text classification 

techniques using the data derived from the ACP 

Journal Club as their corpus. They found that 

support vector machine (SVM) was the best clas-

sifier according to a variety of measures. Further 

work for systematic reviews was done by Cohen 

et al. (2006). Their work is mostly focused on the 

elimination of non relevant documents. As their 

main goal is to save work for the reviewers in-

volved in systematic review preparation, they 

define a measure, called work saved over sam-

pling (WSS) that captures the amount of work 

that the reviewers will save with respect to a 

baseline of just sampling for a given value of 

recall. The idea is that a classifier returns, with 

high recall, a set of abstracts, and only those ab-

stracts need to be read to weed out the non-

relevant ones. The savings are measured with 

respect to the number of abstracts that would 

have to be read if a random baseline classifier 

was used. Such baseline corresponds to uni-

formly sampling a given percentage of abstracts 

(equal to the desired recall) from the entire set. In 

Cohen et al. (2006), the WSS measure is applied 

to report the reduction in reviewer's work when 

retrieving 95% of the relevant documents; the 

precision was very low.  

 We focus on developing a classifier for sys-

tematic review preparation, relying on character-

istics of the data that were not included in the 

Cohen et al.’s (2006), because the questions 

asked in the preparation of the reviews are not 

available, Therefore we cannot perform a direct 

comparison of results here. Also, the data sets 

that they used in their experiments are signifi-

cantly smaller than the one that we used. 

3 The Data Set 

A set of 47,274 abstracts with titles were col-

lected from MEDLINE
2
 as part of a systematic 

review done by the McMaster University’s Evi-

dence-Based Practice Center using TrialStat 

Corporation’s Systematic Review System
3

, a 

web-based software platform used to conduct 

systematic reviews.  

The initial set of abstracts was collected using 

a set of Boolean search queries that were run for 

                                                 
2 http://medline.cos.com 
3 http://www.trialstat.com/ 
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the specific topic of the systematic review: “the 

dissemination strategy of health care services 

for elderly people of age 65 and over”.  

In the protocol applied, two reviewers work in 

parallel. They read the entire collection of 47,274 

abstracts and answer a set of questions to deter-

mine if an abstract is relevant or not to the topic 

of review. Examples of questions present in the 

protocol: Is this article about a dissemination 

strategy or a behavioral intervention?; Is this a 

primary study?; Is this a review?; etc. An ab-

stract is not considered to pass to the next screen-

ing phase, when the entire article is available, if 

the two reviewers respond negative to the same 

question for a certain abstract. All other cases of 

possible responses suggest that the abstract will 

be part of the next screening phase. In this paper 

we focus on the initial screening phase, the only 

source of information is the abstract and the title 

of the article, with the main goal to achieve an 

acceptable level of recall not to mistakenly ex-

clude relevant abstracts.  

 From the entire collection of labeled ab-

stracts only 7,173 are relevant. Usually in the 

process of building systematic reviews the num-

ber of non-relevant documents is much higher 

than the number of relevant ones. The initial re-

trieval query is purposefully very broad, so as not 

to miss any relevant papers.  

4 Methods 

The machine learning techniques that could be 

used in the process of automating the creation of 

systematic reviews need to take into account 

some issues that can arise when dealing with 

such tasks. Imbalanced data sets are usually 

what we deal with when building reviews, the 

proportion of relevant articles that end up being 

present in the review is significantly lower com-

pared with the original data set. The benefit of 

doubt will affect the quality of the data used to 

train the classifier, since a certain amount of 

noise is introduced: abstracts that are in fact non-

relevant can be labeled as being relevant in the 

first screening process. The relatively high num-

ber of abstracts involved in the process will make 

the classification algorithms deal with a high 

number of features and the representation tech-

nique should try to capture aspects pertaining of 

the medical domain.    

 

4.1 Representation Techniques 

In our current research, we use three representa-

tion techniques: bag-of-words (BOW), concepts 

from the Unified Medical Language System 

(UMLS), and a combination of both.  

The bag-of-words representation is com-

monly used for text classification and we have 

chosen to use binary feature values. Binary fea-

ture values were shown to out-perform weighted 

values for text classification tasks in the medical 

domain as shown by Cohen et al. (2006) and bi-

nary values tend to be more stable in results than 

frequency values for a task similar to ours, as 

shown by Ma (2007). 

We considered feature words delimitated by 

space and simple punctuation marks that ap-

peared at least three times in the training data, 

were not part of a stop words list
4
, and had a 

length greater than three characters. 30,000 word 

features were extracted. No stemming was used. 

UMLS concepts which are part of the U.S. 

National Library of Medicine
5
 (NLM) knowl-

edge repository are identified and extracted form 

the collection of abstracts using the MetaMap
6
 

system. This conceptual representation helped us 

overcome some of the shortcomings of BOW 

representation, and allowed us to use multi-word 

features, medical knowledge, and higher-level 

meanings of words in context. As Cohen (2008) 

shows, multi-word and medical concept repre-

sentations are suitable to use.  

4.2 Classification Algorithms  

As a classification algorithm we have chosen to 

use the complement naive Bayes (CNB) (Frank 

and Bouckaert, 2006) classifier from the Weka
7
 

tool. The reason for this choice is that the CNB 

classifier implements state-of-the-art modifica-

tions of the standard multinomial naïve Bayes 

(MNB) classifier for a classification task with 

highly skewed class distribution (Drummond and 

Holte, 2003). As the systematic reviews data 

usually contain a large majority of not relevant 

abstracts, resulting in a skewness reaching even 

below 1%, it is important to use appropriate clas-

sifiers.  Other classifiers, such as decision tress, 

                                                 
4 http://www.site.uottawa.ca/~diana/csi5180/StopWords 
5 http://www.nlm.nih.gov/pubs/factsheets/umls.html 
6 http://mmtx.nlm.nih.gov/ 
7 www.cs.waikato.ac.nz/machine learning/weka/ 
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support vector machine, instance-based learning, 

and boosting, were used but the results obtained 

with CNB were always better. 

4.3 Global Text Classification Method 

The first method that we propose in order to 

solve the text classification task that is intended 

to help a systematic review process is a straight-

forward machine learning approach. We trained a 

classifier, CNB, on a collection of abstracts and 

then evaluated the classifier’s performance on a 

separate test data set. The power of this classifi-

cation technique stands in the ability to use a 

suitable classification algorithm and a good rep-

resentation for the text classification task; Cohen 

et al. (2006) also used this approach. We ran-

domly split the data set described in Section 3, 

into a training set and a test set. The two possible 

classes are Included (relevant) or Excluded 

(non relevant). We decided to work with a train-

ing set smaller than the test set because ideally 

good results need to be obtained without using 

too much training data. We have to take into 

consideration that training a classifier for a par-

ticular topic, human effort is required for annota-

tion.  

  Table 1 presents a summary of the data 

along with the class distribution in the training 

and test data sets. We randomly sampled the data 

to build the training and test data sets, and the 

original distribution of 1:5.6 between the two 

classes holds in both sets.  

 
Data 

set 

No. of 

abstracts 

Class distribution 
Included : Excluded (ratio) 

Training 20,000 3,056 : 16,944 (1:5.6) 

Testing 27,274 4,117 : 23,157 (1:5.6) 

Table 1. Training and test data sets. 

 
4.3.1 Feature Selection 

 

Using the global method, we performed experi-

ments with several feature selection algorithms. 

We used only the BOW representation. 

Chi
2 

is a measure that evaluates the worth of an 

attribute by computing the value of the chi-

squared statistic with respect to the class. We 

selected the top k1 CHI
2 

features that are exclu-

sively included (appeared only in the training 

abstracts that are classified as Included) and the 

top k2 CHI
2 
features that are exclusively excluded 

(appeared only in the training abstracts that are 

classified as Excluded) and used them as a rep-

resentation for our data set. We varied the k1 pa-

rameter from 10 to 150 and k2 from 5 to 150 We 

used a minimum of 20 features and a maximum 

of 300. 

InfoGain evaluates the worth of an attribute 

by measuring the information gain with respect 

to the class. We run experiments when we varied 

the number of selected features from 50 to 500. 

We used a number of 50, 100, 150, 250, 300 and 

500 top features.  

Bi-Normal Separation (BNS) is a feature se-

lection technique that measures the separation 

between the threshold occurrences of a feature in 

one of the two classes. The latter measure is de-

scribed in detail in Forman (2002). We used a 

ratio of features that varies from 10 to 150 for the 

most representative features for the Included 

class and from 5 to 150 for the Excluded class. 

For some experiments the number of features for 

the Included class is higher than the number of 

features for the Excluded class. We have chosen 

to do so because we wanted to re-balance the 

imbalance of classes in the training data set. Af-

ter selecting the number of Included and Ex-

cluded features, we used the combination to rep-

resent our entire collection of abstracts.  

We used the implementation from the Weka 

package for the Chi
2 

and InfoGain and the BNS 

implementation done by Ma (2007).  

4.4 Per-Question Classification Method 

The second method that we propose for solving 

the task takes into account the specifics of the 

systematic review process. It takes advantage of 

the set of questions the reviewers use in the proc-

ess of deciding if an abstract is relevant or not. 

These questions are created in the design step of 

the systematic review and almost all systematic 

reviews have them. By using these questions we 

better emulate how the human judges work when 

building systematic reviews.  

 We have chosen to use only the questions 

that have inclusion/exclusion criteria, there were 

also some opened answer questions involved in 

the review, because they are the ones that are 

important for reviewers to make a decision. To 

collect training data for each question, we used 

the same training and test data set as in the pre-

vious method (but note that not all the abstracts 
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have answers for all the questions; therefore the 

training set sizes differ for each question). Table 

2 presents the questions and data sets used. 

When we created a training data set for each 

question we removed the abstracts for which we 

had a disagreement between the human experts – 

two different answers for a specific question, 

they represent noise in the training data.  For 

each of the questions from Table 2, we trained a 

CNB classifier on the corresponding data set.  

 
Question 

(Training : Included class : Excluded class) 

Q1 - Is this article about a dissemination strat-

egy or a behavioural intervention? (14,057:1,145: 

12,912) 

Q2 - Is the population in this article made of indi-

viduals 65-year old or older or does it comprise 

individuals who serve the elderly population needs 

(i.e. health care providers, policy makers, organi-

zations, community)? (15,005:7,360:7,645) 

Q3 - Is this a primary study? (8,825:6,895:1,930) 

Q4 - Is this a review? (6,429:5,640:789)  

Table 2. Data sets for the per-question classification 

method. 

 

We used the same representation for the per-

question classifiers as we did for the global clas-

sifier: BOW, UMLS (the concepts that appeared 

only in the new question-oriented training data 

sets), and the combination BOW+UMLS. We 

used each trained model to obtain a prediction 

for each instance from the test set; therefore each 

test instance was assigned four prediction values 

of 0 or 1. To assign a final class for each test in-

stance, from the prediction of all four classifiers, 

the class of a test instance is decided according to 

one of the following four schemes:  

 1. If any one vote is Excluded, the final class 

of a test instance is Excluded. This is a 1-vote 

scheme. 

       2. If any two votes are Excluded, the final 

class of a test instance is Excluded. This is a 2-

vote scheme. 

 3. If any three votes are Excluded, the final 

class of a test instance is Excluded. This is a 3-

vote scheme.  

 4. If all four votes are Excluded, the final 

class of a test instance is Excluded. This is a 4-

vote scheme.  

 When we combined of the classifiers, we 

gave each classifier an equal importance. 

5 Evaluation Measures and Results 

When performing the evaluation for the task of 

classifying an abstract into one of the two classes 

Included (relevant) or Excluded (non rele-

vant), two objectives are of great importance: 

Objective 1 - ensure the completeness of the sys-

tematic review (maximize the number of relevant 

documents included); Objective 2 - reduce the 

reviewers' workload (maximize the number of 

irrelevant documents excluded).  

 We observe that objective 1 is more impor-

tant than objective 2 and this is why we decided 

to report recall and precision for the Included 

class. We also report F-measure, since we are 

dealing with imbalanced data sets.  

   Besides the standard evaluation measures, 

we report WSS
8
 measure as well in order to give 

a clearer view of the results we obtain.  

 As baseline for our methods we consider: 

two extreme baselines and a random-baseline 

classifier that takes into account the distribution 

of the two classes in the training data set. The 

baselines results are: Include_All – a baseline 

that classifies everything in the majority class: 

Recall = 100%, Precision = 15%, F-measure = 

26.2%; WSS = 0% Exclude_All – a baseline that 

classifies everything as Excluded: Recall = 0%, 

Precision = 100%, F-measure = 64.2%; WSS = 

0% Random baseline: Recall = 8.9%, Precision = 

15.4%, F-measure = 67.8%; WSS = 0.23%. 

5.1 Results for the Global Method 

In this subsection, we present the results obtained 

using our global method with the three represen-

tation techniques and CNB as classification algo-

rithm. To get a clear image of the results we 

show the confusion matrix in Table 3 for the 

reader to better understand the workload reduc-

tion when using classifiers to help the process of 

building systematic reviews.  

BOW features were identified following the 

guidelines presented in Section 3.4 and a number 

of 23,906 features were selected. UMLS con-

cepts were identified using the MetaMap system. 

                                                 
8
 WSS = (TE + FE)/(TE + FE + TI + FI) – 1+ TI/(TI + FE) 

where T stands for true; F – false I – Included class; E- Ex-

cluded class. 
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 BOW UMLS BOW+UMLS 

True Inc.  2,692 2,793 2,715 

False Inc. 5,022 8,922 5,086 

True Exc. 18,135 14,235 18,071 

False Exc.  1,425 1,324 1,402 

Recall 65.3% 67.8% 65.9% 

Precision 34.9% 23.8% 34.8% 

F-measure 45.5% 35.2% 45.5% 

WSS 37.1% 24.9% 37.3% 

Table 3. Results for the global method. 

 

From the whole training abstracts collection, 

a number of 459 UMLS features were identified. 

Analyzing the results from Table 5, in terms of 

recall, the UMLS representation obtained the 

best recall results, 67.8% for the global method 

but much lower precision, 23.8% than BOW rep-

resentation, 34.9%. The hybrid representation, 

BOW+ UMLS features had similar results with 

the BOW alone. Recall increased a bit for the 

hybrid representation compared to BOW alone, 

0.6% but its value is still not acceptable. We 

conclude that the levels of recall, our main objec-

tive for this task, were not acceptable for a classi-

fier to be used as replacement of a human judge 

in the workflow of building a systematic review. 

The levels of precision that we obtained with the 

global method are acceptable but they cannot 

substitute the low level of recall. Since our major 

focus is recall, we investigated more and we fur-

ther improved our precision scores with the per-

question classification method. 

 
5.1.1 Results for Feature Selection 

 

Table 4 presents the results obtained with our 

feature selection techniques. We decided to re-

port only representative results using CNB as a 

classifier and a specific representation setting. 

The number of features used in the experiment is 

presented in the round brackets. The first number 

represents the number of features extracted from 

the Included class data set while the second 

from the Excluded class data set.  

 Similar experiments were performed when 

using Naïve Bayes as classifier. The results ob-

tained were opposite to ones obtained for CNB, 

all abstracts were classified as Excluded. We 

believe that this is the case because the CNB 

classifier tries to compensate for the class imbal-

ance and gives more credit to the minority class,  

 
 Chi2 

(150:150) 

InfoGain 

(300) 

BNS 

(10:8) 

True Inc. 3,819 3,875 2,690 

False Inc. 19,233 19,638 13,905 

True Exc. 3,924 3,518 9,253 

False Exc. 298 242 1,427 

Recall 92.8% 94.1% 65.3% 

Precision 16.6% 16.5% 16.2% 

F-measure 28% 28% 25% 

WSS 8.2% 7.9% 4.5% 

Table 4. Representative results obtained for various 

feature selection techniques. 

  

while the Naïve Bayes classifier will let the ma-

jority class overwhelm the classifier. 

 Besides the results presented in Table 4, we 

also tried to boost the representative features for 

the Included class hoping to re-balance the im-

balance present in the training data set. To per-

form these experiments we selected the top k 

CHI
2 

word features and then added to this set of 

features the top k1 CHI
2 

representative features 

only for the Included class. The parameter k var-

ied from 50 to 100 and the parameter k1 from 30 

to 70. We performed experiments when using the 

original imbalanced training data set and using a 

balanced data set as well, with both CNB and 

Naïve Bayes classifier. The results obtained for 

these experiments were similar to the ones when 

we used the previous feature selection tech-

niques. There was no significant difference in the 

results compared to the ones in Table 5. 

5.2 Results for the Per-Question Method 

The results for our second method using the four 

voting schemes are presented in Table 5.  

Compared with the global method the results 

obtained by the per-question method, especially 

the ones for 2 votes are the best so far in terms of 

the balance between the two objectives. A large 

number of abstracts that should be excluded are 

classified as Excluded whereas wrongly exclud-

ing very few abstracts that should have been in-

cluded (a lot fewer than in the case of the global 

classification method).  

The 2-votes scheme performs better than the 

1-vote schemes because of potential classifica-

tion errors. When the classifiers for two different 

questions (that look at two different aspects of 

the systematic review topic) are confident that 

the abstract is not relevant, the chance of correct 

308



prediction is higher; a balance between excluding 

an article and keeping it as relevant is achieved. 

When using the classifiers for 3 or 4 questions 

the performance goes down in terms of precision; 

a higher number of abstracts get classified as In-

cluded - some abstracts do not address all target 

question of the review topic.  

 
1-Vote  BOW UMLS BOW+UMLS 

True Inc. 1,262 1,222 1,264 

False Inc. 745 2,266 741 

True Exc. 22,412 20,891 22,416 

False Exc. 2,855 2,895 2,853 

Recall 30.6% 29.6% 30.7% 

Precision 62.8% 35.0% 63.0% 

F-measure 41.2% 32.1% 41.2% 

WSS 23.2% 16.8% 23.3% 

2-Vote BOW UMLS BOW+UMLS 

True Inc. 3,181 2,603 3,283 

False Inc. 9,976 9,505 10,720 

True Exc. 13,181 13,652 12,437 

False Exc. 936 1,514 834 

Recall 77.2% 63.2% 79.7% 

Precision 24.1% 21.5% 23.4% 

F-measure 36.8% 32.0% 36.2% 

WSS 29.0% 18.8% 28.4% 

3-Vote  BOW UMLS BOW+UMLS 

True Inc. 3,898 3,480 3,890 

False Inc. 18,915 16,472 18,881 

True Exc. 4,242 6,685 4,276 

False Exc. 219 637 227 

Recall 94.6% 84.5% 94.4% 

Precision 17.0% 17.4% 17.0% 

F-measure 28.9% 28.9% 28.9% 

WSS 11.0% 11.3% 11.0% 

4-Vote  BOW UMLS BOW+UMLS 

True Inc. 4,085 3,947 4,086 

False Inc. 21,946 20,869 21,964 

True Exc. 1,211 2,288 1,193 

False Exc. 32 170 31 

Recall 99.2% 95.8% 99.2% 

Precision 15.6% 15.9% 15.6% 

F-measure 27.1% 27.2% 27.0% 

WSS 3.7% 4.8% 3.7% 

Table 5. Results for the per-question method for the 

Included class. 

 

For the per-question technique the recall value 

peaked at 99.2% with the 4-vote method BOW 

and BOW+UMLS representation technique. In 

the same time the lowest values of precision for 

the per-question technique, 15.6% is obtained 

with the same experimental setting. It is impor-

tant to aim for a high recall but not to dismiss the 

precision values. The difference of even less than 

2% in precision values can cause the reviewers to 

read additional thousands of documents, as ob-

served in the confusion matrices for 2-vote, 3-

vote and 4-vote methods in Table 5.  

From the confusion matrix in Table 5 for the 

2-vote method and the 3- and 4-vote method we 

observe the high difference in the number of 

documents a reviewer will have to read (the 

falsely included documents). The difference in 

precision from 24.1% for the 2-vote method to 

15.6% for the 4-vote method makes the reviewer 

go through 11,988 additional abstracts.  

The best value for the WSS measure for the 

per-question method is achieved by the 2-vote 

scheme. The result is lower than the one obtained 

by the global method but the recall level is higher 

therefore, we still keep as a potential winner the 

2-vote scheme.  

5.3 Results for Human-Machine Workflow 

In Figure 1, we envisioned the way we can use 

the automatic classifier in the workflow of build-

ing a systematic review. In order to determine the 

performance of the human-machine workflow 

that we propose we computed the recall values 

when the human reviewer’s labels are combined 

with the labels obtained from the classifier. The 

same labeling technique is applied as for the hu-

man-human workflow: if at least one decision for 

an abstract is to include it in the systematic re-

view, then the final label is Included.  

 We also calculated the evaluation measures 

for the two reviewers. The evaluation measures 

for the human judge that is kept in the human-

machine workflow, Reviewer 1 in Figure 1, are 

64.29% for recall and 15.20% for precision. The 

evaluation measures for the reviewer that is to be 

replaced in the human-machine classification, 

Reviewer 2 in Figure 1 are 59.66% for recall and 

15.09% for precision. The recall value for the 

two human judges combined is 85.26% and the 

precision value is 100%. As we can observe the 

recall value for the second reviewer, the one that 

is replaced in the human-classifier workflow is 

low. In Table 6 we present precision and recall 

results for the symbiotic model for both our me-

thods. In these results we can clearly see that the 

2-vote technique is superior to the other voting 

techniques and to the global method. For almost 

the same level of precision the level or recall it is 

much higher. These observations support the fact 
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that the extra effort spent in identifying the most 

suitable methodology pays off.  

 The fact that we keep a human in the loop 

makes our method acceptable as a workflow for 

building a systematic review.  

 
Method BOW UMLS BOW+ 

UMLS 

Global    17.9/87.7% 17.0/88.6% 17.9/87.7% 

1-Vote 17.1/75.3% 16.5/74.8% 17.1/75.4% 

2-Vote 17.1/91.6% 16.4/86.6% 17.1/92.7% 

3-Vote 15.8/97.9% 15.8/94.2% 15.8/97.8% 

4-Vote 15.3/99.6% 15.4/98.3% 15.3/99.6% 

Table 6. Precision/recall results for the human-

classifier workflow for the Included class. 

6 Discussion 

The global method achieves good results in terms 

of precision while the best recall is obtained by 

the per-question method.   

 The best results for the task were obtained 

using the per-question method with the 2-vote 

scheme with or without UMLS features. The 3-

vote scheme with UMLS representation is close 

to the 2-vote scheme but looking at F-measure 

and WSS results the 2-vote scheme is better. The 

clear distinction between the methods comes 

when we combined the classifiers with the hu-

man judge in the workflow of building reviews. 

The per-question technique is more robust 

and it offers the possibility to choose the desired 

type of performance. If the reviewers are willing 

to read almost the entire collection of documents, 

knowing that the recall is high, then a 3 or 4-vote 

scheme can be the set-up (though the 3 or 4-vote 

method is not likely to achieve 100% recall be-

cause it is very rare that an abstract contain an-

swers to three or four of the questions associated 

with the systematic review). If the reviewers will 

like to read a small collection being confident 

that almost all the abstracts are relevant, then a 1-

vote scheme can be the set-up required. The per-

question method confirms the fact that an en-

semble of classifiers is better than one classifier; 

(Dietterich, 1997).  

When we combine the human and the system 

results we obtain a major improved in terms of 

recall. We base our discussion for the human-

machine results for the experiment that obtained 

the best results, the 2-vote scheme with a 

BOW+UMLS representation technique. When 

combining the human and classifier decisions, 

the precision level decreased a bit compared to 

the one that the machine obtained. We believe 

that this is the case because some of the abstracts 

that the classifier excluded were included by the 

first human reviewer and, with this decision 

process in place, the level of precision dropped. 

Our goal of improving the recall level from 

the first level of screening is achieved, since 

when both the classifier and the human judge are 

integrated in the workflow, the recall level jumps 

from 79.7% to 92.7%. 

We believe that the low level of precision 

that is obtained for the human reviewer, for the 

human-classifier workflow, and for the classifier, 

is due to the fact that we are running experiments 

for the first screening phase when we use only 

the abstracts as source of information and not the 

entire articles.  

We believe that further investigations are re-

quired to fully replace a human reviewer with an 

automatic classifier but the results obtained with 

the per-question method encourage us to believe 

that this is a suitable solution for reaching our 

final goal.  

7 Conclusions and Future Work  

In this paper, we looked at two methods by 

which we envision the way automatic text classi-

fication techniques could help the workflow of 

building systematic reviews.  

The first method is a straight-forward appli-

cation of the representations and learning algo-

rithms that capture the specifics of the data: med-

ical domain, huge number of features, misclassi-

fication, and imbalanced classes.  

We showed that the specifics of the human 

protocol in which systematic reviews are built 

have a positive effect when deployed in an auto-

matic way. We believe that the tedious process 

that is currently used for building systematic re-

views can be lightened by the use of a classifier 

in combination with only one human judge. By 

having a human judge in the loop, we ensure that 

the workflow is reliable and that the system can 

be easily integrated in the workflow.  

 In future work we would like to look into 

ways of improving the results by the way we 

chose the training data set and by integrating 

more domain specific knowledge. We would also 

like to investigate ways by witch we can update 

systematic reviews.  
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Abstract 

This paper presents a fuzzy set theory 
based approach to Chinese sentence-level 
sentiment classification. Compared with 
traditional topic-based text classification 
techniques, the fuzzy set theory provides 
a straightforward way to model the 
intrinsic fuzziness between sentiment 
polarity classes. To approach fuzzy 
sentiment classification, we first propose 
a fine-to-coarse strategy to estimate 
sentence sentiment intensity. Then, we 
define three fuzzy sets to represent the 
respective sentiment polarity classes, 
namely positive, negative and neutral 
sentiments. Based on sentence sentiment 
intensities, we further build membership 
functions to indicate the degrees of an 
opinionated sentence in different fuzzy 
sets. Finally, we determine sentence-level 
polarity under maximum membership 
principle. We show that our approach can 
achieve promising performance on the 
test set for Chinese opinion analysis pilot 
task at NTCIR-6. 

1 Introduction 

With the explosive growth of the user-generated 
content on the web over the past years, opinion 
mining has been attracting an ever-increasing 
amount of attention from the natural language 
processing community. As a key issue in 
opinions mining, sentiment classification aims to 
classify opinionated documents or sentences as 
expressing positive, negative or neutral opinions, 
and plays a critical role in many opinion mining 
applications such as opinion summarization and 
opinion question answering. 

Although recent years have seen a great 
progress in sentiment analysis, it is still 
challenging to develop a practical sentiment 
classifier for open applications. This is largely 
due to the particularities of subjective languages. 
Unlike factual text, opinion text is usually 
expressed in a more subtle or arbitrary manner 
(Pang and Lee, 2008). Moreover, the sentiment 
orientation of a subjective expression is often 
context, domain and/or even order-dependent 
(Pang and Lee, 2008). This makes it hard to 
explore informative cues for sentiment 
classification. In particular, the final semantic 
orientation of an opinionated sentence often 
depends on the synthetic effects of all sentiment 
units (e.g. sentiment words or phrases) within it. 
Therefore, sentiment granularity selection and 
polarity aggregation are two important factors 
that affect sentiment classification performance. 

In addition, real opinion texts do not contain 
precisely-defined criteria of membership with 
respect to polarity classes. Most current work 
employs supervised machine learning techniques 
like naive Bayesian models and support vector 
machines to perform sentiment classification. 
While they have shown a good performance in 
traditional topic-based text classification tasks 
(Wang, 2006), their applications in sentiment 
classification are far from satisfactory (Pang et 
al., 2002). The reason might be the intrinsic 
fuzziness between sentiment polarity classes. 
Relative to the concept of objective topics like 
sports and politics in traditional text 
classification, the division between positive 
sentiments and negative sentiments is rather 
vague, which does not make clear boundary 
between their conceptual extensions. Such vague 
conceptual extension in sentiment polarity 
inevitably raises another challenge to sentiment 
classification.  
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To address the above problems, in this paper 
we exploit fuzzy set theory to perform Chinese 
sentiment classification at sentence level. To 
approach this task, we first consider multiple 
sentiment granularities, including sentiment 
morphemes, sentiment words and sentiment 
phrases, and develop a fine-to-coarse strategy for 
computing sentence sentiment intensity. Then, 
we reformulate the three classes of sentiment 
orientations, namely positive, negative and 
neutral sentiments, as three fuzzy sets, 
respectively. To describe the membership of an 
opinion sentence in a special sentiment fuzzy set, 
we further construct membership functions based 
on sentence sentiment intensity, and thus 
determine the final semantic orientation of a 
given opinionated sentence under the principle of 
maximum membership. We show that the 
proposed approach can achieve a promising 
performance on the test set for Chinese opinion 
analysis pilot task at NTCIR-6. 

The remainder of the paper is organized as 
follows: Section 2 provides a brief review of the 
literature on sentiment classification. In Section 3, 
we describe the fine-to-coarse strategy for 
estimating sentiment intensity of opinionated 
sentences. Section 4 details how to apply fuzzy 
set theory in sentiment classification. Section 5 
reports our experimental results on NTCIR-6 
Chinese opinion data. Finally, section 6 
concludes our work and discusses some possible 
directions for future research. 

2 Related Work 

Sentiment classification has been extensively 
studied at different granularity levels. At lexical 
level, Andreevskaia and Bergler (2006) exploit 
an algorithm for extracting sentiment-bearing 
adjectives from the WordNet based on fuzzy 
logic. Following (Turney, 2002), Yuen et al. 
(2004) investigate the association between 
polarity words and some strongly-polarized 
morphemes in Chinese, and present a method for 
inferring sentiment orientations of Chinese words. 
More recently, Ku et al. (2009) consider eight 
morphological types that constitute Chinese 
opinion words, and develop a machine learning 
based classifier for Chinese word-level sentiment 
classification. They show that using word 
structural features can improve performance in 
word-level polarity classification. At phase level, 

Turney (2002) presents a technique for inferring 
the orientation and intensity of a phrase 
according to its PMI-IR statistical association 
with a set of strongly-polarized seed words. 
More recently, Wilson et al. (2009) distinguish 
prior and contextual polarity, and thus describe a 
method to phrase-level sentiment analysis. At 
sentence level, Yu and Hatzivassiloglou (2003) 
propose to classify opinion sentences as positive 
or negative in terms of the main perspective 
being expressed in opinionated sentences. Kim 
and Hovy (2004) try to determine the final 
sentiment orientation of a given sentence by 
combining sentiment words within it. However, 
their system is prone to produce error sentiment 
classification because they only consider 
sentiment words near opinion holders and ignore 
some important words like adversative 
conjunctions. To compute sentiment intensity of 
opinionated sentences, in this study we propose a 
fine-to-coarse strategy, which take into account 
multiple granularity sentiments, from sentiment 
morphemes, sentiment words to sentiment 
phrases, and can thus handle both unknown 
lexical sentiments and contextual sentiments in 
sentiment classification. 

Most recent studies apply machine learning 
techniques to perform sentiment classification. 
Pang et al. (2002) attempt three machine learning 
methods, namely naive Bayesian models, 
maximum entropy and support vector machines 
in sentiment classification. They conclude that 
the traditional machine learning methods do not 
perform well enough in sentiment analysis. 
Wilson et al. (2009) further employ several 
machine learning algorithms to explore important 
features for contextual polarity identification. 
Different from most existing works that focus on 
traditional text classification techniques, in this 
study we attempt to resolve sentiment 
classification problems under the framework of 
fuzzy set theory. We choose fuzzy set theory 
because it provides a more straightforward way 
to represent the intrinsic fuzziness in sentiment. 

3 Sentence-Level Sentiment Intensity 

In this section, we describe a fine-to-coarse 
strategy to compute sentence-level sentiment 
intensity. After a brief discussion of the 
relationship between Chinese sentiment words 
and their component morphemes in Section 3.1, 
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we extract a dictionary of sentiment morphemes 
from a sentiment lexicon, and compute their 
opinion scores using a modified chi-square 
technique. Then, we develop two rule-based 
strategies for word-level and phrase-level 
polarity identification, respectively. Finally, we 
calculate the final sentiment intensity of an 
opinionated sentence by summing the opinion 
score of all phrases within it. 

3.1 Sentiment words and morphemes 

As shown in Table 1, Chinese sentiment words 
can be categorized into static polar words and 
dynamic polar words. The polarity of a static 
polar word remains unchanged while a dynamic 
polar word may have different polarity in 
different contexts or domains.  
 
Type Example 

Positive 美丽 ‘beautiful’, 温柔 ‘gentle’ 
Negative 卑劣 ‘beggary’, 错误‘wrong’ 

Static 
polar 
word Neutral 还可以 ‘acceptable’ 
Dynamic polar words 大‘big’, 高‘high’ 

Table 1. Types of Chinese sentiment words 
 
For a static polar word, its polarity can be 

easily determined by referring to a sentiment 
lexicon. However, a precompiled dictionary 
cannot cover all sentiment words in real text, 
which raises an issue of predicting the polarity of 
out-of-vocabulary (OOV) sentiment words. To 
address this problem, we introduce sentiment 
morphemes. As Table 2 shows, here we consider 
two types of sentiment morphemes, namely 
positive morphemes and negative morphemes.  
 

Morpheme 
types 

Sentiment 
morphemes 

Sentiment words 
composed by sentiment 
morphemes 美‘beauty’ 
精美 ‘exquisite’ 优美 ‘graceful’ Positive 

morphemes 爱‘love’ 
喜爱 ‘like’ 爱慕 ‘adoration’ 污‘dirty’ 
污染 ‘pollution’ 贪污 ‘corruption’ Negative 

morphemes 败‘fail’ 
腐败 ‘corruption’ 败坏 ‘undermine’ 

Table 2. Types of Chinese sentiment morphemes 
 
In most cases, the polarity of a sentiment word 

is closely related to the semantic orientation of 

its component morphemes. In other words, word-
level polarity can often be determined by some 
key component sentiment morphemes within 
sentiment words. Take the following three 
sentiment words for example, 败坏 ‘undermine’, 腐败 ‘corruption’, and 败类 ‘degenerate’. They 
share a same negative sentiment morpheme败 
‘fail’, and thus have the same negative 
orientation. Based on this observation, here we 
use morpheme-level polarity, rather than a 
sentiment lexicon, to predict the polarity of static 
sentiment words, particularly the OOV sentiment 
words in real text. 

As for dynamic sentiment words, traditional 
lexicon-based methods do not work for their real 
polarity changes with contexts. We will discuss 
the problem of dynamic polarity identification in 
Section 3.4.  

3.2 Identifying morpheme-level polarity 

Sentiment morphemes prove to be helpful in 
dealing with OOV polarity (Ku et al, 2009). 
However, there is not a dictionary of sentiment 
morphemes available for sentiment analysis. To 
avoid this, we propose to automatically extract 
sentiment morphemes from some existing 
sentiment lexicon using chi-square (χ2) technique. 
Formula (1) presents the χ2 of a morpheme m 
within a sentiment word of category c. 
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where m denotes a sentiment morpheme. c∈ 
{positive, negative} denotes the polarity of a 
certain sentiment word w that contain m. n is the 
total number of sentiment words in the lexicon. 
To calculate χ2, we need to construct a 2×2 
contingency table from the sentiment lexicon. As 
shown in Table 3, n11, n12, n21 and n22 denote the 
observed frequencies, respectively. 

 
Polar word w belong to c not belong to c 
contain m n11 n12 
not contain m n21 n22 

Table 3. The 2×2 contingency table for χ2 
 

The traditional χ2 statistics in Formula (1) can 
demonstrate the degree of contributions that a 
sentiment morpheme forms a special group of 
sentiment words. However, it cannot indicate 
whether the morpheme and the sentiment 
category are either positively- or anti-correlated. 
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Such information is very important for inferring 
word-level polarity from sentiment morphemes. 
To compensate for this deficiency, we modify 
the traditional χ2 by injecting positive correlation 
and anti-correlation. Following (Wang, 2006), 
we introduce the following two rules in 
determining the sign of correlation between the 
sentiment category of words and their component 
sentiment morphemes. � If n11×n22-n12×n21>0, the morpheme and 

the sentiment category are positively 
correlated. In this case, a larger χ2 implies 
a higher likelihood that the morpheme 
belongs to the sentiment category. � If n11×n22-n12×n21<0, the morpheme and 
the sentiment category are anti-correlated. 
In this case, a larger χ2 value implies a 
higher likelihood that the morpheme does 
not belong to the sentiment category. 

Thus, we obtain a modified χ2 statistics as 
follows. 
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With the χ2' statistic, we can build a dictionary 
of sentiment morphemes from a source sentiment 
lexicon, and further determine the polarity of 
each sentiment morpheme using the two rules as 
shown in Definitions 1 and 2.  
Definition 1 (positive sentiment morphemes). 
If the χ2' statistic between a morpheme m and 
positive sentiment words is greater than zero, 
then m can be identified as positive. 
Definition 2 (negative sentiment morphemes). 
If the χ2' statistic between a morpheme m and 
positive sentiment words is smaller than zero, 
then m can be identified as is negative. 

Table 4 illustrates some extracted sentiment 
morphemes and their χ2' values. 

 
Types of morphemes Examples χ2′ 美‘beautiful’ 111.78 爱‘love’ 65.88 Positive morphemes 喜‘happy’ 40.72 死‘die’ -104.97 败‘failed’ -45.28 Negative morphemes 恶‘evil’ -72.37 
Table 4. χ2′ values of sentiment morphemes 

3.3 Identifying word-level polarity 

To determine word-level polarity, we employ 
morpheme-based rules. First of all, we normalize 

the χ2' value of each sentiment morpheme m into 
[-1, 1] by dividing it with the maximum absolute 
value. Such normalized chi-square, denoted by 
chi(m), is further viewed as the opinion score of 
the sentiment morpheme m. Thus, we can 
determine whether a word is a sentiment or not 
using a simple rule: if a word contains sentiment 
morphemes, it is a sentiment word. Finally, we 
can calculate the opinion score of a word w 
consisting of morphemes mi, (1≤i≤2)1, using the 
following two rules. � If m1 is a negation, e.g. 不 ‘not’ and 非 

‘non-’, then Score(w)= -1× chi(m2). � If m1 is not a negation morpheme, then 
Score(w)=Sign(chi(mi))×Max(|chi(mi)|). 
Where, Max(|chi(mi)|) is the largest 
absolute value among the opinion scores 
of morphemes within a word w, 
Sign(chi(mi)) denotes the positive or 
negative sign of m, namely ‘-’ and ‘+’. 

3.4 Identifying phrase-level polarity 

To handle contextual polarity, we apply lexical 
polarity to determine the sentiment orientation of 
phrases within an opinionated sentence. Based on 
(Hatzivassiloglou and Wiebe, 2000) and (Turney, 
2002), we consider four types of structures (as 
shown in Table 5) during sentiment phrase 
extraction. To simplify the process, we reduce 
some function words like 的 ‘’s’ and 与 ‘and’ 
from the input sentences before extraction in that 
they have no influence on sentiment orientation 
determination, and focus on extracting two 
consecutive words. Different from (Turney, 
2002), we consider phrases with negations as 
their initial words. In this way, we can handle the 
local negation that may reverse polarity. 

 
Phrase structures Examples 
Phases containing a 
adjective 成功率高 ‘high success rate’ 

Phrases containing a 
verb 详细讨论‘carefully discuss’ 

Phrase containing an 
idiom 

企图掩人耳目 /‘intent to 
deceive the public’ 

Phrases beginning with 
a negation 没有证据‘no evidence’ 

Table 5. Structures of opinion phrases 
                                                
1 For words that contain three or more characters, 
particularly the four-character idioms, their polarity 
can be determined using the second rule. 
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After opinion phrase extraction, we continue 
to calculate the opinion score of the extracted 
phrases using rules that are similar to (Hu and 
Liu, 2004). Before going to the details of phrase-
level opinion score calculation, we need to give 
some definitions in advance. 
Definition 3 (increased dynamic polar words). 
An increased dynamic polarity word can increase 
the orientation strength of sentiment words that it 
modifies without changing their polarity. For 
example, the word大  ‘serious’ in the phrase 污污大 ‘serious pollution’ and the word 高 
‘high’ in  the phrase 效益高 ‘high benefit’. 
Definition 4 (decreased dynamic polar word). 
A decreased dynamic polarity word can decrease 
the orientation strength of sentiment words that it 
modifies and at the same time, reverse their 
polarity. For example, the word “小” ‘little’ in 
the phrase污染小 ‘little pollution’ and the word 低 ‘low’ in the phrase 效益低 ‘low benefit’.  

To calculate phrase-level opinion scores, we 
construct a dictionary of dynamic polar words by 
extracting adjectives and verbs that contain a 
single-character seed morpheme like 少 ‘little’ 
from the training corpus. Table 6 illustrates some 
increased and decreased dynamic polar words 
and their signs for changing polarity.  

 
Dynamic 
polar word 

Example Polarity sign 

Increased 
高 ‘high’  增加 ‘increase’ 提升 ‘upgrade’ 

Sign(increased)=1 

Decreased 
下降 ‘down’ 减少 ‘reduce’  缩小 ‘diminish’ 

Sign(decreased)=-1 

Table 6. Dynamic words and their polarity sign 
 
With these dynamic polar words, we can then 

calculate the opinion score of a given opinion 
phrase pi that consists of two words (denoted by 
wj, j∈{1,2}), using three rules as follows. � If w1 is a negation, e.g. 不 ‘no’ and 没有 

‘without’, then Score(pi) =  -1×Score(w2). � If pi involves a dynamic word wd, then  
Score(pi) = Sign(wd) × Score(wj). Where, 
Sign(wd) denotes the polarity sign of 
dynamic words shown in Table 6.  � Otherwise, Score(pi) = Sign(wj) × Max 
(|Score(wj)|). Where Max(|Score(wordj)|) 

is the largest absolute value among the 
word-level opinion scores. 

4 Sentence Sentiment Classification 

4.1 Sentiment fuzzy sets and membership 
functions 

As we have mentioned above, sentiment polarity 
is vague with regard to its conceptual extension. 
There is not a clear boundary between the 
concepts of “positive”, “neutral” and “negative”. 
To better handle such intrinsic fuzziness in 
sentiment polarity, we apply the fuzzy set theory 
by (Zadeh, 1965) to sentiment classification. To 
do so, we first redefine sentiment classes as three 
fuzzy sets, and then apply existing fuzzy 
distributions to construct membership functions 
for the three sentiment fuzzy sets.  

In our formulation, all the opinionated 
sentences under discussion are represented as a 
sorted set, denoted by X, in terms of their opinion 
scores. Thus, we have X = [Min(Opinion  
Score(Si)), …, Max(Opinion Score(Si))]. Where, 
i={1,…,n}, Min(Opinion Score(Si)) and 
Max(Opinion Score(Si)) denotes the respective 
minimum and maximum opinion scores. The 
details of the fuzzy sets and their membership 
functions are given in Definitions 5, 6 and 7, 
respectively. 
Definition 5 (positive sentiment fuzzy set). if X 
is a collection of sentiment opinions (denoted by 

x), then a positive sentiment fuzzy set P
~

in X can 
be defined as a set of ordered pairs, namely 

}|))(,{(
~

~ XxxxP
P

∈= µ , 

where )(~ x
P

µ  denotes the membership function of 

x in P
~

 that maps X to the membership space M. 
We choose the rise semi-trapezoid distribution 

(Zimmermann, 2001) as the membership 
function of the positive sentiment fuzzy set, 
namely 
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where x denotes the opinion score of a sentence 
under discussion. The adjustable parameters a 
and b can be defined as a = Min(xi) + λ1(Max(xi) 
- Min(xi)/k) and b = Min(xi) + λ2(Max(xi) - 
Min(xi)/k), respectively. Max(xi) and Min(xi) 
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denote the respective minimum and maximum 
values within X. λ1, λ2 and k are parameters. Here 
we set λ1= 5.2, λ2 = 5.4, and k = 10. 
Definition 6 (neutral sentiment fuzzy set). if X 
is a collection of sentiment opinions (denoted by 

x), then a neutral sentiment fuzzy set E
~

in X can 
be defined as a set of ordered pairs, namely 

}|))(,{(
~

~ XxxxE
E

∈= µ , 

where )(~ x
E

µ  denotes the membership function of 

x in E
~

 that maps X to the membership space M. 
As shown in Formula (4), we also select the 

semi-trapezoid distribution (Zimmermann, 2001) 
as the membership function of the neutral 
sentiment fuzzy set. 
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where x denotes the opinion score of a sentence 
under test. a, b, c and d are adjustable parameters 
that can be defined as a = Min(xi) + λ1(Max(xi)- 
Min(xi)/k), b=Min(xi) +m1(Max(xi) - Min(xi)/k), 
c = Min(xi) + m2(Max(xi) - Min(xi)/k) and d= 
Min(xi) + λ2(Max(xi) - Min(xi)/k), respectively. 
Max(xi) and Min(xi) denotes the respective 
minimum and maximum values within X. λ1, λ2, 
m1, m2  and k are parameters, Here  we set λ1 = 
5.2, λ2 = 5.5, m1 = 5.26, m2 = 5.33, and k = 10. 
Definition 7 (negative sentiment fuzzy set). if X 
is a collection of sentiment opinions (denoted by 
x), then a negative sentiment fuzzy set N

~
in X 

can be defined as a set of ordered pairs, namely 

}|))(,{(
~

~ XxxxN
N

∈= µ , 

where )(~ x
N

µ  denotes the membership function 

of x in N
~

 that maps X to membership space M. 
To represent the membership function of the 

negative sentiment fuzzy set, we employ the drop 
semi-trapezoid distribution (Zimmermann, 2001), 
namely 
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where x denotes the opinion score of a subjective 
sentence under discussion. The adjustable 
parameters a and b can be defined as a = Min(xi) 
+ λ1(Max(xi) - Min(xi)/k) and b = Min(xi) + λ2(Max(xi) - Min(xi)/k), respectively. Max(xi) and 
Min(xi) refer to the corresponding minimum and 
maximum values in X. λ1, λ2, and k are 
parameters. Here we set λ1=5.2, λ2=5.3 and k=10. 

4.2 Determining sentence polarity 

Based on the above membership functions, we 
can now calculate the grade of membership of a 
given opinionated sentence in each sentiment 
fuzzy set, and thus determine its polarity under 
the principle of maximum membership. The 
basic idea is as follows: Let Ã1, Ã2, …, Ãn  be the 
fuzzy sets of X. ∃x0∈X, if 

~ ~

0 0
1

( ) max{ ( )}k i
i n

A x A x
≤ ≤

=
 

then x0 is a membership of the fuzzy set Ãk.  

5 Experiments and Results 

To assess the effectiveness of our approach, we 
implemented a classification system for Chinese 
sentence-level sentiment analysis. The system 
involves three main modules, namely a lexical 
analysis module, a subjectivity detection module 
and a sentiment classification module. To 
explore lexical cues for sentiment analysis, the 
morpheme-based chunking technique by (Fu, Kit 
and Webster, 2008) is employed in the lexical 
analysis module to carry out word segmentation 
and part-of-speech tagging tasks. To conform to 
the NTCIR-6 evaluation, a sentiment density-
based naive Bayesian classifier is also embedded 
in the second module to perform opinionated 
sentence detection. The details of this classifier 
can be seen in (Wang and Fu, 2010). To evaluate 
our system, we conducted experiments on the 
NTCIR-6 Chinese opinion data. This section 
reports the experimental results. 

5.1 Experimental setup 

In our experiments, we use the same test set for 
the Chinese opinion analysis tasks at NTCIR-6. 
The basic statistics is presented in Table 7. For 
comparison, the performance is reported in terms 
of the same metrics as used in NTCIR-6. They 
are F-score (F), recall (R), precision (P) under 
the LWK evaluation with lenient standard. 
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Item Number 
Topics 32 
Documents 843 
Sentences 11907 
Opinionated sentences under the 
lenient standard 

62% 

Table 7. Basic statistics of the test set for 
Chinese opinion tasks at NTCIR-6 

 
The basic sentiment lexicon used in our 

system contains a total of 17138 sentiment words, 
which is built from the CUHK and NTU 
sentiment lexica by excluding some derived 
opinion words like 不不不 ‘not beautiful’. In 
addition, we also construct a list of 95 dynamic 
polarity words using the method described in 
Section 3.4. 

5.2 Experimental results 

The experiments are designed to examine the 
following two issues: 

(1) As we have discussed above, it is a key 
issue to select a proper granularity for sentiment 
classification. To determine the sentiment 
orientation of an opinionated sentence, we use a 
fine-to-coarse strategy that considers three types 
of sentiment units, namely sentiment morphemes, 
sentiment words and sentiment phrases. 
Therefore, the first intention of our experiments 
is to investigate how the use of different 
sentiment granularity affects the performance of 
Chinese sentence-level sentiment classification. 
To do this, we take the above three sentiment 
granularity as the basic units for computing 
sentence-level sentiment intensity, respectively, 
and examine the relevant sentiment classification 
results.  

(2) To the best of our knowledge, this study 
may be the first attempt to apply the fuzzy set 
theory in Chinese sentiment classification. 
Therefore, our second motivation is to examine 
whether it is feasible to apply fuzzy set theory in 
sentiment classification by comparing our system 
with other public systems for Chinese opinion 
analysis pilot task at NTCIR-6.  

Table 8 presents the experimental results with 
different sentiment granularities. It can be 
observed that the system with word as the basic 
sentiment units slightly performs better than the 
system based on sentiment morphemes. But a 
prominent improvement of performance can be 

obtained after using sentiment phrases. This 
reason may be that under the fine-to-coarse 
framework, sentiment classification based on 
sentiment phrases can handle both internal and 
external contextual sentiment information, and 
can thus result in performance improvement. 
 

Granularity P R F 
Morpheme 0.389 0.480 0.430 
Word 0.393 0.485 0.434 
Phrase 0.415 0.512 0.458 

Table 8. Performance on sentiment classification 
with different sentiment granularity 

 
Table 9 illustrates the comparison of our 

system with the best system for Chinese opinion 
analysis pilot task at NTCIR-6, namely the 
CUHK system (Seki et al., 2007; Xu, Wong and 
Xia, 2007). As can be seen from Table 9, our 
system outperforms the CUHK system by 5 
percents with regard to F-score, showing the 
feasibility of using fuzzy set theory in sentiment 
classification. 
 

System P R F 
CUHK 0.522 0.331 0.405 
Our system 0.415 0.512 0.458 

Table 9. Comparison of our system with the best 
system at NTCIR-6 under lenient standard 

6 Conclusion and Future Work 

In this paper, we have described a fuzzy set 
theory based framework for Chinese sentence-
level sentiment classification. To handle 
unknown polarity and contextual polarity as well, 
we consider three types of sentiment 
granularities, namely sentiment morphemes, 
words and phrases in calculating sentiment 
intensity of opinionated sentenced. Furthermore, 
we define three fuzzy sets to represent polarity 
classes and construct the relevant membership 
functions, respectively. Compared with most 
existing work, the proposed approach provides a 
straightforward way to model the vagueness in 
conceptual division of sentiment polarity. The 
experimental results show that our system 
outperforms the best system for Chinese opinion 
analysis pilot task at NTCIR-6 under the lenient 
evaluation standard.  

The encouraging results of the fuzzy set-based 
approach suggest several possibilities for future 
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research. Our experiments demonstrate that the 
incorporation of multiple granularity polarity has 
a positive effect on sentiment classification 
performance. To further enhance our system, in 
future we intend to exploit more tailored 
techniques for aggregating multiple-granularity 
polarity within opinionated sentences. Moreover, 
we plan to optimize the proposed membership 
functions for fuzzy sentiment classification. 
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Abstract

Out-of-vocabulary (OOV) words present a
significant challenge for Machine Trans-
lation. For low-resource languages, lim-
ited training data increases the frequency
of OOV words and this degrades the qual-
ity of the translations. Past approaches
have suggested using stems or synonyms
for OOV words. Unlike the previous
methods, we show how to handle not just
the OOV words but rare words as well
in an Example-based Machine Transla-
tion (EBMT) paradigm. Presence of OOV
words and rare words in the input sentence
prevents the system from finding longer
phrasal matches and produces low qual-
ity translations due to less reliable lan-
guage model estimates. The proposed
method requires only a monolingual cor-
pus of the source language to find can-
didate replacements. A new framework
is introduced to score and rank the re-
placements by efficiently combining fea-
tures extracted for the candidate replace-
ments. A lattice representation scheme al-
lows the decoder to select from a beam
of possible replacement candidates. The
new framework gives statistically signif-
icant improvements in English-Chinese
and English-Haitian translation systems.

1 Introduction

An EBMT system makes use of a parallel corpus
to translate new sentences. Each input sentence
is matched against the source side of a training

corpus. When matches are found, the correspond-
ing translations in the target language are obtained
through sub-sentential alignment. In our EBMT
system, the final translation is obtained by com-
bining the partial target translations using a sta-
tistical target Language Model. EBMT systems,
like other data-driven approaches, require large
amounts of data to function well (Brown, 2000).

Having more training data is beneficial re-
sulting in log-linear improvement in translation
quality for corpus-based methods (EBMT, SMT).
Koehn (2002) shows translation scores for a num-
ber of language pairs with different training sizes
translated using the Pharaoh SMT toolkit (Koehn
et al., 2003). However, obtaining sizable paral-
lel corpora for many languages is time-consuming
and expensive. For rare languages, finding bilin-
gual speakers becomes especially difficult.

One of the main reasons for low quality transla-
tions is the presence of large number of OOV and
rare words (low frequency words in the training
corpus). Variation in domain and errors in spelling
increase the number of OOV words. Many of the
present translation systems either ignore these un-
known words or leave them untranslated in the fi-
nal target translation. When data is limited, the
number of OOV words increases, leading to the
poor performance of the translation models and
the language models due to the absence of longer
sequences of source word matches and less reli-
able language model estimates.

Approaches in the past have suggested using
stems or synonyms for OOV words as replace-
ments (Yang and Kirchhoff, 2006). Similarity
measures have been used to find words that are
closely related (Marton et al., 2009). For morpho-
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logically rich languages, the OOV word is mor-
phologically analyzed and the stem is used as its
replacement (Popović and Ney, 2004).

This paper presents a simpler method inspired
by the Context-based MT approach (Carbonell et
al., 2006) to improve translation quality. The
method requires a large source language mono-
lingual corpus and does not require any other
language dependent resources to obtain replace-
ments. Approaches suggested in the past only
concentrated on finding replacements for the OOV
words and not the rare words. This paper pro-
poses a unified method to find possible replace-
ments for OOV words as well as rare words based
on the context in which these words appear. In
the case of rare words, the translated sentence is
traced back to find the origin of the translations
and the target translations of the replacements are
replaced with the translations of the rare words. In
the case of OOV words, the target translations are
replaced by the OOV word itself. The main idea
for adopting this approach is the belief that the
EBMT system will be able to find longer phrasal
matches and that the language model will be able
to give better probability estimates while decod-
ing if it is not forced to fragment text at OOV and
rare-word boundaries. This method is highly ben-
eficial for low-resource languages that do not have
morphological analysers or Part-of-Speech (POS)
taggers and in cases where the similarity measures
proposed in the past do not find closely related
words for certain OOV words.

The rest of the paper is organized as follows.
The next section (Section 2) discusses related
work in handling OOV words. Section 3 describes
the method adopted in this paper. Section 4 de-
scribes the experimental setup. Section 5 reports
the results obtained with the new framework for
English-Chinese and English-Haitian translation
systems. Section 6 concludes and suggests pos-
sible future work.

2 Related Work

Orthographic and morpho-syntactic techniques
for preprocessing training and test data have been
shown to reduce OOV word rates. Popović
and Ney (2004) demonstrated this on rich mor-
phological languages in an SMT system. They

introduced different types of transformations to
the verbs to reduce the number of unseen word
forms. Habash (2008) addresses spelling, name-
transliteration OOVs and morphological OOVs in
an Arabic-English Machine Translation system.
Phrases with the OOV replacements in the phrase
table of a phrase-based SMT system were “recy-
cled” to create new phrases in which the replace-
ments were replaced by the OOV words.

Yang and Kirchhoff (2006) proposed a back-
off model for phrase-based SMT that translated
word forms in the source language by hierarchi-
cal morphological phrase level abstractions. If
an unknown word was found, the word was first
stemmed and the phrase table entries for words
sharing the same stem were modified by replacing
the words with their stems. If a phrase entry or a
single word phrase was found, the corresponding
translation was used, otherwise the model backed
off to the next level and applied compound split-
ting to the unknown word. The phrase table in-
cluded phrasal entries based on full word forms as
well as stemmed and split counterparts.

Vilar et al. (2007) performed the translation
process treating both the source and target sen-
tences as a string of letters. Hence, there are
no unknown words when carrying out the actual
translation of a test corpus. The word-based sys-
tem did most of the translation work and the letter-
based system translated the OOV words.

The method proposed in this work to han-
dle OOV and rare words is very similar to the
method adopted by Carbonell et al. (2006) to gen-
erate word and phrasal synonyms in their Context-
based MT system. Context-based MT does not
require parallel text but requires a large monolin-
gual target language corpus and a fullform bilin-
gual dictionary. The main principle is to find those
n-gram candidate translations from a large target
corpus that contain as many potential word and
phrase translations of the source text from the dic-
tionary and fewer spurious content words. The
overlap decoder combines the target n-gram trans-
lation candidates by finding maximal left and right
overlaps with the translation candidates of the pre-
vious and following n-grams. When the overlap
decoder does not find coherent sequences of over-
lapping target n-grams, more candidate transla-
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tions are obtained by substituting words or phrases
in the target n-grams by their synonyms.

Barzilay and McKeown (2001) and Callison-
Burch et al. (2006) extracted paraphrases from
monolingual parallel corpus where multiple trans-
lations were present for the same source. The syn-
onym generation in Carbonell et al. (2006) differs
from the above in that it does not require paral-
lel resources containing multiple translations for
the same source language. In Carbonell et al.
(2006), a list of paired left and right contexts that
contain the desired word or phrase are extracted
from the monolingual corpus. The same corpus
is used to find other words and phrases that fit the
paired contexts in the list. The idea is based on the
distributional hypothesis which states that words
with similar meanings tend to appear in similar
contexts (Harris, 1954). Hence, their approach
performed synonym generation on the target lan-
guage to find translation candidates that would
provide maximal overlap during decoding.

Marton et al. (2009) proposed an approach sim-
ilar to Carbonell et al. (2006) to obtain replace-
ments for OOV words, where monolingual dis-
tributional profiles for OOV words were con-
structed. Hence, the approach was applied on the
source language side as opposed to Carbonell et
al. (2006) which worked on the target language.
Only similarity scores and no other features were
used to rank the paraphrases (or replacements)
that occured in similar contexts. The high rank-
ing paraphrases were used to augment the phrase
table of phrase-based SMT.

All of the previously suggested methods only
handle OOV words (except Carbonell et al. (2006)
which handles low frequency target phrases) and
no attempt is made to handle rare words. Many of
the methods explained above directly modify the
training corpus (or phrase table in phrase-based
SMT) increasing the size of the corpus. Our
method clusters words and phrases based on their
context as described by Carbonell et al. (2006) but
uses the clustered words as replacements for not
just the OOV words but also for the rare words
on the source language side. Our method does
not make use of any morphological analysers,
POS taggers or manually created dictionaries
as they may not be available for many rare or

low-resource languages. The translation of the
replacements in the final decoded target sentence
is replaced by the translation of the original word
(or the source word itself in the OOV case),
hence, we do not specifically look for synonyms.
The only condition for a word to be a candidate
replacement is that its left and right context need
to match with that of the OOV/rare-word. Hence,
the clustered words could have different semantic
relations. For example,

(cluster1):“laugh, giggle, chuckle, cry, weep”
where “laugh, giggle, chuckle” are synonyms and
“cry, weep” are antonyms of “laugh”.

Clusters can also contain hypernyms (or hy-
ponyms), meronyms (or holonyms), troponyms
and coordinate terms along with synonyms and
antonyms. For example,

(cluster2):“country, region, place, area, dis-
trict, state, zone, United States, Canada, Korea,
Malaysia”.
where “country” is a hypernym of “United
States/Canada/Korea/Malaysia”. “district” is a
meronym of “state”. “United States, Canada,
Korea, Malaysia” are coordinate terms sharing
“country” as their hypernym.

The contributions made by the paper are three-
fold: first, replacements are found for not just the
OOV words but for the rare words as well. Sec-
ond, the framework used allows scoring replace-
ments based on multiple features to permit op-
timization. Third, instead of directly modifying
the training corpus by replacing the candidate re-
placements by the OOV words, a new representa-
tion scheme is used for the test sentences to effi-
ciently handle a beam of possible replacements.

3 Proposed Method

Like Marton et al. (2009), only a large monolin-
gual corpus is required to extract candidate re-
placements. To retrieve more replacements, the
monolingual corpus is pre-processed by first gen-
eralizing numbers, months and years by NUM-
BER, MONTH and YEAR tags, respectively.
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3.1 OOV and Rare words
Words in the test sentence (new source sentence
to be translated) that do not appear in the training
corpus are called OOV words. Words in the test
sentence that appear less thanK times in the train-
ing corpus are considered as rare words (in this
paper K = 3). The method presented in the fol-
lowing sections holds for both OOV as well as rare
words. In the case of rare words, the final transla-
tion is postprocessed (Section 3.7) to include the
translation of the rare word.

The procedure adopted will be explained with
a real example T (the rest of the sentence is
removed for the sake of clarity) encountered in
the test data with “hawks” as the OOV word,

T :a mobile base , hitting three hawks with
one arrow over the past few years ...

3.2 Context
As the goal is to obtain longer target phrasal trans-
lations for the test sentence before decoding,
only words that fit the left and right context of the
OOV/rare-word in the test sentence are extracted.
Unlike Marton et al. (2009) where a context list
for each OOV is generated from the contexts
of their replacements, this paper uses only the
left and right context of the OOV/rare-word.
The default window size for the context is five
words (two words to the left and two words to the
right of the OOV/rare-word). If the windowed
words contain only function words, the window
is incremented until at least one content word is
present in the resulting context. This enables one
to find sensible replacements that fit the context
well. The contexts for T are:

Left-context (L): hitting three
Right-context (R): with one arrow

The above contexts are further processed to
generalize the numbers by a NUMBER tag
to produce more candidate replacements. The
resulting contexts are now:

Left-context (L): hitting NUMBER
Right-context (R): with NUMBER arrow

As a single L − R context is used, a far
smaller number of replacements are extracted.

3.3 Finding Candidate replacements

The monolingual corpus (ML) of the source lan-
guage is used to find words and phrases (Xk) that
fitLXkR i.e., withL as its left context and/orR as
its right context. The maximum length for Xk is
set to 3 currently. The replacements are further fil-
tered to obtain only those replacements that con-
tain at least one content word. As illustrated ear-
lier, the resulting replacement candidates are not
necessarily synonyms.

3.4 Features

A local context of two to three words to the left
of an OOV/rare-word (wordi) and two to three
words to the right of wordi contain sufficient
clues for the word,wordi. Hence, local contextual
features are used to score each of the replacement
candidates (Xi,k) of wordi. Each Xi,k extracted
in the previous step is converted to a feature vector
containing 11 contextual features. Certainly more
features can be extracted with additional knowl-
edge sources. The framework allows adding more
features, but for the present results, only these 11
features were used.

As our aim is to assist the translation system in
finding longer target phrasal matches, the features
are constructed from the occurrence statistics of
Xi,k from the bilingual training corpus (BL). If a
candidate replacement does not occur in the BL,
then it is removed from the list of possible replace-
ment candidates.

Frequency counts for the features of a partic-
ular replacement, Xi,k, extracted in the context
of Li,−2Li,−1 (two preceding words of wordi)
and Ri,+1Ri,+2 (two following words of wordi)
(the remaining words in the left and right context
of wordi are not used for feature extraction) are
obtained as follows:

f1: frequency of Xi,kRi,+1

f2: frequency of Li,−1Xi,k

f3: frequency of Li,−1Xi,kRi,+1

f4: frequency of Li,−2Li,−1Xi,k

f5: frequency of Xi,kRi,+1Ri,+2

f6: frequency of Li,−2Li,−1Xi,kRi,+1
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f7: frequency of Li,−1Xi,kRi,+1Ri,+2

f8: frequency of Li,−2Li,−1Xi,kRi,+1Ri,+2

f9: frequency of Xi,k in ML
f10: frequency of Xi,k in BL
f11: number of feature values (f1, ..f10) > 0

f11 is a vote feature which counts the num-
ber of features (f1 ... f10) that have a value
greater than zero. The features are normalized
to fall within [0, 1]. The sentences in ML, BL
and test data are padded with two begin markers
and two end markers for obtaining counts for
OOV/rare-words that appear at the beginning or
end of a test sentence.

3.5 Representation

Before we go on to explaining the lattice repre-
sentation, we would like to make a small clarifica-
tion in the terminalogy used. In the MT commu-
nity, a lattice usually refers to the list of possible
partially-overlapping target translations for each
possible source n−gram phrase in the input sen-
tence. Since we are using the term lattice to also
refer to the possible paths through the input sen-
tence, we will call the lattice used by the decoder,
the “decoding lattice”. The lattice obtained from
the input sentence representing possible replace-
ment candidates will be called the “input lattice”.

An input lattice (Figure 1) is constructed with
a beam of replacements for the OOV and rare
words. Each replacement candidate is given a
score (Eqn 1) indicating the confidence that a suit-
able replacement is found. The numbers in Fig-
ure 1 indicate the start and end indices (based
on character counts) of the words in the test sen-
tence. In T , two replacements were found for the
word “hawks”: “homers” and “birds”. However,
“homers” was not found in the BL and hence, it
was removed from the replacement list.

The input lattice also includes the OOV word
with a low score (Eqn 2). This allows the EBMT
system to also include the OOV/rare-word dur-
ing decoding. In the Translation Model of the
EBMT system, this test lattice is matched against
the source sentences in the bilingual training cor-
pus. The matching process would now also look
for phrases with “birds” and not just “hawks”.
When a match is found, the corresponding trans-

  

T :     a mobile base , hitting three 
  hawks with one arrow .....
input lattice:
0  0  ( “ a ” )
1  6  ( “ mobile ” )
7  10  ( “ base ” )
11  11  ( “,” )
12  18  ( “ hitting ” )
13  17  ( “ three ” )
18  22  ( “ hawks ”   0.0026)
18  22  ( “ birds ”     0.9974)
23  26  ( “ with ” )
27  29  ( “ one ” )
30  34  ( “ arrow ” )
       
       

Figure 1: Lattice of the input sentence T contain-
ing replacements for OOV words.

  

OOV/Rare word Candidate Replacements

Spelling errors
krygyzstan kyrgyzstan,...

yusukuni yasukuni,..

kilomaters kilometers, miles, km, ...

Coordinate terms
somoa india, turkey, germany, russia, japan,...

ear body, arms, hands, feet, mind, car, ...

buyers dealer, inspector, the experts, smuggler,.

Synonyms
plummet drop, dropped, fell, ....

Synonyms and Antonyms
optimal worse, better, minimal,....

Figure 2: Sample English candidate replacements
obtained.

lation in the target language is obtained through
sub-sentential alignment (Section 3.7). The scores
on the input lattice are later used by the decoder
(Section 3.7). Each replacement Xi,k for the
OOV/rare-word (wordi) is scored with a logistic
function (Bishop, 2006) to convert the dot product
of the features and weights (~λ ˙ ~fi,k) to a score be-
tween 0 and 1 (Eqn 1 and Eqn 2).

pλ(Xi,k|wordi) =
exp(~λ̇ ~fi,k)

1+
∑

j=1...S exp(
~λ̇ ~fi,j)

(1)
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pλ(wordi) =
1

1 +
∑

j=1...S exp(
~λ ˙ ~fi,j)

(2)

where, ~fi,j is the feature vector for the jth replace-
ment candidate of wordi, S is the number of re-
placements, ~λ is the weight vector indicating the
importance of the corresponding features.

3.6 Tuning feature weights
We would like to select those feature weights (~λ)
which would lead to the least expected loss in
translation quality (Eqn 3). −log(BLEU) (Pap-
ineni et al., 2002) is used to calculate the expected
loss over a development set. As this objective
function has many local minima and is piecewise
constant, the surface is smoothed using the L2-
norm regularization. Powell’s algorithm (Powell,
1964) with grid-based line optimization is used to
find the best weights. 7 different random guesses
are used to initialize the algorithm.

min
λ
Eλ[L(ttune)] + τ ∗ ||λ||2 (3)

The algorithm assumes that partial derivates of
the function are not available. Approximations of
the weights (λ1, ..λN ) are generated successively
along each of the N standard base vectors. The
procedure is iterated with a stopping criteria based
on the amount of change in the weights and the
change in the loss. A cross-validation set (in ad-
dition to the regularization term) is used to pre-
vent overfitting at the end of each iteration of the
Powell’s algorithm. This process is repeated with
different values of τ , as in Deterministic Anneal-
ing (Rose, 1998). τ is initialized with a high value
and is halved after each process.

3.7 System Description
The EBMT system finds phrasal matches for the
test (or input) sentence from the source side of
the bilingual corpus. The corresponding tar-
get phrasal translations are obtained through sub-
sentential alignment. When an input lattice is
given instead of an input sentence, the system per-
forms the same matching process for all possible
phrases obtained from the input lattice. Hence,
the system also finds matches for source phrases
that contain the replacements for the OOV/rare-
word. Only the top C ranking replacement candi-

   

      a    mobile  base   ,  hitting   three   hawks    with       one       arrow  ....
                           birds

       流动 基地   三 雕  一 箭

一 箭
雕 

三,基地
同

击球一

hawks

 “ three birds ”

移动

Decoding Lattice

 一 箭 三雕

 “ three birds with one arrow ”

Figure 3: Lattice containing possible phrasal tar-
get translations for the test sentence T .

dates for every OOV/rare word are used in build-
ing the input lattice. The optimal value of C was
empirically found to be 2. On examining the ob-
tained input lattices, the proposed method found
replacements for at the most 3 OOV/rare words in
each test sentence (Section 4). Hence, the number
of possible paths through the input lattice is not
substantially large.

The target translations of all the source phrases
are placed on a common decoding lattice. An
example of a decoding lattice for example T is
given in Figure 3. The system is now able to find
longer matches (“ three birds with one arrow ”
and “ three birds ”) which was not possible earlier
with the OOV word, “hawks”. The local order-
ing information between the translations of “three
birds” and “with one arrow” is well captured due
to the retrieval of the longer source phrasal match,
“three birds with one arrow”. Our ultimate goal
is to obtain translations for such longer n−gram
source phrases boosting the confidence of both the
translation model and the language model.

The decoder used in this paper (Brown, 2003)
works on this decoding lattice of possible
phrasal target translations (or fragments) for
source phrases present in the input lattice to gen-
erate the target translation. Similar to Pharaoh
(Koehn et al., 2003), the decoder uses multi-
level beam search with a priority queue formed
based on the number of source words translated.
Bonuses are given for paths that have overlapping
fragments. The total score (TS) for a path (Eqn
4) through the translation lattice is the arithmetic
average of the scores for each target word in the
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path. The EBMT engine assigns each candidate
phrasal translation a quality score computed as
a log-linear combination of alignment score and
translation probability. The alignment score indi-
cates the engine’s confidence that the right target
translation has been chosen for a source phrase.
The translation probability is the proportion of
times each distinct alternative translation was en-
countered out of all the translations. If the path
includes a candidate replacement, the log of the
score, pλ(wi), given for a candidate replacement
is incorporated into TS as an additional term with
a weight wt5.

TS =
1

t

t∑

i=1

[wt1 log(bi) + wt2 log(peni)

+wt3 log(qi) + wt4 log(P (wi|wi−2, wi−1))

+1I(wi=replacement)wt5 log(pλ(wi)) ] (4)

where, t is the number of target words in the path,
wtj indicates the importance of each score, bi is
the bonus factor given for long phrasal matches,
peni is the penalty factor for source and target
phrasal-length mismatches, qi is the quality score
and P (wi|wi−2, wi−1) is the LM score. The pa-
rameters of the EBMT system (wtj) are tuned on
a development set.

The target translation is postprocessed to in-
clude the translation of the OOV/rare-word with
the help of the best path information from the
decoder. In the case of OOV words, since the
translation is not available, the OOV word is put
back into the final output translation in place of
the translation of its replacement. In the output
translation of the test example T , the translation
of “birds” is replaced by the word, “hawks”. For
rare words, knowing that the translation of the rare
word may not be correct (due to poor alignment
statistics), the target translation of the replacement
is replaced by the translation of the rare word
obtained from the dictionary. If the rare word
has multiple translations, the translation with the
highest score is chosen.

4 Experimental Setup

As we are interested in improving the per-
formance of low-resource EBMT, the English-
Haitian (Eng-Hai) newswire data (Haitian Cre-

ole, CMU, 2010) containing 15,136 sentence-
pairs was used. To test the performance in other
languages, we simulated sparsity by choosing less
training data for English-Chinese (Eng-Chi). For
the Eng-Chi experiments, we extracted 30k train-
ing sentence pairs from the FBIS (NIST, 2003)
corpus. The data was segmented using the Stan-
ford segmenter (Tseng et al., 2005). Although
we are only interested in small data sets, we also
performed experiments with a larger data set of
200k. 5-gram Language Models were built from
the target half of the training data with Kneser-
Ney smoothing. For the monolingual English cor-
pus, 9 million sentences were collected from the
Hansard Corpus (LDC, 1997) and FBIS data.

EBMT system without OOV/rare-word han-
dling is chosen as the Baseline system. The pa-
rameters of the EBMT system are tuned with 200
sentence pairs for both Eng-Chi and Eng-Hai. The
tuned EBMT parameters are used for the Base-
line system and the system with OOV/rare-word
handling. The feature weights for the proposed
method are then tuned on a seperate development
set of 200 sentence-pairs with source sentences
containing at least 1 OOV/rare-word. The cross-
validation set for this purpose is made up of 100
sentence-pairs. In the OOV case, 500 sentence
pairs containing at least 1 OOV word are used for
testing. For the rare word handling experiments,
500 sentence pairs containing at least 1 rare word
are used for testing.

To assess the translation quality, 4-gram word-
based BLEU is used for Eng-Hai and 3-gram
word-based BLEU is used for Eng-Chi. Since
BLEU scores have a few limitations, the NIST and
TER metrics are also used. The test data used for
comparing the system handling OOV words and
the Baseline (without OOV word handling) is dif-
ferent from the test data used for comparing the
system handling rare words and the Baseline sys-
tem (without rare word handling). In the former
case, the test data handles only OOV words and
in the latter, the test data only handles rare words.
Hence, the test data for both the cases do not com-
pletely overlap. As we are interested in determin-
ing whether handling rare words in test sentences
is useful, we keep both the test data sets seper-
ate and assess the improvements obtained by only
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OOV/Rare system TER BLEU NIST
OOV Baseline 77.89 18.61 4.8525

Handling OOV 76.95 19.32 4.9664
Rare Baseline 74.23 22.84 5.3803

Handling Rare 74.02 23.12 5.4406

Table 1: Comparison of translation scores of the
Baseline system and system handling OOV and
Rare words for Eng-Hai.

handling OOV words and by only handling rare
words over their corresponding Baselines. As fu-
ture work, it would be interesting to create one test
data set to handle both OOV and rare words to see
the overall gain.

The test set is further split into 5 files and the
Wilcoxon (Wilcoxon, 1945) Signed-Rank test is
used to find the statistical significance.

5 Results

Sample replacements found are given in Figure 2.
For both Eng-Chi and Eng-Hai experiments, only
the top C ranking replacement candidates were
used. The value of C was tuned on the develop-
ment set and the optimal value was found to be
2. Translation quality scores obtained on the test
data with 30k and 200k Eng-Chi training data sets
are given in Table 2. Table 1 shows the results
obtained on Eng-Hai. Statistically significant im-
provements (p < 0.0001) were seen by handling
OOV words as well as rare words over their cor-
responding baselines.

As the goal of the approach was to obtain longer
target phrasal matches, we counted the number of
n-grams for each value of n present on the de-
coding lattice in the 30k Eng-Chi case. The sub-
plots: A and B in Figure 4, shows the frequency
of n-grams for higher values of n (for n > 5)
when handling OOV and rare words. The plots
clearly show the increase in number of longer tar-
get phrases when compared to the phrases ob-
tained by the baseline systems.

Since the BLEU and NIST scores were com-
puted only up to 3-grams, we further found the
number of n-gram matches (for n > 3) in the
final translation of the test data with respect to
the reference translations (subplots: C and D).
As expected, a larger number of longer n−gram
matches were found. For the OOV case, matches
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Figure 4: A, B: number of n-grams found for in-
creasing values of n on the decoding lattice. C, D:
number of target n-gram matches for increasing
values of n with respect to the reference transla-
tions.

OOV/Rare Training system TER BLEU NIST
data size

OOV 30k Baseline 82.03 14.12 4.1186
30k Handling OOV 80.97 14.78 4.1798

200k Baseline 79.41 19.90 4.6822
200k Handling OOV 77.66 20.50 4.7654

Rare 30k Baseline 82.09 15.36 4.3626
30k Handling Rare 80.02 16.03 4.4314

200k Baseline 78.04 20.96 4.9647
200k Handling Rare 77.35 21.17 5.0122

Table 2: Comparison of translation scores of the
Baseline system and system handling OOV and
Rare words for Eng-Chi.

up to 9-grams were found where the baseline only
found matches up to 8-grams.

6 Conclusion and Future Work

A simple approach to improve translation quality
by handling both OOV and rare words was pro-
posed. The framework allowed scoring and rank-
ing each replacement candidate efficiently.

The method was tested on two language pairs
and statistically significant improvements were
seen in both cases. The results showed that rare
words also need to be handled to see improve-
ments in translation quality.

In this paper, the proposed method was only ap-
plied on words, as future work we would like to
extend it to OOV and rare-phrases as well.
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Abstract

Precision-oriented search results such as
those typically returned by the major
search engines are vulnerable to issues of
polysemy. When the same term refers to
different things, the dominant sense is pre-
ferred in the rankings of search results.
In this paper, we propose a novel tech-
nique in the context of web search that uti-
lizes contextual terms provided by users
for query disambiguation, making it pos-
sible to prefer other senses without alter-
ing the original query.

1 Introduction

World Wide Web and search engines have become
an indispensable part of everyone’s everyday life.
While web search has come a long way over the
past 10 years, it still has a long way to go to re-
spond to the ever-increasing size of the web and
needs of web surfers. Today, web search is un-
der intensive and active research, drawing unpar-
alleled attention from both industry and academia.

Need of disambiguation. One of the major
challenges in web search lies in unsatisfactory rel-
evance of results caused by ambiguity. Query
terms are inherently ambiguous due to polysemy,
and most queries are short containing 1 to 3 terms
only (Jansen et al., 2000). Thus queries are in gen-
eral prone to ambiguity of user intent or informa-
tion needs, resulting in retrieval of enormous irrel-
evant pages. As the web increases in size at an in-
creasing rate, ambiguity becomes ubiquitous and
users are in increasing need of effective means of
disambiguation. The ambiguity issue and its con-
sequences are demonstrated in Example 1.

Example 1 There are 17 entries in Wikipedia for
different renown individuals under the same name
of “Jim Gray”, including a computer scientist, a
sportscaster, a zoologist, a politician, a film di-
rector, a cricketer, and so on. Suppose we intend
to find information aboutJim Gray , the Turing
award winner, we can issue a query of “Jim Gray”
in Yahoo!For this extremely famous name in com-
puter science, only 3 are relevant in the top 10
results. They are his Wikipedia entry, homepage
at Microsoft Research, and DBLP entry.

Straightforward approach. One intuitive way
of disambiguation would be to apply available do-
main knowledge and refine the query by adding
some confining contextual terms. This would gen-
erally improve precision. However, there are sev-
eral inevitable problems in this approach. First,
the improvement on precision is at the sacrifice
of recall. For example, manyJim Gray pages
may not contain the added contextual terms and
are thus excluded from the search results.

Second, the query is altered, leading to unfavor-
able ranking of results. Term proximity matters
significantly in ranking (Manning et al., 2008).
Some good pages w.r.t. the original query may
be ranked low in the new search results because
of worsened term proximity and relevance w.r.t.
the new query. Thus, with this straightforward
approach only limited success can be expected at
best, as demonstrated in Example 2.

Example 2 Suppose we know thatJim Gray is
a computer scientist, we can issue a query of “Jim
Gray computer”. All the top 10 results are about
Jim Gray and relevant. However, many of them
are trivial pages, failing to include 2 of the 3 most
important ones. His DBLP entry appears as the
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27th result, and his homepage at Microsoft Re-
search appears as the 51st result.

This limited success is achieved by using a
carefully selected contextual term. “Computer”
is a very general term appearing on most of the
Jim Gray pages. Also, there are no other com-
petitively known computer people with the same
name. Most other contextual terms would perform
much worse. Thus a third problem of this straight-
forward query refinement approach is that only
few contextual terms, which may not be avail-
able to users, would possibly achieve the limited
success. Often, much of our domain knowledge
would cause more damage than repair and is prac-
tically unusable, as demonstrated in Example 3.

Example 3 Suppose we know thatJim Gray
has David DeWitt as a close friend and colleague,
we can issue a query of “Jim Gray David De-
Witt”. Again, all the top 10 results are about
Jim Gray and relevant. However, the theme of
the query is almost completely altered. Evidently,
the 1st result “Database Pioneer Joins Microsoft
to Start New Database Research Lab”, among
many others, talks about David DeWitt. It is rele-
vant toJim Gray only because the lab is named
“Jim Gray Systems Lab” in honor of him.

The Bobo approach. Can we freely apply our
domain knowledge to effectively disambiguate
search intent and improve relevance of results
without altering the original query? For this pur-
pose, we propose and implementBobo.1

For conceptual clarity, theBobo interface fea-
tures two boxes. Besides a regular query box, an
additional box is used to takecontextual terms
from users that capture helpful domain knowl-
edge. Contextual terms are used for disambigua-
tion purposes. They do not alter the original query
defined by query terms. Particularly, unlike in
the straightforward approach, positive contextual
terms are not required to be included in search
results and negative contextual terms are not re-
quired to be excluded from search results. Con-
textual terms help estimate relevance of search re-
sults, routing them towards a user intended do-

1Bobo has been implemented using Yahoo! web search
API and maintained at http://dmlab.cs.txstate.edu/bobo/.

main, filtering out those not-in-domain, or irrel-
evant, results.

Bobo works in two rounds. In round I, a
query is issued using by default the combination
of query terms and contextual terms, or just the
contextual terms if the query returns too few re-
sults. Then from the results, some top-ranked
high-quality pages are (automatically) selected as
seeds. In round II, a query is issued using the
query terms. Then the results are compared with
the seeds and their similarities are computed. The
similarity values reflect the degree of relevance of
search results to the user intent, based on which
the results are re-ranked.

Example 4 reports theBobo experiment using
the same contextual terms as in Example 3.

Example 4 As in Example 3, suppose we know
Jim Gray has David DeWitt as a colleague.
Then withBobo, we can enter “Jim Gray” in the
query box and “David DeWitt” in the auxiliary
box. As a result with default preferences, all the
top 10 results are relevant including all the top
3 importantJim Gray pages. From the top 10,
only 1 page, the DBLP entry, contains “David De-
Witt” as they coauthored papers. The theme of the
query is not altered whereas in Example 3, all the
top 10 results contain “David DeWitt”.

In Example 4, the selected seeds are relevant to
Jim Gray . Observe that seeds can be useful if
they are relevant to the user-intended domain, not
only the user-intended query.Bobo works effec-
tively with such seeds and thus can utilize a much
expanded range of domain knowledge. Helpful
contextual terms do not even need to co-occur
with query terms on any page. They only need to
occur, possibly separately, on some pages of the
same domain, as demonstrated in Example 5.

Example 5 Using the criteria of being in the
same community asJim Gray but co-occuring
on no web pages, we randomly chose a student
name, Flavia Moser. InBobo, we entered “Jim
Gray” in the query box, “Flavia Moser” in the
auxiliary box, and used only the contextual terms
for the round I query. As a result, 11 of the top 12
results were relevant including all the top 3 im-
portantJim Gray pages. Of course, none of the
returned pages contains “Flavia Moser”.
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2 Related Work

Disambiguating search intent, capturing informa-
tion needs and improving search performance
have been a fundamental research objective in
information retrieval and studied from different
perspectives. Voorhees (1993) shows that dis-
ambiguation cannot be easily resolved using the-
sauruses. The filtering problem (Baeza-Yates and
Ribeiro-Neto, 1999; Schapire et al., 1998) views
disambiguation as a binary text classification task
assigning documents into one of the two cate-
gories, relevant and irrelevant. The routing prob-
lem (Schutze et al., 1995; Singhal et al., 1997)
differs from text classification in that search re-
sults need to be ranked instead of just classified
(Gkanogiannis and Kalamboukis, 2008).

Contextual search (Lawrence, 2000; Finkel-
stein et al., 2002; Kraft et al., 2006), personalized
search (Haveliwala, 2002; Teevan et al., 2005;
Zhu et al., 2008), and implicit relevance feed-
back (Kelly and Teevan, 2003; Joachims et al.,
2005; White et al., 2004) generally utilize long-
term search history to build user profiles. These
profiles are used on a regular basis to guidemany
queries. Such approaches entail little extra user
involvement in search, but need to manage pro-
files, face the privacy issue, and swallow the in-
flexibility in context switch.

Explicit and pseudo relevance feedback (RF)
techniques (Ruthven and Lalmas, 2003; Baeza-
Yates and Ribeiro-Neto, 1999; Manning et al.,
2008) are more related toBobo in the sense that
they do not build long-term profiles. Instead, they
construct a one-time search context that are used
only once to guide asinglequery each time. Such
approaches enjoy the flexibility to switch sponta-
neously from one domain to another in response
to different information needs.

RF is regarded as the most popular query ref-
ormation strategy (Baeza-Yates and Ribeiro-Neto,
1999). It iterates in multiple rounds, typically
two, to modify a query step by step. Explicit RF
asks explicit feedback from users, whereas pseudo
(or blind) RF assumes relevance of top-ranked re-
sults. The problem of explicit RF is that it requires
too much user involvement. Users are often reluc-
tant to provide explicit feedback, or do not wish

to prolong the search interaction. Web search en-
gines of today do not provide this facility. Ex-
cite.com initially included but dropped it due to
the lack of use (Manning et al., 2008).

Pseudo RF, first suggested by Croft and Harper
(1979) and since widely investigated, automates
the manual part of RF, so that users get im-
proved search performance without extended in-
teractions. Psuedo RF has been found to improve
performance in the TREC ad hoc task and Cornell
SMART system at TREC 4 (Buckley et al., 1995).
Unfortunately, pseudo RF suffers from a major
flaw, the so-calledquery drift problem. Query
drift occurs when the feedback documents contain
few or no relevant ones. In this case, search results
will be routed farther away from the search intent,
resulting in even worse performance. Different
approaches (Mitra et al., 1998; Yu et al., 2003;
Lee et al., 2008)have been proposed to alleviate
query drift but with little success. Some queries
will be improved, others will be harmed (Ruthven
and Lalmas, 2003).

Similarly to RF, Bobo works in two rounds.
Similarly to pseudo RF, it makes use of top-ranked
round I results. However,Bobo and RF differ
fundamentally in various aspects.

Firstly, Bobo is not a query reformation tech-
nique as RF. In RF, theautomatically generated
additional terms become part of the reformed
query to be issued in round II, while inBobo, the
user-inputcontextual terms arenot used in round
II. The terms generated by RF may work well
as contextual terms forBobo but not the other
way around. In general, effective contextual terms
form a much larger set.

In query reformation, it is often hard to under-
stand why a particular document was retrieved af-
ter applying the technique (Manning et al., 2008).
In Bobo, the original query is kept intact and only
the ranking of search results is changed.

Secondly, in RF, only query terms are used in
round I queries. InBobo, by default the combi-
nation of query terms and contextual terms, both
entered by users, is used, leading to much more
relevant seeds that are comparable to explicit RF.
In this sense,Bobo provides a novel and effective
remedy for query drift.

Beyond that,Bobo can use contextual terms
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only to obtain seeds that are relevant to the user-
intended domain and not necessarily the user-
intended query, leading to effective utilization of
a largely expanded range of domain knowledge.

Thirdly, RF can have practical problems. The
typically long queries (usually more than 20
terms) generated by RF techniques are inefficient
for IR systems, resulting in high computing cost
and long response time (Manning et al., 2008). In
Bobo, however, both query terms (1 to 3) and
contextual terms (1 to 2) are short. A round I
query combining the two would typically contain
2 to 5 terms only.

3 Overview

Bobo uses the vector space model, where both
documents and queries are represented as vectors
in a discretized vector space. Documents used in
similarity comparison can be in the form of ei-
ther full pages or snippets. Documents are pre-
processed and transformed into vectors based on
a chosen term weighting scheme, e.g., TF-IDF.

The architecture ofBobo is shown in Figure 1.
Without input of contextual terms,Bobo works
exactly like a mainstream search engine and the
dashed modules will not be executed. Input of
contextual terms is optional in need of disam-
biguation of user intent. Domain knowledge, di-
rectly or indirectly associated with the query, can
be used as “pilot light” to guide the search towards
a user-intended domain.

With input of contextual terms,Bobo works
in two rounds. In round I, a query is issued us-
ing by default the combination of query terms and
contextual terms, or just the contextual terms if
they are unlikely to co-occur much with the query
terms. Then from the results, the topk documents
(full pages or snippets) satisfying certain qual-
ity conditions, e.g., number of terms contained
in each seed, are selected as seeds. Optionally,
seeds can becleanedby removing the contained
query terms to reduce background noise of indi-
vidual seeds, orpurifiedby removing possibly ir-
relevant seeds to improve overall concentration.
Contextual terms themselves can be used as anelf
seed, which is a special document allowing nega-
tive terms, functioning as an explicit feedback.

In round II, a query is issued using the query
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Figure 1: Architecture ofBobo.

terms. Then, each returned result (full page or
snippet) is compared to the seeds to compute a
similarity using a designated similarity measure,
Jaccard coefficient or Cosine coefficient. In the
computation, seeds can becombinedto form a
prototype as in Rocchio, or not combined us-
ing none generalization as in instance-based lazy
learning to better capture locality and handle poly-
morphic domains. Based on the assumption that
seeds are highly relevant, the similarity values es-
timate the closeness of search results to the user
intent, based on which the results are re-ranked.

Bobo was implemented using Yahoo! web
search API. For each query,Bobo retrieves 30
HTML pages from the API. If snippets are used
for seeding and comparison, the response time
of Bobo is sufficiently fast. If full pages are
used, page downloading and preprocessing are
prohibitively time-consuming. However, the goal
of Bobo is to illustrate the promise of the novel
disambiguation approach. IfBobo were imple-
mented at the server (search engine) side, re-
sponse time would not be an issue.

4 Principles and Preferences

In this section, we introduce in detail the design
principles and preferences ofBobo regarding the
various key issues. We also discuss possible im-
provements in these aspects.

4.1 Use of Contextual Terms

How to use contextual terms has a fundamental
impact on the behavior and performance ofBobo.

In round I. By default, the combination of
query terms and contextual terms are used in
round I queries. This produces seeds that are rel-
evant to the user-intended query. For instance, in
Example 4, the seeds are relevant toJim Gray .
This usage of contextual terms actually provides a
novel and effective remedy for query drift, thanks
to the input of domain knowledge.
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Generally, a large portion of domain knowledge
cannot be utilized in a straightforward manner,
due to the fact that contextual terms may co-occur
with query terms in very few or none web pages.
However, as shown in Example 5,Bobo allows
using only contextual terms for round I queries,
enabling utilization of indirectly associated do-
main knowledge.

As elf seed. Contextual terms can be consid-
ered forming a pseudo document, which can be
optionally used as a seed. We call such a seedelf
seedas it is actually a piece of explicit relevance
feedback. Unlike normal seeds, an elf seed may
contain positive as well as negative terms, provid-
ing a way of collecting positive as well as negative
explicit feedback.

Discussion. The option of combing query
terms and contextual terms in round I queries can
be automated. The idea is to combine the terms
first, then test thekth result to see whether it con-
tains all the terms. If not, only the contextual
terms should be used in the query.

4.2 Quality of Seeds

As in pseudo relevance feedback, quality of seeds
plays an critical role in search performance. The
difference is that inBobo, input of contextual
terms is largely responsible for the much im-
proved relevance of seeds. To provide further
quality control,Bobo accepts several user-input
thresholds, e.g., number of seeds and number of
terms contained in each seed. Beyond that,Bobo
also provides the following options.

Removing query terms. By default, Bobo
uses a combination of contextual terms and query
terms in round I queries. Thus usually all the
seeds contain the query terms. Round II results
contain the query terms as well. Then, in simi-
larity computation against the seeds, those query
terms contribute almost equally to each round II
result. This amount of contribution then becomes
background noise, reducing the sensitivity in dif-
ferentiating round II results.

By default, Bobo removes query terms from
seeds. Although a simple step, this option signifi-
cantly improves performance in our experiments.

Purifying seeds. Different approaches have
been proposed to alleviate query drift by improv-

ing relevance of pseudo feedback, but with limited
success (Ruthven and Lalmas, 2003). InBobo,
due to the input of domain knowledge, we can
well assume that the majority of seeds are rele-
vant, based on which, we can design simple mech-
anisms to purify seeds. Briefly, we first calculate
the centroid of seeds. Then, we compute the sim-
ilarity of each seed against the centroid, and re-
move those outlying seeds with poor similarities.

Discussion. Current search engines take into
account link-based popularity scores in ranking
search results. InBobo, round I search results
are not used to directly meet information needs of
users. They are never browsed by users. Thus,
different search engines with alternative ranking
schemes may be used to better fulfill the purpose
of round I queries.

Round I queries do not need to be issued to the
same region as round II queries either. Working in
a more quality region may help avoid spamming
and retrieve better candidates for seed selection.

4.3 Term Weighting

Bobo uses two term weighting schemes. The de-
fault one is the conventional TF-IDF. The other
scheme, TF-IDF-TAI, uses term association to
favor terms that show high co-occurrence with
query terms. It is tailored toBobo, where doc-
uments are not compared in isolation, but being
“watched” by a query. While TF-IDF can be con-
sidered global weighting independent of queries,
TF-IDF-TAI can be considered local weighting.
Here we omit the details due to the page limit.

IDF estimation. To estimate the IDF values
of terms,Bobo used 664, 103 documents in the
Ad-hoc track of TREC dataset.2 These documents
can produce a reasonable approximation as they
cover various domains such as newspapers, U.S.
patents, financial reports, congressional records,
federal registers, and computer related contents.

In particular, for a termA, IDF (A) =
log2

n
DF (A) , whereDF (A) is the document fre-

quency ofA in the TREC data set andn =
664,103.

2http://trec.nist.gov/data/docseng.html.
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4.4 Similarity Computation

By computing similarities between round II re-
sults and seeds,Bobo estimates how close differ-
ent results are to the search intent.

Document type. Seeds can either be in type
of snippets (including titles) or full pages. So it
is with round II results. White et al. (2007) re-
ported that snippets performed even better than
full texts for the task of pseudo RF. In our experi-
ments, snippets also performed comparably to full
pages. Thus,Bobo uses “snippet” as the default
option for fast response time.

Similarity measure. Bobo uses two standard
similarity measures, Cosine coefficient (default)
and Jaccard coefficient. Both performed very
well in our experiments, with the default option
slightly better.

Prototype-based similarity. Bobo imple-
ments two types of similarity computation meth-
ods, prototype-based or instance-based, with the
latter as the default option.

The prototype-based method is actually a form
of the well-known Rocchio algorithm (Rocchio,
1971; Salton and Buckley, 1997), which is effi-
cient but would perform poorly in the presence of
polymorphic domains. In this method, the seeds
are combined and the centroid of seeds is used in
similarity computation. Given a setS of seeds, the
centroid~u is calculated as~u = 1

|S|
∑
s∈S ~s, where

~s is the vector space representation of seeds ∈ S.
Recall that the original Rocchio algorithm for

query reformation is defined as follows,

~qe = α~q + β
1

|Dr|
∑

~dj∈Dr

~dj − γ
1

|Dir|
∑

~dj∈Dir

~dj

whereq is the original query vector,qe is the
modified query vector, andDr and Dir repre-
sent the sets of known relevant and irrelevant
document vectors respectively.α, β, andγ are
empirically-chosen tuning parameters.

If we assignα = 0 andγ = 0, the Rocchio
formula agrees with our definition of centroid of
seeds. We assignα = 0 becauseBobo does not
target query reformation. We assignγ = 0 not
because of the lack of negative feedback, which
is not hard to identify from low-ranked round I
search results. The reason is that even in explicit

+
+

+
+

+

+
+

+ +

+

Figure 2: A Polymorphic Domain.

RF, there is no evidence that negative feedback
improves performance (Schutze et al., 1995).

Instance-based similarity. Rocchio is simple
and efficient. However, it over-generalizes train-
ing data and is inaccurate in the presence of poly-
morphic, or disjunctive, domains. In Figure 2, the
10 seeds labeled by “+” are split into two sepa-
rate and rather distant sub-domains. The centroid
of seeds labeled by “⊕” is not local to any sub-
domain. Search result 1 is close to the centroid
whereas result 2 is not. Rocchio would give high
relevance score to result 1 and poor score to result
2. However, result 2 actually belongs to one of the
two sub-domains whereas result 1 does not.

To handle polymorphic domains and capture
locality, Bobo uses an instance-based approach,
where the similarity of a document against each
individual seed is computed, weighted, and ag-
gregated. Letsim(d, S) denote the similarity be-
tween a documentd and a setS of seeds, then,

sim(d, S) =
∑

s∈S
sim(d, s)× sim(d, s)

Using this approach, result 2 will receive much
higher relevance score than result 1 in Figure 2.

Note that, this approach resembles instance-
based lazy learning such ask-nearest neighbor
classification. Lazy learning generally has supe-
rior performance but would suffer from poor clas-
sification efficiency. This, however, is not a crit-
ical issue in our application because we do not
have many seeds. The default number of seeds
in Bobo is set to 10.

Discussion. While Bobo adopts rather stan-
dard approaches, we are aware of the many other
approaches proposed in the literature for pairwise
web page similarity computation. An interesting
direction to investigate would be a link-based or
hybrid approach. For example, Vassilvitskii and
Brill (2006) uses web-graph distance for relevance
feedback in web search.
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5 Empirical Evaluation

We evaluatedBobo in comparison with regular
Yahoo! search with and without using contextual
terms. Results returned from Yahoo! may vary
with time. This, however, will not change the gen-
eral trends revealed by our empirical study. From
these trends we conclude that,Bobo is a sim-
ple yet effective paradigm for query intent disam-
biguation without altering the original query and
with maximized utilization of domain knowledge.

5.1 Experiment Setting and Methodology

Parameter setting.To emphasize theBobo idea,
unless otherwise specified, we used default op-
tions in the experiments that implement conven-
tional approaches, e.g., TF-IDF for term weight-
ing and Cosine coefficient for similarity compu-
tation. By default, number of seeds was set to
10 with each seed having at least 10 terms. The
number of layers was set such that round II results
were re-ranked in decreasing order of similarity.
Cleaning seeds was set to yes. Purifying seeds,
elf seed and weighting seeds were set to no.

Dataset. Finding information about people is
one of the most common search activities. Around
30% of web queries include person names (Artiles
et al., 2005). Person names, however, are highly
ambiguous, e.g., only 90,000 different names are
shared by 100 million people according to the
U.S. Census Bureau (Guha and Garg, 2004).

To test the disambiguation effectiveness of
Bobo, we constructed 60 ambiguous name
queries and 180 test cases from the Wikipedia dis-
ambiguation pages.3

In Wikipedia, articles about two or more differ-
ent topics could have the same natural page title.
Disambiguation pages are then used to solve the
conflicts. From the various categories, we used
the human name category, containing disambigua-
tion pages for multiple people of the same name.
For each name, the disambiguation page lists all
the different people together with their brief in-
troductions. For example, an Alan Jackson is in-
troduced as “born 1958, American country music
singer and songwriter”.

3en.wikipedia.org/wiki/Category:Disambiguationpages.

Person names were chosen from the most com-
mon English first and last names for the year 2000
published on Wikipedia. The first 10 male and
first 10 female given names were combined with
the first 10 most common last names to make a list
of 200 possible names. From this list, names were
chosen based on the following criteria. For each
name, there are at least 2 distinct people with the
same name, each having at least 3 relevant pages
in the returned 30 results.

In total 60 names were chosen as ambiguous
queries. For each query, the actual information
need was predetermined in a random manner.
Then, for this predetermined person, 3 contextual
terms were selected from her brief introduction, or
her Wikipedia page in case the introduction was
too short. For example, for the above Alan Jack-
son example, “music”, “singer”, or “songwriter”
can be selected as contextual terms. Contextual
terms were used one at a time, thus there are 3 test
cases for each ambiguous query.

The identification of relevance of search results
was done manually. For each query, letR30 be the
set of relevant pages w.r.t. the information need
contained in the 30 retrieved results.R30 can be
considered containing the most important relevant
pages for the original query.

Comparison partners and evaluation mea-
sures. To compare withBobo, two types of
regular search methods were used. TheYahoo!
method uses the original query and performs the
simplest Yahoo! web search, returning the same
set of results asBobo but without re-ranking.

To demonstrate the relevance improvement of
Bobo over theYahoo!method, we used a couple
of standard ranking-aware evaluation measures,
which were 11-point precision-recall graph, pre-
cision atk graph, Mean Average Precision (MAP)
and R-precision.

The Yahoo!-refinedmethod is the straightfor-
ward query refinement approach we previously
discussed. It refines the original query by adding
some contextual terms. The refined query alters
the original query, leading to unfavorable ranking
of results and failing to include many important
relevant pages, i.e.,R30 pages, in the top results.

To demonstrate this point, we used the recall at
k evaluation measure, which measures the frac-
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Figure 3:Bobo vs. Yahoo! on Averaged 11-point
Precision-Recall.
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Figure 4: Bobo vs. Yahoo! on Averaged Preci-
sion atk.

tion of relevant pages (here, ones inR30) con-
tained in the topk results.

In the entire empirical study, theYahoo!results
were averaged over 60 queries, whereas all other
results were averaged over 180 test cases.

5.2 Evaluation Results

In Figures 3, 4 and 5,Bobo results using both Co-
sine similarity and Jaccard coefficient are shown.
The two performed similarly, with the former (de-
fault) slightly better.

Bobo vs. Yahoo!. The 11-point precision-
recall graphs and precision atk graphs are pre-
sented in Figure 3 and Figure 4 respectively.

Web search users would typically browse a few
top-ranked results. From Figure 4 we can see that
for k =15, 10 and 5, the precision improvement
of Bobo overYahoo!is roughly 20% – 40%.

In addition, the MAP and R-precision val-
ues forBobo are 0.812 and 0.740 respectively,
whereas they are 0.479 and 0.405 forYahoo! re-
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Figure 5: Bobo vs. Yahoo!-refined on Averaged
Recall atk.

spectively. The improvement ofBobo over Ya-
hoo! is about 33% for both measures.

Bobo vs. Yahoo!-refined. The recall atk
graphs are presented in Figure 5. From the fig-
ure we can see that fork = 15, k = 10 andk = 5,
the recall (of importantR30 pages) improvement
of Bobo overYahoo!is roughly 30%.

The results demonstrated that, although the
straightforward query refinement approach can ef-
fectively improve relevance, it fails to rank those
important relevant pages high, as it alters the orig-
inal query and changes the query themes.Bobo,
on the contrary, overcomes this problem by us-
ing the contextual terms “in the backstage”, ef-
fectively improving relevance while keeping the
original query intact.

Due to the page limit, here we omit other se-
ries of experiments that evaluated the flexibility of
Bobo in choosing effective contextual terms and
how the varied user preferences affect its perfor-
mance. A user study was also conducted to test
the usability and performance ofBobo.

6 Conclusions

As the web increases in size at an increasing rate,
ambiguity becomes ubiquitous. In this paper,
we introduced a novelBobo approach to achieve
simple yet effective search intent disambiguation
without altering the original query and with max-
imized domain knowledge utilization.

Although we introduceBobo in the context of
web search, the idea can be applied to the set-
tings of traditional archival information retrieval
or multimedia information retrieval.
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Abstract

We presentGENSEM, a tool for generat-
ing input semantic representations for two
sentence generators based on the same re-
versible Tree Adjoining Grammar. We
then show howGENSEM can be used
to produced large and controlled bench-
marks and test the relative performance of
these generators.

1 Introduction

Although computational grammars are mostly
used for parsing, they can also be used to gener-
ate sentences. This has been done, for instance,
to detect overgeneration by the grammar (Gardent
and Kow, 2007). Sentences that are generated but
are ungrammatical indicate flaws in the grammar.
This has also been done totest a parser (Neder-
hof, 1996; Purdom, 1972). Using the sentences
generated from the grammar ensures that the sen-
tences given to the parser are in the language it de-
fines. Hence a parse failure necessarily indicates
a flaw in the parser’s design as opposed to a lack
of coverage by the grammar.

Here we investigate a third option, namely, the
focused benchmarking of sentence realisers based
on reversible grammars, i.e. on grammars that can
be used both to produce sentences from a semantic
representation and semantic representations from
a sentence.

More specifically, we present a linguistically-
controlled grammar traversal algorithm for Tree
Adjoining Grammar (TAG) which, when applied
to a reversible TAG, permits producing arbitrarily
many of the semantic representations associated
by this TAG with the sentences it generates. We
then show that the semantic representations thus

produced can be used to compare the relative per-
formance of two sentence generators based on this
grammar.

Although the present paper concentrates on
Tree Adjoining Grammar realisers, it is worth
pointing out that the semantic representations pro-
duced could potentially be used to evaluate any
surface realiser whose input is a flat semantic for-
mula.

Section 2 discusses related work and motivates
the approach. Section 3 presentsGENSEM, the
DCG-based grammar traversal algorithm we de-
veloped. We show, in particular, that the use of
a DCG permits controlling grammar traversal in
such a way as to systematically generate sets of se-
mantic representations covering certain computa-
tionally or linguistically interesting cases. Finally,
Section 4 reports on the benchmarking of two sur-
face realisers with respect to aGENSEM-produced
benchmark.

2 Motivations

Previous work on benchmark construction for
testing the performance of surface realisers falls
into two camps depending on whether or not the
realiser uses a reversible grammar, that is, a gram-
mar that can be used for both parsing and genera-
tion.

To test a surface realiser based on a large
reversible Head-Driven Phrase Structure Gram-
mar (HPSG), Carroll et al. (1999) use a small
test set of two hand-constructed and 40 parsing-
derived cases to test the impact of intersective
modifiers1 on generation performance. More re-
cently, Carroll and Oepen (2005) present a perfor-

1As first noted by Brew (1992) and Kay (1996), given a
set ofn modifiers all modifying the same structure, all pos-
sible intermediate structures will be constructed, i.e., 2n+1.
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mance evaluation which uses as a benchmark the
set of semantic representations produced by pars-
ing 130 sentences from the Penn Treebank and
manually selecting the correct semantic represen-
tations. Finally, White (2004) profiles a CCG2-
based sentence realiser using two domain-focused
reversible CCGs to produce two test suites of 549
and 276〈 semantic formula, target sentence〉
pairs, respectively.

For realisers that are not based on a reversible
grammar, there are approaches which derive large
sets of realiser input from the Penn Treebank
(PTB). For example, Langkilde-Geary (2002)
proposes to translate the PTB annotations into a
format accepted by her sentence generator Halo-
gen. The output of this generator can then be au-
tomatically compared with the PTB sentence from
which the corresponding input was derived. Simi-
larly, Callaway (2003) builds an evaluation bench-
mark by transforming PTB trees into a format
suitable for the KPML realiser he uses.

In all of the above cases, the data is derived
from real world sentences, thereby exemplifying
“real world complexity”. If the corpus is large
enough (as in the case of the PTB), the data can
furthermore be expected to cover a broad range of
syntactic phenomena. Moreover, the data, being
derived from real world sentences, is not biased
towards system-specific capabilities. Nonethe-
less, there are also limits to these approaches.

First, they fail to support graduated perfor-
mance testing on constructs such as intersective
modifiers or lexical ambiguity, which are known
to be problematic for surface realisation.

Second, the construction of the benchmark is in
both cases time consuming. In the reversible ap-
proach, for each input sentence, the correct inter-
pretation must be manually selected from among
the semantic formulae produced by the parser. As
a side effect, the constructed benchmarks remain
relatively small (825 in the case of White (2004);
130 in Carroll and Oepen (2005)). In the case
of a benchmark derived by transformation from
a syntactically annotated corpus, the implemen-
tation of the converter is both time-intensive and
corpus-bound. For instance, Callaway (2003) re-

2Combinatory Categorial Grammar

ports that the implementation of such a proces-
sor for the SURGE realiser was the most time-
consuming part of the evaluation with the result-
ing component containing 4000 lines of code and
900 rules.

As we shall show in the following sections,
theGENSEMapproach to benchmark construction
aims to address both of these shortcomings. By
using a DCG to implement grammar traversal, it
permits both a full automation of the benchmark
creation and some control over the type and the
distribution of the benchmark items.

3 GenSem

As mentioned above,GENSEM is a grammar
traversal algorithm for TAG. We first present the
specific TAG used for traversal, namely SEMX-
TAG (Alahverdzhieva, 2008) (section 3.1). We
then show how to automatically derive a DCG
that describes the derivation trees of this gram-
mar (section 3.2). Finally, we show how this DCG
encoding permits generating formulae while en-
abling control over the set of semantic representa-
tions to be produced (section 3.3).

3.1 SemXTAG

The SEMXTAG grammar used byGENSEM and
by the two surface realisers is a Feature-Based
Lexicalised Tree Adjoining Grammar augmented
with a unification-based semantics as described by
Gardent and Kallmeyer (2003). We briefly intro-
duce each of these components and describe the
grammar coverage.

FTAG. A Feature-based TAG (Vijay-Shanker
and Joshi, 1988) consists of a set of (auxil-
iary or initial) elementary trees and of two tree-
composition operations: substitution and adjunc-
tion. Initial trees are trees whose leaves are la-
belled with substitution nodes (marked with a
downarrow) or terminal categories. Auxiliary
trees are distinguished by a foot node (marked
with a star) whose category must be the same as
that of the root node. Substitution inserts a tree
onto a substitution node of some other tree while
adjunction inserts an auxiliary tree into a tree. In
an FTAG, the tree nodes are furthermore deco-
rated with two feature structures (calledtop and
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bottom) which are unified during derivation as
follows. On substitution, the top of the substitu-
tion node is unified with the top of the root node
of the tree being substituted in. On adjunction,
the top of the root of the auxiliary tree is unified
with the top of the node where adjunction takes
place; and the bottom features of the foot node are
unified with the bottom features of this node. At
the end of a derivation, the top and bottom of all
nodes in the derived tree are unified. Finally, each
sentence derivation in an FTAG is associated with
both aderived tree representing the phrase struc-
ture of the sentence and aderivation tree record-
ing how the corresponding elementary trees were
combined to form the derived tree.

FTAG with semantics. To associate seman-
tic representations with natural language expres-
sions, the FTAG is modified as proposed by Gar-
dent and Kallmeyer (2003).

NPj

John

name(j,john)

Sb

NP↓c VPb
a

Va

runs

run(a,c)

VPx

often VP*x
often(x)

⇒ name(j,john), run(a,j), often(a)

Figure 1:Flat semantics for “John often runs”

Each elementary tree is associated with a flat
semantic representation. For instance, in Fig-
ure 1,3 the trees forJohn, runs, andoften are asso-
ciated with the semanticsname(j,john), run(a,c),
andoften(x), respectively. Importantly, the argu-
ments of a semantic functor are represented by
unification variables which occur both in the se-
mantic representation of this functor and on some
nodes of the associated syntactic tree. For in-
stance in Figure 1, the semantic indexc occur-
ring in the semantic representation ofruns also
occurs on the subject substitution node of the as-
sociated elementary tree. The value of semantic
arguments is determined by the unifications re-
sulting from adjunction and substitution. For in-
stance, the semantic indexc in the tree forruns is

3Cx/Cx abbreviate a node with category C and a
top/bottom feature structure including the feature-valuepair
{ index : x}.

unified during substitution with the semantic in-
dex labelling the root node of the tree forJohn.
As a result, the semantics ofJohn often runs is
{name(j,john),run(a,j),often(a)}.

SemXTAG. SEMXTAG is an FTAG for En-
glish augmented with a unification-based compo-
sitional semantics of the type described above.
Its syntactic coverage approaches that of XTAG,
the FTAG developed for English by the XTAG
group (The XTAG Research Group, 2001). Like
this grammar, it contains around 1300 elementary
trees and covers auxiliaries, copula, raising and
small clause constructions, topicalization, relative
clauses, infinitives, gerunds, passives, adjuncts,
ditransitives and datives, ergatives, it-clefts, wh-
clefts, PRO constructions, noun-noun modifica-
tion, extraposition, sentential adjuncts, impera-
tives and resultatives.

3.2 Converting SemXTAG to a DCG

We would like to be able to traverse SEMXTAG in
order to generate semantic representations that are
licensed by it. In the DCG formalism, a grammar
is represented as a set of Prolog definite clauses,
and Prolog’s query mechanism provides built-in
grammar traversal. We take advantage of this by
deriving a DCG from SEMXTAG and then using
Prolog queries to generate semantic representa-
tions that are associated with sentences in the lan-
guage described by it.

Another advantage of the DCG formalism is
that arbitrary Prolog goals can be inserted into a
rule, to constrain when the rule applies or to bind
variables occurring in it. We use this to ground
derivations with lexical items, which are repre-
sented using Prolog assertions. We also use it to
control Prolog’s grammar traversal in such a way
as to generate sets of semantic formulae covering
certain computationally interesting cases (see sec-
tion 3.3).

Our algorithm for converting SEMXTAG to a
DCG is inspired by Schmitz and Le Roux (2008),
who derive from an FTAG a feature-based reg-
ular tree grammar (RTG) whose language is the
derivation trees of the FTAG. Indeed, in our im-
plementation, we derive a DCG from such an
RTG, thereby taking advantage of a SEMXTAG-
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to-RTG converter previously implemented by Syl-
vain Schmitz.

TAG to RTG. In the conversion to RTG4, each
elementary tree in SEMXTAG is converted to a
rule that models the contribution of the tree to
a TAG derivation. A TAG derivation involves
the selection of an initial tree, which has some
nodes requiring substitution and some permitting
adjunction. Let us think of the potential adjunc-
tion sites as requiring, rather than permitting, ad-
junction, but such that the requirement can be sat-
isfied by ‘null’ adjunction. Inserting another tree
into this initial tree satisfies one of the substitution
or adjunction requirements, but introduces some
new requirements into the resulting tree, in the
form of its own substitution nodes and adjunction
sites.

Thus, intuitively, the RTG representation of a
SEMXTAG elementary tree is a rule that rewrites
the satisfied requirement as a local tree whose root
is a unique identifier of the tree and whose leaves
are the introduced requirements. A requirement
of a substitution or adjunction of a tree of root
categoryX is written asXS or XA, respectively.
Here, for example, is the translation to RTG of the
TAG tree (minus semantics) forruns in Figure 1,
using the word anchoring the tree as its identifier
(the superscripts abbreviate feature structures:b/t
refers to the bottom/top feature structure and the
upper case letters to the semantic index value, so
[idx : X] is abbreviated toX):

S
[t:T ]
S → runs(S

[t:T,b:B]
A NP

[t:C]
S V P

[t:B,b:A]
A V

[t:A]
A )

The semantics of the SEMXTAG tree are carried
over as-is to the corresponding RTG rule. Fur-
ther, the feature structures labelling the nodes of
SEMXTAG trees are carried over to the RTG rules
so as to correctly interact with substitution and
adjunction (see Schmitz and Le Roux (2008) for
more details on this part of the conversion pro-
cess).

To account for the optionality of adjunction,
there are additional rules allowing any adjunction

4For a more precise description of the FTAG to RTG con-
version see Schmitz and Le Roux (2008).

requirement to be rewritten as the symbolǫ, a ter-
minal symbol of the RTG.

The terminal symbols of the RTG are thus the
tree identifiers and the symbolǫ, and its non-
terminals areXS and XA for each terminal or
non-terminalX of SEMXTAG.

RTG to DCG. Since the right-hand side of each
RTG rule is a local tree – that is, a tree of depth no
more than one – we can flatten each of them into
a list consisting of the root node followed by the
leaves without losing any structural information.
This is the insight underlying the RTG-to-DCG
conversion step. Each RTG rule is converted to
a DCG rule that is essentially identical except for
this flattening of the right-hand side. Here is the
translation to DCG of the RTG rule above5:

rule(s,init,Top,Bot,Sem;S;N;VP;V)
--> [runs],

{lexicon(runs,n0V,[run])},
rule(s,aux,Top,[B],S),
rule(np,init,[C],_,N),
rule(vp,aux,[B],[A],VP),
rule(v,aux,[A],_,V),
{Sem =.. [run,A,C]}.

We represent non-terminals of the DCG us-
ing therule predicate, whose five (non-hidden)6

arguments, in order, are the category, the sub-
script (init for subscript S,aux for subscript
A), the top andbottom feature values, and the se-
mantics. Feature structures are represented us-
ing Prolog lists with a fixed argument position
for each attribute in the grammar (in this ex-
ample, only the index attribute). The semantics
associated with the left-hand-side symbol (here,
Sem;S;N;VP;V, with the semicolon represent-
ing semantic conjunction) are composed of the se-
mantics associated with this rule and those associ-
ated with each of the right-hand-side symbols.

The language of the resulting DCG is neither
the language of the RTG nor the language of
SEMXTAG, and indeed the language of the DCG
does not interest us but rather its derivation trees.

5In practice, the lexicon is factored out, so there is no rule
specifically forruns, but one for intransitive verbs (n0V) in
general. Each rule hooks into the lexicon, so that a given
invocation of a rule is grounded by a particular lexical item.

6The−− > notation is syntactic sugar for the usual Pro-
log : − definite clause notation with two hidden arguments
on each predicate. The hidden arguments jointly represent
the list of terminals dominated by the symbol.
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These are correlated one-to-one with the trees in
the language described by the RTG, i.e. with the
derivation trees of SEMXTAG, and the latter can
be trivially reconstructed from the DCG deriva-
tions. From a SEMXTAG derivation tree, one can
compose the semantic representation of the asso-
ciated sentence, and in fact this semantic compo-
sition occurs as a side effect of a Prolog query
against the DCG, allowing semantic representa-
tions licensed by SEMXTAG to be returned as
query results.

We define a Prolog predicate for querying
against the DCG, as follows. Its one input argu-
ment, Cat, is the label of the root node of the
derivation tree (typicallys), and its one output ar-
gument,Sem, is the semantic representation asso-
ciated with that tree7.
genSem(Cat,Sem) :-

rule(Cat,init,_,_,Sem,_,[]).

3.3 Control parameters

In order to give the users some control over the
sorts of semantic representations that they get
back from a query against the DCG, we augment
the DCG in such a way as to allow control over
the TAG family8 of the root tree in the derivation
tree, over the number and type of adjunctions in
the derivation, and over the depth of substitutions.
To implement control over the family is quite sim-
ple: we need merely to index the DCG rules by
family and modify theGENSEM call accordingly.
For instance, the above DCG rule becomes :
rule(s,init,Top,Bot,n0V,Sem;S;NP;VP;V)

--> [runs],
{lexicon(runs,n0V,[run])},
...

We implement restrictions on adjunctions by
adding an additional argument to the grammar
symbols, namely a vector of non-negative inte-
gers representing the number of non-null adjunc-
tions of each type that are in the derivation sub-
tree dominated by the symbol. By ‘type’ of ad-
junction, we mean the category of the adjunc-

7The 6th and 7th arguments of the rule call are the hidden
arguments needed by the DCG.

8TAG families group together trees which belong to-
gether, in particular, the trees associated with various real-
isation of a specific subcategorisation type. Thus, here the
notion of TAG family is equivalent to that of subcategorisa-
tion type.

tion site. In DCG terms, a non-null adjunction
of a categoryX is represented as the expansion of
an x/aux symbol other than asǫ. So, for ex-
ample, a DCG symbol associated with the vec-
tor [1,0,0,0,0], where the five dimensions of
the vector correspond to then, np, v, vp, ands
categories, respectively, dominates a subtree con-
taining exactly onen/aux symbol expanded by
a non-epsilon rule, and no otheraux symbol ex-
panded by a non-epsilon rule. We link the vector
associated with the root of the derivation to the
query predicate.

We define a special predicate to handle the
divvying up of a mother node’s vector among the
daughters, taking advantage of the fact that the
DCG formalism permits the insertion of arbitrary
Prolog goals into a rule.

Finally, we add an additional argument to the
DCG rule and to theGENSEM’s call to control
the traversal depth with respect to the number of
substitutions applied. The overall depth of each
derivation is therefore constrained both by the
user defined adjunctions and substitution depth
constraints.

Our query predicate now has four input argu-
ments and one output argument:

genSem(Cat,Fam,[N,NP,V,VP,S],Dth,Sem):-
rule(Cat,init,_,_,Fam,

[N,NP,V,VP,S],Dth,Sem,_,[]).

4 UsingGENSEM for benchmarking

We now show howGENSEM can be put to work
for comparing two TAG-based surface realisers,
namelyGENI (Gardent and Kow, 2007) and RT-
GEN (Perez-Beltrachini, 2009). These two realis-
ers follow globally similar algorithms but differ in
several respects. We show howGENSEM can be
used to produce benchmarks that are tailored to
test hypotheses about how these differences might
impact performance. We then use thisGENSEM-
generated benchmark to compare the performance
of the two realisers.

4.1 GenI and RTGen

Both GENI and RTGEN use the SEMXTAG gram-
mar described in section 3.1. Moreover, both re-
alisers follow an algorithm pipelining three main
phases. First,lexical selectionselects from the
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grammar those elementary trees whose semantics
subsumes part of the input semantics. Second,
the tree combining phase systematically tries to
combine trees using substitution and adjunction.
Third, the retrieval phase extracts the yields of
the complete derived trees, thereby producing the
generated sentence(s).

There are also differences however. We now
spell these out and indicate how they might im-
pact the relative performance of the two surface
realisers.

Derived vs. derivation trees. While GENI con-
structs derived trees, RTGEN uses the RTG en-
coding of SEMXTAG sketched in the previous
section to construct derivation trees. These are
then unraveled into derived trees at the final re-
trieval stage. As noted by Koller and Striegnitz
(2002), these trees are simpler than TAG elemen-
tary trees, which can favourably impact perfor-
mance.

Interleaving of feature constraint solving and
syntactic analysis. GENI integrates in the tree
combining phase a filtering step in which the ini-
tial search space is pruned by eliminating from
it all combinations of TAG elementary trees that
cover the input semantics but cannot possibly lead
to a valid derived tree. This filtering eliminates
all combinations of trees such that either the cat-
egory of a substitution node cannot be cancelled
out by that of the root node of a different tree, or
a root node fails to have a matching substitution
site. Importantly, filtering ignores feature infor-
mation and tree combining takes place after filter-
ing. RTGEN, on the other hand, directly combines
derivation trees decorated with full feature struc-
ture information.

Handling of intersective modifiers. GENI and
RTGEN differ in their strategies for handling
modification.

Adapting Carroll and Oepen’s (2005) proposal
to TAG, GENI adopts a two-step tree-combining
process such that in the first step, only substitu-
tion applies, while in the second, only adjunc-
tion is used. Although the number of intermediate
structures generated is still 2n for n modifiers, this
strategy has the effect of blocking these 2n struc-

tures from multiplying out with other structures in
the chart.

RTGEN, on the other hand, uses a standard Ear-
ley algorithm that includes sharing and packing.
Sharing allows intermediate structures common
to several derivations to be represented once only
while packing groups together partial derivation
trees with identical semantic coverage and similar
combinatorics (same number and type of substitu-
tion and adjunction requirements), keeping only
one representative of such groups in the chart.
In this way, intermediate structures covering the
same set of intersective modifiers in a different
order are only represented once and the negative
impact of intersective modifiers is lessened.

4.2 Two GENSEMbenchmarks

We useGENSEM to construct two benchmarks de-
signed to test the impact of the differences be-
tween the two realisers and, more specifically, to
compare the relative performance of both realisers
(i) on cases involving intersective modifiers and
(ii) on cases of varying overall complexity.

The MODIFIERS benchmark focuses on
intersective modifiers and contains semantic
formulae corresponding to sentences in-
volving an increasing number of modifiers.
Recall that GENSEM calls are of the form
gensem(Cat,Family,[N,NP,V,VP,S],Dth,Sem)
where N,NP,V,VP,S indicates the number of
required adjunctions inN, NP, V, VP and S,
respectively, whileFamily constrains the subcate-
gorisation type of the root tree in the derivations
produced byGENSEM. To produce formulae
involving the lexical selection of intersective
modifiers, we set the following constraints.Cat is
set tos andFamily is set to either n0V (intransitive
verbs) or n0Vn1 (transitive verbs). Furthermore,
N andV P vary from 0 to 4 thereby requiring the
adjunction of 0 to 4 N and/or VP modifiers. All
other adjunction counters are set to null. To avoid
producing formulae with identical derivation trees
but distinct lemmas, we use a restricted lexicon
containing one lemma of each syntactic type,
e.g. one transitive verb, one intransitive verb, etc.
Given these settings,GENSEM produces 1 789
formulae whose adjunction requirements vary
from 1 to 6. For instance, the semantic formula
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{sleep(b,c),man(c),a(c),blue(c),sleep(i,c),carefully(b)} (A
sleeping blue man sleeps carefully) extracted
from the MODIFIERS benchmark contains two
NP adjunctions and one VP adjunction.

The MODIFIERS benchmark is tailored to fo-
cus on cases involving a varying number of in-
tersective modifiers. To support a comparison of
the realisers on this dimension, it displays little or
no variation w.r.t. other dimensions, such as verb
type and non-modifying adjunctions.

To measure the performance of the two realisers
on cases of varying overall complexity, we con-
struct a second benchmark (COMPLEXITY) dis-
playing such variety. TheGENSEM parameters
for the construction of this suite are the follow-
ing. The verb type (Family) is one of 28 possible
verb types9. The number and type of required ad-
junctions vary from 0 to 4 forN adjunctions, 0 to
1 for NP , 0 to 4 forV P and 0 to 1 forS. The re-
sulting benchmark contains 890 semantic formu-
lae covering an extensive set of verb types and of
adjunction requirements.

4.3 Results

Using the twoGENSEM-generated benchmarks,
we now compareGENI and RTGEN. We plot the
average number of chart items against both the
number of intersective modifiers present in the in-
put (Figure 3) and the size of the Initial Search
Space (ISS), i.e., the number of combinations of
elementary TAG trees covering the input seman-
tics to be explored after thelexical selectionstep
(Figure 2). In our case, the ISS gives a more
meaningful idea about the complexity than con-
sidering only the number of input literals. In an
FTAG, the number of elementary trees selected

9The 28 verb types are
En1V,n0BEn1,n0lVN1Pn2,n0V,n0Va1,n0VAN1,n0VAN1Pn2,
n0VDAN1,n0VDAN1Pn2,n0VDN1,n0VDN1Pn2,n0Vn1,
n0VN1,n0Vn1Pn2,n0VN1Pn2,n0Vn2n1,n0Vpl,n0Vpln1,
n0Vpn1,n0VPn1,n0Vs1,REn1VA2,REn1VPn2,Rn0Vn1A2,
Rn0Vn1Pn2,s0V,s0Vn1,s0Vton1. The notational convention
for verb types is from XTAG and reads as follows. Sub-
scripts indicate the thematic role of the verb argument. n
indicates a nominal, Pn a PP and s a sentential argument. pl
is a verbal particle. Upper case letters describe the syntactic
functor type: V is a verb, E an ergative, R a resultative and
BE the copula. Sequences of upper case letters such as
VAN in n0VAN1 indicate a multiword functor with syntactic
categories V, A, and N. For instance, n0Vn1 indicates a verb
taking two nominal arguments (e.g.,like) and n0VAN1 a
verb locution such asto cry bloody murder.
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Figure 2: Performance of realisation approaches
on the COMPLEXITY benchmark, average un-
packed chart size as a function of the ISS com-
plexity.

by a given literal may vary considerably depend-
ing on the number and the size of the tree families
selected by this literal. For instance, a literal se-
lecting the n0Vn2n1 class will select many more
trees than a literal selecting the n0V family be-
cause there are many more ways of realising the
three arguments of a ditransitive verb than the sin-
gle subject argument of an intransitive one. Chart
items include all elementary trees selected by the
lexical selection step as well as the intermediate
and final structures produced by the tree combin-
ing phase. In RTGEN, we distinguish between
the number of structures built before unpacking
(packed chart) and the number of structures ob-
tained after unpacking (unpacked chart).

Both realisers are implemetned in different pro-
gramming languages,GENI is implemented in
Haskell whereas RTGEN in Prolog. As for the
time results comparison, preliminary experiments
show thatGENI is faster is simple input cases. On
the other hand, in the case of more complex cases,
the point of producing much less intermediate re-
sults pays off compared to the overhead of the
chart/agenda operations.
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Overall efficiency. The plot in Figure 2 shows
the results obtained by running both realisers on
the COMPLEXITY benchmark. Recall (cf. sec-
tion 4.2) that the COMPLEXITY benchmark con-
tains input with varying verb arity and a varying
number of required adjunctions. Hence it provides
cases of increasing complexity in terms of ISS to
be explored. Furthermore, test cases in the bench-
mark trigger sentence realisation involving certain
TAG families, which have a certain number of
trees. Those trees within a family often have iden-
tical combinatorics but different features. Conse-
quently, the COMPLEXITY benchmark also pro-
vides an appropriate testbed for testing the im-
pact of feature structure information on the two
approaches to tree combination.

The graphs show that as complexity increases,
the performance delta betweenGENI and RT-
GEN increases. We conjecture that as complex-
ity grows, the filtering used byGENI does not
suffice to reduce the search space to a manage-
able size. Conversely, the overhead introduced by
RTGEN’s all-in-one, tree-combining Earley with
packing strategy seems compensated throughout
by the construction of a derivation rather than a
derived tree and pays off increasingly as complex-
ity increases.

Modifiers. Figure 3 plots the results obtained by
running the realisers on the MODIFIERS bench-
mark. Here again, RTGEN outperformsGENI and
the delta between the two realisers grows with the
number of intersective modifiers to be handled. A
closer look at the data shows that the global con-
straints set byGENSEMon the number of required
adjunctions covers an important range of varia-
tion in the data complexity. For instance, there
are cases where 4 modifiers modify the same NP
(or VP) and cases where the modifiers are dis-
tributed over two NPs. Similarly, literals intro-
duced into the formula by aGENSEM adjunction
requirement vary in terms of the number of auxil-
iary trees whose selection they trigger. The steep
curve in GENI’s plot suggests that although the
delayed adjunction mechanism helps in avoiding
the proliferation of intermediate incomplete mod-
ifiers’ structures, the lexical ambiguity of modi-
fiers still poses a problem. In contrast, RTGEN’s
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Figure 3: Performance of realisation approaches
on the MODIFIERS benchmark, average unpacked
chart size as a function of the number of modifiers.

packing uniformly applies to word order varia-
tions and to the cases of lexical ambiguity raised
by intersective modifiers because the items have
the same combinatoric potential and the same se-
mantics.

5 Conclusion

Surface realisers are complex systems that need to
handle diverse input and require complex compu-
tation. Testing raises among other things the issue
of coverage – how can the potential input space
be covered? – and of test data creation – should
this data be hand tailored, created randomly, or
derived from real world text?

In this paper, we presented an approach which
permits automating the creation of test input for
surface realisers whose input is a flat semantic for-
mula. The approach differs from other existing
evaluation schemes in two ways. First, it permits
producing arbitrarily many inputs. Second, it sup-
ports the construction of grammar-controlled, lin-
guistically focused benchmarks.

We are currently working on further extending
GENSEM with more powerful (recursive) control
restrictions on the grammar traversal; on com-
bining GENSEM with tools for detecting grammar
overgeneration; and on producing a benchmark
that could be made available to the community for
testing surface realisers whose input is either a de-
pendency tree or a flat semantic formula.
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Abstract

Verb suffixes and verb complexes of mor-
phologically rich languages carry a lot of
information. We show that this infor-
mation if harnessed for the task of shal-
low parsing can lead to dramatic improve-
ments in accuracy for a morphologically
rich language- Marathi1. The crux of the
approach is to use a powerful morpholog-
ical analyzer backed by a high coverage
lexicon to generate rich features for a CRF
based sequence classifier. Accuracy fig-
ures of 94% for Part of Speech Tagging
and 97% for Chunking using a modestly
sized corpus (20K words) vindicate our
claim that for morphologically rich lan-
guages linguistic insight can obviate the
need for large amount of annotated cor-
pora.

1 Introduction

Shallow parsing which involves Part-of-Speech
(POS) tagging and Chunking is a fundamental
task of Natural Language Processing (NLP). It is
natural to view each of these sub-tasks as a se-
quence labeling task of assigning POS/chunk la-
bels to a given word sequence. For languages like
English where annotated corpora are available in
abundance these tasks can be performed with very
high accuracy using data-driven machine learning
techniques. Languages of the world show differ-
ent levels of readiness with respect to such anno-
tated resources and hence not all languages may

1Marathi is the official language of Maharashtra, a state in
Western India. The language has close to 20 million speakers
in the world.

provide a conducive platform for machine learn-
ing techniques.

In this scenario, morphologically rich lan-
guages from the Indian subcontinent present a
very interesting case. While these languages do
not enjoy the resource abundance of English, their
linguistic richness can be used to offset this re-
source deficit. Specifically, in such languages, the
suffixes carry a lot of information about the cate-
gory of a word which can be harnessed for shal-
low parsing. This is especially true in the case of
verbs where suffixes like Z� {ne}, ZAr� {naare} 2

clearly indicate the category of the word. Further,
the structure of verb groups in such languages is
relatively rigid and can be used to reduce the am-
biguity between main verbs and auxiliary verbs.

In the current work, we aim to reduce the data
requirement of machine learning techniques by
appropriate feature engineering based on the char-
acteristics of the language. Specifically, we tar-
get Marathi- a morphologically rich language-
and show that a powerful morphological analyzer
backed by a high coverage lexicon and a simple
but accurate Verb Group Identifier (VGI) can go a
long way in improving the accuracy of a state of
the art sequence classifier. Further, we show that
harnessing such features is the only way by which
one can hope to build a high-accuracy classifier
for such languages, and that simply throwing in a
large amount of annotated corpora does not serve
the purpose. Hence it makes more sense to invest
time and money in developing good morphologi-
cal analyzers for such languages than investing in
annotation. Accuracy figures of 94% for Part of

2These are the suffixes which derive infinitive and gerund
verb forms respectively.
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Speech Tagging and 97% for Chunking using a
modestly sized corpus (20K words) vindicate our
claim that for morphologically rich languages lin-
guistic knowledge plays a very important role in
shallow parsing of these languages.

2 Related Work

Many POS taggers have been built for English
employing machine learning techniques ranging
from Decision Trees (Black et al., 1992) to Graph-
ical Models (Brants, 2000; Brill, 1995; Ratna-
parkhi, 1996; Lafferty et al., 2001). Even hy-
brid taggers such as CLAWS (Garside and Smith,
1997) which combine stochastic and rule based
approaches have been developed. However, most
of these techniques do not focus on harnessing the
morphology; instead they rely on the abundance
of data which is not a very suitable proposition
for some of the resource deprived languages of the
Indian sub-continent.

Morphological processing based taggers using
a combination of hand-crafted rules and anno-
tated corpora have been tried for Turkish (Oflazer
and Kuruöz, 1994), Arabic (Tlili-Guiassa, 2006),
Hungarian (Megyesi, 1999) and Modern Greek
(Giorgos et al., 1999). The work on Hindi POS
tagging (Singh et al., 2006) comes closest to our
approach which showed that using a detailed lin-
guistic analysis of morphosyntactic phenomena,
followed by leveraging suffix information and ac-
curate verb group identification can help to build
a high-accuracy (93-94%) part of speech tagger
for Hindi. However, to the best of our knowledge,
there is no POS tagger and Chunker available for
Marathi and ours is the first attempt at building
one.

3 Motivating Examples

To explain the importance of suffix information
for shallow parsing we present two motivating ex-
amples. First, consider the following Marathi sen-
tence,
hA r-tA don gAvA\nA joXZArA aAh�.
haa rasta don gavaannaa jodaNaaraa VM aahe.
this road two villages connecting is
this is the road connecting VM two villages.

The word joXZArA {jodaNaaraa} (connecting)
in the above sentence is a verb and can be cat-
egorized as such by simply looking at the suffix
ZArA {Naaraa} as this suffix does not appear with
any other POS category. When suffix informa-
tion is used as a feature a statistical POS tagger
is able to identify the correct POS tag of joXZArA
{jodaNaaraa} even when it does not appear in the
training data. Hence, using suffix information en-
sures that a classifier is able to learn meaningful
patterns even in the absence of large training data.
Next, we consider two examples for chunking.

• VGNN (Gerund Verb Chunk)
mAZsAn� uX�yAcA þy× k�lA.
maaNasaane uDaNyaachaa B-VGNN3

prayatna kelaa.
man fly try do
man tried flying B-VGNN.

• VGINF (Infinitival Verb Chunk)
(yAn� cAlAylA s� zvAt k�lF.
tyaane chaalaayalaa B-VGNF suruvaata
kelii.
he walk start did
he started to walk B-VGINF.

Here, we are dealing with the case of two specific
verb chunks, viz., VGNN (gerund verb chunk) and
VGINF (infinitival verb chunk). A chunk having
a gerund always gets annotated as VGNN and a
chunk having an infinitival verb always gets anno-
tated as VGINF. Thus, the correct identification of
these verb chunks boils down to the correct iden-
tification of gerunds and infinitival verb forms in
the sentence which in turn depend on the careful
analysis of suffix information. For example, in
Marathi, the attachment of the verbal suffix “�y-
AcA” {Nyaachaa} to a verb root always results in
a gerund. Similarly, the attachment of the verbal
suffix “ylA” {yalaa} to a verb root always results
in an infinitival verb form. The use of such suffix
information as features can thus lead to better gen-
eralization for handling unseen words and thereby
reduce the need for additional training data. For
instance, in the first sentence, even when the word
“uX�yAcA” {uDaNyaachaa} does not appear in

3Note that for all our experiments we used BI scheme for
chunking as opposed to the BIO scheme
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the training data, a classifier which uses suffix in-
formation is able to label it correctly based on its
experience of previous words having suffix “�y-
AcA” {Nyaachaa} whereas a classifier which does
not use suffix information fails to classify it cor-
rectly.

4 Morphological Structure of Marathi

Marathi nouns inflect for number and case. They
may undergo derivation on the attachment of post-
positions. In the oblique case, first a stem is ob-
tained from the root by applying the rules of in-
flection. Then a postposition is attached to the
stem. Postpositions (including case markers and
the derivational suffixes) play a very important
role in Marathi morphology due to the complex
morphotactics.

Marathi adjectives can be classified into two
categories: ones that do not inflect and others that
inflect for gender, number and case where such an
inflection agrees with the gender and number of
the noun modified by them.

The verbs inflect for gender, number and
person of the subject and the direct object in a
sentence. They also inflect for tense and aspect
of the action as well as mood of the speaker in
an illocutionary act. They may even undergo
derivation to derive the nouns, adjectives or
postpositions. Verbal morphology in Marathi
is based on Aakhyaata theory for inflection and
Krudanta theory for derivation which are two
types of verb suffixes (Damale, 1970).

Aakhyaata Theory: Aakhyaata refers to tense,
aspect and mood. Aakhyaata form is realized
through an aakhyaata suffix which is a closing
suffix attached to verb root. For example, bslA
{basalaa} (sat) comes from basa + laa. There are
8 types of aakhyaatas named after the phonemic
shape of the aakhyaata suffix. Associated with ev-
ery aakhyaata are various aakhyaata-arthas which
indicate the features: tense, aspect and mood. An
aakhyaata may or may not agree with gender.
Krudanta Theory: Krudanta suffixes are at-
tached to the end of verbs to form non-infinitive
verb forms. For example, DAvAylA (DAv +
aAylA) {dhaavaayalaa} (to run). There are 8
types of krudantas defined in Marathi.

5 Design of Marathi Shallow Parser

Figure 1 and 2 show the overall architectures of
Marathi POS tagger and chunker. The proposed
system contains 3 important components. First,
a morphological analyzer which provides ambi-
guity schemes and suffix information for gener-
ating a rich set of features. Ambiguity Scheme
refers to the list of possible POS categories a word
can take. This can add valuable information to a
sequence classifier by restricting the set of pos-
sible POS categories for a word. For example,
the word jAt {jaat} meaning caste or go(caste-
noun, go- VM/VAUX) can appear as a noun or a
main verb or an auxiliary verb. Hence it falls in
the ambiguity scheme <NN-VM-VAUX>. This
information is stored in a lexicon. These features
are then fed to a CRF based engine which cou-
ples them with other elementary features (previ-
ous/next words and bigram tags) for training a se-
quence labeler. Finally, in the case of POS tagger,
we use a Verb Group Identifier (VGI) which acts
as an error correcting module for correcting the
output of the CRF based sequence labeler. Each
of these components is described in detail in the
following sub-sections.

5.1 Morphological Analyzer

The formation of polymorphemic words leads
to complexities which need to be handled dur-
ing the analysis process. For example, consider
the steps involved in the formation of the word
d�vAsmorQyAn� {devasamorchyane} (the one in
front of the God + ERGATIVE).

devaasamora = (deva→ devaa)

+ samora

devaasamorachaa = ( devaasamora→ devaasamora)

+ chaa

devaasamorachyaane = (devaasamorachaa→ devaasamorachyaa)

+ ne

In theory, the process can continue recursively for
the attachment of any number of suffixes. How-
ever, in practice, we have observed that a word in
Marathi contains at most 4 suffixes.

FSMs prove to be elegant and computationally
efficient tools for analyzing polymorphemic
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Figure 1: Architecture of POS Tagger

words. However, the recursive process of word
formation in Marathi involves inflection at the
time of attachment of every new suffix. The FSM
needs to be modified to handle this. However,
during the i-th recursion only (i-1)-th morpheme
changes its form which can be handled by suit-
ably modifying the FSM. The formation of word
d�vAsmorQyAn� {devaasamorachyaane} can be
viewed as:

devaasamora = (deva→ devaa)

+ samora

devaasamorachaa = ( deva→ devaa)

+ ( samora→ samora)

+ chaa

devaasamorachyaane = (deva→ devaa)

+ (samora→ samora)

+ (chaa→ chyaa)

+ ne

In general,
Polymorphemic word = (inflected morpheme1)
+ (inflected morpheme2) + ...

Now, we can create an FSM which is aware of
these inflected forms of morphemes in addition to
the actual morphemes to handle the above recur-
sive process of word formation. These inflected
forms are generated using the paradigm-based4

system written in Java and then fed to the FSM
implemented using SFST5.

4A paradigm identifies the uninflected form of words
which share similar inflectional patterns.

5http://www.ims.uni-stuttgart.de/projekte/gramotron

Our lexicon contains 16448 nouns categorized
into 76 paradigms, 8516 adjectives classified
as inflecting and non-inflecting adjectives, 1160
verbs classified into 22 classes. It contains 142
postpositions, 80 aakhyaata and 8 krudanta suf-
fixes.

5.2 CRF
Conditional Random Fields (Lafferty et al., 2001)
are undirected graphical models used for labeling
sequential data. Under this model, the conditional
probability distribution of a tag given the observed
word sequence is given by,

P (Y |X;λ) =
1

Z(X)
· e

PT
t=1

PK
k=1 λkfk(Yt−1,Yt,X,t)

(1)

where,

X = source word

Y = target word

T = length of sentence

K = number of features

λk = feature weight

Z(X) = normalization constant

We used CRF++6, an open source implementa-
tion of CRF, for training and further decoding the
tag sequence. We used the following features for
training the sequence labeler (here, wi is the i-th
word, ti is the i-th pos tag and ci is the i-th chunk
tag).

/SOFTWARE/SFST.html
6http://crfpp.sourceforge.net/
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Figure 2: Architecture of Chunker

Features used for POS tagger training
Consider position of interest = i

• ti ti−1 and wj such that i− 3 < j < i+ 3

• ti ti−1 and suffix information of wi

• ti ti−1 and ambiguity scheme of wi

Here, the first features are weak features which
depend only on the previous/next words and bi-
gram tags. The next two are rich morphological
features which make use of the output of the
morphological analyzer.

Features used for Chunker training
Consider position of interest = i

• ci ci−1 and tj , wj such that i−3 < j < i+3

• ci ci−1 and suffix information of wi

where ci, ci−1 ∈ {B, I}. Here again, the first set
of features are weak features and the second set
of features are rich morphological features.

5.3 Verb Group Identification (VGI)

In Marathi, certain auxiliaries like ast� {asate}
(be), aAh� {aahe} (is) etc.. can also act as main
verbs in certain contexts. This ambiguity between
VM (main verbs) and VAUX (auxiliary verbs) can
lead to a large number of errors in POS tagging
if not handled correctly. However, the relatively
rigid structure of Marathi VG coupled with dis-
tinct suffix-affinity of auxiliary verbs allows us to
capture this ambiguity well using the following
simple regular expression:

MainVerbRoot (KrudantaSuffix AuxVerbRoot)*
AakhyaataSuffix

The above regular expression imposes some re-
striction on the occurrence of certain auxiliary
verbs after specific krudanta suffixes. This restric-
tion is captured with the help of a rule file contain-
ing krudanta suffix-auxiliary verb pairs. A sample
entry from this file is

Un , kAY [oon, kaaDh]

which suggests that the auxiliary verb kAY
{kaaDh} can appear after the suffix Un {oon}.
We created a rule file containing around 350 such
valid krudanta suffix-auxiliary verb pairs.

An important point which needs to be high-
lighted here is that a simple left to right scan ig-
noring suffix information and marking the first
verb constituent as main verb and every other
constituent as auxiliary verb does not work for
Marathi. For example, consider the following
verb sequence,

(yAlA ucl� n aAZAv� lAgl�.
tyaalaa uchaluun aaNaave laagale

He carry bring need
It was needed to carry and bring him.

Here, a simple left to right scan of the verb se-
quence ignoring the suffix information would im-
ply that ucl� n is a VM whereas aAZAv� and
lAgl� are VAUX. However, this is not the case
and can be identified correctly by considering the
suffix affinity of auxiliary verbs. Specifically, in
this case, the verb root aAZ cannot take the role
of an auxiliary verb when it appears after the kru-
danta suffix Un. This suggests that the verb
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aAZAv� does not belong to the same verb group
as ucl� n and hence is not a VAUX. This shows
suffix and regular expression help in disambiguat-
ing VM-VAUX which is a challenge in all POS
taggers.

6 Experimental Setup

We used documents from the TOURISM and
NEWS domain for all our experiments 7. These
documents were hand annotated by two Marathi
lexicographers. The total size of the corpus was
kept large (106273 POS tagged words and 63033
chunks) to study the impact of the size of training
data versus the amount of linguistic information
used. The statistics about each POS tag and chunk
tag are summarized in Table 1 and Table 2.

POS
Tag

Frequency
in Corpus

POS
Tag

Frequency
in Corpus

NN 51047 RP 359
NST 578 CC 3735
PRP 8770 QW 630
DEM 3241 QF 1928
VM 17716 QC 2787
VAUX 6295 QO 277
JJ 7311 INTF 158
RB 1060 INJ 22
UT 97 RDP 39
PSP 69 NEG 154

Table 1: POS Tags in Training Data

Chunk
Tag

Frequency
in Corpus

Chunk
Tag

Frequency
in Corpus

NP 40254 JJP 2680
VGF 7425 VGNF 3553
VGNN 1105 VGINF 58
RBP 782 BLK 2337
CCP 4796 NEGP 43

Table 2: Chunk Tags in Training Data

7 Results

We report results in four different settings:
Weak Features (WF): Here we use the basic

7The data can be found at www.cfilt.iitb.ac.in/

CRF classifier with elementary word features (i.e.,
words appearing in a context window of 3) and bi-
gram tag features and POS tags in case of chunker.
Weak Morphological Features (Weak-MF): In
addition to the elementary features we use sub-
strings of length 1 to 7 appearing at the end of the
word as feature. The idea here is that such sub-
strings taken from the end of the word can provide
a good approximation of the actual suffix of the
word. Such substrings thus provide a statistical
approximation of the suffixes in the absence of a
full fledged morphological analyzer. This should
not be confused with weak features which mean
tags and word.
Rich Morphological Features (Rich-MF): In
addition to the elementary features we use the am-
biguity schemes and suffix information provided
by the morphological analyzer.
Reach Morphological Features + Verb Group
Identification (Rich-MF+VGI): This setting is
applicable only for POS tagging where we apply
an error correcting VGI module to correct the out-
put of the feature rich CRF tagger.

In each case we first divided the data into four
folds (75% for training and 25% for testing).
Next, we varied the training data in increments of
10K and calculated the accuracy of each of the
above models. The x-axis represents the size of
the training data and the y-axis represents the pre-
cision of the tagger/chunker. Figure 3 plots the
average precision of the POS tagger across all cat-
egories using WF, Weak-MF, Rich-MF and Rich-
MF VGI for varying sizes of the training data.
Figure 6 plots the average precision of the chun-
ker across all categories using WF, Weak-MF and
Rich-MF. Next, to show that the impact of mor-
phological analysis is felt more for verbs than
other POS categories we plot the accuracies of
verb pos tags (Figure 4) and verb chunk tags (Fig-
ure 7) using WF, Weak-MF, Rich-MF and Rich-
MF VGI for varying sizes of the training data.

8 Discussions

We made the following interesting observations
from the above graphs and tables.
1. Importance of linguistic knowledge: Fig-
ure 3 shows that using a large amount of anno-
tated corpus (91k), the best accuracy one can hope
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for is around 85% if morphological information is
not harnessed i.e., if only weak features are used.
Adding more data will definitely not be of much
use as the curve is already close to saturation. On
the other hand, if morphological information is
completely harnessed using a rich morphological
analyzer then an accuracy as high as 94% can be
obtained by using data as small as 20k words. Fig-
ure 6 tells a similar story. In the absence of mor-
phological features a large amount of annotated
corpus (62k words) is needed to reach an accu-
racy of 96%, whereas if suffix information is used
then the same accuracy can be reached using a
much smaller training corpus (20k words). This
clearly shows that while dealing with morpholog-
ically rich languages, time and effort should be
invested in building powerful morphological ana-
lyzer.
2. Weak morphological features vs rich mor-
phological analyzer: Figure 3 shows that in the
case of POS tagging using just weak morpholog-
ical features gives much better results than the
baseline (i.e. using only weak features). How-
ever, it does not do as well as the rich features
especially when the training size is small, thereby
suggesting that an approximation of the morpho-
logical suffixes may not work for a language hav-
ing rich and diverse morphology. On the other
hand, in the case of chunking, the weak morpho-
logical features do marginally better than the rich
morphological features suggesting that for a rela-
tively easier task (chunking as compared to POS
tagging) even a simple approximation of the ac-
tual suffixes may deliver the goods.
3. Specific case of verbs: Figure 4 shows that in
case of POS tagging using suffixes as features re-
sults in a significant increase in accuracy of verbs.
Specifically accuracy increases from 62% to 95%
using a very small amount of annotated corpus
(20K words). Comparing this with figure 5 we see
that while using morphological information defi-
nitely helps other POS categories, the impact is
not as high as that felt for verbs. Figures 7 and
8 for chunking show a similar pattern i.e., the ac-
curacy of verb chunks is affected more by mor-
phology as compared to other chunk tags. These
figures support our claim that “verbs is where all
the action lies” and they indeed need special treat-

VM VAUX
VM 17078 347
VAUX 257 6025

Table 3: Confusion matrix for VM-VAUX using
Rich-MF

ment in terms of morphological analysis.
4. Effect of VGI: Figures 3 and 4 show that
the VGI module does not lead to any improve-
ment in the overall accuracy. A detailed analysis
showed that this is mainly because there was not
much VM-VAUX ambiguity left after applying
CRF model containing rich morphological fea-
tures. To further illustrate our point we present the
confusion matrix (see Table 3 ) for verb tags for
a POS tagger using Rich-MF. Table 3 shows that
there were only 347 VM tags which got wrongly
tagged as VAUX and 257 VAUX tags which got
wrongly tagged as VM. Thus the rich morpholog-
ical features were able to take care of most VM-
VAUX ambiguities in the data. However we feel
that if the data contains several VM-VAUX ambi-
guities such as the one illustrated in the example
in Section 5.3 then the VGI module would come
in play and help to boost the performance by re-
solving such ambiguities.

9 Conclusion

We presented here our work on shallow parsing of
a morphologically rich language- Marathi. Our re-
sults show that while dealing with such languages
one cannot ignore the importance of harnessing
morphological features. This is especially true for
verbs where improvements upto 50% in accuracy
can be obtained by adroit handling of suffixes and
accurate verb group identification. An important
conclusion that can be drawn from our work is
that while dealing with morphologically rich lan-
guages it makes sense to invest time and money
in developing powerful morphological analyzers
than placing all the bets on annotating data.
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Abstract

Humans are very good at judging the
strength of relationships between two
terms, a task which, if it can be au-
tomated, would be useful in a range
of applications. Systems attempting to
solve this problem automatically have
traditionally either used relative po-
sitioning in lexical resources such as
WordNet, or distributional relation-
ships in large corpora. This paper pro-
poses a new approach, whereby rela-
tionships are derived from natural lan-
guage text by using existing nlp tools,
then integrated into a large scale se-
mantic network. Spreading activation
is then used on this network in order
to judge the strengths of all relation-
ships connecting the terms. In com-
parisons with human measurements,
this approach was able to obtain re-
sults on par with the best purpose built
systems, using only a relatively small
corpus extracted from the web. This
is particularly impressive, as the net-
work creation system is a general tool
for information collection and integra-
tion, and is not specifically designed for
tasks of this type.

1 Introduction

The ability to determine semantic relatedness
between terms is useful for a variety of nlp ap-
plications, including word sense disambigua-
tion, information extraction and retrieval, and
text summarisation (Budanitsky and Hirst,
2006). However, there is an important dis-
tinction to be made between semantic relat-
edness and semantic similarity. As (Resnik,

1999) notes, “Semantic similarity represents a
special case of semantic relatedness: for ex-
ample, cars and gasoline would seem to be
more closely related than, say, cars and bi-
cycles, but the latter pair are certainly more
similar”. (Budanitsky and Hirst, 2006) fur-
ther note that “Computational applications
typically require relatedness rather than just
similarity; for example, money and river are
cues to the in-context meaning of bank that
are just as good as trust company”.

Systems for automatically determining the
degree of semantic relatedness between two
terms have traditionally either used a mea-
surement based on the distance between the
terms within WordNet (Banerjee and Ped-
ersen, 2003; Hughes and Ramage, 2007), or
used co-occurrence statistics from a large cor-
pus (Mohammad and Hirst, 2006; Padó and
Lapata, 2007). Recent systems have, how-
ever, shown improved results using extremely
large corpora (Agirre et al., 2009), and ex-
isting large-scale resources such as Wikipedia
(Strube and Ponzetto, 2006).

In this paper, we propose a new approach
to determining semantic relatedness, in which
a semantic network is automatically created
from a relatively small corpus using exist-
ing NLP tools and a network creation system
called ASKNet (Harrington and Clark, 2007),
and then spreading activation is used to de-
termine the strength of the connections within
that network. This process is more analogous
to the way the task is performed by humans.
Information is collected from fragments and
assimilated into a large semantic knowledge
structure which is not purposely built for a
single task, but is constructed as a general
resource containing a wide variety of infor-
mation. Relationships represented within this
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structure can then be used to determine the
total strength of the relations between any two
terms.

2 Existing Approaches

2.1 Resource Based Methods

A popular method for automatically judging
semantic distance between terms is through
WordNet (Fellbaum, 1998), using the lengths
of paths between words in the taxonomy as a
measure of distance. While WordNet-based
approaches have obtained promising results
for measuring semantic similarity (Jiang and
Conrath, 1997; Banerjee and Pedersen, 2003),
the results for the more general notion of se-
mantic relatedness have been less promising
(Hughes and Ramage, 2007).

One disadvantage of using WordNet for
evaluating semantic relatedness is its hierar-
chical taxonomic structure. This results in
terms such as car and bicycle being close in
the network, but terms such as car and gaso-
line being far apart. Another difficulty arises
from the non-scalability of WordNet. While
the quality of the network is high, the man-
ual nature of its construction means that arbi-
trary word pairs may not occur in the network.
Hence in this paper we pursue an approach in
which the resource for measuring semantic re-
latedness is created automatically, based on
naturally occurring text.

A similar project, not using WordNet is
WikiRelate (Strube and Ponzetto, 2006),
which uses the existing link structure of
Wikipedia as its base network, and uses sim-
ilar path based measurements to those found
in WordNet approaches to compute semantic
relatedness. This project has seen improved
results over most WordNet base approaches,
largely due to the nature of Wikipedia, where
articles tend to link to other articles which are
related, rather than just ones which are simi-
lar.

2.2 Distributional Methods

An alternative method for judging semantic
distance is using word co-occurrence statistics
derived from a very large corpus (McDonald

and Brew, 2004; Padó and Lapata, 2007) or
from the web using search engine results (Tur-
ney, 2001).

In a recent paper, Agirre et al. (2009) parsed
4 billion documents (1.6 Terawords) crawled
from the web, and then used a search func-
tion to extract syntactic relations and con-
text windows surrounding key words. These
were then used as features for vector space,
in a similar manner to work done in (Padó
and Lapata, 2007), using the British National
Corpus (bnc). This system has produced ex-
cellent results, indicating that the quality of
the results for these types of approaches is re-
lated to the size and coverage of their corpus.
This does however present problems moving
forward, as 1.6 Terawords is obviously an ex-
tremely large corpus, and it is likely that there
would be a diminishing return on investment
for increasingly large corpora. In the same pa-
per, another method was shown which used
the pagerank algorihm, run over a network
formed from WordNet and the WordNet gloss
tags in order to produce equally impressive re-
sults.

3 A Semantic Network Approach

The resource we use is a semantic network,
automatically created by the large scale net-
work creation program, ASKNet. The rela-
tions between nodes in the network are based
on the relations returned by a parser and se-
mantic analyser, which are typically the argu-
ments of predicates found in the text. Hence
terms in the network are related by the chain
of syntactic/semantic relations which connect
the terms in documents, making the network
ideal for measuring the general notion of se-
mantic relatedness.

Distinct occurrences of terms and entities
are combined into a single node using a novel
form of spreading activation (Collins and Lof-
tus, 1975). This combining of distinct men-
tions produces a cohesive connected network,
allowing terms and entities to be related
across sentences and even larger units such as
documents. Once the network is built, spread-
ing activation is used to determine semantic
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relatedness between terms. For example, to
determine how related car and gasoline are,
activation is given to one of the nodes, say
car, and the network is “fired” to allow the
activation to spread to the rest of the net-
work. The amount of activation received by
gasoline is then a measure of the strength of
the semantic relation between the two terms.

We use three datasets derived from human
judgements of semantic relatedness to test our
technique. Since the datasets contain general
terms which may not appear in an existing
corpus, we create our own corpus by harvest-
ing text from the web via Google. This ap-
proach has the advantage of requiring little
human intervention and being extensible to
new datasets. Our results using the semantic
network derived from the web-based corpus
are comparable to the best performing exist-
ing methods tested on the same datasets.

4 Creating the Semantic Networks

ASKNet creates the semantic networks using
existing nlp tools to extract syntactic and se-
mantic information from text. This informa-
tion is then combined using a modified version
of the update algorithm used by Harrington
and Clark (2007) to create an integrated large-
scale network. By mapping together concepts
and objects that relate to the same real-world
entities, the system is able to transform the
output of various nlp tools into a single net-
work, producing semantic resources which are
more than the sum of their parts. Combin-
ing information from multiple sources results
in a representation which would not have been
possible to obtain from analysing the original
sources separately.

The nlp tools used by ASKNet are the
C&C parser (Clark and Curran, 2007) and
the semantic analysis program Boxer (Bos
et al., 2004), which operates on the ccg
derivations output by the parser to produce
a first-order representation. The named en-
tity recognizer of Curran and Clark (2003)
is also used to recognize the standard set of
muc entities, including person, location and
organisation.

As an example of the usefulness of infor-
mation integration, consider the monk -asylum
example, taken from the rg dataset (de-
scribed in Section 5.1). It is possible that even
a large corpus could contain sentences linking
monk with church, and linking church with
asylum, but no direct links between monk and
asylum. However, with an integrated seman-
tic network, activation can travel across mul-
tiple links, and through multiple paths, and
will show a relationship, albeit probably not
a very strong one, between monk and asylum,
which corresponds nicely with our intuition.

Figure 1, which gives an example net-
work built from duc documents describing the
Elian Gonzalez custody battle, gives an indi-
cation of the kind of network that ASKNet
builds. This figure does not give the full net-
work, which is too large to show in a sin-
gle figure, but shows the “core” of the net-
work, where the core is determined using the
technique described in (Harrington and Clark,
2009). The black boxes represent named en-
tities mentioned in the text, which may have
been mentioned a number of times across doc-
uments, and possibly using different names
(e.g. Fidel Castro vs. President Castro). The
diamonds are named directed edges, which
represent relationships between entities.

A manual evaluation using human judges
has been performed to measure the accuracy
of ASKNet networks. On a collection of duc
documents, the “cores” of the resulting net-
works were judged to be 80% accurate on av-
erage, where accuracy was measured for the
merged entity nodes in the networks and the
relations between those entities (Harrington
and Clark, 2009). The motivation for fully au-
tomatic creation is that very large networks,
containing millions of edges, can be created in
a matter of hours.

Automatically creating networks does result
in lower precision than manual creation, but
this is offset by the scalability and speed of
creation. The experiments described in this
paper are a good test of the automatic cre-
ation methodology.
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Figure 1: Example network core derived from duc documents describing a news story from 2000.

The update algorithm

In order to merge information from multi-
ple sources into a single cohesive resource,
ASKNet uses a spreading activation based up-
date algorithm (Harrington and Clark, 2007).
As the system encounters new information, it
attempts to map named entities in the new
sentences it encounters to those already in its
network. Each new sentence is turned into an
update fragment ; a fragment of the network
representing the information contained in the
sentence. Initial mapping scores, based on
lexical similarity and named entity type, are
made between the update fragment’s named
entities and those in the main network. The
job of the update algorithm is to improve upon
those initial scorings using the semantic infor-

mation contained within the network.

The update algorithm iterates over each
named entity node in the update fragment.
This base node is provided with activation,
which is allowed to spread throughout the
fragment. All named entities which receive
activation in this process, then transfer their
activation to their target named entity nodes
(nodes in the main network with which they
have a current mapping score greater than
zero). The amount transferred is based on the
strength of the mapping score. The activation
is then allowed to circulate through the main
network until it reaches a stable state. At this
point, the base node’s mappings are updated
based on which of its target nodes received
activation. The more activation a target node
receives, the more its mapping score with the
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base node will increase.

The intuition behind the update algorithm
is that we can use relatedness of nodes in
the update fragment to determine appropriate
mappings in the main network. So if our base
node has the label “Crosby”, and is related
to named entity nodes referring to “Canada”,
“Vancouver” and “2010”, those nodes will
pass their activation onto their main network
targets, and hopefully onto the node repre-
senting the ice hockey player Sidney Crosby.
We would then increase the mapping score be-
tween our base node and this target, while at
the same time decreasing the mapping score
between out base node and the singer Bing
Crosby, who (hopefully) would have received
little or no activation. The update algorithm
is also self-reinforcing, as in the successive
stages, the improved scores will focus the ac-
tivation further. In our example, in successive
iterations, more of the activation coming to
the “Crosby” node will be sent to the appro-
priate target node, and therefore there will be
less spurious activation in the network to cre-
ate noise.

For the purposes of these experiments, we
extended the update algorithm to map to-
gether general object nodes, rather than fo-
cusing solely on named entities. This was nec-
essary due to the nature of the task. Sim-
ply merging named entities would not be suf-
ficient, as many of the words in datasets would
not likely be associated strongly with any par-
ticular named entities. Extending the algo-
rithm in this way resulted in a much higher
frequency of mapping, and a much more con-
nected final network. Because of this, we
found that several of the parameters had to
be changed from those used in Harrington
and Clark (2009). Our initial activation in-
put was set to double that used in Harring-
ton and Clark’s experiments (100 instead of
50), to compensate for the activation lost over
the higher number of links. We also found
that the number of iterations required to reach
a stable state had increased to more than 4
times the previous number. This was to be
expected due to the increased number of links

passing activation. We also had to remove the
named entity type calculation from the initial
mapping score, thus leaving the initial scor-
ing to be simply the ratio of labels in the two
nodes which overlapped. These changes were
all done after manual observation of test net-
works built from searches not relating to any
dataset, and were not changed once the exper-
iments had begun.

4.1 Measuring semantic relatedness

Once a large-scale network has been con-
structed from a corpus of documents, spread-
ing activation can be used to efficiently obtain
a distance score between any two nodes in the
network, which will represent the semantic re-
latedness of the pair. Each node in the net-
work has a current amount of activation and
a threshold (similar to classical ideas from the
neural network literature). If a node’s activa-
tion exceeds its threshold, it will fire, sending
activation to all of its neighbours, which may
cause them to fire, and so on. The amount of
activation sent between nodes decreases with
distance, so that the effect of the original fir-
ing is localized. The localized nature of the
algorithm is important because it means that
semantic relatedness scores can be calculated
efficiently even for pairs of nodes in very large
networks.

To obtain a score between nodes x and y,
first a set amount of activation is placed in
node x; then the network is fired until it sta-
bilises, and the total amount of activation re-
ceived by node y is stored as act(x,y). This
process is repeated starting with node y to ob-
tain act(y,x). The sum of these two values,
which we call dist(x,y), is used as the mea-
sure of semantic relatedness between x and y.1

dist(x,y) is a measure of the total
strength of connection between nodes x and
y, relative to the other nodes in their region.
This takes into account not just direct paths,
but also indirect paths, if the links along those
paths are of sufficient strength. Since the

1The average could be used also but this has no
effect on the ranking statistics used in the later exper-
iments.
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networks potentially contain a wide variety
of relations between terms, the calculation of
dist(x,y) has access to a wide variety of in-
formation linking the two terms. If we con-
sider the (car, gasoline) example mentioned
earlier, the intuition behind our approach is
that these two terms are likely to be closely
related in a semantic network built from text,
either fairly directly because they appear in
the same sentence or document, or indirectly
because they are related to the same entities.

5 Experiments

The purpose of the experiments was to de-
velop an entirely automated approach for
replicating human judgements of semantic re-
latedness of words. We used three existing
datasets of human judgements: the Hodg-
son, Rubenstein & Goodenough (rg) and
Wordsimilarity-353 (ws-353) datasets. For
each dataset we created a corpus using re-
sults returned by Google when queried for
each word independently (Described in Sec-
tion 5.2). We then built a semantic network
from that corpus and used the spreading acti-
vation technique described in the previous sec-
tion to measure semantic relatedness between
the word pairs in the dataset.

The parser and semantic analysis tool used
to create the networks were developed on
newspaper data (a ccg version of the Penn
Treebank (Steedman and Hockenmaier, 2007;
Clark and Curran, 2007)), but our impres-
sion from informally inspecting the parser
output was that the accuracy on the web
data was reasonable. The experimental re-
sults show that the resulting networks were
of high enough quality to closely replicate hu-
man judgements.

5.1 The datasets

Many studies have shown a marked prim-
ing effect for semantically related words. In
his single-word lexical priming study, (Hodg-
son, 1991) showed that the presentation of
a prime word such as election directly fa-
cilitates processing of a target word such as
vote. Hodgson showed an increase in both re-

sponse speed and accuracy when the prime
and target are semantically related. 143 word
pairs were tested across 6 different lexical re-
lations: antonymy (e.g., enemy, friend); con-
ceptual association (e.g., bed, sleep); category
coordination (e.g., train, truck); phrasal as-
sociation (e.g., private, property); superordi-
nation/subordination (e.g., travel, drive); and
synonymy (e.g., value, worth). It was shown
that equivalent priming effects (i.e., reduced
processing time) were present across all rela-
tion types, thus indicating that priming was a
result of the terms’ semantic relatedness, not
merely their similarity or other simpler rela-
tion type.

The Hodgson dataset consists of the 143
word pairs divided by lexical category. There
were no scores given as all pairs were shown
to have relatively similar priming effects. No
examples of unrelated pairs are given in the
dataset. We therefore used the unrelated pairs
created by McDonald and Brew (2004).

The task in this experiment was to obtain
scores for all pairs, and to do an ANOVA test
to determine if there is a significant difference
between the scores for related and unrelated
pairs.

The ws-353 dataset (Finkelstein et al.,
2002) contains human rankings of the seman-
tic distance between pairs of terms. Although
the name may imply that the scores are based
on similarity, human judges were asked to
score 353 pairs of words for their relatedness
on a scale of 1 to 10, and so the dataset is
ideal for our purposes. For example, the pair
(money, bank) is in the dataset and receives
a high relatedness score of 8.50, even though
the terms are not lexically similar.

The dataset contains regular nouns and
named entities, as well as at least one
term which does not appear in WordNet
(Maradona). In this experiment, we calcu-
lated scores for all word pairs, and then used
rank correlation to compare the similarity of
our generated scores to those obtained from
human judgements.

The rg dataset (Rubenstein and Goode-
nough, 1965) is very similar to the ws-353,
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though with only 65 word pairs, except that
the human judges were asked to judge the
pairs based on synonymy, rather than over-
all relatedness. Thus, for example, the pair
(monk,asylum), receives a significantly lower
score than the pair (crane,implement).

5.2 Data collection, preparation and
processing

In order to create a corpus from which to build
the semantic networks, we first extracted each
individual word from the pairings, resulting
in a list of 440 words for the ws-353 collec-
tion, 48 words for the rg (some words were
used in multiple pairings), and 282 words for
the Hodgson collection. For each of the words
in this list, we then performed a query using
Google, and downloaded the first 5 page re-
sults for that query. The choice of 5 as the
number of documents to download for each
word was based on a combination of infor-
mal intuition about the precision and recall of
search engines, as well as the practical issue of
obtaining a corpus that could be processed in
reasonable space and time.

Each of the downloaded web pages was then
cleaned by a set of Perl scripts which removed
all HTML markup. Statistics for the resulting
corpora are given in Table 1.

Three rules were added to the retrieval pro-
cess to deal with problems encountered in for-
matting of web-pages:

1. Pages from which no text could be re-
trieved were ignored and replaced with
the next result.

2. HTML lists preceded by a colon were re-
combined into sentences.

3. For Wikipedia disambiguation pages
(pages which consist of a list of links to
articles relating to the various possible
senses of a word), all of the listed links
were followed and the resulting pages
added to the corpus.

Each of these heuristics was performed au-
tomatically and without human intervention.

The largest of the networks, created for the
ws-353 dataset, took slightly over 24 hours

corpus sentences words

Hodgson 814,779 3,745,870

rg 150,165 573,148

ws-353 1,042,128 5,027,947

Table 1: Summary statistics for the corpora gener-
ated for the experiments.

to complete, including time for parsing and
semantic analysis.

6 Results

6.1 Hodgson priming dataset

After processing the Hodgson corpus to
build a semantic network with approximately
500,000 nodes and 1,300,000 edges, the appro-
priate node pairs were fired to obtain the dis-
tance measure as previously described. Those
measurements were then recorded as measure-
ments of semantic relatedness between two
terms. If a term was used as a label in two
or more nodes, all nodes were tried, and the
highest scoring pairs were used.

As the Hodgson dataset did not provide ex-
amples of unrelated pairs against which we
could compare, unrelated pairs were gener-
ated as described in (McDonald and Brew,
2004). This is not an ideal method, as sev-
eral pairs that were identified as unrelated did
have some relatively obvious relationship (e.g.
tree – house, poker – heart). However we chose
to retain the methodology for consistency with
previous literature as it was also used in (Padó
and Lapata, 2007).

Scores were obtained from the network for
the word pairs, and for each target an aver-
age score was calculated for all primes in its
category. Example scores are given in Table
2.

Two-way analysis of variance (ANOVA)
was carried out on the network scores with
the the relatedness status of the pair being
the independent variable. A reliable effect
was observed for the network scores with the
primes for related words being significantly
larger than those for unrelated words. The
results are given in Table 3.

The use of ANOVA shows that there is a
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Word pair Related Network Score
empty - full Yes 10.13
coffee - mug Yes 5.86
horse - goat Yes 0.96
dog - leash Yes 4.70
friend - antonym No 0.53
vote - conceptual No 1.37
property - phrasal No 2.47
drive - super/sub No 1.86

Table 2: Example scores obtained from the network
for related and unrelated word pairs from the Hodgson
dataset

difference in the scores of the related and un-
related word pairs that cannot be accounted
for by random variance. However, in order
to compare the strength of the experimental
effects between two experiments, additional
statistics must be used. Eta-squared (η2) is
a measure of the strength of an experimental
effect. A high η2 indicates that the indepen-
dent variable accounts for more of the variabil-
ity, and thus indicates a stronger experimen-
tal effect. In our experiments, we found an
η2 of 0.411, which means that approximately
41% of the overall variance can be explained
by the relatedness scores.

For comparison, we provide the ANOVA
results for experiments by (McDonald and
Brew, 2004) and (Padó and Lapata, 2007) on
the same dataset. Both of these experiments
obtained scores using vector based models
populated with data from the bnc.

We also include the results obtained from
performing the same ANOVA tests on Point-
wise Mutual Information scores collected over
our corpus. These results were intended to
provide a baseline when using the web-based
corpus. To calculate the pmi scores for this ex-
periment, we computed scores for the number
of times the two words appeared in the same
paragraph or document, and the total number
of occurrences of words in the corpus. The pmi
scores were calculated by simply dividing the
number of times the words co-occurred within
a paragraph, by the product of the number of
occurrences of each word within a document.

F MSE p η2

McDonald & Brew 71.73 0.004 < 0.001
Padó & Lapata 182.46 0.93 < 0.01 0.332
pmi 42.53 3.79 < 0.001 0.263
Network 50.71 3.28 < 0.0001 0.411

Table 3: ANOVA results of scores generated from
the Hodgson dataset compared to those reported for
existing systems. (F = F-test statistic, MSE = Mean
squared error, p = P-value, η2 = Effect size)

6.2 ws-353 and rg datasets

The methodology used to obtain scores for the
ws-353 and rg collections was identical to
that used for the Hodgson data, except that
scores were only obtained for those pairs listed
in the data set. Because both collections pro-
vided direct scores, there was no need to re-
trieve network scores for unrelated pairings.

ws-353 rg

WikiRelate! 0.48 0.86
Hughes-Ramage 0.55 0.84
Agirre Et Al 0.66 0.89

pmi 0.41 0.80
Network 0.62 0.86

Table 4: Rank correlation scores for the semantic
network and pmi-based approaches, calculated on the
ws-353 and rg collections, shown against scores for
existing systems.

For consistency with previous literature, the
scores obtained by the semantic network were
compared with those from the collections us-
ing Spearman’s rank correlation. The correla-
tion results are given in Table 4. For compar-
ison, we have included the results of the same
correlation on scores from three top scoring
systems using the approaches described above.
We also include the scores obtained by using
a simple pmi calculation as in the previous ex-
periment.

The scores obtained by our system were not
an improvement on those obtained by existing
systems. However, our scores were on par with
the best performing systems, which were pur-
pose built for this application, and at least in
the case of the system by Agirre et al. used a
corpus several orders of magnitude larger.
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7 Conclusion

In this paper we have shown that a semantic
network approach to determining semantic re-
latedness of terms can achieve performance on
par with the best purpose built systems. This
is interesting for two reasons. Firstly, the ap-
proach we have taken in this paper is much
more analogous to the way humans perform
similar tasks. Secondly, the system used was
not purpose built for this application. It is
instead a general tool for information collec-
tion and integration, and this result indicates
that it will likely be useful for a wide variety
of language processing applications.
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Abstract

State-of-the-art approaches for unsuper-
vised keyphrase extraction are typically
evaluated on a single dataset with a single
parameter setting. Consequently, it is un-
clear how effective these approaches are
on a new dataset from a different domain,
and how sensitive they are to changes in
parameter settings. To gain a better under-
standing of state-of-the-art unsupervised
keyphrase extraction algorithms, we con-
duct a systematic evaluation and analysis
of these algorithms on a variety of stan-
dard evaluation datasets.

1 Introduction

The keyphrases for a given document refer to a
group of phrases thatrepresentthe document. Al-
though we often come across texts from different
domains such as scientific papers, news articles
and blogs, which are labeled with keyphrases by
the authors, a large portion of the Web content re-
mains untagged. While keyphrases are excellent
means for providing a concise summary of a doc-
ument, recent research results have suggested that
the task of automatically identifying keyphrases
from a document is by no means trivial. Re-
searchers have explored both supervised and un-
supervised techniques to address the problem of
automatic keyphrase extraction. Supervised meth-
ods typically recast this problem as a binary clas-
sification task, where a model is trained on anno-
tated data to determine whether a given phrase is
a keyphrase or not (e.g., Frank et al. (1999), Tur-
ney (2000; 2003), Hulth (2003), Medelyan et al.
(2009)). A disadvantage of supervised approaches

is that they require a lot of training data and yet
show bias towards the domain on which they are
trained, undermining their ability to generalize
well to new domains. Unsupervised approaches
could be a viable alternative in this regard.

The unsupervised approaches for keyphrase ex-
traction proposed so far have involved a number
of techniques, including language modeling (e.g.,
Tomokiyo and Hurst (2003)), graph-based rank-
ing (e.g., Zha (2002), Mihalcea and Tarau (2004),
Wan et al. (2007), Wan and Xiao (2008), Liu
et al. (2009a)), and clustering (e.g., Matsuo and
Ishizuka (2004), Liu et al. (2009b)). While these
methods have been shown to work well on a par-
ticular domain of text such as short paper abstracts
and news articles, their effectiveness and portabil-
ity across different domains have remained an un-
explored issue. Worse still, each of them is based
on a set of assumptions, which may only hold for
the dataset on which they are evaluated.

Consequently,we have little understanding of
how effective the state-of the-art systems would be
on a completely new dataset from a different do-
main. A few questions arise naturally. How would
these systems perform on a different dataset with
their original configuration? What could be the
underlying reasons in case they perform poorly?
Is there any system that can generalize fairly well
across various domains?

We seek to gain a better understanding of the
state of the art in unsupervised keyphrase ex-
traction by examining the aforementioned ques-
tions. More specifically, we compare five unsu-
pervised keyphrase extraction algorithms on four
corpora with varying domains and statistical char-
acteristics. These algorithms represent the ma-
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jor directions in this research area, including Tf-
Idf and four recently proposed systems, namely,
TextRank (Mihalcea and Tarau, 2004), SingleR-
ank (Wan and Xiao, 2008), ExpandRank (Wan
and Xiao, 2008), and a clustering-based approach
(Liu et al., 2009b). Since none of these systems
(except TextRank) are publicly available, we re-
implement all of them and make them freely avail-
able for research purposes.1 To our knowledge,
this is the first attempt to compare the perfor-
mance of state-of-the-art unsupervised keyphrase
extraction systems on multiple datasets.

2 Corpora

Our four evaluation corpora belong to different
domains with varying document properties. Ta-
ble 1 provides an overview of each corpus.

The DUC-2001 dataset (Over, 2001), which is
a collection of 308 news articles, is annotated by
Wan and Xiao (2008). We report results on all 308
articles in our evaluation.

The Inspec dataset is a collection of 2,000 ab-
stracts from journal papers including the paper ti-
tle. Each document has two sets of keyphrases as-
signed by the indexers: thecontrolled keyphrases,
which are keyphrases that appear in theIn-
specthesaurus; and theuncontrolled keyphrases,
which do not necessarily appear in the thesaurus.
This is a relatively popular dataset for automatic
keyphrase extraction, as it was first used by Hulth
(2003) and later by Mihalcea and Tarau (2004)
and Liu et al. (2009b). In our evaluation, we use
the set of 500 abstracts designated by these previ-
ous approaches as the test set and its set of uncon-
trolled keyphrases. Note that the average docu-
ment length for this dataset is the smallest among
all our datasets.

The NUS Keyphrase Corpus (Nguyen and
Kan, 2007) includes 211 scientific conference pa-
pers with lengths between 4 to 12 pages. Each
paper has one or more sets of keyphrases assigned
by its authors and other annotators. We use all the
211 papers in our evaluation. Since the number
of annotators can be different for different docu-
ments and the annotators are not specified along
with the annotations, we decide to take the union

1See http://www.hlt.utdallas.edu/
˜ saidul/code.html for details.

of all the gold standard keyphrases from all the
sets to construct one single set of annotation for
each paper. As Table 1 shows, each NUS pa-
per, both in terms of the average number of to-
kens (8291) and candidate phrases (2027) per pa-
per, is more than five times larger than any doc-
ument from any other corpus. Hence, the num-
ber of candidate keyphrases that can be extracted
is potentially large, making this corpus the most
challenging of the four.

Finally, theICSI meeting corpus (Janin et al.,
2003), which is annotated by Liu et al. (2009a),
includes 161 meeting transcriptions. Following
Liu et al., we remove topic segments marked as
’chitchat’ and ’digit’ from the dataset and use all
the remaining segments for evaluation. Each tran-
script contains three sets of keyphrases produced
by the same three human annotators. Since it is
possible to associate each set of keyphrases with
its annotator, we evaluate each system on this
dataset three times, once for each annotator, and
report the average score. Unlike the other three
datasets, the gold standard keys for the ICSI cor-
pus are mostly unigrams.

3 Unsupervised Keyphrase Extractors

A generic unsupervised keyphrase extraction sys-
tem typically operates in three steps (Section 3.1),
which will help understand the unsupervised sys-
tems explained in Section 3.2.

3.1 Generic Keyphrase Extractor

Step 1: Candidate lexical unit selection The
first step is to filter out unnecessary word to-
kens from the input document and generate a list
of potential keywords using heuristics. Com-
monly used heuristics include (1) using a stop
word list to remove non-keywords (e.g., Liu et al.
(2009b)) and (2) allowing words with certain part-
of-speech tags (e.g., nouns, adjectives, verbs) to
be considered candidate keywords (Mihalcea and
Tarau (2004), Liu et al. (2009a), Wan and Xiao
(2008)). In all of our experiments, we follow Wan
and Xiao (2008) and select as candidates words
with the following Penn Treebank tags: NN, NNS,
NNP, NNPS, and JJ, which are obtained using the
Stanford POS tagger (Toutanova and Manning,
2000).
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Corpora
DUC-2001 Inspec NUS ICSI

Type News articles Paper abstracts Full papers Meeting transcripts
# Documents 308 500 211 161

# Tokens/Document 876 134 8291 1611
# Candidate words/Document 312 57 3271 453

# Candidate phrases/Document 207 34 2027 296
# Tokens/Candidate phrase 1.5 1.7 1.6 1.5

# Gold keyphrases 2484 4913 2327 582
# Gold keyphrases/Document 8.1 9.8 11.0 3.6

U/B/T/O distribution (%) 17/61/18/4 13/53/25/9 27/50/16/7 68/29/2/1
# Tokens/Gold keyphrase 2.1 2.3 2.1 1.3

Table 1: Corpus statistics for the four datasets used in thispaper.A candidate word/phrase, typically a sequence

of one or more adjectives and nouns, is extracted from the document initially and considered a potential keyphrase. The

U/B/T/O distribution indicates how the gold standard keys are distributed among unigrams, bigrams, trigrams, and other

higher order n-grams.

Step 2: Lexical unit ranking Once the can-
didate list is generated, the next task is to rank
these lexical units. To accomplish this, it is nec-
essary to build a representation of the input text
for the ranking algorithm. Depending on the un-
derlying approach, each candidate word is repre-
sented by its syntactic and/or semantic relation-
ship with other candidate words. The relationship
can be defined using co-occurrence statistics, ex-
ternal resources (e.g., neighborhood documents,
Wikipedia), or other syntactic clues.

Step 3: Keyphrase formation In the final step,
the ranked list of candidate words is used to form
keyphrases. A candidate phrase, typically a se-
quence of nouns and adjectives, is selected as a
keyphrase if (1) it includes one or more of the
top-ranked candidate words (Mihalcea and Tarau
(2004), Liu et al. (2009b)), or (2) the sum of the
ranking scores of its constituent words makes it a
top scoring phrase (Wan and Xiao, 2008).

3.2 The Five Keyphrase Extractors

As mentioned above, we re-implement five unsu-
pervised approaches for keyphrase extraction. Be-
low we provide a brief overview of each system.

3.2.1 Tf-Idf

Tf-Idf assigns a score to each termt in a doc-
umentd based ont’s frequency ind (term fre-
quency) and how many other documents include
t (inverse document frequency) and is defined as:

tfidft = tft × log(D/Dt) (1)

whereD is the total number of documents andDt

is the number of documents containingt.
Given a document, we first compute the Tf-

Idf score of each candidate word (see Step 1 of
the generic algorithm). Then, we extract all the
longest n-grams consisting of candidate words
and score each n-gram by summing the Tf-Idf
scores of its constituent unigrams. Finally, we out-
put the topN n-grams as keyphrases.

3.2.2 TextRank

In the TextRank algorithm (Mihalcea and Ta-
rau, 2004), a text is represented by a graph. Each
vertex corresponds to a word type. A weight,
wij , is assigned to the edge connecting the two
vertices,vi and vj, and its value is the number
of times the corresponding word types co-occur
within a window of W words in the associated
text. The goal is to (1) compute the score of each
vertex, which reflects itsimportance, and then (2)
use the word types that correspond to the highest-
scored vertices to form keyphrases for the text.
The score forvi, S(vi), is initialized with a de-
fault value and is computed in an iterative manner
until convergence using this recursive formula:

S(vi) = (1 − d) + d ×
∑

vjǫAdj(vi)

wji∑
vkǫAdj(vj)

wjk
S(vj)

(2)

whereAdj(vi) denotesvi’s neighbors andd is the
damping factor set to 0.85 (Brin and Page, 1998).
Intuitively, a vertex will receive a high score if it
has many high-scored neighbors. As noted before,
after convergence, theT% top-scored vertices are
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selected as keywords. Adjacent keywords are then
collapsed and output as a keyphrase.

According to Mihalcea and Tarau (2004), Tex-
tRank’s best score on theInspec dataset is
achieved when only nouns and adjectives are used
to create a uniformly weighted graph for the text
under consideration, where an edge connects two
word types only if they co-occur within a window
of two words. Hence, our implementation of Tex-
tRank follows this configuration.

3.2.3 SingleRank

SingleRank (Wan and Xiao, 2008) is essen-
tially a TextRank approach with three major dif-
ferences. First, while each edge in a TextRank
graph (in Mihalcea and Tarau’s implementation)
has the same weight, each edge in a SingleRank
graph has a weight equal to the number of times
the two corresponding word types co-occur. Sec-
ond, while in TextRank only the word types that
correspond to the top-ranked vertices can be used
to form keyphrases, in SingleRank, we do not fil-
ter out any low-scored vertices. Rather, we (1)
score each candidate keyphrase, which can be any
longest-matching sequence of nouns and adjec-
tives in the text under consideration, by summing
the scores of its constituent word types obtained
from the SingleRank graph, and (2) output theN
highest-scored candidates as the keyphrases for
the text. Finally, SingleRank employs a window
size of 10 rather than 2.

3.2.4 ExpandRank

ExpandRank (Wan and Xiao, 2008) is a
TextRank extension that exploits neighborhood
knowledge for keyphrase extraction. For a given
documentd, the approach first finds itsk near-
est neighboring documents from the accompany-
ing document collection using a similarity mea-
sure (e.g., cosine similarity). Then, the graph for
d is built using the co-occurrence statistics of the
candidate words collected from the document it-
self and itsk nearest neighbors.

Specifically, each document is represented by
a term vector where each vector dimension cor-
responds to a word type present in the document
and its value is the Tf-Idf score of that word type
for that document. For a given documentd0, its k

nearest neighbors are identified, and together they
form a larger document set ofk+1 documents,
D = {d0, d1, d2, ..., dk}. Given this document
set, a graph is constructed, where each vertex cor-
responds to a candidate word type inD, and each
edge connects two verticesvi andvj if the corre-
sponding word types co-occur within a window of
W words in the document set. The weight of an
edge,w(vi, vj), is computed as follows:

w(vi, vj) =
∑

dkǫD

sim(d0, dk) × freqdk
(vi, vj) (3)

where sim(d0, dk) is the cosine similarity be-
tween d0 and dk, and freqdk

(vi, vj) is the co-
occurrence frequency ofvi andvj in documentdk.
Once the graph is constructed, the rest of the pro-
cedure is identical to SingleRank.

3.2.5 Clustering-based Approach

Liu et al. (2009b) propose to cluster candidate
words based on their semantic relationship to en-
sure that the extracted keyphrasescover the en-
tire document. The objective is to have each clus-
ter represent a unique aspect of the document and
take a representative word from each cluster so
that the document is covered from all aspects.

More specifically, their algorithm (henceforth
referred to as KeyCluster) first filters out the stop
words from a given document and treats the re-
maining unigrams as candidate words. Second,
for each candidate, its relatedness with another
candidate is computed by (1) counting how many
times they co-occur within a window of sizeW
in the document and (2) using Wikipedia-based
statistics. Third, candidate words are clustered
based on their relatedness with other candidates.
Three clustering algorithms are used of which
spectral clustering yields the best score. Once
the clusters are formed, one representative word,
called an exemplar term, is picked from each clus-
ter. Finally, KeyCluster extracts from the docu-
ment all the longest n-grams starting with zero
or more adjectives and ending with one or more
nouns, and if such an n-gram includes one or more
exemplar words, it is selected as a keyphrase. As
a post-processing step, a frequent word list gener-
ated from Wikipedia is used to filter out the fre-
quent unigrams that are selected as keyphrases.
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4 Evaluation

4.1 Experimental Setup

TextRank and SingleRank setup Following
Mihalcea and Tarau (2004) and Wan and Xiao
(2008), we set the co-occurrence window size for
TextRank and SingleRank to 2 and 10, respec-
tively, as these parameter values have yielded the
best results for their evaluation datasets.

ExpandRank setup Following Wan and Xiao
(2008), we find the 5 nearest neighbors for each
document from the remaining documents in the
same corpus. The other parameters are set in the
same way as in SingleRank.

KeyCluster setup As argued by Liu et al.
(2009b), Wikipedia-based relatedness is computa-
tionally expensive to compute. As a result, we fol-
low them by computing theco-occurrence-based
relatedness instead, using a window of size 10.
Then, we cluster the candidate words using spec-
tral clustering, and use the frequent word list that
they generously provided us to post-process the
resulting keyphrases by filtering out those that are
frequent unigrams.

4.2 Results and Discussion

In an attempt to gain a better insight into the
five unsupervised systems, we report their perfor-
mance in terms of precision-recall curves for each
of the four datasets (see Figure 1). This contrasts
with essentially all previous work, where the per-
formance of a keyphrase extraction system is re-
ported in terms of an F-score obtained via a par-
ticular parameter setting on a particular dataset.
We generate the curves for each system as fol-
lows. For Tf-Idf, SingleRank, and ExpandRank,
we vary the number of keyphrases,N , predicted
by each system. For TextRank, instead of vary-
ing the number of predicted keyphrases, we vary
T , the percentage of top-scored vertices (i.e., un-
igrams) that are selected as keywords at the end
of the ranking step. The reason is that TextRank
only imposes a ranking on the unigrams but not
on the keyphrases generated from the high-ranked
unigrams. For KeyCluster, we vary the number
of clusters produced by spectral clustering rather
than the number of predicted keyphrases, again
because KeyCluster does not impose a ranking on

the resulting keyphrases. In addition, to give an
estimate of how each system performs in terms of
F-score, we also plot curves corresponding to dif-
ferent F-scores in these graphs.

Tf-Idf Consistent with our intuition, the preci-
sion of Tf-Idf drops as recall increases. Although
it is the simplest of the five approaches, Tf-Idf is
the best performing system on all but theInspec
dataset, where TextRank and KeyCluster beat Tf-
Idf on just a few cases. It clearly outperforms all
other systems for NUS and ICSI.

TextRank The TextRank curves show a differ-
ent progression than Tf-Idf: precision does not
drop as much when recall increases. For instance,
in case of DUC and ICSI, precision is not sensi-
tive to changes in recall. Perhaps somewhat sur-
prisingly, its precision increases with recall forIn-
spec, allowing it to even reach a point (towards
the end of the curve) where it beats Tf-Idf. While
additional experiments are needed to determine
the reason for this somewhat counter-intuitive re-
sult, we speculate that this may be attributed to
the fact that the TextRank curves are generated
by progressively increasingT (i.e., the percent-
age of top-ranked vertices/unigrams that are used
to generate keyphrases) rather than the number of
predicted keyphrases, as mentioned before. In-
creasingT does not necessarily imply an increase
in the number of predicted keyphrases, however.
To see the reason, consider an example in which
we want TextRank to extract the keyphrase “ad-
vanced machine learning” for a given document.
Assume that TextRank ranks the unigrams “ad-
vanced”, “learning”, and “machine” first, second,
and third, respectively in its ranking step. When
T = 2

n , wheren denotes the total number of
candidate unigrams, only the two highest-ranked
unigrams (i.e., “advanced” and “learning”) can
be used to form keyphrases. This implies that
“advanced” and “learning” will each be predicted
as a keyphrase, but “advanced machine learning”
will not. However, whenT = 3

n , all three un-
igrams can be used to form a keyphrase, and
since TextRank collapses unigrams adjacent to
each other in the text to form a keyphrase, it will
correctly predict “advanced machine learning” as
a keyphrase. Note that as we increaseT from 2

n
to 3

n , recall increases, and so does precision, since
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Figure 1: Precision-recall curves for all four datasets

“advanced” and “learning” are now combined to
form one keyphrase (and hence the number of pre-
dicted keyphrases decreases). In other words, it
is possible to see a simultaneous rise in precision
and recall in a TextRank curve. A natural ques-
tion is: why does is happen only forInspecbut
not the other datasets? The reason could be at-
tributed to the fact thatInspecis composed of ab-
stracts: since the number of keyphrases that can be
generated from these short documents is relatively
small, precision may not drop as severely as with
the other datasets even when all of the unigrams
are used to form keyphrases.

On average, TextRank performs much worse

compared to Tf-Idf. The curves also prove Tex-
tRank’s sensitivity toT on Inspec, but not on the
other datasets. This certainly gives more insight
into TextRank since it was evaluated onInspec
only for T=33% by Mihalcea and Tarau (2004).

SingleRank SingleRank, which is supposed to
be a simple variant of TextRank, surprisingly ex-
hibits very different performance. First, it shows
a more intuitive nature: precision drops as recall
increases. Second, SingleRank outperforms Tex-
tRank by big margins on all the datasets. Later,
we will examine which of the differences between
them is responsible for the differing performance.
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DUC Inspec NUS ICSI
Parameter F Parameter F Parameter F Parameter F

Tf-Idf N = 14 27.0 N = 14 36.3 N = 60 6.6 N = 9 12.1
TextRank T = 100% 9.7 T = 100% 33.0 T = 5% 3.2 T = 25% 2.7

SingleRank N = 16 25.6 N = 15 35.3 N = 190 3.8 N = 50 4.4
ExpandRank N = 13 26.9 N = 15 35.3 N = 177 3.8 N = 51 4.3
KeyCluster m = 0.9n 14.0 m = 0.9n 40.6 m = 0.25n 1.7 m = 0.9n 3.2

Table 2: Best parameter settings.N is the number of predicted keyphrases,T is the percentage of vertices selected as

keywords in TextRank,m is the number of clusters in KeyCluster, expressed in terms of n, the fraction of candidate words.

ExpandRank Consistent with Wan and Xiao
(2008), ExpandRank beats SingleRank on DUC
when a small number of phrases are predicted, but
their difference diminishes as more phrases are
predicted. On the other hand, their performance
is indistinguishable from each other on the other
three datasets. A natural question is: why does
ExpandRank improve over SingleRank only for
DUC but not for the other datasets? To answer
this question, we look at the DUC articles and
find that in many cases, the 5-nearest neighbors
of a document are on the same topic involving the
same entities as the document itself, presumably
because many of these news articles are simply
updated versions of an evolving event. Conse-
quently, the graph built from the neighboring doc-
uments is helpful for predicting the keyphrases of
the given document. Such topic-wise similarity
among the nearest documents does not exist in the
other datasets, however.

KeyCluster As in TextRank, KeyCluster does
not always yield a drop in precision as recall im-
proves. This, again, may be attributed to the fact
that the KeyCluster curves are generated by vary-
ing the number of clusters rather than the num-
ber of predicted keyphrases, as well as the way
keyphrases are formed from the exemplars. An-
other reason is that the frequent Wikipedia uni-
grams are excluded during post-processing, mak-
ing KeyCluster more resistant to precision drops.
Overall, KeyCluster performs slightly better than
TextRank on DUC and ICSI, yields the worst per-
formance on NUS, and scores the best onInspec
when the number of clusters is high. These results
seem to suggest that KeyCluster works better if
more clusters are used.

Best parameter settings Table 2 shows for each
system the parameter values yielding the best F-
score on each dataset. Two points deserve men-

tion. First, in comparison to SingleRank and
ExpandRank, Tf-Idf outputs fewer keyphrases to
achieve its best F-score on most datasets. Second,
the systems output more keyphrases on NUS than
on other datasets to achieve their best F-scores
(e.g., 60 for Tf-Idf, 190 for SingleRank, and 177
for ExpandRank). This can be attributed in part to
the fact that the F-scores on NUS are low for all
the systems and exhibit only slight changes as we
output more phrases.

Our re-implementations Do our duplicated
systems yield scores that match the original
scores? Table 3 sheds light on this question.

First, consider KeyCluster, where our score
lags behind the original score by approximately
5%. An examination of Liu et al.’s (2009b) re-
sults reveals a subtle caveat in keyphrase extrac-
tion evaluations. InInspec, not all gold-standard
keyphrases appear in their associated document,
and as a result, none of the five systems we con-
sider in this paper can achieve a recall of 100.
While Mihalcea and Tarau (2004) and our re-
implementations useall of these gold-standard
keyphrases in our evaluation, Hulth (2003) and
Liu et al. address this issue by using as gold-
standard keyphrases only those that appear in the
corresponding document when computing recall.2

This explains why our KeyCluster score (38.9) is
lower than the original score (43.6). If we fol-
low Liu et al.’s way of computing recall, our re-
implementation score goes up to 42.4, which lags
behind their score by only 1.2.

Next, consider TextRank, where our score lags
behind Mihalcea and Tarau’s original score by
more than 25 points. We verified our implemen-
tation against a publicly available implementation

2As a result, Liu et al. and Mihalcea and Tarau’s scores
are not directly comparable, but Liu et al. did not point this
out while comparing scores in their paper.
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Dataset F-score
Original Ours

Tf-Idf DUC 25.4 25.7
TextRank Inspec 36.2 10.0

SingleRank DUC 27.2 24.9
ExpandRank DUC 31.7 26.4
KeyCluster Inspec 43.6 38.9

Table 3: Original vs. re-implementation scores

of TextRank3, and are confident that our imple-
mentation is correct. It is also worth mentioning
that using our re-implementation of SingleRank,
we are able to match the best scores reported by
Mihalcea and Tarau (2004) onInspec.

We score 2 and 5 points less than Wan and
Xiao’s (2008) implementations of SingleRank and
ExpandRank, respectively. We speculate that doc-
ument pre-processing (e.g., stemming) has con-
tributed to the discrepancy, but additional exper-
iments are needed to determine the reason.

SingleRank vs. TextRank Figure 1 shows that
SingleRank behaves very differently from Tex-
tRank. As mentioned in Section 3.2.3, the two
algorithms differ in three major aspects. To de-
termine which aspect is chiefly responsible for the
large difference in their performance, we conduct
three “ablation” experiments. Each experiment
modifies exactly one of these aspects in SingleR-
ank so that it behaves like TextRank, effectively
ensuring that the two algorithms differ only in the
remaining two aspects. More specifically, in the
three experiments, we (1) change SingleRank’s
window size to 2, (2) build an unweighted graph
for SingleRank, and (3) incorporate TextRank’s
way of forming keyphrases into SingleRank, re-
spectively. Figure 2 shows the resultant curves
along with the SingleRank and TextRank curves
on Inspectaken from Figure 1b. As we can see,
the way of forming phrases, rather than the win-
dow size or the weight assignment method, has
the largest impact on the scores. In fact, after in-
corporating TextRank’s way of forming phrases,
SingleRank exhibits a remarkable drop in perfor-
mance, yielding a curve that resembles the Tex-
tRank curve. Also note that SingleRank achieves
better recall values than TextRank. To see the rea-
son, recall that TextRank requires that every word
of a gold keyphrase must appear among the top-

3http://github.com/sharethis/textrank
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ranked unigrams. This is a fairly strict criterion,
especially in comparison to SingleRank, which
does not require all unigrams of a gold keyphrase
to be present in the top-ranked list. We observe
similar trends for the other datasets.

5 Conclusions

We have conducted a systematic evaluation of five
state-of-the-art unsupervised keyphrase extraction
algorithms on datasets from four different do-
mains. Several conclusions can be drawn from
our experimental results. First, to fully under-
stand the strengths and weaknesses of a keyphrase
extractor, it is essential to evaluate it on multi-
ple datasets. In particular, evaluating it on a sin-
gle dataset has proven inadequate, as good per-
formance can sometimes be achieved due to cer-
tain statistical characteristics of a dataset. Sec-
ond, as demonstrated by our experiments with
TextRank and SingleRank, post-processing steps
such as the way of forming keyphrases can have
a large impact on the performance of a keyphrase
extractor. Hence, it may be worthwhile to investi-
gate alternative methods for extracting candidate
keyphrases (e.g., Kumar and Srinathan (2008),
You et al. (2009)). Finally, despite the large
amount of recent work on unsupervised keyphrase
extractor, our results indicated that Tf-Idf remains
a strong baseline, offering very robust perfor-
mance across different datasets.
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Abstract

In this paper, we propose a novel frame-
work to enrich Translation Memory (TM)
systems with Statistical Machine Trans-
lation (SMT) outputs using ranking. In
order to offer the human translators mul-
tiple choices, instead of only using the
top SMT output and top TM hit, we
merge the N-best output from the SMT
system and the k-best hits with highest
fuzzy match scores from the TM sys-
tem. The merged list is then ranked ac-
cording to the prospective post-editing ef-
fort and provided to the translators to aid
their work. Experiments show that our
ranked output achieve 0.8747 precision at
top 1 and 0.8134 precision at top 5. Our
framework facilitates a tight integration
between SMT and TM, where full advan-
tage is taken of TM while high quality
SMT output is availed of to improve the
productivity of human translators.

1 Introduction

Translation Memories (TM) are databases that
store translated segments. They are often used to
assist translators and post-editors in a Computer
Assisted Translation (CAT) environment by re-
turning the most similar translated segments. Pro-
fessional post-editors and translators have long
been relying on TMs to avoid duplication of work
in translation.

With the rapid development in statistical ma-
chine translation (SMT), MT systems are begin-

ning to generate acceptable translations, espe-
cially in domains where abundant parallel corpora
exist. It is thus natural to ask if these translations
can be utilized in some way to enhance TMs.

However advances in MT are being adopted
only slowly and sometimes somewhat reluctantly
in professional localization and post-editing envi-
ronments because of 1) the usefulness of the TM,
2) the investment and effort the company has put
into TMs, and 3) the lack of robust SMT confi-
dence estimation measures which are as reliable
as fuzzy match scores (cf. Section 4.1.2) used in
TMs. Currently the localization industry relies on
TM fuzzy match scores to obtain both a good ap-
proximation of post-editing effort and an estima-
tion of the overall translation cost.

In a forthcoming paper, we propose a trans-
lation recommendation model to better integrate
MT outputs into a TM system. Using a binary
classifier, we only recommend an MT output to
the TM-user when the classifier is highly confi-
dent that it is better than the TM output. In this
framework, post-editors continue to work with the
TM while benefiting from (better) SMT outputs;
the assets in TMs are not wasted and TM fuzzy
match scores can still be used to estimate (the up-
per bound of) post-editing labor.

In the previous work, the binary predictor
works on the 1-best output of the MT and TM sys-
tems, presenting either the one or the other to the
post-editor. In this paper, we develop the idea fur-
ther by moving from binary prediction to ranking.
We use a ranking model to merge the k-best lists
of the two systems, and produce a ranked merged
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list for post-editing. As the list is an enriched ver-
sion of the TM’s k-best list, the TM related assets
are better preserved and the cost estimation is still
valid as an upper bound.

More specifically, we recast SMT-TM integra-
tion as a ranking problem, where we apply the
Ranking SVM technique to produce a ranked list
of translations combining the k-best lists of both
the MT and the TM systems. We use features in-
dependent of the MT and TM systems for rank-
ing, so that outputs from MT and TM can have
the same set of features. Ideally the transla-
tions should be ranked by their associated post-
editing efforts, but given the very limited amounts
of human annotated data, we use an automatic
MT evaluation metric, TER (Snover et al., 2006),
which is specifically designed to simulate post-
editing effort to train and test our ranking model.

The rest of the paper is organized as follows:
we first briefly introduce related research in Sec-
tion 2, and review Ranking SVMs in Section 3.
The formulation of the problem and experiments
with the ranking models are presented in Sections
4 and 5. We analyze the post-editing effort ap-
proximated by the TER metric in Section 6. Sec-
tion 7 concludes and points out avenues for future
research.

2 Related Work

There has been some work to help TM users to
apply MT outputs more smoothly. One strand is
to improve the MT confidence measures to bet-
ter predict post-editing effort in order to obtain a
quality estimation that has the potential to replace
the fuzzy match score in the TM. To the best of
our knowledge, the first paper in this area is (Spe-
cia et al., 2009a), which uses regression on both
the automatic scores and scores assigned by post-
editors. The method is improved in (Specia et
al., 2009b), which applies Inductive Confidence
Machines and a larger set of features to model
post-editors’ judgment of the translation quality
between ‘good’ and ‘bad’, or among three levels
of post-editing effort.

Another strand is to integrate high confidence
MT outputs into the TM, so that the ‘good’ TM
entries will remain untouched. In our forthcoming
paper, we recommend SMT outputs to a TM user

when a binary classifier predicts that SMT outputs
are more suitable for post-editing for a particular
sentence.

The research presented here continues the line
of research in the second strand. The difference
is that we do not limit ourselves to the 1-best out-
put but try to produce a k-best output in a rank-
ing model. The ranking scheme also enables us
to show all TM hits to the user, and thus further
protects the TM assets.

There has also been work to improve SMT us-
ing the knowledge from the TM. In (Simard and
Isabelle, 2009), the SMT system can produce a
better translation when there is an exact or close
match in the corresponding TM. They use regres-
sion Support Vector Machines to model the qual-
ity of the TM segments. This is also related to
our work in spirit, but our work is in the opposite
direction, i.e. using SMT to enrich TM.

Moreover, our ranking model is related to
reranking (Shen et al., 2004) in SMT as well.
However, our method does not focus on produc-
ing better 1-best translation output for an SMT
system, but on improving the overall quality of the
k-best list that TM systems present to post-editors.
Some features in our work are also different in na-
ture to those used in MT reranking. For instance
we cannot use N-best posterior scores as they do
not make sense for the TM outputs.

3 The Support Vector Machines

3.1 The SVM Classifier
Classical SVMs (Cortes and Vapnik, 1995) are
binary classifiers that classify an input instance
based on decision rules which minimize the reg-
ularized error function in (Eq. 1):

min
w,b,ξ

1

2
wT w + C

l∑

i=1

ξi

subject to: yi(wT xi + b) > 1 − ξi

ξi > 0

(1)

where (xi, yi) ∈ Rn × {1, −1} are l training in-
stances. w is the weight vector, ξ is the relaxation
variable and C > 0 is the penalty parameter.

3.2 Ranking SVM for SMT-TM Integration
The SVM classification algorithm is extended to
the ranking case in (Joachims, 2002). For a cer-
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tain group of instances, the Ranking SVM aims
at producing a ranking r that has the maximum
Kendall’s τ coefficient with the the gold standard
ranking r∗.

Kendall’s τ measures the relevance of two rank-
ings: τ(ra, rb) = P−Q

P+Q , where P and Q are
the amount of concordant and discordant pairs in
ra and rb. In practice, this is done by building
constraints to minimize the discordant pairs Q.
Following the basic idea, we show how Ranking
SVM can be applied to MT-TM integration as fol-
lows.

Assume that for each source sentence s, we
have a set of outputs from MT, M and a set of
outputs from TM, T. If we have a ranking r(s)
over translation outputs M

∪
T where for each

translation output d ∈ M
∪

T, (di, dj) ∈ r(s) iff
di <r(s) dj , we can rewrite the ranking constraints
as optimization constraints in an SVM, as in Eq.
(2).

min
w,b,ξ

1

2
wT w + C

∑
ξ

subject to:
∀(di, dj) ∈ r(s1) : w(Φ(s1, di) − Φ(s1, dj)) > 1 − ξi,j,1

...
∀(di, dj) ∈ r(sn) : w(Φ(sn, di) − Φ(sn, dj)) > 1 − ξi,j,n

ξi,j,k > 0
(2)

where Φ(sn, di) is a feature vector of translation
output di given source sentence sn. The Ranking
SVM minimizes the discordant number of rank-
ings with the gold standard according to Kendall’s
τ .

When the instances are not linearly separable,
we use a mapping function ϕ to map the features
xi (Φ(sn, di) in the case of ranking) to high di-
mensional space, and solve the SVM with a kernel
function K in where K(xi, xj) = ϕ(xi)

T ϕ(xj).
We perform our experiments with the Radial

Basis Function (RBF) kernel, as in Eq. (3).

K(xi, xj) = exp(−γ||xi − xj ||2), γ > 0 (3)

4 The Ranking-based Integration Model

In this section we present the Ranking-based
SMT-TM integration model in detail. We first in-
troduce the k-best lists in MT (called N-best list)
and TM systems (called m-best list in this section)
and then move on to the problem formulation and
the feature set.

4.1 K-Best Lists in SMT and TM
4.1.1 The SMT N-best List

The N-best list of the SMT system is generated
during decoding according to the internal feature
scores. The features include language and transla-
tion model probabilities, reordering model scores
and a word penalty.

4.1.2 The TM M-Best List and the Fuzzy
Match Score

The m-best list of the TM system is gener-
ated in descending fuzzy match score. The fuzzy
match score (Sikes, 2007) uses the similarity of
the source sentences to predict a level to which a
translation is reusable or editable.

The calculation of fuzzy match scores is one of
the core technologies in TM systems and varies
among different vendors. We compute fuzzy
match cost as the minimum Edit Distance (Lev-
enshtein, 1966) between the source and TM en-
try, normalized by the length of the source as in
Eq. (4), as most of the current implementations
are based on edit distance while allowing some
additional flexible matching.

FuzzyMatch(t) = min
e

EditDistance(s, e)

Len(s)
(4)

where s is the source side of the TM hit t, and e
is the source side of an entry in the TM.

4.2 Problem Formulation
Ranking lists is a well-researched problem in
the information retrieval community, and Ranking
SVMs (Joachims, 2002), which optimizes on the
ranking correlation τ have already been applied
successfully in machine translation evaluation (Ye
et al., 2007). We apply the same method here to
rerank a merged list of MT and TM outputs.

Formally given an MT-produced N-best list
M = {m1,m2, ...,mn}, a TM-produced m-best
list T = {t1, t2, ..., tm} for a input sentence s,
we define the gold standard using the TER met-
ric (Snover et al., 2006): for each d ∈ M

∪
T,

(di, dj) ∈ r(s) iff TER(di) < TER(dj). We
train and test a Ranking SVM using cross vali-
dation on a data set created according to this cri-
terion. Ideally the gold standard would be cre-
ated by human annotators. We choose to use TER
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as large-scale annotation is not yet available for
this task. Furthermore, TER has a high correla-
tion with the HTER score (Snover et al., 2006),
which is the TER score using the post-edited MT
output as a reference, and is used as an estimation
of post-editing effort.

4.3 The Feature Set

When building features for the Ranking SVM, we
are limited to features that are independent of the
MT and TM system. We experiment with system-
independent fluency and fidelity features below,
which capture translation fluency and adequacy,
respectively.

4.3.1 Fluency Features

Source-side Language Model Scores. We
compute the LM probability and perplexity of the
input source sentence on a language model trained
on the source-side training data of the SMT sys-
tem, which is also the TM database. The inputs
that have lower perplexity on this language model
are more similar to the data set on which the SMT
system is built.

Target-side Language Model Scores. We com-
pute the LM probability and perplexity as a mea-
sure of the fluency of the translation.

4.3.2 Fidelity Features

The Pseudo-Source Fuzzy Match Score. We
translate the output back to obtain a pseudo source
sentence. We compute the fuzzy match score
between the original source sentence and this
pseudo-source. If the MT/TM performs well
enough, these two sentences should be the same
or very similar. Therefore the fuzzy match score
here gives an estimation of the confidence level of
the output.

The IBM Model 1 Score. We compute the IBM
Model 1 score in both directions to measure the
correspondence between the source and target, as
it serves as a rough estimation of how good a
translation it is on the word level.

5 Experiments

5.1 Experimental Settings

5.1.1 Data
Our raw data set is an English–French trans-

lation memory with technical translation from a
multi-national IT security company, consisting of
51K sentence pairs. We randomly select 43K to
train an SMT system and translate the English side
of the remaining 8K sentence pairs, which is used
to run cross validation. Note that the 8K sentence
pairs are from the same TM, so that we are able to
create a gold standard by ranking the TER scores
of the MT and TM outputs.

Duplicated sentences are removed from the
data set, as those will lead to an exact match in
the TM system and will not be translated by trans-
lators. The average sentence length of the training
set is 13.5 words and the size of the training set
is comparable to the (larger) translation memories
used in the industry.

5.1.2 SMT and TM systems
We use a standard log-linear PB-SMT

model (Och and Ney, 2002): GIZA++ imple-
mentation of IBM word alignment model 4, the
phrase-extraction heuristics described in (Koehn
et al., 2003), minimum-error-rate training (Och,
2003), a 5-gram language model with Kneser-Ney
smoothing trained with SRILM (Stolcke, 2002)
on the English side of the training data, and
Moses (Koehn et al., 2007) to decode. We train a
system in the opposite direction using the same
data to produce the pseudo-source sentences.

We merge distinct 5-best lists from MT and TM
systems to produce a new ranking. To create the
distinct list for the SMT system, we search over
a 100-best list and keep the top-5 distinct out-
puts. Our data set consists of mainly short sen-
tences, leading to many duplications in the N-best
output of the SMT decoder. In such cases, top-
5 distinct outputs are good representations of the
SMT’s output.

5.2 Training, Tuning and Testing the
Ranking SVM

We run training and prediction of the Ranking
SVM in 4-fold cross validation. We use the
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SVMlight1 toolkit to perform training and testing.
When using the Ranking SVM with the RBF

kernel, we have two free parameters to tune on:
the cost parameter C in Eq. (1) and the radius
parameter γ in Eq. (3). We optimize C and
γ using a brute-force grid search before running
cross-validation and maximize precision at top-5,
with an inner 3-fold cross validation on the (outer)
Fold-1 training set. We search within the range
[2−6, 29], the step size is 2 on the exponent.

5.3 The Gold Standard
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Figure 1: MT and TM’s percentage in gold stan-
dard

Figure 1 shows the composition of translations
in the gold standard. Each source sentence is asso-
ciated with a list of translations from two sources,
i.e. MT output and TM matches. This list of
translations is ranked from best to worst accord-
ing TER scores. The figure shows that over 80%
of the translations are from the MT system if we
only consider the top-1 translation. As the num-
ber of top translations we consider increases, more
TM matches can be seen. On the one hand, this
does show a large gap in quality between MT out-
put and TM matches; on the other hand, however,
it also reveals that we will have to ensure two ob-
jectives in ranking: the first is to rank the 80%
MT translations higher and the second is to keep
the 20% ‘good’ TM hits in the Top-5. We design
our evaluation metrics accordingly.

5.4 Evaluation Metrics
The aim of this research is to provide post-editors
with translations that in many cases are easier to

1http://svmlight.joachims.org/

edit than the original TM output. As we formulate
this as a ranking problem, it is natural to measure
the quality of the ranking output by the number
of better translations that are ranked high. Some-
times the top TM output is the easiest to edit; in
such a case we need to ensure that this translation
has a high rank, otherwise the system performance
will degrade.

Based on this observation, we introduce the
idea of relevant translations, and our evaluation
metrics: PREC@k and HIT@k.

Relevant Translations. We borrow the idea
of relevence from the IR community to define
the idea of translations worth ranking high. For
a source sentence s which has a top TM hit t,
we define an MT/TM output m as relevant, if
TER(m) ≤ TER(t). According to the defini-
tion, relevant translations should need no more
post-edits than the original top hit from the TM
system. Clearly the top TM hit is always relevant.

PREC@k. We calculate the precision
(PREC@k) of the ranking for evaluation. As-
suming that there are n relevant translations in
the top k list for a source sentence s, we have
PREC@k= n/k for s. We test PREC@k, for
k = 1...10, in order to evaluate the overall quality
of the ranking.

HIT@k. We also estimate the probability of
having one of the relevant translations in the top
k, denoted as HIT@k. For a source sentence s,
HIT@k equals to 1 if there is at least one relevant
translation in top k, and 0 otherwise. This mea-
sures the quality of the best translation in top k,
which is the translation the post-editor will find
and work on if she reads till the kth place in the
list. HIT@k equals to 1.0 at the end of the list.

We report the mean PREC@k and HIT@k for
all s with the 0.95 confidence interval.

5.5 Experimental Results

In Table 1 we report PREC@k and HIT@k
for k = 1..10. The ranking receives 0.8747
PREC@1, which means that most of the top
ranked translations have at least the same quality
as the top TM output. We notice that precision re-
mains above 0.8 till k = 5, leading us to conclude
that most of the relevant translations are ranked in
the top-5 positions in the list.
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Table 1: PREC@k and HIT@k of Ranking
PREC % HIT %

k=1 87.47±1.60 87.47±1.60
k=2 85.42±1.07 93.36±0.53
k=3 84.13±0.94 95.74±0.61
k=4 82.79±0.57 97.08±0.26
k=5 81.34±0.51 98.04±0.23
k=6 79.26±0.59 99.41±0.25
k=7 74.99±0.53 99.66±0.29
k=8 70.87±0.59 99.84±0.10
k=9 67.23±0.48 99.94±0.08
k=10 64.00±0.46 100.0±0.00

Using the HIT@k scores we can further con-
firm this argument. The HIT@k score grows
steadily from 0.8747 to 0.9941 for k = 1...6, so
most often there will be at least one relevant trans-
lation in top-6 for the post-editor to work with.
After that room for improvement becomes very
small.

In sum, both of the PREC@k scores and the
HIT@k scores show that the ranking model effec-
tively integrates the two translation sources (MT
and TM) into one merged k-best list, and ranks
the relevant translations higher.

Table 2: PREC@k - MT and TM Systems
MT % TM %

k=1 85.87±1.32 100.0±0.00
k=2 82.52±1.60 73.58±1.04
k=3 80.05±1.11 62.45±1.14
k=4 77.92±0.95 56.11±1.11
k=5 76.22±0.87 51.78±0.78

To measure whether the ranking model is ef-
fective compared to pure MT or TM outputs, we
report the PREC@k of those outputs in Table 2.
The k-best output used in this table is ranked by
the MT or TM system, without being ranked by
our model. We see the ranked outputs consistently
outperform the MT outputs for all k = 1...5 w.r.t.
precision at a significant level, indicating that our
system preserves some high quality hits from the
TM.

The TM outputs alone are generally of much
lower quality than the MT and Ranked outputs, as
is shown by the precision scores for k = 2...5. But

TM translations obtain 1.0 PREC@1 according to
the definition of the PREC calculation. Note that
it does not mean that those outputs will need less
post-editing (cf. Section 6.1), but rather indicates
that each one of these outputs meet the lowest ac-
ceptable criterion to be relevant.

6 Analysis of Post-Editing Effort

A natural question follows the PREC and HIT
numbers: after reading the ranked k-best list, will
the post-editors edit less than they would have to if
they did not have access to the list? This question
would be best answered by human post-editors in
a large-scale experimental setting. As we have not
yet conducted a manual post-editing experiment,
we try to measure the post-editing effort implied
by our model with the edit statistics captured by
the TER metric, sorted into four types: Insertion,
Substitution, Deletion and Shift. We report the av-
erage number of edits incurred along with the 0.95
confidence interval.

6.1 Top-1 Edit Statistics
We report the results on the 1-best output of TM,
MT and our ranking system in Table 3.

In the single best results, it is easy to see that
the 1-best output from the MT system requires
the least post-editing effort. This is not surpris-
ing given the distribution of the gold standard in
Section 5.3, where most MT outputs are of better
quality than the TM hits.

Moreover, since TM translations are generally
of much lower quality as is indicated by the num-
bers in Table 3 (e.g. 2x as many substitutions
and 3x as many deletions compared to MT), un-
justly including very few of them in the ranking
output will increase loss in the edit statistics. This
explains why the ranking model has better rank-
ing precision in Tables 1 and 2, but seems to in-
cur more edit efforts. However, in practice post-
editors can neglect an obvious ‘bad’ translation
very quickly.

6.2 Top-k Edit Statistics
We report edit statistics of the Top-3 and Top-5
outputs in Tables 4 and 5, respectively. For each
system we report two sets of statistics: the Best-
statistics calculated on the best output (according
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Table 3: Edit Statistics on Ranked MT and TM Outputs - Single Best
Insertion Substitution Deletion Shift

TM-Top1 0.7554 ± 0.0376 4.2461 ± 0.0960 2.9173 ± 0.1027 1.1275 ± 0.0509
MT-Top1 0.9959 ± 0.0385 2.2793 ± 0.0628 0.8940 ± 0.0353 1.2821 ± 0.0575
Rank-Top1 1.0674 ± 0.0414 2.6990 ± 0.0699 1.1246 ± 0.0412 1.2800 ± 0.0570

to TER score) in the list, and the Mean- statistics
calculated on the whole Top-k list.

The Mean- numbers allow us to have a general
overview of the ranking quality, but it is strongly
influenced by the poor TM hits that can easily be
neglected in practice. To control the impact of
those TM hits, we rely on the Best- numbers to es-
timate the edits performed on the translations that
are more likely to be used by post-editors.

In Table 4, the ranking output’s edit statistics
is closer to the MT output than the Top-1 case
in Table 3. Table 5 continues this tendency, in
which the Best-in-Top5 Ranking output requires
marginally less Substitution and Deletion opera-
tions and significantly less Insertion and Shift op-
erations (starred) than its MT counterpart. This
shows that when more of the list is explored, the
advantage of the ranking model – utilizing mul-
tiple translation sources – begins to compensate
for the possible large number of edits required by
poor TM hits and finally leads to reduced post-
editing effort.

There are several explanations to why the rel-
ative performance of the ranking model improves
when k increases, as compared to other models.
The most obvious explanation is that a single poor
translation is less likely to hurt edit statistics on
a k-best list with large k, if most of the transla-
tions in the k-best list are of good quality. We see
from Tables 1 and 2 that the ranking output is of
better quality than the MT and TM outputs w.r.t.
precision. For a larger k, the small number of in-
correctly ranked translations are less likely to be
chosen as the Best- translation and hold back the
Best- numbers.

A further reason is related to our ranking model
which optimizes on Kendall’s τ score. Accord-
ingly the output might not be optimal when we
evaluate the Top-1 output, but will behave better
when we evaluate on the list. This is also in ac-
cordance with our aim, which is to enrich the TM

with MT outputs and help the post-editor, instead
of choosing the translation for the post-editor.

6.3 Comparing the MT, TM and Ranking
Outputs

One of the interesting findings from Tables 3 and
4 is that according to the TER edit statistics, the
MT outputs generally need a smaller number of
edits than the TM and Ranking outputs. This cer-
tainly confirms the necessity to integrate MT into
today’s TM systems.

However, this fact should not lead to the con-
clusion that TMs should be replaced by MT com-
pletely. First of all, all of our experiments exclude
exact TM matches, as those translations will sim-
ply be reused and not translated. While this is a
realistic setting in the translation industry, it re-
moves all sentences for which the TM works best
from our evaluations.

Furthermore, Table 5 shows that the Best-in-
Top5 Ranking output performs better than the MT
outputs, hence there are TM outputs that lead to
smaller number of edits. As k increases, the rank-
ing model is able to better utilize these outputs.

Finally, in this task we concentrate on rank-
ing useful translations higher, but we are not in-
terested in how useless translations are ranked.
Ranking SVM optimizes on the ranking of the
whole list, which is slightly different from what
we actually require. One option is to use other
optimization techniques that can make use of this
property to get better Top-k edit statistics for a
smaller k. Another option is obviously to perform
regression directly on the number of edits instead
of modeling on the ranking. We plan to explore
these ideas in future work.

7 Conclusions and Future Work

In this paper we present a novel ranking-based
model to integrate SMT into a TM system, in or-
der to facilitate the work of post-editors. In such
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Table 4: Edit Statistics on Ranked MT and TM Outputs - Top 3
Insertion Substitution Deletion Shift

TM-Best-in-Top3 0.4241 ± 0.0250 3.7395 ± 0.0887 2.9561 ± 0.0966 0.9738 ± 0.0505
TM-Mean-Top3 0.6718 ± 0.0200 5.1428 ± 0.0559 3.6192 ± 0.0649 1.3233 ± 0.0310
MT-Best–in-Top3 0.7696 ± 0.0351 1.9210 ± 0.0610 0.7706 ± 0.0332 1.0842 ± 0.0545
MT-Mean-Top3 1.1296 ± 0.0229 2.4405 ± 0.0368 0.9341 ± 0.0209 1.3797 ± 0.0344
Rank-Best-in-Top3 0.8170 ± 0.0355 2.0744 ± 0.0608 0.8410 ± 0.0338 1.0399 ± 0.0529
Rank-Mean-Top3 1.0942 ± 0.0234 2.7437 ± 0.0392 1.0786 ± 0.0231 1.3309 ± 0.0334

Table 5: Edit Statistics on Ranked MT and TM Outputs
Insertion Substitution Deletion Shift

TM-Best-in-Top5 0.4239 ± 0.0250 3.7319 ± 0.0885 2.9552 ± 0.0967 0.9673 ± 0.0504
TM-Mean-Top5 0.6143 ± 0.0147 5.5092 ± 0.0473 3.9451 ± 0.0521 1.3737 ± 0.0240
MT-Best-in-Top5 0.7690 ± 0.0351 1.9163 ± 0.0610 0.7685 ± 0.0332 1.0811 ± 0.0544
MT-Mean-Top5 1.1912 ± 0.0182 2.5326 ± 0.0291 0.9487 ± 0.0165 1.4305 ± 0.0272
Rank-Best-in-Top5 0.7246 ± 0.0338* 1.8887 ± 0.0598 0.7562 ± 0.0327 0.9705 ± 0.0515*
Rank-Mean-Top5 1.1173 ± 0.0181 2.8777 ± 0.0312 1.1585 ± 0.0200 1.3675 ± 0.0260

a model, the user of the TM will be presented
with an augmented k-best list, consisting of trans-
lations from both the TM and the MT systems, and
ranked according to ascending prospective post-
editing effort.

From the post-editors’ point of view, the TM
remains intact. And unlike in the binary transla-
tion recommendation, where only one translation
recommendation is provided, the ranking model
offers k-best post-editing candidates, enabling the
user to use more resources when translating. As
we do not actually throw away any translation pro-
duced from the TM, the assets represented by the
TM are preserved and the related estimation of the
upper bound cost is still valid.

We extract system independent features from
the MT and TM outputs and use Ranking SVMs to
train the ranking model, which outperforms both
the TM’s and MT’s k-best list w.r.t. precision at k,
for all ks.

We also analyze the edit statistics of the inte-
grated k-best output using the TER edit statistics.
Our ranking model results in slightly increased
number of edits compared to the MT output (ap-
parently held back by a small number of poor TM
outputs that are ranked high) for a smaller k, but
requires less edits than both the MT and the TM
output for a larger k.

This work can be extended in a number of ways.
Most importantly, We plan to conduct a user study
to validate the effectiveness of the method and
to gather HTER scores to train a better ranking
model. Furthermore, we will try to experiment
with learning models that can further reduce the
number of edit operations on the top ranked trans-
lations. We also plan to improve the adaptability
of this method and apply it beyond a specific do-
main and language pair.
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Abstract

Hierarchical phrase-based models pro-
vide a powerful mechanism to capture
non-local phrase reorderings for statis-
tical machine translation (SMT). How-
ever, many phrase reorderings are arbi-
trary because the models are weak on de-
termining phrase boundaries for pattern-
matching. This paper presents a novel
approach to learn phrase boundaries di-
rectly from word-aligned corpus without
using any syntactical information. We use
phrase boundaries, which indicate the be-
ginning/ending of phrase reordering, as
soft constraints for decoding. Experi-
mental results and analysis show that the
approach yields significant improvements
over the baseline on large-scale Chinese-
to-English translation.

1 Introduction

The hierarchial phrase-based (HPB) model (Chi-
ang, 2005) outperformed previous phrase-based
models (Koehn et al., 2003; Och and Ney, 2004)
by utilizing hierarchical phrases consisting of both
words and variables. Thus the HPB model has
generalization ability: a translation rule learned
from a phrase pair can be used for other phrase
pairs with the same pattern, e.g. reordering infor-
mation of a short span can be applied for a large
span during decoding. Therefore, the model cap-
tures both short and long distance phrase reorder-
ings.

However, one shortcoming of the HPB model is
that it is difficult to determine phrase boundaries
for pattern-matching. Therefore, during decod-
ing, a rule may be applied for all possible source
phrases with the same pattern. However, incorrect
pattern-matching will cause wrong translation.

Consider the following rule that is used to trans-
late the Chinese sentence in Figure 1 into English:

X → 〈XL deXR, XR in XL〉 (1)

The rule translates the Chinese word “de” into
English word “in”, and swaps the left sub-phrase
covered byXL and the right sub-phrase covered
by XR on the target side. However,XL may
pattern-match5 spans on the left side of “de” and
XR may pattern-match3 spans on the right side.
Therefore, the rule produces15 different deriva-
tions. However,14 of them are incorrect.

The correct derivationSc is shown in Figure 2,
while one of the wrong derivationsSi is shown in
Figure 3. We observe that the basic difference be-
tweenSc andSi is the phrase boundary matched
by “XR”. In Sc, XR matches the span[7, 9] and
moves it as a whole unit. While inSi,XR matches
the span[7, 8] and left the last word[9, 9] be trans-
lated separately. Similarly, other incorrect deriva-
tions are caused by inadequate pattern-matching
of XL and/orXR.

Previous research showed that phrases should
be constrained to some extent for improving trans-
lation quality. Most of the existing approaches uti-
lized syntactic information to constrain phrases to
respect syntactic boundaries. Chiang (2005) in-
troduced a constituent feature to reward phrases
that match a syntactic tree but did not yield signif-
icant improvement. Marton and Resnik (2008) re-
vised this method by distinguishing different con-
stituent syntactic types, and defined features for
each type to count whether a phrase matches or
crosses the syntactic boundary. This led to a sub-
stantial improvements. Gimpel and Smith (2008)
presented rich contextual features on the source
side including constituent syntactical features for
phrase-based translation. Cherry (2008) utilized
a dependency tree as a soft constraint to detect
syntactic cohesion violations for a phrase-based
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她1

ta
将2

jiang
成为3

chengwei
印度4

yindu
有史以来5

youshiyilai
的6

de
首位7

shouwei
女8

nü
总统9

zongtong

She1 will2 become3 the4 first5 female6 president7 in8 India’s9 history10

X[5,5]

X[4,5]

X[3,5]

X[2,5]

X[1,5]

X[7,7]

X[7,8]

X[7,9]

Figure 1: An example of Chinese-English translation. The ruleX → 〈XL deXR, XR in XL〉
pattern-matches5 and3 spans on the left and right of the Chinese word “de”, respectively.

Sc ⇒ 〈她将成为 X, She will becomeX〉
⇒ 〈她将成为 X[4,5]的 X[7,9], She will becomeX[7,9] in X[4,5]〉
⇒ 〈她将成为 ‖印度有史以来 ‖的 ‖首位女总统,

She will become the first female president in India’s history〉

Figure 2: The correct derivation with adequate pattern-matching ofXR.

Si ⇒ 〈她将成为 X 总统, She will becomeX president〉
⇒ 〈她将成为 X[4,5]的 X[7,8]总统, She will becomeX[7,8] in X[4,5] president〉
⇒ 〈她将成为 ‖印度有史以来 ‖的 ‖首位女 ‖总统,

She will become the first female in India’s history president〉

Figure 3: A wrong derivation with inadequate pattern-matching ofXR.

system. Xiong et al. (2009) presented a syntax-
driven bracketing model to predict whether two
phrases are translated together or not, using syn-
tactic features learned from training corpus. Al-
though these approaches differ from each other,
the main basic idea is the utilization of syntactic
information.

In this paper, we present a novel approach to
learn phrase boundaries for hierarchical phrase-
based translation. A phrase boundary indicates the
beginning or ending of a phrase reordering. Moti-
vated by Ng and Low (2004) that built a classifier
to predict word boundaries for word segmenta-
tion, we build a classifier to predict phrase bound-
aries. We classify each source word into one of the
4 boundary tags: “b” indicates the beginning of a
phrase, “m” indicates a word appears in the mid-

dle of a phrase, “e” indicates the end of a phrase,
“s” indicates a single-word phrase.

We use phrase boundaries as soft constraints for
decoding. To do this, we incorporate our classifier
as a feature into the HPB model and propose an
efficient decoding algorithm.

Compared to the previous work, out approach
has the following advantages:

• Our approach maintains the strength of the
phrase-based models since it does not re-
quire any syntactical information. There-
fore, phrases do not need to respect syntactic
boundaries.

• The training instances are directly learned
from a word-aligned bilingual corpus, rather
than from manually annotated corpus.
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• The decoder outputs phrase segmentation in-
formation as a byproduct, in addition to
translation result.

We evaluate our approach on large-scale
Chinese-to-English translation. Experimental re-
sults and analysis show that using phrase bound-
aries as soft constraints achieves significant im-
provements over the baseline system.

2 Previous Work

2.1 Learning Word Boundaries

In some languages, such as Chinese, words are not
demarcated. Therefore, it is a preliminary task to
determine word boundaries for a sentence, which
is the so-called word segmentation.

Ng and Low (2004) regarded word segmen-
tation as a classification problem. They labelled
each Chinese character with one of 4 possible
boundary tags: “b”, “m”, “ e” respectively indi-
cates the begin, the middle and the end of a word,
and “s” indicates a single-character word. Their
segmenter was built within a maximum entropy
framework and trained on manually segmented
sentences.

Learning phrase boundaries is analogous to
word boundaries. The basic difference is that
the unit for learning word boundaries is charac-
ter while the unit for learning phrase boundaries
is word. In this paper, we adopt the boundary
tags presented by Ng and Low (2004) and build a
classifier to predict phrase boundaries within max-
imum entropy framework. We train it directly on a
word-aligned bilingual corpus, without any man-
ually annotation and syntactical information.

2.2 The Hierarchical Phrase-based Model

We built a hierarchical phrase-based MT system
(Chiang, 2007) based on weighted SCFG. The
translation knowledge is represented by rewriting
rules:

X → 〈α, γ,∼〉 (2)

where X is a non-terminal,α andγ are source and
target strings, respectively. Both of them contain
words and possibly co-indexed non-terminals.∼
describes a one-to-one correspondence between
non-terminals inα andγ.

Chiang (2007) used the standard log-linear
framework (Och and Ney, 2002) to combine var-
ious features:

Pr(e|f) ∝
∑

i

λihi(α, γ) (3)

where hi(α, γ) is a feature function andλi is
the weight of hi. Analogous to the previous
phrase-based model, Chiang defined the follow-
ing features: translation probabilitiesp(γ|α) and
p(α|γ), lexical weightspw(γ|α) and pw(α|γ),
word penalty, rule penalty, and a targetn-gram
language model.

In this paper, we integrate a phrase boundary
classifier as an additional feature into the log-
linear model to provide soft constraint for pattern-
matching during decoding. The feature weights
are optimized by MERT algorithm (Och, 2003).

3 Learning Phrase Boundaries

We build a phrase boundary classifier (PBC)
within a maximum entropy framework. The PBC
predicts a boundary tag for each source word, con-
sidering contextual features:

Ptag(t|fj , F J1 ) =
exp(

∑
i λihi(t, fj , F

J
1 ))∑

t exp(
∑

i λihi(t, fj , F
J
1 )

(4)

where, t ∈ {b,m, e, s}, fj is the jth word in
source sentenceF J1 , hi is a feature function and
λi is the weight ofhi.

To build PBC, we first present a method to rec-
ognize phrase boundaries and extract training ex-
amples from word-aligned bilingual corpus, then
we define contextual feature functions.

3.1 Phrase Boundary

During decoding, intuitively, words within a
phrase should be translated or moved together.
Therefore, a phrase boundary should indicate re-
ordering information. We assign one of the
boundary tags(b,m, e, s) to each word in source
sentences. Thus the word with tagb, e or s is a
phrase boundary. One question is that how to as-
sign boundary tag to a word? In this paper, we
recognize the largest source span which has the
monotone translation. Then we assign boundary
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联合 举办 的

jointly held by

(a)

短暂 访问

a short visit

(b)

Figure 4: Illustration for monotone span (a) and
PM span (b).

tags to each word in the source span, according to
their position.

To do this, we first introduce some notations.
Given a bilingual sentence(F J1 , E

I
1) together with

word alignment matrixA, we useL(Aj) and
H(Aj) to represent the lowest and highest tar-
get word position which links to the source word
fj , respectively. Since the word alignment forfj
maybe “one-to-many”, all the corresponding tar-
get words will appear in the span[L(Aj),H(Aj)].

we define a source span[j1, j2] (1 ≤ j1 ≤ j2 ≤
J) amonotonespan, iff:

1. ∀(j, i) ∈ A, j1 ≤ j ≤ j2 ↔ L(Aj1) ≤ i ≤
H(Aj2)

2. ∀k1, k2 ∈ [j1, j2], k1 ≤ k2 → H(Ak1) ≤
L(Ak2)

The first condition indicates that
(F j2j1 , E

H(Aj2
)

L(Aj1
) ) is a phrase pair as described

previously in phrase-based SMT models. While
the second condition indicates that the lower
target bound linked to a source word cannot be
lower than any target word position linked to the
previous source word. Therefore, a monotone
span does not contain crossed links or internal
reorderings.

Considering that word alignments could be
very noisy and complex in real-world data, we de-
finepseudo-monotone(PM) span by loosening the
second condition:

∀k1, k2 ∈ [j1, j2], k1 ≤ k2 → L(Ak1) ≤ L(Ak2)
(5)

This condition allows crossed links to some ex-
tent by loosening the bound ofAk1 from upper
to lower. Figure 4 (a) shows an example of
monotone span, in which the translation is mono-
tone. While Figure 4 (b) is not a monotone span

because there is a cross link between the upper
bound of “短暂” and the lower bound of “访问”
on the target side. However, it is a PM span ac-
cording to the definition. Note that in some cases,
a source word may not be contained in any phrase
pair, therefore we consider a single word span as
a PM span, specificly.

An interesting feature of PM span is that if two
PM spans are consecutive on both source side and
their corresponding target side, the two PM spans
can be combined as a larger PM span. Formally,

(F jj1 , E
i
i1)
⊕

(F j2j+1, E
i2
i+1) = (F j2j1 , E

i2
i1
) (6)

where[j1, j] and[j+1, j2] are PM spans,[i1, i]
and [i + 1, i2] are the target spans corresponding
to [j1, j] and[j+1, j2], respectively. For example,
Figure 4 (a) shows a PM phrase pair that consists
of two small PM pairs “联合, jointly” and “举办
的, held by”.

In this paper, we are interested in phrase re-
ordering boundaries for a source sentence. We de-
fine translation span(TS) the largest possible PM
span. A TS may consist of one or more PM spans.
According to our definition, cross links may ap-
pear within PM spans but do not appear between
PM spans within a TS. Therefore, TS is the largest
possible span that will be translated as a unit and
phrase reorderings may occur between TSs during
decoding.

To obtain phrase boundary examples from
word-aligned bilingual sentences, we first find all
possible TSs and then assign boundary tags to
each word. For a TS[j1, j2] (j1 < j2) that contain
more than two words, we assign “b” to the first
word fj1 and “e” to the last wordfj2 , and “m” to
the middle wordsfj (j1 < j < j2). For a single
word span TS[j, j], we assign “s” to the wordfj .

Figure 5 shows an example of labelling source
words with boundary tags. The source sentence is
segmented into4 TSs. Using the phrase boundary
information to guide decoding, the decoder will
produce the correct derivation and translation as
shown in Figure 2.
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她将
成
为
印
度

有
史
以
来的

首
位女

总
统

TAG b m e b e s b m e

She
will

become
the first
female

president

in
India’s
history

Figure 5: Illustration for labelling the source
words with boundary tags. The solid boxes
present word alignments. The bordered boxes are
TSs.

3.2 Feature Definition

The features we used for the PS model are anal-
ogous to (Ng and Low, 2004). For a wordW0,
we define the following contextual features with a
window of “n”:

• The word featureWn, which denotes the left
(right) n words of the current wordW0;

• The part-of-speech (POS) featurePn, which
denotes the POS tag of the wordWn.

For example, the tag of the word “成为 (be-
come)” in Figure 5 is “e”, indicating that it is
the end of a phrase. If we set the context window
n = 2, the features of the word “成为 (become)”
are:

• W−2=她 W−1=将 W0=成 为 W1=印 度
W2=有史以来

• P−2=r P−1=dP0=v P1=nsP2=l

We collect TSs from bilingual sentences to-
gether with the contextual features and used a
MaxEnt toolkit (Zhang, 2004) to train a PBC.

她 将 成为

b 0.78 0.10 1.2e-5
m 6.4e-8 0.75 5.4e-5
e 2.1e-8 0.11 0.87
s 0.22 0.04 0.13

Table 1: The TPM for a source sentence. The
highest probability of each word is in bold.

4 Phrase Boundary Constrained
Decoding

Give a source sentence, we can assign boundary
tags to each word by running the PBC. During
decoding, a rule is prohibited to pattern-match
across phrase boundaries. By doing this, the PBC
is integrated as a hard constraint. However, this
method will invalidate a large number of rules and
the decoder suffers from a risk that there are not
enough rules to cover the source sentence.

Alternatively, inspired by previous approaches,
we integrate the phrase boundary classifier as a
soft constraint by incorporating it as a feature into
the HPB model:

hpbc(F
J
1 ) = log(

J∏

j=1

Ptag(t|fj , F J1 )) (7)

To perform translation, for each wordfj in
a source sentenceF J1 , we first compute all tag
probabilitiesPtag(t|fj), where t ∈ (b,m, e, s),
j ∈ [1, J ], according to Equation 4. Therefore, we
build a4× J tag-word probability matrix (TPM).
TPM [i, j] indicates the probability of the word
fj labelled with the tagti. Table 1 shows the
TPM for a source text “她将成为”.

Then we select rule options from the rule ta-
ble that can be used for translating the source text.
Since each rule option(f̃ , ẽ, a) 1 can be regarded
as a bilingual sentence with word alignments, thus
we find all TS inf̃ and assign aninitial tag (IT)
for each source word. This procedure is analogous
to label phrase boundary tags for a word-aligned
bilingual sentence. For example, the following
rules are used for translating the Chinese sentence
in Table 1:

1We keep word alignments of a rule when it is extracted
from bilingual sentence.
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X → 〈她b
X∗

1 , SheX1〉 (8)

X1 → 〈将b
成为

e
, will become〉 (9)

Since both the source sides of these two rules
are PM spans according to the word alignments,
the IT sequences for rule (8) and (9) are “b *”2

and “b e”, respectively. According to Table 1,
the initial hpbc score for these two rules can be
computed as follows:

h
(7)
pbc = log(Ptag(b|她)) = log(TPM [1, 1]) (10)

h
(8)
pbc = log(Ptag(b|将)) + log(Ptag(e|成为))

= log(TPM [1, 2]) + log(TPM [3, 3]) (11)

Note that to keep the tag sequence valid, e.g.
“m” follows “ b” rather than “s”, the ITs maybe
updated during decoding. The tag-updating
should be consistent with the definition of TS as
described in Section 3.1. Specifically, when the
non-terminal symbolX is derived from its cov-
ered spanf(X), the boundary tags should be up-
dated.

When a tag of wordfj is updated fromtk1 to
tk2 , the PBC score should also be updated accord-
ing to TPM:

∆PBC = log(TPM [k2, j])− log(TPM [k1, j])
(12)

The following is a derivation of the source sen-
tence in Table 1:

S ⇒ 〈她b
X∗

1 , SheX1〉
⇒ 〈她b

将
b→m

成为
e
, She will become〉

WhenX1 is derived, the tag of its left boundary
word “将” is updated from “b” to “m”. The reason
is that after derivation, the combined span forms
a larger PM span and the left boundary off(X1)
should be updated.

As a result, thehpbc score is recomputed:

hpbc(F
3
1 ) = h

(7)
pbc + h

(8)
pbc +∆PBC (13)

where,

∆PBC = log(TPM [2, 2])− log(TPM [1, 2])
(14)

2We use “*” as a tag of the non-terminal symbol “X1”
since it has not been derived.

The decoding algorithm is efficient since the
computing of the PBC score is a procedure of
table-lookup.

5 Experiments

5.1 Experimental Setup

Our experiments were on Chinese-to-English
translation. The training corpus (77M+81M) we
used are from LDC3. The evaluation metric is
BLEU (Papineni et al., 2002), as calculated by
mteval-v11b.pl with case-insensitive matching of
n-grams, wheren = 4.

To obtain word alignments, we first ran
GIZA++ (Och and Ney, 2002) in both translation
directions and then refined it by “grow-diag-final”
method (Koehn et al., 2003).

For the language model, we used the SRI Lan-
guage Modeling Toolkit (Stolcke, 2002) to train
two 4-gram models on xinhua portion of Giga-
Word corpus and the English side of the training
corpus.

The NIST MT03 test set is used to tune the fea-
ture weights of the log-linear model by MERT
(Och, 2003). We tested our system on the NIST
MT06 and MT08 test sets.

5.2 Results

The results are shown in Table 2. We tested vari-
ous settings of the context window. It is observed
that the small values ofn (n = 1, 2) drop the
BLEU score, suggesting that perhaps there are not
enough contextual information. With more con-
textual information is used, the BLEU scores are
improved over all test sets. Whenn = 3, the most
significant improvements are obtained on MT06G
and MT08. The improvements over the baseline
are statistically significant atp < 0.01 by using
the significant test method described in (Koehn,
2004). While for MT06N, the optimized context
window size isn = 4 but the improvement is
not statistically significant. In most cases, with
n larger than 3, we do not obtain further improve-
ments because of the data sparseness for training

3LDC2002E18, LDC2002L27, LDC2002T01,
LDC2003E07, LDC2003E14, LDC2004T07, LDC2005E83,
LDC2005T06, LDC2005T10, LDC2005T34, LDC2006E24,
LDC2006E26, LDC2006E34, LDC2006E86, LDC2006E92,
LDC2006E93, LDC2004T08(HKNews, HK Hansards).
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System MT06G MT06N MT08
baseline 14.66 34.42 26.29

+PBC (n=1) 13.78 33.20 24.58
+PBC (n=2) 14.34 34.21 25.87
+PBC (n=3) 15.19* 34.63 27.25*
+PBC (n=4) 14.76 34.73 26.70

Table 2: Results on the test sets with different con-
text window (n) of the phrase boundary classifier.
The largest BLEU score on each test set is in bold.
MT06G: MT06 GALE set. MT06N: MT06 NIST
set. *: significantly better than the baseline at
p < 0.01.

the classifier.

6 Discussion

The experimental results show that the phrase
boundary constrained method improves the BLEU
score over the baseline system. Furthermore, we
are interested in how the PBC affects the transla-
tion results? We compared the outputs generated
by the baseline and “+PBC (n = 3)” system and
found some interesting translations. For example,
the translations of a source sentence of NIST08
are as follows4:

• Src:美b
1 财长

m
2 抵

m
3 中国

m
4 访问

e
5 ‖环保b

6

与m
7 汇率

e
8 ‖是b

9关切
m
10重点

e
11

• Ref: US1 Treasury-Secretary2 Arrives-in3
China4 for-a-Visit-with5 Environment6 and7
Exchange-Rate8 as9 Focus10,11

• HPB: US1 Treasury2 in-environmental-
protection6 and7 visit5 China4 is9 key11
to-the-concern-of10 the-exchange-rate8

• +PBC: US1 Treasury2 arrived-in3 China4
for-a-visit5 environmental-protection6 and7
exchange-rate8 is9 concerned-about10 the-
key11

In the example, both “环保” and “汇率” in the
source sentence are the concern of the “visit”.
Therefore, the source span[6, 8] indicates a co-
hesive phrase, which should be translated as a

4The co-indexes of the words on the source and target
sentence indicate word alignments.

whole unit. However, the baseline translates the
spans[6, 7] and [8, 8] separately. It moves[6, 7]
before “visit China” and[8, 8] after “concern”.
This makes an mistake on phrase reordering. We
observe that the “+PBC” system produces a bet-
ter translation. After incorporating the PBC as
a soft constraint, the system assigns a boundary
tag to each source word and segments the source
sentence into three TSs. According to our defi-
nition, TSs are encouraged as pseudo-monotone
translation unit during decoding. As a result, the
“+PBC” system discourages some arbitrary re-
ordering rules and produces more fluent transla-
tion.

7 Conclusion and Future Work

This paper presented a phrase boundary con-
strained method for hierarchical phrase-based
translation. A phrase boundary indicates begin
or end of a phrase reordering. We built a phrase
boundary classifier within a maximum entropy
framework and learned phrase boundary exam-
ples directly from word-aligned bilingual corpus.
We proposed an efficient decoding method to in-
tegrate the PBC into the decoder as a soft con-
straint. Experiments and analysis show that the
phrase boundary constrained method achieves sig-
nificant improvements over the baseline system.

The most advantage of the PBC is that it han-
dles both syntactic and non-syntactic phrases. In
the future, We would like to try different meth-
ods to determine more informative phrase bound-
aries, e.g. Xiong et al. (2010) proposed a method
to learn translation boundaries from a hierarchical
tree that decomposed from word alignments using
a shift-reduce algorithm. In addition, we will try
more features as described in (Chiang et al., 2008;
Chiang et al., 2009), e.g. the length of the phrases
that covered by non-terminals.
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Abstract

In the field of multi-document summa-
rization, the Pyramid method has be-
come an important approach for evaluat-
ing machine-generated summaries. The
method is based on the manual annotation
of text spans with the same meaning in a
set of human model summaries. In this
paper, we present an unsupervised, prob-
abilistic topic modeling approach for au-
tomatically identifying such semantically
similar text spans. Our approach reveals
some of the structure of model summaries
and identifies topics that are good approx-
imations of the Summary Content Units
(SCU) used in the Pyramid method. Our
results show that the topic model identi-
fies topic-sentence associations that corre-
spond to the contributors of SCUs, sug-
gesting that the topic modeling approach
can generate a viable set of candidate
SCUs for facilitating the creation of Pyra-
mids.

1 Introduction

In the field of multi-document summariza-
tion (MDS), the Pyramid method has become
an important approach for evaluating machine-
generated summaries (Nenkova and Passonneau,
2004; Passonneau et al., 2005; Nenkova et al.,
2007). The method rewards automatic summaries
for conveying content that has the same meaning
as content represented in a set of human model
summaries. This approach allows for variation in
the way the content is expressed, which contrasts

the Pyramid method with other evaluation meth-
ods such as ROUGE that measure word n-gram
overlap (Lin and Hovy, 2003).

The Pyramid method groups content with
the same meaning into Summary Content Units
(SCU). Shared content needs to be identified man-
ually by human inspection of summaries, adding
yet another level of human effort (on top of
creating model summaries) to the task of sum-
mary evaluation. However, Nenkova and Passon-
neau (2004) as well as Harnly et al. (2005) ob-
serve that semantically similar text spans writ-
ten by different human summarizers are often ex-
pressed with a similar choice of words, albeit with
differences e.g. in word variants, word order and
paraphrasing (Section 2).

In this paper, we present an approach for au-
tomatically identifying semantically similar text
spans in human model summaries on the basis
of such re-occurring word patterns. We utilize
a method known as probabilistic topic model-
ing (Steyvers and Griffiths, 2007). Topic models
are claimed to derive semantic information from
text in an unsupervised fashion, using only the ob-
served word distributions (Section 3).

• We train a probabilistic topic model based
on Latent Dirichlet Allocation (Blei et al.,
2003) on the term-sentence matrix of human
model summaries used in the Document Un-
derstanding Conference (DUC) 2007 Pyra-
mid evaluation1. We analyze the resulting
model to evaluate whether a topic model cap-
tures useful structures of these summaries
(Section 4.1).

1http://duc.nist.gov
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• Given the model, we compare the automati-
cally identified topics with SCUs on the ba-
sis of their word distributions (Sections 4.2
and 4.3). We discover a clear correspondence
between topics and SCUs, which suggests
that many automatically identified topics are
good approximations of manually annotated
SCUs.

• We analyze the distribution of topics over
summary sentences in Section 4.4, and com-
pare the topic-sentence associations com-
puted by our model with the SCU-sentence
associations given by the Pyramid annota-
tion. Our results suggest that the topic model
finds many SCU-like topics, and associates
a given topic with the same summary sen-
tences in which a human annotator identifies
the corresponding SCU.

Automatically identifying topics that approxi-
mate SCUs has clear practical applications: The
topics can be used as a candidate set of SCUs for
human annotators to speed up the process of SCU
creation. Topics can also be identified in machine-
generated summaries using standard statistical in-
ference techniques (Asuncion et al., 2009).

2 Summary Content Units

In this section, we briefly introduce the Pyramid
method and the properties of Summary Content
Units that we intend to exploit in our approach.

A Pyramid is a model predicting the distribu-
tion of information content in summaries, as re-
flected in the summaries humans write (Passon-
neau et al., 2005; Nenkova et al., 2007). Simi-
lar information content is identified by inspection
of similar sentences, and parts of these, in differ-
ent human model summaries. Typically, the text
spans which express the same semantic content
are not longer than a clause. An SCU consists of
a collection of text spans with the same meaning
(contributors) and a defining label specified by the
annotator.

Each SCU is weighted by the number of hu-
man model summaries it occurs in (i.e. the num-
ber of contributors). The Pyramid metric assumes
that an SCU with a high number of contributors is

more informative than an SCU with few contrib-
utors. An optimal summary, in terms of content
selection, is obtained by maximizing the sum of
SCU weights, given a maximum number of SCUs
that can be included for a predefined summary
length (Nenkova and Passonneau, 2004).

Two example SCUs are given in Table 1. SCU
18 has a weight of 3, since three model sum-
maries contribute to it, SCU 21 has a weight of 2.
SCU 18 aggregates contributors which share some
key phrases such as “Air National Guard” and
“search”, but otherwise exhibit a quite heteroge-
neous word usage. Contributor 3 gives details on
the aircraft type, and specifies a time when the first
sea vessel was launched to search for the missing
plane. Only contributor 1 gives information about
the location of the search. In SCU 21, the first
contributor contains additional information about
communication with the Kennedy family, which is
not expressed in the SCU label and therefore not
part of the meaning of the SCU. Both contributors
contain key terms such as “officials”, “search” and
“recovery”, but vary in word order and verb usage.
Passonneau et al. (2005) discuss this observation,
and argue that SCUs emerge from the judgment
of annotators, and are thus independent of what
words are used, or how many.

However, an analysis of typical SCUs shows
that contributors written by different human sum-
marizers are often expressed with a similar choice
of words or even phrases. Contributors vary in
using different forms of the same words (inflec-
tional or derivational variants), different word or-
der, syntactic structure, and paraphrases (Harnly
et al., 2005; Nenkova et al., 2007).

3 Probabilistic Topic Models

Our approach for discovering semantically similar
text spans makes use of a statistical method known
as topic modeling. Probabilistic topic models can
derive semantic information from text automat-
ically, on the basis of the observed word pat-
terns (Hofmann, 1999; Blei et al., 2003; Steyvers
and Griffiths, 2007). The main assumption of
these models is that a latent set of variables – the
topics – can be utilized to explain the observed
patterns in the data. Documents are represented as
mixtures of topics, and each topic is a distribution
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SCU 18 The US Coast Guard with help from the Air National Guard then began a massive
search-and-rescue mission, searching waters along the presumed flight path

Contributor 1: The US Coast Guard with help from the Air National Guard then began a massive
search-and-rescue mission, searching waters along the presumed flight path

Contributor 2: A multi-agency search and rescue mission began at 3:28 a.m., with the Coast
Guard and Air National Guard participating

Contributor 3: The first search vessel was launched at about 4:30am. An Air National Guard
C-130 and many Civil Air Patrol aircraft joined the search

SCU 21 Federal officials shifted the mission to search and recovery
Contributor 1: Federal officials shifted the mission to search and recovery and communicated the

Kennedy and Bessette families
Contributor 2: federal officials ended the search for survivors and began a search-and-recovery

mission

Table 1: Example SCUs from topic D0742 of DUC 2007.
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Figure 1: Graphical model representation of LDA
for N words, T topics and a corpus of M docu-
ments.

over words. For example, a news article describ-
ing a meeting of the International Monetary Fund
may in equal parts discuss economic and politi-
cal issues. Topic models discover in a completely
unsupervised fashion meaningful topics as well as
intra- and inter-document statistical structure us-
ing no information except the distribution of the
words themselves (Griffiths and Steyvers, 2004).

For our analysis, we use the Latent Dirichlet
Allocation (LDA) model introduced by Blei et
al. (2003). In this model, each document is gen-
erated by first choosing a distribution over topics
θ(d), parametrized by a conjugate Dirichlet prior
α. Subsequently, each word of this document is
generated by drawing a topic zk from θ(d), and
then drawing a word wi from topic zk’s distri-
bution over words φ(k). We follow Griffiths et

al. (2004) and place a conjugate Dirichlet prior β
over φ(k) as well. Figure 1 shows the graphical
model representation of LDA.

For T topics, the matrix Φ specifies the proba-
bility p(w|z) of words given topics, and Θ spec-
ifies the probability p(z|d) of topics given docu-
ments. p(w|z) indicates which words are impor-
tant in a topic, and p(z|d) tells us which topics are
dominant in a document. We employ Gibbs sam-
pling (Griffiths and Steyvers, 2004) to estimate
the posterior distribution over z (the assignment of
word tokens to topics), given the observed words
w of the document set. From this estimate we can
approximate the distributions for the matrices Φ
and Θ.

4 Experiments

Can a topic model reveal some of the structure
of human model summaries and learn topics that
are approximations of manually annotated SCUs?
To answer these questions, we train a topic model
on the human model summaries of each of the 23
document clusters of the DUC 2007 dataset that
were used in Pyramid evaluation2. There are 4
human model summaries available for each docu-
ment cluster. On average, the summary sets con-
tain 52.4 sentences, with a vocabulary of 260.5
terms, which occur a total of 549.7 times. The
Pyramids of these summary sets consist of 68.8
SCUs on average. The number of SCUs per SCU

2http://www-nlpir.nist.gov/projects/duc/data.html
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weight follows a Zipfian distribution, i.e. there are
typically very few SCUs of weight 4, and very
many SCUs of weight 1 (see also Passonneau et
al. (2005)).

4.1 Topic model training

Since we are interested in modeling topics for sen-
tences, we treat each sentence as a document3.
We construct a matrix A of term-sentence co-
occurrence observations for each set of human
model summaries S. Each entry Aij corresponds
to the frequency of word i in sentence j, and j
ranges over the union of the sentences contained
in S. We preprocess terms using stemming and
removing a standard list of stop words with the
NLTK toolkit4.

We run the Gibbs sampling algorithm on A,
setting the parameter T , the number of latent top-
ics to learn, equal to the number of SCUs con-
tained in the Pyramid of S. We use this particular
value for T since we want to learn a topic model
with a structure that reflects the SCUs and the dis-
tribution of SCUs of the corresponding Pyramid.
For an unannotated set of summaries, determining
an optimal value for T is a Bayesian model selec-
tion problem (Kass and Raftery, 1995).

The topic distribution for each sentence should
be peaked toward a single or only very few top-
ics. To ensure that the topic-specific word dis-
tributions p(w|z) as well as the sentence-specific
topic distributions p(z|d) behave as intended, we
set the Dirichlet priors α = 0.01 and β = 0.01.
This enforces a bias toward sparsity, resulting in
distributions that are more peaked (Steyvers and
Griffiths, 2007). A low value of β also favors
more fine-grained topics (Griffiths and Steyvers,
2004). We run the Gibbs sampler for 2000 itera-
tions, and collect a single sample from the result-
ing posterior distribution over topic assignments
for words. From this sample we compute the con-
ditional distributions p(w|z) and p(z|d).

During our experiments, we observed that the
Gibbs Sampler did not always use all the topics
available. Instead, some topics had a uniform
distribution over words, i.e. no words were as-

3We will use the words document and sentence inter-
changeably from here on.

4http://www.nltk.org

signed to these topics during the sampling pro-
cess. We assume this is due to the relatively low
prior α = 0.01 we use in our experiments. We ex-
plore the consequences of varying the LDA priors
and T in Section 4.4.

This observation indicates that the topic model
cannot learn as many distinct topics from a given
set of summaries as there are SCUs in the Pyra-
mid of these summaries. On average, 24.4% (σ =
17.4) of the sampled topics had a uniform word
distribution, but the fraction of such topics varied.
For some summary sets, it was very low (D0701,
D0706 with 0%), whereas for others it was very
high (D0704, D0728 with 52%). Both of the lat-
ter summary sets contain many SCUs with very
similar labels and often only a single contributor,
e.g. about ‘Amnesty International’:

• AI criticism frequently involves genocide

• AI criticism frequently involves intimidation

• AI criticism frequently involves police vio-
lence

These SCUs are derived from summary sen-
tences that contain enumerations: “AI criticism
frequently involves political prisoners, torture, in-
timidation, police violence, the death penalty,
no alternative service for conscientious objectors,
and interference with the judiciary.” A topic
model is based on word-document co-occurrence
data, and cannot distinguish between the different
grammatical objects in this case. Instead, it treats
these phrases as semantically similar since they
occur in the same sentence.

4.2 SCU word distributions and SCU-
sentence associations

In order to evaluate the quality of the LDA top-
ics, we compare their word distributions to the
word distributions of SCUs. This allows us to an-
alyze if the LDA topics capture similar word pat-
terns as SCUs. We approximate the distribution
over words p(w|sl) for each SCU sl as the rel-
ative frequency of word wi in the bag-of-words
constructed from the texts of sl’s label and con-
tributors. We denote the resulting matrix of for a
set of SCUs as Φ̂.
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(a) DUC Topic D0706 (b) DUC Topic D0742 (c) DUC Topic D0743

Figure 2: Pairwise Jensen-Shannon divergence of word distributions of LDA topics and Summary
Content Units (SCUs), for 3 DUC 2007 Pyramids. Topic-SCU matches are ordered by increasing
divergence along the diagonal, using a simple greedy algorithm. The examples suggest that many of
the automatically identified LDA topics correspond to manually annotated SCUs.

Topic 17 SCU 31 Topic 5 SCU 32 Topic 9 SCU 25 Topic 8 SCU 36
pilot pilot analysi analysi bodi bodi kennedi kennedi

kennedi condit control control diver diver edward edward
condit conduc corkscrew corkscrew entomb entomb recoveri recoveri
conduc dark descent descent floor floor son son

dark disorient fall fall found found wit wit

Table 2: Top terms of best matching LDA topics and SCUs for summary set D0742

In addition, we can compare the topic-sentence
associations computed by the model to the SCU-
sentence associations given by the Pyramid anno-
tation. If the probability of a given topic is high
in those sentences which contribute to a particular
SCU, this would suggest that the topic model can
automatically learn topics which not only have a
word distribution similar to a specific SCU, but
also a similar distribution over contributing sen-
tences.

SCU contributors are typically annotated as a
set of contiguous sequences of words within a sin-
gle sentence. In the DUC 2007 data, there are only
a few cases where a contributor spans more than
one sentence. The DUCView annotation tool5

stores the start and end character position of the
phrases marked as contributors of an SCU. We can
utilize this information to define which sentences
an SCU is associated with. We store the associa-
tions in a matrix Θ̂, where Θ̂ij = 1 if SCU i is
associated with sentence j. Sentences may con-
tain multiple SCUs, and SCUs are associated with

5http://www1.cs.columbia.edu/˜becky/DUC2006/2006-
pyramid-guidelines.html

as many sentences as their number of contributors.

4.3 Matching SCUs and LDA topics

Before we can compare the topic-sentence asso-
ciations computed by the LDA topic model with
the SCU-sentence associations, we need to match
SCUs to LDA topics. We consider a topic to be
similar to an SCU if their word distributions are
similar. We discard all LDA topics with a uni-
form word distribution (see Section 4.1) before
the matching step.

We then compute the pair-wise Jensen-Shannon
(JS) divergence between columns j of Φ and k of
Φ̂:

JS(Φj , Φ̂k) =

[
1

2
DKL(Φj ||M)

+
1

2
DKL(Φ̂k||M)

]
, (1)

where M = 1/2(Φj + Φ̂k). SCUs from Φ̂ are
matched to topics of Φ on the basis of this dis-
similarity using a simple greedy approach, i.e. by
iteratively selecting the current most similar SCU-
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(a) Precision, recall and fraction of Topic-SCU matches for
different settings of γ

(b) F1 and MAP for different values of T as a fraction δ of
the number of SCUs

Figure 3: (a) Precision, Recall and the fraction of LDA topics matched to SCUs for different settings
of parameter γ, averaged over all summary sets with Pyramid annotations from DUC 2007. Error bars
show the standard deviation. Only topic-SCU matches with JS(Φj , Φ̂k) ≤ γ are considered when
computing precision and recall. Both are very high, suggesting that the model identifies topics that are
very similar to SCUs. (b) F1 measure and Mean Average Precision (MAP) for different settings of the
number of latent topics T as a fraction of the number of SCUs in the corresponding Pyramid (γ = 0.5).

topic pair. We reorder the rows of Θ according to
the computed matching.

Figure 2 shows some example SCU-topic
matches for three different DUC 2007 summary
sets. Each cell displays the JS divergence of the
word distributions of an LDA topic (rows) com-
pared to an SCU (columns). On the diagonal, the
best matches of LDA topics and SCUs are ordered
by increasing JS divergence. Multiple points with
low JS divergence in a single column indicate that
more than one LDA topic was very similar to this
SCU. Overall, the graphs show a clear correspon-
dence of LDA topics to the SCUs. The plots sug-
gest that a large percentage of topics have simi-
lar distributions over words as the corresponding
SCUs. Table 2 shows the most likely terms for
some example topic-SCU matches. For each of
these matches, the top terms are almost identical.

4.4 Evaluation

To compare the topic distributions Θ with the
SCU-sentence assignments Θ̂, we binarize Θ to
give Θ

′
by setting all entries Θ

′
ij = 1 if Θij > ε,

and 0 otherwise. We set ε = 0.1 in our experi-

ments6. Θ
′
ij is therefore equal to 1 if a topic i has

a high probability sentence j. We can now eval-
uate if a given topic occurs in the same sentences
as the corresponding SCU (recall), and if it occurs
in no other sentences (precision).

We compute precision and recall for each topic-
SCU match with JS(Φj , Φ̂k) ≤ γ. Averaged
over matches, these measures give us an indica-
tion of how well the LDA model approximates
the set of SCUs. The parameter γ allows us to
tune the performance of the model with respect
to the quality and number of topic-SCU matches.
Setting γ to a low value will consider only topic-
SCU matches with a low JS divergence, which
generally results in higher precision and recall. In-
creasing γ will include more topic-SCU matches,
namely those with a larger JS divergence, which
will therefore introduce some noise.

Figure 3(a) shows the precision and recall
6Since the LDA algorithm learns very peaked distribu-

tions, the actual value of this threshold does not have a large
impact on the resulting binary matrix and subsequent eval-
uation results. We evaluated a range of settings for ε in
[0.001 − 0.5], all with similar performance. This observa-
tion is confirmed by the threshold-less Mean Average Preci-
sion results in Figure 3(b).
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curves for different values of the parameter γ, av-
eraged over all summary sets. The plots show
that both the precision and recall of the discov-
ered topic-sentence associations are quite high,
suggesting that the model automatically identifies
topics which are very similar to manually anno-
tated SCUs. With increasing γ, precision and re-
call scores decrease: The word distributions of
the topic-SCU pairs are increasingly dissimilar,
and hence the sentences associated with a topic
do not necessarily overlap anymore with the sen-
tences of the paired SCU. The figure also shows
the fraction of topic matches that are considered
in the evaluation of precision and recall. There
is a clear trade off between performance and the
number of matches retrieved. However, many of
the topic-SCU matches (≈ 50%) have a JS diver-
gence ≤ 0.4, suggesting that the word distribu-
tions of many LDA topics are very similar to SCU
word distributions.

Since we observed that the Gibbs sampling
does not always utilize the full set of topics, we
repeat our experiments to evaluate how the per-
formance of the model changes when varying the
LDA priors and T . Figure 3(b) shows F1 and
Mean Average Precision (MAP)7 results of the
topic model for different values of the parameter
δ, where T = δ ∗ |SCU |. For example, a value of
0.6 means that for each summary set, T was set to
60% of the number of SCUs in the corresponding
Pyramid. We see that the MAP score increases
quickly, and reaches a plateau for δ ≥ 0.3. The
F1 score increases more slowly, and levels out for
δ ≥ 0.6. The model’s performance is relatively
robust with respect to δ. This observation can be
helpful when training models for new summary
sets without an existing Pyramid, and which there-
fore consider T as a parameter to be optimized.

When varying the LDA priors, we observe that
for 0.01 ≤ α ≤ 0.05, F1 and MAP scores are
consistently high, whereas for other settings, per-
formance decreases significantly. Similarly, β ≥
0.05 results in lower F1 and MAP scores. The

7MAP is a rank-based measure, which avoids the need
for introducing a threshold to binarize Θ (Baeza-Yates and
Ribeiro-Neto, 1999). For each topic, we create a ranked list
of sentences according to the transposed matrix ΘT . This
gives high ranks to sentences for which a particular topic has
a high probability.

fraction of uniform topics decreases with higher
α, e.g. for α = 0.1 it is close to zero. In con-
trast, higher settings of β increase the fraction of
uniform topics.8

Finally, Figure 4 shows separate precision and
recall curves for SCUs of different weights, and
for different settings of parameter γ. Results are
again averaged over all summary sets. In 4(a),
we see that the recall of topic-sentence associa-
tions is very similar for all SCUs, with SCUs of
higher weight exhibiting a slightly better recall.
However, as Figure 4(b) shows, the average pre-
cision of SCUs with lower weight is much higher.
Intuitively, this is expectable as SCUs of higher
weight tend to have a larger vocabulary due to the
higher number of contributors. This results in a
larger word overlap with non-relevant sentences.
The fraction of topic-SCU matches retrieved for
SCUs of different weight is similar for all types of
SCUs (not shown here).

5 Related Work

The Pyramid approach was introduced by
Nenkova and Passonneau (2004) as a method for
evaluating machine-generated summaries based
on a set of human model summaries. The authors
address a number of shortcomings of manual and
automatic summary evaluation methods such as
ROUGE (Lin and Hovy, 2003), and argue that the
Pyramid method is reliable, diagnostic and predic-
tive.

Passonneau and et al. (2005) give an account of
the results of applying the Pyramid method during
the DUC 2005 summarization evaluation, and dis-
cuss the annotation process. In subsequent work,
Nenkova et al. (2007) describe in more detail the
incorporation of human variation in the Pyramid
method, the reliability of content annotation, and
the correlation of Pyramid scores with other eval-
uation measures.

Harnly et al. (2005) present an approach for au-
tomatically scoring a machine summary given an
existing Pyramid. Their method searches for an
optimal set of candidate contributors created auto-
matically from the machine summary and matches
candidates to SCUs using a clustering approach.

8Results are not shown due to space constraints.
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(a) Recall of Topic-SCU matches for SCUs by weight (b) Precision of Topic-SCU matches for SCUs by weight

Figure 4: (a) Recall of topic-SCU matches for SCUs of different weights, and settings of parameter γ,
averaged over all summary sets. Recall is similar for SCUs of all weights. (b) Precision of the same
topic-SCU matches. SCUs with a lower weight have a higher average precision. (Error bars show the
standard deviation.)

The method assumes the existence of a Pyramid,
whereas our approach aims to discover candidate
SCUs from a set of human model summaries in an
unsupervised fashion.

Recently, Louis and Nenkova (2009) presented
an approach for fully automatic, model-free eval-
uation of machine-generated summaries. The
method assumes that the distribution of words in
the input and an informative summary should be
similar. We think that it could be an interesting
idea to combine the proposed method with our
approach, in an attempt to exploit both the model-
free evaluation and the shallow semantics of latent
topics.

Probabilistic topic models have been success-
fully applied to a variety of tasks (Hofmann, 1999;
Blei et al., 2003; Griffiths and Steyvers, 2004;
Hall et al., 2008). In text summarization, most
topic modeling approaches utilize a term-sentence
co-occurrence matrix to discover topics in the set
of input documents. Each sentence is typically as-
signed to a single topic, and a topic is a cluster of
multiple sentences (Wang et al., 2009; Tang et al.,
2009; Hennig, 2009).

6 Conclusions and future work

We presented a probabilistic topic modeling ap-
proach that reveals some of the structure of human

model summaries. The topic model is trained on
the term-sentence matrix of a set of human sum-
maries, and discovers semantic topics in a com-
pletely unsupervised fashion. Many of the topics
identified by our model for a given set of sum-
maries show a similar distribution over words as
the manually annotated Summary Content Units
of the summaries’ Pyramid.

We utilized the word distributions of SCUs
and topics to match topics to similar SCUs, and
showed that the topics identified by the model of-
ten occur in the same sentences as the contribu-
tors of the corresponding SCU. Precision and re-
call of these topic-sentence assignments are very
high when compared to the SCU-sentence associ-
ations, indicating that many of the automatically
acquired topics are good approximations of SCUs.
Our results suggest that a topic model can be used
to learn a candidate set of SCUs to facilitate the
process of Pyramid creation.

We note that the topic model that we ap-
plied is one of the simplest latent variable mod-
els. A more complex model could integrate syn-
tax to relax the bag-of-words assumption (Wal-
lach, 2006), or combine the statistical model with
more linguistically-grounded methods to handle
linguistic features such as enumerations or nega-
tion.
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Abstract

This paper proposes a novel extractive
summarization method for contact cen-
ter dialogues. We use a particular
type of hidden Markov model (HMM)
called Class Speaker HMM (CSHMM),
which processes operator/caller utterance
sequences of multiple domains simulta-
neously to model domain-specific utter-
ance sequences and common (domain-
wide) sequences at the same time. We
applied the CSHMM to call summariza-
tion of transcripts in six different con-
tact center domains and found that our
method significantly outperforms compet-
itive baselines based on the maximum
coverage of important words using integer
linear programming.

1 Introduction
In modern business, contact centers are becom-
ing more and more important for improving cus-
tomer satisfaction. Such contact centers typically
have quality analysts who mine calls to gain in-
sight into how to improve business productivity
(Takeuchi et al., 2007; Subramaniam et al., 2009).
To enable them to handle the massive number of
calls, automatic summarization has been utilized
and shown to successfully reduce costs (Byrd et
al., 2008). However, one of the problems in cur-
rent call summarization is that a domain ontology
is required for understanding operator/caller utter-
ances, which makes it difficult to port one summa-
rization system from domain to domain.

This paper describes a novel automatic sum-
marization method for contact center dialogues
without the costly process of creating domain on-

tologies. More specifically, given contact center
dialogues categorized into multiple domains, we
create a particular type of hidden Markov model
(HMM) called Class Speaker HMM (CSHMM)
to model operator/caller utterance sequences. The
CSHMM learns to distinguish sequences of indi-
vidual domains and common sequences in all do-
mains at the same time. This approach makes it
possible to accurately distinguish utterances spe-
cific to a certain domain and thereby has the po-
tential to generate accurate extractive summaries.

In Section 2, we review recent work on auto-
matic summarization, including its application to
contact center dialogues. In Section 3, we de-
scribe the CSHMM. In Section 4, we describe
our automatic summarization method in detail. In
Section 5, we describe the experiment we per-
formed to verify our method and present the re-
sults. In Section 6, we summarize and mention
future work.

2 Related Work
There is an abundance of research in automatic
summarization. It has been successfully applied to
single documents (Mani, 2001) as well as to mul-
tiple documents (Radev et al., 2004), and various
summarization methods, such as the conventional
LEAD method, machine-learning based sentence
selection (Kupiec et al., 1995; Osborne, 2002),
and integer linear programming (ILP) based sen-
tence extraction (Gillick and Favre, 2009), have
been proposed. Recent years have seen work on
summarizing broadcast news speech (Hori and
Furui, 2003), multi-party meetings (Murray et al.,
2005), and contact center dialogues (Byrd et al.,
2008). However, despite the large amount of pre-
vious work, little work has tackled the automatic
summarization of multi-domain data.
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In the past few decades, contact center dia-
logues have been an active research focus (Gorin
et al., 1997; Chu-Carroll and Carpenter, 1999).
Initially, the primary aim of such research was
to transfer calls from answering agents to oper-
ators as quickly as possible in the case of prob-
lematic situations. However, real-time processing
of calls requires a tremendous engineering effort,
especially when customer satisfaction is at stake,
which led to recent work on the offline process-
ing of calls, such as call mining (Takeuchi et al.,
2007) and call summarization (Byrd et al., 2008).

The work most related to ours is (Byrd et al.,
2008), which maps operator/caller utterances to
an ontology in the automotive domain by using
support vector machines (SVMs) and creates a
structured summary by heuristic rules that assign
the mapped utterances to appropriate summary
sections. Our work shares the same motivation
as theirs in that we want to make it easier for
quality analysts to analyze the massive number of
calls. However, we tackle the problem differently
in that we propose a new modeling of utterance se-
quences for extractive summarization that makes
it unnecessary to create heuristics rules by hand
and facilitates the porting of a summarization sys-
tem.

HMMs have been successfully applied to au-
tomatic summarization (Barzilay and Lee, 2004).
In their work, an HMM was used to model the
transition of content topics. The Viterbi decod-
ing (Rabiner, 1990) was performed to find con-
tent topics that should be incorporated into a sum-
mary. Their approach is similar to ours in that
HMMs are utilized to model topic sequences, but
they did not use data of multiple domains in creat-
ing their model. In addition, their method requires
training data (original articles with their reference
summaries) in order to find which content top-
ics should be included in a summary, whereas our
method requires only the raw sequences with their
domain labels.

3 Class Speaker HMM
A Class Speaker HMM (CSHMM) is an exten-
sion of Speaker HMM (SHMM), which has been
utilized to model two-party conversations (Me-
guro et al., 2009). In an SHMM, there are two
states, and each state emits utterances of one of
the two conversational participants. The states are

1:speaker1 2:speaker2

Speaker HMM for Class 1

3:speaker1 4:speaker2

Speaker HMM for Class 2

Figure 1: Topology of an ergodic CSHMM. Num-
bers before ‘speaker1’ and ‘speaker2’ denote state
IDs.

connected ergodically and the emission/transition
probabilities are learned from training data by
using the EM-algorithm. Although Meguro et
al., (2009) used SHMMs to analyze the flow of
listening-oriented dialogue, we extend their idea
to make it applicable to classification tasks, such
as dialogue segmentation.

A CSHMM is simply a concatenation of
SHMMs, each of which is trained by using ut-
terance sequences of a particular dialogue class.
After such SHMMs are concatenated, the Viterbi
algorithm is used to decode an input utterance
sequence into class labels by estimating from
which class each utterance has most likely to have
been generated. Figure 1 illustrates the basic
topology of a CSHMM where two SHMMs are
concatenated ergodically. When the most likely
state sequence for an input utterance sequence is
<1,3,4,2>, we can convert these state IDs into
their corresponding classes; that is, <1,2,2,1>,
which becomes the result of utterance classifica-
tion.

We have conceived three variations of CSHMM
as we describe below. They differ in how we treat
utterance sequences that appear commonly in all
classes and how we train the transition probabili-
ties between independently trained SHMMs.

3.1 Ergodic CSHMM
The most basic CSHMM is the ergodic CSHMM,
which is a simple concatenation of SHMMs in
an ergodic manner as shown in Fig. 1. For K
classes, K SHMMs are combined with the initial
and transition probabilities all set to equal. In this
CSHMM, the assignment of class labels solely de-
pends on the output distributions of each class.

3.2 Ergodic CSHMM with Common States
This type of CSHMM is the same as the ergodic
CSHMM except that it additionally has a SHMM
trained from all dialogues of all classes. There-
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3:speaker1 4:speaker2

1:speaker1 2:speaker2

5:speaker1 6:speaker2

Speaker HMM for Class 1

Speaker HMM for Class 2

Speaker HMM for All Classes (Class 0)

Figure 2: CSHMM with common states.
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fore, for K classes, this CSHMM has K + 1
SHMMs. Figure 2 shows the model topology.
This newly added SHMM works in a manner sim-
ilar to the background model (Reynolds et al.,
2000) representing sequences that are common
to all classes. By having these common states,
common utterance sequences can be classified as
‘common’, making it possible to avoid forcefully
classifying common utterance sequences into one
of the given classes.

Detecting common sequences is especially
helpful when several classes overlap in nature. For
example, most dialogues commonly start and end
with greetings, and many calls at contact centers
commonly contain exchanges in which the opera-
tor requests personal information about the caller
for confirmation. Regarding the model topology
in Fig. 2, if the most likely state sequence by
the Viterbi decoding is <1,4,5,6,3,2>, we obtain

a class label sequence <1,2,0,0,2,1> where the
third and fourth utterances are classified as ‘zero’,
meaning that they do not belong to any class.

3.3 CSHMM using Concatenated Training
The CSHMMs presented so far have two prob-
lems: one is that the order of utterances of differ-
ent classes cannot be taken into account because
of the equal transition probabilities. As a result,
the very merit of HMMs, their ability to model
time series data, is lost. The other is that the out-
put distributions of common states may be overly
broad because they are the averaged distributions
over all classes; that is, the best path determined
by the Viterbi decoding may not go through the
common states at all.

Our solution to these problems is to apply con-
catenated training (Lee, 1989), which has been
successfully used in speech recognition to model
phoneme sequences in an unsupervised manner.
The procedure for concatenated training is illus-
trated in Fig. 3 and has three steps.

step 1 Let Mk (Mk ∈ M, 1 ≤ k ≤ K) be the
SHMM trained using dialogues Dk where
Dk = {∀dj|c(dj) = k}, and M0 be the
SHMM trained using all dialogues; i.e., D.
Here, K means the total number of classes
and c(dj) the class assigned to a dialogue dj .

step 2 Connect each Mk ∈ M with a copy of
M0 using equal initial and transition proba-
bilities (we call this connected model Mk+0)
and retrain Mk+0 with ∀dj ∈ Dk where
c(dj) = k.

step 3 Merge all models Mk+0 (1 ≤ k ≤ K) to
produce one concatenated HMM (Mconcat).
Here, the output probabilities of the copies
of M0 are averaged over K when all models
are merged to create a combined model. If
the fitting of all Mk+0 models has converged
against the training data, exit this procedure;
otherwise, go to step 2 by connecting a copy
of M0 and Mk for all k. Here, the transi-
tion probabilities from M0 to Ml(l �= k) are
summed and equally distributed between the
copied M0’s self-loop and transitions to the
states in Mk.

In concatenated training, the transition and output
probabilities can be optimized between M0 and
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Figure 4: Overview of our summarization
method.

Mk, meaning that the output probabilities of utter-
ance sequences that are common and also found
in Mk can be moved from Mk to M0. This makes
the distribution of Mk sharp (not broad/uniform),
making it likely to output only the utterances rep-
resentative of a class k. As regards M0, its distri-
bution of output probabilities can also be sharp-
ened for utterances that occur commonly in all
classes. This sharpening of distributions is likely
to be helpful for class discrimination.

4 Summarization Method
We apply CSHMMs to extractive summarization
of contact center dialogues because such dia-
logues are two-party, can be categorized into mul-
tiple classes by their call domains (e.g., inquiry
types), and are likely contain many overlapping
exchanges between an operator and a caller across
domains, such as greetings, the confirmation of
personal information, and other cliches in busi-
ness (e.g., name exchanges, thanking/apologizing
phrases, etc.), making them the ideal target for
CSHMMs.

In our method, summarization is performed by
decoding a sequence of utterances of a domain
DMk into domain labels and selecting those ut-
terances that have domain labels DMk. This
makes it possible to extract utterances that are
characteristic of DMk in relation to other do-
mains. Our assumption is that extracting charac-
teristic sequences of a given domain provides a
good summary for that domain because such se-
quences should contain important information ne-
cessitated by the domain.

Figure 4 outlines our extractive summarization
process. The process consists of a training phase
and a decoding phase as described below.

Training phase: Let D (d1 . . . dN ) be the entire
set of contact center dialogues, DMk (DMk ∈
DM, 1 ≤ k ≤ K) the domain assigned to do-
main k, and Udi,1 . . .Udi,H the utterances in di.
Here, H is the number of utterances in di. From
D, we create two models: a topic model (TM )
and a CSHMM.

The topic model is used to assign a single topic
to each utterance so as to facilitate the training
of the CSHMM by reducing the dimensions of
the feature space. The same approach has been
taken in (Barzilay and Lee, 2004). The topic
model can be created by such techniques as prob-
abilistic latent semantic analysis (PLSA) (Šingliar
and Hauskrecht, 2006) and latent Dirichlet allo-
cation (LDA) (Tam and Schultz, 2005). PLSA
models the latent topics of the documents and its
Baysian extension is LDA, which also models the
co-occurrence of topics using the Dirichlet prior.
We first derive features Fd1 . . . FdN

for the dia-
logues. Here, we assume a bag-of-words repre-
sentation for the features; therefore, Fdi is repre-
sented as {< w1, c1 > . . . < wV , cV >}, where
V means the total number of content words in the
vocabulary and < wi, ci > denotes that a content
word wi appears ci times in a dialogue. Note that
we derive the features for dialogues, not for utter-
ances, because utterances in dialogue can be very
short, often consisting of only one or two words
and thus making it hard to calculate the word co-
occurrence required for creating a topic model.
From the features, we build a topic model that in-
cludes P(z|w), where w is a word and z is a topic.
Using the topic model, we can assign a single
topic label to every utterance in D by finding its
likely topic; i.e., argmax

z

∑
w∈words(Udi

) P(z|w).

After labeling all utterances in D with topic la-
bels, we train a CSHMM that learns characteristic
topic label sequences in each domain as well as
common topic label sequences across domains.

Decoding phase: Let dj be the input dialogue,
DM(dj) (∈ DM ) the table for obtaining the do-
main label of dj , and Udj ,1 . . .Udj ,Hdj

the utter-
ances in dj, where Hdj is the number of the utter-
ances. We use TM to map the utterances to topic
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Domain # Tasks Sentences Characters
FIN 15 8.93 289.93
ISP 15 7.20 259.53

LGU 20 9.85 328.55
MO 15 10.07 326.20
PC 15 9.40 354.07

TEL 18 8.44 322.22
ALL 98 9.01 314.46

Table 1: Scenario statistics: the number of tasks
and averaged number of sentences/characters in a
task scenario in the six domains.

labels Tdj ,1 . . .Tdj ,Hdj
and convert them into do-

main label sequences DMdj ,1 . . .DMdj ,Hdj
us-

ing the trained CSHMM by the Viterbi decoding.
Then, we select Udj ,h (1 ≤ h ≤ Hdj ) whose cor-
responding domain label DMdj ,h equals DM(dj)
and output the selected utterances in the order of
appearance in the original dialogue as a summary.

5 Experiment
We performed an experiment to verify our sum-
marization method. We first collected simulated
contact center dialogues using human subjects.
Then, we compared our method with baseline sys-
tems. Finally, we analyzed the created summaries
to investigate what had been learned by our CSH-
MMs.

5.1 Dialogue Data
Since we do not have access to actual contact cen-
ter data, we recruited human subjects to collect
simulated contact center dialogues. A total of 90
participants (49 males and 41 females) took the
roles of operator or a caller and talked over tele-
phones in separate rooms. The callers were given
realistic scenarios that included their motivation
for a call as well as detailed instructions about
what to ask. The operators, who had experience
of working at contact centers, were given manuals
containing the knowledge of the domain and ex-
plaining how to answer questions in specific sce-
narios.

The dialogues took place in six different do-
mains: Finance (FIN), Internet Service Provider
(ISP), Local Government Unit (LGU), Mail Or-
der (MO), PC support (PC), and Telecommuni-
cation (TEL). In each domain, there were 15–20
tasks. Table 1 shows the statistics of the task sce-
narios used by the callers. We cannot describe the
details of each domain for lack of space, but ex-

MO task No. 3: It is becoming a good season for the
Japanese Nabe (pan) cuisine. You own a Nabe restau-
rant and it is going well. When you were searching on
the Internet, thinking of creating a new dish, you saw
that drop-shipped Shimonoseki puffer fish was on sale.
Since you thought the puffer fish cuisine would become
hot in the coming season, you decided to order it as a
trial. . . . You ordered a puffer fish set on the Internet,
but you have not received the confirmation email that
you were supposed to receive. . . . You decided to call
the contact center to make an inquiry, ask them whether
the order has been successful, and request them to send
you the confirmation email.

Figure 5: Task scenario in the MO domain. The
scenario was originally in Japanese and was trans-
lated by the authors.

amples of the tasks for FIN are inquiries about in-
surance, notifications of the loss of credit cards,
and applications for finance loans, and those for
ISP are inquiries about fees for Internet access, re-
quests to forward emails, and reissuance of pass-
words. Figure 5 shows one of the task scenarios
in the MO domain.

We collected data on two separate occasions us-
ing identical scenarios but different participants,
which gave us two sets of dialogue data. We used
the former for training our summarization sys-
tem and the latter for testing. We only use the
transcriptions in this paper so as to avoid partic-
ular problems of speech. All dialogues were in
Japanese. Tables 2 and 3 show the statistics of the
training data and the test data, respectively. As
can be seen from the tables, each dialogue is quite
long, which attests to the complexity of the tasks.

5.2 Training our Summarization System
For training our system, we first created a topic
model using LDA. We performed a morphological
analysis using ChaSen1 to extract content words
from each dialogue and made its bag-of-words
features. We defined content words as nouns,
verbs, adjectives, unknown words, and interjec-
tions (e.g., “yes”, “no”, “thank you”, and “sorry”).
We included interjections because they occur very
frequently in dialogues and often possess impor-
tant content, such as agreement and refusal, in
transactional communication. We use this defini-
tion of content words throughout the paper.

Then, using an LDA software package2, we
built a topic model. We tentatively set the number

1http://chasen-legacy.sourceforge.jp/
2http://chasen.org/˜daiti-m/dist/lda/
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Utterances/Dial. Characters/Utt.
Domain # dial. OPE CAL Both OPE CAL Both

FIN 59 75.73 72.69 148.42 17.44 7.54 12.59
ISP 64 55.09 53.17 108.27 20.11 8.03 14.18

LGU 76 58.28 50.55 108.83 12.83 8.55 10.84
MO 70 66.39 58.74 125.13 15.09 7.43 11.49
PC 56 89.34 77.80 167.14 15.48 6.53 11.31

TEL 66 75.58 63.97 139.55 12.74 8.24 10.67
ALL 391 69.21 61.96 131.17 15.40 7.69 11.76

Table 2: Training data statistics: Averaged num-
ber of utterances per dialogue and characters per
utterance for each domain. OPE and CAL denote
operator and caller, respectively. See Section 5.1
for the full domain names.

Utterances/Dial. Characters/Utt.
Domain # dial. OPE CAL Both OPE CAL Both

FIN 60 73.97 61.05 135.02 14.53 7.50 11.35
ISP 59 76.08 61.24 137.32 15.43 6.94 11.65

LGU 56 66.55 51.59 118.14 14.54 7.53 11.48
MO 47 75.53 64.87 140.40 10.53 6.79 8.80
PC 44 124.02 94.16 218.18 14.23 7.79 11.45

TEL 41 93.71 68.54 162.24 13.94 7.85 11.37
ALL 307 83.07 65.69 148.76 13.98 7.41 11.08

Table 3: Test data statistics.

of topics to 100. Using this topic model, we la-
beled all utterances in the training data using these
100 topic labels.

We trained seven different CSHMMs in all: one
ergodic CSHMM (ergodic0), three variants of er-
godic CSHMMs with common states (ergodic1,
ergodic2, ergodic3), and three variants of CSH-
MMs with concatenated training (concat1, con-
cat2, concat3). The difference within the variants
is in the number of common states. The numbers
0–3 after ‘ergodic’ and ‘concat’ indicate the num-
ber of SHMMs containing common states. For
example, ergodic3 has nine SHMMs (six SHMMs
for the six domains plus three SHMMs contain-
ing common states). Since more states would
enable more minute modeling of sequences, we
made such variants in the hope that common se-
quences could be more accurately modeled. We
also wanted to examine the possibility of creat-
ing sharp output distributions in common states
without the concatenated training by such minute
modeling. These seven CSHMMs make seven dif-
ferent summarization systems.

5.3 Baselines
Baseline-1: BL-TF We prepared two baseline
systems for comparison. One is a simple sum-

marizer based on the maximum coverage of high
term frequency (TF) content words. We call
this baseline BL-TF. This baseline summarizes a
dialogue by maximizing the following objective
function:

max
∑

zi∈Z

weight(wi) · zi

where ‘weight’ returns the importance of a con-
tent word wi and zi is a binary value indicating
whether to include wi in the summary. Here,
‘weight’ returns the count of wi in a given dia-
logue. The maximization is done using ILP (we
used an off-the-shelf solver lp solve3) with the
following three constraints:

xi, zi ∈ {0, 1}
∑

xi∈X

lixi ≤ K

∑

i

mijxi ≥ zj (∀zj ∈ Z)

where xi is a binary value that indicates whether
to include the i-th utterance in the summary, li is
the length of the i-th utterance, K is the maximum
number of characters to include in a summary, and
mij is a binary value that indicates whether wi is
included in the j-th utterance. The last constraint
means that if a certain utterance is included in the
summary, all words in that utterance have to be
included in the summary.

Baseline-2: BL-DD Although BL-TF should be
a very competitive baseline because it uses the
state-of-the-art formulation as noted in (Gillick
and Favre, 2009), having only this baseline is
rather unfair because it does not make use of the
training data, whereas our proposed method uses
them. Therefore, we made another baseline that
learns domain-specific dictionaries (DDs) from
the training data and incorporates them into the
weights of content words of the objective function
of BL-TF. We call this baseline BL-DD. In this
baseline, the weight of a content word wi in a do-
main DMk is

weight(wi,DMk) =
log(P(wi|DMk))

log(P(wi|DM\DMk))

3http://lpsolve.sourceforge.net/5.5/
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Metric ergodic0 ergodic1 ergodic2 ergodic3 concat1 concat2 concat3

PROPOSED
F 0.177 0.177 0.177 0.177 0.187∗e0e1

e2e3 0.198∗+e0e1
e2e3c1 0.199∗+e0e1

e2e3c1

precision 0.145 0.145 0.145 0.145 0.161∗ 0.191∗+ 0.195∗+

recall 0.294 0.294 0.294 0.294 0.280∗ 0.259∗+ 0.259∗+

(Same-length) BL-TF
F 0.171 0.171 0.171 0.171 0.168 0.164 0.163
precision 0.132 0.132 0.132 0.132 0.135 0.140 0.140
recall 0.294 0.294 0.294 0.294 0.270 0.241 0.240

(Same-length) BL-DD
F 0.189 0.189 0.189 0.189 0.189 0.187 0.187
precision 0.155 0.155 0.155 0.155 0.162 0.170 0.172
recall 0.287 0.287 0.287 0.287 0.273 0.250 0.248

Compression Rate 0.42 0.42 0.42 0.42 0.37 0.30 0.30

Table 4: F-measure, precision, and recall averaged over all 307 dialogues (cf. Table 3) in the test
set for the proposed methods and baselines BL-TF and BL-DD configured to output the same-length
summaries as the proposed systems. The averaged compression rate for each proposed system is shown
at the bottom. The columns (ergodic0–concat3) indicate our methods as well as the character lengths
used by the baselines. Asterisks, ‘+’, e0–e3, and c1–c3 indicate our systems’ statistical significance by
the Wilcoxon signed-rank test (p<0.01) over BL-TF, BL-DD, ergodic0–3, and concat1–3, respectively.
Statistical tests for the precision and recall were only performed between the proposed systems and
their same-length baseline counterparts. Bold font indicates the best score in each row.

where P(wi|DMk) denotes the occurrence prob-
ability of wi in the dialogues of DMk , and
P(wi|DM\DMk) the occurrence probability of
wi in all domains except for DMk. This log like-
lihood ratio estimates how much a word is char-
acteristic of a given domain. Incorporating such
weights would make a very competitive baseline.

5.4 Evaluation Procedure
We made our seven proposed systems and two
baselines (BL-TF and BL-DD) output extractive
summaries for the test data. Since one of the
shortcomings of our proposed method is its inabil-
ity to set the compression rate, we made our sys-
tems output summaries first and made the baseline
systems output their summaries within the charac-
ter lengths of our systems’ summaries.

We used scenario texts (See Fig. 5) as reference
data; that is, a dialogue dealing with a certain task
is evaluated using the scenario text for that task.
As an evaluation criterion, we used the F-measure
(F1) to evaluate the retrieval accuracy on the ba-
sis of the recall and precision of retrieved content
words. We used the scenarios as references be-
cause they contain the basic content exchanged
between an operator and a caller, the retrieval ac-
curacy of which should be important for quality
analysts.

We could have used ROUGE (Lin and Hovy,
2003), but we did not because ROUGE does not
correlate well with human judgments in conversa-

tional data (Liu and Liu, 2008). Another benefit of
using the F-measure is that summaries of varying
lengths can be compared.

5.5 Results
Table 4 shows the evaluation results for the pro-
posed systems and the baselines. It can be seen
that concat3 shows the best performance in F-
measure among all systems, having a statistically
better performance over all systems except for
concat2. The CSHMMs with concatenated train-
ing were all better than ergodic0–3. Here, the per-
formance (and output) of ergodic0–3 was exactly
the same. This happened because of the broad dis-
tributions in their common states; no paths went
through the common states and all paths went
through the SHMMs of the six domains instead.

The evaluation results in Table 4 may be rather
in favor of our systems because the summarization
lengths were set by the proposed systems. There-
fore, we performed another experiment to inves-
tigate the performance of the baselines with vary-
ing compression rates and compared their perfor-
mance with the proposed systems in F-measure.
We found that the best performance was achieved
by BL-DD when the compression rate was 0.4
with the F-measure of 0.191, which concat3 sig-
nificantly outperformed by the Wilcoxon signed-
rank test (p<0.01). Note that the performance
shown in Table 4 may seem low. However, we
found that the maximum recall is 0.355 (cal-
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CAL1 When I order a product from you, I get a confir-
mation email

CAL2 Puffer fish
CAL3 Sets I have ordered, but I haven’t received

the confirmation email
OPE1 Order
OPE2 I will make a confirmation whether you have

ordered
OPE3 Ten sets of Shimonoseki puffer fish by drop-

ship
OPE4 “Yoriai” (name of the product)
OPE5 Two kilos of bony parts of tiger puffer fish
OPE6 Baked fins for fin sake
OPE7 600 milliliter of puffer fish soy sauce
OPE8 And, grated radish and red pepper
OPE9 Your desired delivery date is the 13th of Febru-

ary
CAL4 Yes, all in small cases
CAL5 This is q in alphabet right?
CAL6 Hyphen g
CAL7 You mean that the order was successful
OPE10 Yes, it was Nomura at JDS call center

Figure 6: Example output of concat3 for MO task
No. 3 (cf Fig. 5). The utterances were translated
by the authors. The compression rate for this dia-
logue was 0.24.

culated by using summaries with no compres-
sion). This means that the maximum F-measure
we could attain is lower than 0.524 (when the pre-
cision is ideal with 1). This is because of the dif-
ferences between the scenarios and the actual di-
alogues. We want to pursue ways to improve our
evaluation methodology in the future.

Despite such issues in evaluation, from the re-
sults, we conclude that our extractive summa-
rization method is effective and that having the
common states and training CSHMMs with con-
catenated training are useful in modeling domain-
specific sequences of contact center dialogues.

5.6 Example of System Output
Figure 6 shows an example output of concat3 for
the scenario MO task No. 3 (cf. Fig. 5). Bold font
indicates utterances that were NOT included in the
summary of concat3’s same-length-BF-DD coun-
terpart. It is clear that sequences related to the
MO domain were successfully extracted. When
we look at the summary of BF-DD, we see such
utterances as “Can I have your address from the
postcode” and “Finally, can I have your email ad-
dress”, which are obvious cliches in contact center
dialogues. This indicates the usefulness of com-
mon states for ignoring such common exchanges.

6 Summary and Future Work
This paper proposed a novel extractive sum-
marization method for contact center dialogues.
We devised a particular type of HMM called
CSHMM, which processes operator/caller utter-
ance sequences of multiple domains simulta-
neously to model domain-specific utterance se-
quences and common sequences at the same time.
We trained a CSHMM using the transcripts of
simulated contact center dialogues and verified its
effectiveness for the summarization of calls.

There still remain several limitations in our ap-
proach. One is its inability to change the com-
pression rate, which we aim to solve in the next
step using the forward-backward algorithm (Ra-
biner and Juang, 1986). This algorithm can cal-
culate the posterior probability of each state at
each time frame given an input dialogue sequence,
enabling us to extract top-N domain-specific se-
quences. We also need to find the appropriate
topic number for the topic model. In our imple-
mentation, we used a tentative value of 100, which
may not be appropriate. In addition, we believe
the topic model and the CSHMM can be unified
because these models are fundamentally similar,
especially when LDA is employed. Model topolo-
gies may also have to be reconsidered. In our
CSHMM with concatenated training, the states in
domain-specific SHMMs are only connected to
the common states, which may be inappropriate
because there could be a case where a domain
changes from one to another without having a
common sequence. Applying CSHMMs to speech
and other NLP tasks is another challenge. As a
near-term goal, we aim to apply our method to the
summarization of meetings, where we will need to
extend our CSHMMs to deal with more than two
participants. Finally, we also want to build a con-
tact center dialogue agent by extending the CSH-
MMs to partially observable Markov decision pro-
cesses (POMDPs) (Williams and Young, 2007) by
following the recent work on building POMDPs
from dialogue data in the dynamic Bayesian net-
work (DBN) framework (Minami et al., 2009).
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Abstract

This paper proposes a supervised learn-
ing method to recognize expressions that
show a relation between two named en-
tities, e.g., person, location, or organiza-
tion. The method uses two novel fea-
tures, 1) whether the candidate words in-
herently express relations and 2) how the
candidate words are influenced by the past
relations of two entities. These features
together with conventional syntactic and
contextual features are organized as a tree
structure and are fed into a boosting-based
classification algorithm. Experimental re-
sults show that the proposed method out-
performs conventional methods.

1 Introduction

Much attention has recently been devoted to us-
ing enormous amount of web text covering an ex-
ceedingly wide range of domains as a huge knowl-
edge resource with computers. To use web texts as
knowledge resources, we need to extract informa-
tion from texts that are merely sequences of words
and convert them into a structured form. Although
extracting information from texts as a structured
form is difficult, relation extraction is a way that
makes it possible to use web texts as knowledge
resources.

The aim of relation extraction is to extract se-
mantically related named entity pairs,X andY ,
and their relation,R, from a text as a struc-
tured form [X, Y , R]. For example, the triple
[Yukio Hatoyama, Japan, prime minister] would
be extracted from the text “Yukio Hatoyama is the
prime minister of Japan”. This extracted triple

provides important information used in informa-
tion retrieval (Zhu et al., 2009) and building an
ontology (Wong et al., 2010).

It is possible to say that all named entity pairs
that co-occur within a text are semantically related
in some way. However, we define that named en-
tity pairs are semantically related if they satisfy
either of the following rules:

• One entity is an attribute value of the other.
• Both entities are arguments of a predicate.

Following the above definition, explicit and im-
plicit relations should be extracted. An explicit re-
lation means that there is an expression that shows
the relation between a named entity pair in a given
text, while an implicit relation means that there is
no such expression. For example, the triple [Yukio
Hatoyama, Kunio Hatoyama, brother] extracted
from the text “Yukio Hatoyama, the Democratic
Party, is Kunio Hatoyama’s brother” is an explicit
relation. In contrast, the triple [Yukio Hatoyama,
the Democratic Party, member] extracted from the
same text is an implicit relation because there is
no expression showing the relation (e.g. member)
between “Yukio Hatoyama” and “the Democratic
Party” in the text.

Extracting triples [X, Y , R] from a text in-
volves two tasks. One is detecting semantically
related pairs from named entity pairs that co-occur
in a text and the other is determining the rela-
tion between a detected pair. For the former task,
various supervised learning methods (Culotta and
Sorensen, 2004; Zelenko et al., 2003; Hirano et
al., 2007) and bootstrapping methods (Brin, 1998;
Pantel and Pennacchiotti, 2006) have been ex-
plored to date. In contrast, for the latter task,
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only a few methods have been proposed so far
(Hasegawa et al., 2004; Banko and Etzioni, 2008;
Zhu et al., 2009). We therefore addressed the
problem of how to determine relations between a
given pair.

We used a three-step approach to address this
problem. The first step is to recognize an expres-
sion that shows explicit relations between a given
named entity pair in a text. If no such expression
is recognized, the second step is to estimate the
relationship that exists between a given named en-
tity pair that has an implicit relation. The last step
is to identify synonyms of the relations that are
recognized or estimated in the above steps. In this
paper, we focus on the first step. The task is se-
lecting a phrase from the text that contains a re-
lation expression linking a given entity pair and
outputting the expression as one showing the rela-
tionship between the pair.

In our preliminary experiment, it was found
that using only structural features of a text, such
as syntactic or contextual features, is not good
enough for a number of examples. For instance,
the two Japanese sentences shown in Figure 1
have the same syntactic structure but (a) contains a
relation expression and (b) does not. We therefore
assume there are clues for recognizing relation
expressions other than conventional syntactic and
contextual information. In this paper, we propose
a supervised learning method that includes two
novel features of relational words as well as con-
ventional syntactic and contextual features. The
novel features of our method are:

Inherent Feature: Some words are able to ex-
press the relations between named entities
and some are not. Thus, it would be useful to
know the words that inherently express these
relations.

Context-dependent Feature:There are a num-
ber of typical relationships that change as
time passes, such as “dating”⇒ “engage-
ment” ⇒ “marriage” between persons. Fur-
thermore, present relations are influenced by
the past relations of a given named entity
pair. Thus, it would be useful to know the
past relations between a given pair and how
the relations change as time passes.

In the rest of this paper, Section 2 references re-
lated work, Section 3 outlines our method’s main
features and related topics, Section 4 describes our
experiments and experimental results, and Section
5 briefly summarizes key points and future work
to be done.

2 Related Work

The “Message Understanding Conference” and
“Automatic Content Extraction” programs have
promoted relational extraction. The task was stud-
ied so as to extract predefined semantic relations
of entity pairs in a text. Examples include the
supervised learning method cited in (Kambhatla,
2004; Culotta and Sorensen, 2004; Zelenko et al.,
2003) and the bootstrapping method cited in (Pan-
tel and Pennacchiotti, 2006; Agichtein and Gra-
vano, 2000). Recently, open information extrac-
tion (Open IE), a novel domain-independent ex-
traction paradigm, has been suggested (Banko and
Etzioni, 2008; Hasegawa et al., 2004). The task is
to detect semantically related named entity pairs
and to recognize the relation between them with-
out using predefined relations.

Our work is a kind of open IE, but our approach
differs from that of previous studies. Banko
(2008) proposed a supervised learning method us-
ing conditional random fields to recognize the re-
lation expressions from words located between a
given pair. Hasegawa (2004) also proposed a rule-
based method that selects all words located be-
tween a given pair as a relation expression if a
given named entities appear within ten words. The
point of these work is that they selected relation
expressions only from the words located between

Osaka Fucho01-noOsaka Fucho01-no

Kacho02-noKacho02-no

Yumei04-desu.Yumei04-desu.

Suzuki03-san-waSuzuki03-san-wa

D

D

D

Osaka Fucho05-noOsaka Fucho05-no

Soumukyoku06-noSoumukyoku06-no

Yumei08-desu.Yumei08-desu.

Suzuki07-san-waSuzuki07-san-wa

D

D

D

(a)Mr.Suzuki03, a manager02 of Osaka Prefectural Government01, is famous04.(b)Mr.Suzuki07, administration office06 in Osaka PrefecturalGovernment05, is famous08.

(a) (b)

Figure 1: Same syntactic examples
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given entities in the text, because as far as English
texts are concerned, 86% of the relation expres-
sions of named entity pairs appear between the
pair (Banko and Etzioni, 2008). However, our tar-
get is Japanese texts, in which only 26% of entity
pair relation expressions appear between the pair.
Thus, it is hard to incorporate previous approaches
into a Japanese text.

To solve the problem, our task was to select a
phrase from the entire text that would include a
relation expression for connecting a given pair.

3 Recognizing Relation Expressions
between Named Entities

To recognize the relation expression for a given
pair, we need to select a phrase that includes an
expression that shows the relation between a given
entity pair from among all noun and verb phrases
in a text. Actually, there are two types of candi-
date phrases in this case. One is from a sentence
that contains a given pair (intra-sentential), and
the other is from a sentence that does not (inter-
sentential). For example, the triple [Miyaji21,
Ishii22, taiketsu12] extracted from the following
text is inter-sentential.

(S-1) Chumokoku11-no taiketsu12-ga
mamonaku13 hajimaru14.

(The showcase11 match12 will start14 soon13.)

(S-2) Ano Miyaji21-to Ishii22-toiu
kanemochi23-niyoru yume24-no

kikaku25.
(The dream24 event25 between the rich mens23,

Miyaji21 and Ishii22.)
According to our annotated data shown in Ta-

ble 2, 53% of the semantically-related named en-
tity pairs are intra-sentential and 12% are inter-
sentential. Thus, we first select a phrase from
those in a sentence that contains a given pair, and
if no phrase is selected, select one from the rest of
the sentences in a text.

We propose a supervised learning method that
uses two novel features of relational words as
well as conventional syntactic and contextual fea-
tures. These features are organized as a tree struc-
ture and are fed into a boosting-based classifica-
tion algorithm (Kudo and Matsumoto, 2004). The
highest-scoring phrase is then selected if the score

exceeds a given threshold. Finally, the head of the
selected phrase is output as the relation expression
of a given entity pair.

The method consists of four parts: preprocess-
ing (POS tagging and parsing), feature extraction,
classification, and selection. In this section, we
describe the idea behind using our two novel fea-
tures and how they are implemented to recognize
the relation expressions of given pairs. Before
that, we will describe our proposed method’s con-
ventional features.

3.1 Conventional Features

Syntactic feature

To recognize the intra-sentential relation ex-
pressions for a given pair, we assume that there
is a discriminative syntactic structure that consists
of given entities and their relation expression. For
example, there is a structure for which the com-
mon parent phrase of the given pair,X = “Ha-
toyama Yukio32” and Y = “Hatoyama Kunio33”,
has the relation expression,R = “ani34” in the
Japanese sentence S-3. Figure 2 shows the depen-
dency tree of sentence S-3.

(S-3) Minshuto31-no Hatoyama Yukio32-wa
Hatoyama Kunio33-no ani34-desu.

(Yukio Hatoyama32, the Democratic Party31,

is Kunio Hatoyama33’s brother34.)

To use a discriminative structure for each can-
didate, we make a minimum tree that consists of
given entities and the candidate where each phrase
is represented by a case marker “CM”, a depen-
dency type “DT”, an entity class, and the string
and POS of the candidate (See Figure 3).

Minshuto31-noMinshuto31-no

Hatoyama Yukio32-waHatoyama Yukio32-wa

Ani34-desu.Ani34-desu.

Hatoyama Kunio33-noHatoyama Kunio33-no
D

D D

Figure 2: Dependency tree of sentence S-3
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X:personX:person

PhrasePhrase

PhrasePhrase

CandidateCandidate
PhrasePhrase

Y:personY:person

CM:waCM:wa DT:DDT:D

STR:Ani34STR:Ani34 POS:NounPOS:Noun

CM:φCM:φ DT:ODT:O

CM:noCM:no DT:DDT:D Inh:1Inh:1

Crank:1Crank:1

Cprob:0.23Cprob:0.23

Figure 3: Intra-sentential feature tree

Contextual Feature

To recognize the inter-sentential relation ex-
pressions for a given pair, we assume that there
is a discriminative contextual structure that con-
sists of given entities and their relation expression.
Here, we use a Salient Referent List (SRL) to ob-
tain contextual structure. The SRL is an empirical
sorting rule proposed to identify the antecedent
of (zero) pronouns (Nariyama, 2002), and Hirano
(2007) proposed a way of applying SRL to rela-
tion detection. In this work, we use this way to
apply SRL to recognize inter-sentential relation
expressions.

We applied SRL to each candidate as follows.
First, from among given entities and the candi-
date, we choose the one appearing last in the text
as the root of the tree. We then append noun
phrases, from the chosen one to the beginning of
the text, to the tree depending on case markers,
“wa” (topicalised subject), “ga” (subject), “ni”
(indirect object),“wo” (object), and “others”, with
the following rules. If there are nodes of the same
case marker already in the tree, the noun phrase
is appended as a child of the leaf node of them.
In other cases, the noun phrase is appended as a
child of the root node. For example, we get the
SRL tree shown in Figure 4 with the given entity
pair, X = “Miyaji 21” and Y = “Ishii22”, and the
candidate, “taiketsu12”, with the text (S-1, S-2).

To use a discriminative SRL structure, we make
a minimum tree that consists of given entities and
the candidate where each phrase is represented by
an entity class, and the string and POS of the can-
didate (See Figure 5). In this way, there is a prob-
lem when the candidate is a verb phrase, because

ga: Taiketsu12ga: Taiketsu12

Ishii22Ishii22

others: Miyaji21others: Miyaji21

others: Chumoku11others: Chumoku11

Figure 4: Salient referent list tree

only noun phrases are appended to the SRL tree.
If the candidate is a verb phrase, we cannot make
a minimum tree that consists of given entities and
the candidate.

To solve this problem, a candidate verb phrase
is appended to the feature tree using a syntactic
structure. In a dependency tree, almost all verb
phrases have some parent or child noun phrases
that are in the SRL tree. Thus, candidate verb
phrases are appended as offspring of these noun
phrases represented syntactically as “parent” or
“child”. For example, when given the entity pair,
X = “Miyaji 21” and Y = “Ishii22”, and the can-
didate, “hajimaru14” from the text (S-1, S-2), a
feature tree cannot be made because the candi-
date is not in an SRL tree. By extending the way
the syntactic structure is used, “hajimaru14” has a
child node “taiketsu12”, which is in an SRL tree,
and this makes it possible to make the feature tree
shown in Figure 6.

3.2 Proposed Features

To recognize intra-sentential or inter-sentential re-
lation expressions for given pairs, we assume
there are clues other than syntactic and contex-
tual information. Thus, we propose inherent and

SRL:gaSRL:ga

CandidateCandidate

Y:personY:person

X:personX:person

SRL:othersSRL:othersSTR:Taiketsu12STR:Taiketsu12 POS:NounPOS:Noun

Inh:1Inh:1 Crank:1Crank:1 Cprob:0.23Cprob:0.23

Figure 5: Inter-sentential feature tree
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SRL:gaSRL:ga

Dep:ChildDep:Child

CandidateCandidate

Y:personY:person

X:personX:person

SRL:othersSRL:others

STR:Hajimaru14STR:Hajimaru14 POS:VerbPOS:Verb

Inh:0Inh:0 Crank:2Crank:2 Cprob:0.00Cprob:0.00

Figure 6: Extended inter-sentential feature tree

context-dependent features of relational words.

Inherent Feature of Relational words

Some words are able to express the relations be-
tween named entities and some are not. For exam-
ple, the word “mother” can express a relation, but
the word “car” cannot. If there were a list of words
that could express relations between named enti-
ties, it would be useful to recognize the relation
expression of a given pair. As far as we know,
however, no such list exists in Japanese. Thus,
we estimate which words are able to express rela-
tions between entities. Here, we assume that al-
most all verbs are able to express relations, and
accordingly we focus on nouns.

When the relation expression,R, of an entity
pair,X andY , is a noun, it is possible to say “Y is
R of X” or “ Y is X ’s R”. Here, we can say noun
R takes an argumentX. In linguistics, this kind
of noun is called a relational noun. Grammatically
speaking, a relational noun is a simple noun, but
because its meaning describes a “relation” rather
than a “thing”, it is used to describe relations just
as prepositions do. To estimate which nouns are
able to express the relations between named enti-
ties, we use the characteristics of relational nouns.
In linguistics, many researchers describe the rela-
tionship between possessives and relational nouns
(Chris, 2008). Thus, we use the knowledge that
in the patterns “B of A” or “ A’s B”, if word B is
a relational noun, the corresponding word A be-
longs to a certain semantic category. In contrast,
if word B is not a relational noun, the correspond-
ing word A belongs to many semantic categories
(Tanaka et al., 1999). Figure 7 shows scattering
of the semantic categories of “mother” and “car”

Semantic categories
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Figure 7: Scattering of semantic category of
“mother” (left) and “car” (right).

acquired by the following way.
First, we acquired A and B using the patterns

“A no B”1 from a large Japanese corpus, then
mapped wordsA into semantic categoriesC= {
c1, c2, · · · , cm } using a Japanese lexicon (Ikehara
et al., 1999). Next, for each wordB, we calcu-
lated a scattering scoreHc(B) using the semantic
category of corresponding wordsA. Finally, we
estimated whether a word is a relational noun by
usingk-NN estimation with positive and negative
examples. As estimated results, “Inh:1” shows
that it is a relational noun and “Inh:0” shows that
it is not. In both cases, the result is appended to
the feature tree as a child of the candidate node
(See Figure 3, 5, or 6).

Hc(B) = −
∑

c∈C

P (c|B)logmP (c|B)

P (c|B) =
freq(c,B)

freq(B)

In our experiments, we acquired 55,412,811
pairs ofA andB from 1,698,798 newspaper ar-
ticles and 10,499,468 weblog texts. As training
data, we used the words of relation expressions as
positive examples and other words as negative ex-
amples.

Context-dependent Feature of Relational
words

There are a number of typical relationships that
change as time passes, such as “dating”⇒ “en-
gagement”⇒ ‘marriage” between persons. Fur-
thermore, present relations are affected by the past
relations of a given named entity pair. For in-
stance, if the past relations of a given pair are “dat-
ing” and “engagement” and one of the candidates
is “marriage”, “marriage” would be selected as the
relation expression of the given pair. Therefore, if

1“B of A” or “ A’s B” in English.
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Pair of entity class rm rn PT (rn|rm) Count(rm, rn)

dating 0.050 102
〈person,person〉 dating marriage 0.050 101

engagement 0.040 82
marriage 0.157 786

〈person,person〉 engagement engagement 0.065 325
wedding 0.055 276
president 0.337 17,081

〈person,organization〉 vice president vice president 0.316 16,056
CEO 0.095 4,798
fellow 0.526 61

〈person,organization〉 researcher manager 0.103 12
member 0.078 9
alliance 0.058 8,358

〈organization,organization〉 alliance accommodated 0.027 3,958
acquisition 0.027 3,863

mutual consultation 0.022 2,670
〈location,location〉 neighbour support 0.015 1,792

visit 0.012 1,492
war 0.077 78,170

〈location,location〉 war mutual consultation 0.015 15,337
support 0.010 10,226

Table 1: Examples of calculated relation trigger model between entity classes defined by IREX

we know the past relations of the given pair and
the typical relational change that occurs as time
passes, it would be useful to recognize the rela-
tion expression of a given pair.

In this paper, we represent typical relational
changes that occur as time passes by a simple re-
lation trigger modelPT (rn|rm). Note thatrm

is a past relation andrn is a relation affected by
rm. This model disregards the span betweenrn

andrm. To make the trigger model, we automat-
ically extract triples [X, Y , R] from newspaper
articles and weblog texts, which have time stamps
of the document creation. Using these triples with
time stamps for each entity pair, we sort rela-
tions in order of time and count pairs of present
and previous relations. For example, if we ex-
tract “dating” occurring for an entity pair on Jan-
uary 10, 1998, “engagement” occurring on Febru-
ary 15, 2001, and “marriage” occurring on De-
cember 24, 2001, the pairs〈dating, engagement〉,
〈dating, marriage〉, and 〈engagement, marriage〉
are counted. The counted score is then summed

up by the pair of entity class and the trigger model
is calculated by the following formula.

PT (rn|rm) =
Count(rm, rn)∑
rn

Count(rm, rn)

For the evaluation, we extracted triples by
named entity recognition (Suzuki et al., 2006), re-
lation detection (Hirano et al., 2007), and the pro-
posed method using the inherent features of rela-
tional words described in Section 3.2. A total of
10,463,232 triples were extracted from 8,320,042
newspaper articles and weblog texts with time
stamps made between January 1, 1991 and June
30, 2006. As examples of the calculated relation
trigger model, Table 1 shows the top three proba-
bility relationsrn of several relationsrm between
Japanese standard named entity classes defined
in the IREX workshop2. For instance, the rela-
tion “fellow” has the highest probability of being
changed from the relation “researcher” between
person and organization as time passes.

2http://nlp.cs.nyu.edu/irex/
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To obtain the past relations of a given pair in
the input text, we again used the triples with time
stamps extracted as above. The only relations we
use as past relations,Rm = {rm1 , rm2 , · · · , rmk

},
are those of a given pair whose time stamps are
older than the input text. Finally, we calcu-
lated probabilities with the following formula us-
ing the past relationsRm and the trigger model
PT (rn|rm).

PT (rn|Rm) = max{PT (rn|rm1),

PT (rn|rm2), · · · , PT (rn|rmk
)}

Using this calculated probability, we ranked
candidates and appended the rank “Crank” and
the probability score “Cprob” to the feature tree
as a child of the candidate node (See Figure 3,
5, or 6). For example, if the past relationsRm

were “dating” and “engagement” and candidates
were “marriage”, “meeting’, “eating”, or “drink-
ing”, the candidates probabilities were calculated
and ranked as “marriage” (Cprob:0.15, Crank:1),
“meeting” (Cprob:0.08, Crank:2), etc.

3.3 Classification Algorithms

Several structure-based learning algorithms have
been proposed so far (Collins and Duffy, 2002;
Suzuki et al., 2003; Kudo and Matsumoto, 2004).
The experiments tested Kudo and Matsumoto’s
boosting-based algorithm using sub-trees as fea-
tures, which is implemented as a BACT system.

Given a set of training examples each of which
is represented as a tree labeling whether the can-
didate is the relation expression of a given pair or
not, the BACT system learns that a set of rules
is effective in classifying. Then, given a test in-
stance, the BACT system classifies using a set of
learned rules.

4 Experiments

We conducted experiments using texts from
Japanese newspaper articles and weblog texts to
test the proposed method for both intra- and inter-
sentential tasks. In the experiments, we compared
the following methods:

Conventional Features: trained by conventional
syntactic features for intra-sentential tasks as

Relation Types #

Explicit
Intra-sentential 9,178
Inter-sentential 2,058

Implicit 5,992

Total 17,228

Table 2: Details of the annotated data

described in Section 3.1, and contextual fea-
tures for inter-sentential tasks as described in
Section 3.1.

+Inherent Features: trained by conventional
features plus inherent features of relational
words described in Section 3.2.

++Context-dependent FeaturesTM: trained
by conventional and inherent features plus
context-dependent features of relational
words with thetrigger model described in
Section 3.2.

++Context-dependent FeaturesCM: trained
by conventional and inherent features
plus context-dependent features of rela-
tional words with a cache model. We
evaluated this method to compare it with
Context-dependent FeaturesTM to show the
effectiveness of the proposed trigger model.
The cache model is a simple way to use past
relations in which the probabilityPC(rcand)
calculated by the following formula and the
rank based on the probability is appended to
every candidate feature tree.

PC(rcand) =
|rcand in past relations|

|past relations|

4.1 Settings

We used 6,200 texts from Japanese newspapers
and weblogs dated from January 1, 2004 to June
30, 2006, manually annotating the semantic rela-
tions between named entities for experiment pur-
poses. There were 17,228 semantically-related
entity pairs as shown in Table 2. In an intra-
sentential experiment, 17,228 entity pairs were
given, but only 9,178 of them had relation expres-
sions. In contrast, in an inter-sentential experi-
ment, 8,050 entity pairs excepted intra-sentential
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Precision Recall F

Conventional Features 63.5％ (3,436/5,411) 37.4％ (3,436/9,178) 0.471
+Inherent Features 67.2％ (4,036/6,001) 43.9％ (4,036/9,178) 0.531

++Context-dependent FeaturesTM 70.7％ (4,460/6,312) 48.6％ (4,460/9,178) 0.576
++Context-dependent FeaturesCM 67.5％ (4,042/5,987) 44.0％ (4,042/9,178) 0.533

Table 3: Experimental results of intra-sentential

Precision Recall F

Conventional Features 70.1％ (579/825) 28.1％ (579/2,058) 0.401
+Inherent Features 77.1％ (719/932) 34.9％ (719/2,058) 0.480

++Context-dependent FeaturesTM 75.2％ (794/1,055) 38.5％ (794/2,058) 0.510
++Context-dependent FeaturesCM 74.3％ (732/985) 35.5％ (732/2,058) 0.481

Table 4: Experimental result of inter-sentential

were given, but only 2,058 of them had relation
expressions.

We conducted five-fold cross-validation over
17,228 entity pairs so that sets of pairs from a sin-
gle text were not divided into the training and test
sets. In the experiments, all features were auto-
matically acquired using a Japanese POS tagger
(Fuchi and Takagi, 1998) and dependency parser
(Imamura et al., 2007).

4.2 Results

Tables 3 and 4 show the performance of several
methods for intra-sentential and inter-sentential.
Precision is defined as the percentage of cor-
rect relation expressions out of recognized ones.
Recall is the percentage of correct relation ex-
pressions from among the manually annotated
ones. TheF measure is the harmonic mean of
precision and recall.

A comparison with the Conventional Fea-
tures and Inherent Features method for intra-
/inter-sentential tasks indicates that the proposed
method using inherent features of relational words
improved intra-sentential tasksF by 0.06 points
and inter-sentential tasksF by 0.08 points. Us-
ing a statistical test (McNemar Test) demonstrably
showed the proposed method’s effectiveness.

A comparison with the Inherent Features and
Context-dependent FeaturesTM method showed
that the proposed method using context-dependent
features of relational words improved intra-/inter-
sentential task performance by 0.045 and 0.03

points, respectively. McNemar test results also
showed the method’s effectiveness.

To further compare the usage of context-
dependent features, trigger models, and cache
models, we also used Context-dependent
FeaturesCM method for comparison. Tables
3 and 4 show that our proposed trigger model
performed better than the cache model, and
McNemar test results showed that there was a
significant difference between the models. The
reason the trigger model performed better than
the cache model is that the trigger model correctly
recognized the relation expressions that did not
appear in the past relations of a given pair. Thus,
we can conclude that using typical relationships
that change as time passes helps to recognize
relation expressions between named entities.

5 Conclusion

We proposed a supervised learning method that
employs inherent and context-dependent features
of relational words and uses conventional syntac-
tic or contextual features to improve both intra-
and inter-sentential relation expression recogni-
tion. Our experiments demonstrated that the
method improves theF measure and thus helps
to recognize relation expressions between named
entities.

In future work, we plan to estimate implicit re-
lations between named entities and to identify re-
lational synonyms.
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Abstract 

Previous works tend to compute the 

similarity between two sentences based 
on the comparison of their nearest 

meanings. However, the nearest 

meanings do not always represent their 
actual meanings. This paper presents a 

method which computes the similarity 

between two sentences based on a com-

parison of their actual meanings. This is 
achieved by transforming an existing 

most-outstanding corpus-based measure 

into a knowledge-based measure, which 
is then integrated with word sense dis-

ambiguation. The experimental results 

on a standard data set show that the pro-
posed method outperforms the baseline 

and the improvement achieved is statisti-

cally significant at 0.025 levels. 

1 Introduction 

Although measuring sentence similarity is a 

complicated task, it plays an important role in 

natural language processing applications. In text 
categorization (Yang and Wen, 2007), docu-

ments are retrieved based on similar or related 

features. In text summarization (Zhou et al., 

2006) and machine translation (Kauchak and 
Barzilay, 2006), summaries comparison based 

on sentence similarity has been applied for 

automatic evaluation. In text coherence (Lapata 
and Barzilay, 2005), different sentences are 

linked together based on the sequence of similar 

or related words.  

Two main issues are investigated in this paper: 
1) the performance between corpus-based meas-

ure and knowledge-based measure, and 2) the 

influence of word sense disambiguation (WSD) 

on measuring sentence similarity. WSD is the 

task of determining the sense of a polysemous 
word within a specific context (Wang et al., 

2006). Corpus-based methods typically compute 

sentence similarity based on the frequency of a 

word’s occurrence or the co-occurrence between 
collocated words. Although these methods bene-

fit from the statistical information derived from 

the corpus, this statistical information is closer to 
syntactic representation than to semantic repre-

sentation. In comparison, knowledge-based 

methods compute the similarity between two 

sentences based on the semantic information 
collected from knowledge bases. However, this 

semantic information is applied in a way that, 

for any two sentences, the comparison of their 
nearest meanings is taken into consideration in-

stead of the comparison of their actual meanings. 

More importantly, the nearest meaning does not 
always represent the actual meaning. In this pa-

per, a solution is proposed that seeks to address 

these two issues. Firstly, the most outstanding 

existing corpus-based sentence similarity meas-
ure is transformed into a knowledge-based 

measure. Then, its underlying concept, which is 

the comparison of the nearest meanings, is re-
placed by another underlying concept, the com-

parison of the actual meanings.         

The rest of this paper is organized into five 
sections. Section 2 presents an overview of the 

related works. Section 3 details the problem of 

the existing method and the improvement of the 

proposed method. Section 4 describes the ex-
perimental design. In Section 5, the experimental 

results are discussed. Finally, the implications 

and contributions are addressed in Section 6.   
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2 Related Work 

In general, related works can be categorized into 

corpus-based, knowledge-based and hybrid-
based methods. Islam and Inkpen (2008) pro-

posed a corpus-based sentence similarity meas-

ure as a function of string similarity, word simi-
larity and common word order similarity (CWO). 

They claimed that a corpus-based measure has 

the advantage of large coverage when compared 
to a knowledge-based measure. However, the 

judgment of similarity is situational and time 

dependent (Feng et al., 2008). This suggests that 

the statistical information collected from the past 
corpus may not be relevant to sentences present 

in the current corpus. Apart from that, the role of 

string similarity is to identify any misspelled 
word. A malfunction may occur whenever string 

similarity deals with any error-free sentences 

because the purpose for its existence is no longer 
valid.   

For knowledge-based methods, Li et al. (2009) 

adopted an existing word similarity measure to 

deal with the similarities of verbs and nouns 
while the similarities of adjectives and adverbs 

were measured only based on simple word over-

laps. However, Achananuparp et al. (2008) pre-
viously showed that the word overlap-based 

method performed badly in measuring text simi-

larity. Liu et al. (2007) integrated the Dynamic 

Time Warping (DTW) technique into the simi-
larity measure to identify the distance between 

words. The main drawback of DTW is that the 

computational cost and time will increase pro-
portionately with the sentence’s length. Wee and 

Hassan (2008) proposed a method that takes into 

account the directionality of similarity in which 
the similarity of any two words is treated as 

asymmetric. The asymmetric issue between a 

pair of words was resolved by considering both 

the similarity of the first word to the second 
word, and vice versa.  

Corley and Mihalcea (2005) proposed a hy-

brid method by combining six existing knowl-
edge-based methods. Mihalcea et al. (2006) fur-

ther combined those six knowledge-based meth-

ods with two corpus-based methods and claimed 

that they usually achieved better performance in 
terms of precision and recall respectively. How-

ever, those methods were only combined by us-

ing simple average calculation.  

Perhaps the most closely related work is a re-

cently proposed query extension technique. 
Perez-Agüera and Zaragoza (2008) made use of 

WSD information to map the original query 

words and the expansion words to WordNet 

senses. However, without the presence of or 
considering the surrounding words, the meaning 

of the expansion words alone tend to be repre-

sented by their most general meanings instead of 
the disambiguated meanings, which results in 

the possibility of WSD information not being 

useful for word expansions. In contrast to their 
work, which is more suitable to be applied on 

word-to-word similarity task, the method pro-

posed in this paper is more suitable for applica-

tion on sentence-to-sentence similarity tasks. 
Overall, the above-mentioned related works 

compute similarity based either on statistical 

information or on a comparison of the nearest 
meanings in terms of words. None of them com-

pute sentence similarity based on the comparison 

of actual meanings. Our proposed method, 
which is a solution to this issue, will be ex-

plained in detail in the next section. 

3 Sentence Similarity 

 
Figure 1. The proposed method 

 

Our proposed method shown in Figure 1, is the 

outcome of some modifications on an existing 

method, which is also the most outstanding 
method, the Semantic Text Similarity (STS) 

model (Islam and Inkpen, 2008). First of all, 

CWO is removed from STS as the previous 
works (Islam and Inkpen, 2007; Islam and Ink-

pen, 2008) have shown that the presence of 

CWO has no influence on the outcome. Then, 

419



the corpus-based word similarity function of 

STS is replaced by an existing knowledge-based 
word similarity measure called YP (Yang and 

Powers, 2005).  Finally, the underlying concept 

of YP is modified by the integration of WSD 

and is based on the assumption that any disam-
biguated sense of a word represents its actual 

meaning. Thus, the proposed method is also 

called WSD-STS. 

3.1 String similarity measure 

The string similarity between two words is 

measured by using the following equations:  

     
)()(

)),((
),(

2

1
ji

b
j

a
ib

j
a
i

wlwl

wwLCSl
wwNLCSv

×
==         (1) 

)()(

)),((
),(

2
1

12
ji

b
j

a
ib

j
a
i

wlwl

wwMCLCSl
wwNMCLCSv

×
==   (2) 

)()(

)),((
),(

2

3
ji

b
j

a
inb

j
a
in

wlwl

wwMCLCSl
wwNMCLCSv

×
==  (3) 

321 33.033.033.0),( vvvYXSimstring ++=        (4) 

where l(x) represents the length of x; a and b 

represent the lengths of sentences X and Y re-

spectively after removing stop words; wi repre-
sents the i-th word in sequence a; wj represents 

the j-th word in sequence b; and Simstring(X,Y) 

represents the overall string similarity. The un-

derlying concept of string similarity is based on 
character matching. NLCS represents the nor-

malized version of the traditional longest com-

mon subsequence (LCS) technique in which the 
lengths of the two words are taken into consid-

eration. MCLCS1 represents the modified version 

of the traditional LCS in which the string match-
ing must start from the first character while 

MCLCSn represents the modified version of the 

traditional LCS in which the string matching 

may start from any character. NMCLCS1 and 
NMCLCSn represent the normalized versions of 

MCLCS1 and MCLCSn respectively. More de-

tailed information regarding string similarity 
measure can be found in the original paper (Is-

lam and Inkpen, 2008). 

3.2 Adopted word similarity measure 

Yang and Powers (2005) proposed YP based on 

the assumptions that every single path in the hi-
erarchical structure of WordNet 1) is identical; 

and 2) represents the shortest distance between 

any two connected words. The similarity be-

tween two words in sequence a and sequence b 

can be represented by the following equation: 
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where 0 ≤ ),(
b
j

a
iword wwSim ≤ 1; d is the depth of 

LCS; l is the length of path between disambigu-

ated a
iw  and b

jw ; t represents the type of path 

(hypernyms/hyponym, synonym or holo-

nym/meronym) which connects them; αt repre-

sents their path type factor; βt represents their 
path distance factor; and γ represents an arbitrary 

threshold on the distance introduced for effi-

ciency, representing human cognitive limitations. 

The values of αt, βt and γ have already been em-
pirically tuned as 0.9, 0.85 and 12 respectively. 

More detailed information regarding YP can be 

found in the original paper (Yang and Powers, 
2005).  

In order to adapt a different underlying concept, 

which is the comparison of actual meanings, l 

has to be redefined as the path distance between 

disambiguated words, a
iw  and b

jw . Since YP 

only differs from the modified version of YP 

(MYP) in terms of the definition of l, MYP can 

also be represented by equation (5). 

3.3 The proposed measure 

The gap 

Generally, all the related works in Section 2 can 

be abstracted as a function of word similarity. 

This reflects the importance of a word similarity 

measure in measuring sentence similarity. How-
ever, measuring sentence similarity is always a 

more complicated task than measuring word 

similarity. The reason is that while a word simi-
larity measure only involves a single pair of 

words, a sentence similarity measure has to deal 

with multiple pairs of words. In addition, due to 
the presence of the surrounding words in a sen-

tence, the possible meaning of a word is always 

being restricted (Kolte and Bhirud, 2008). Thus, 

without some modifications, the traditional word 
similarity measures, which are based on the con-

cept of a comparison of the nearest meanings, 

are inapplicable in the context of sentence simi-
larity measures.  

The importance of WSD in reducing the gap 
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Before performing the comparison of actual 

meanings, WSD has to be integrated so that the 
most suitable sense can be assigned to any 

polysemous word. The importance of WSD can 

be investigated by using a simple example. Con-

sider a pair of sentences, collected from Word-
Net 2.1, which use two words, “dog” and “cat”: 

X: The dog barked all night. 

Y: What a cat she is! 
Based on the definition in WordNet 2.1, the 

word “dog” in X is annotated as the first sense 

which means “a member of the genus Canis 

(probably descended from the common wolf) 

that has been domesticated by man since prehis-

toric times”. Meanwhile, the word “cat” in Y is 

annotated as the third sense with the definition 
of “a spiteful woman’s gossip”. The path dis-

tance between “cat” and “dog” based on their 

actual senses is equal to 7. However, their short-
est path distance (SPD), which is based on their 

nearest senses, is equal to 4. SPD is the least 

number of edges connecting two words in the 
hierarchical structure of WordNet. In other 

words, “cat” and “dog” in X and Y respectively, 

are not as similar as the one measured by using 

SPD. The presence of the additional path dis-
tances is significant as it is almost double the 

actual path distance between “cat” and “dog”. 

WSD-STS 

The adopted sentence similarity measure, STS, 
can be represented by the following equations: 
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where for equation (6): δ represents the number 

of overlapped words between the words in se-

quence a and sequence b; c represents the num-
ber of semantically matched words between the 

words in sequence a and sequence b, in which c 

= a if a < b or c = b if b < a, τi represents the 

highest matching similarity score of i-th word in 
the shorter sequence with respect to one of the 

words in the longer sequence; and Στ represents 

the sum of the highest matching similarity score 
between the words in sequence a and sequence 

b.  

For STS, the similarity between two words is 
measured by using a corpus-based measure. For 

WSD-STS, this corpus-based measure is re-

placed by MYP. Finally, the overall sentence 

similarity is represented by equation (7). 

4 Experimental Design 

4.1 Data set 

Li et al., (2006) constructed a data set which 
consists of 65 pairs of human-rated sentences by 

applying the similar experimental design for cre-

ating the standard data set for the word similarity 
task (Rubenstein and Goodenough, 1965). These 

65 sentence pairs were the definitions collected 

from the Collin Cobuild Dictionary. Out of 

these, 30 sentence pairs with rated similarity 
scores that ranged from 0.01 to 0.96 were se-

lected as test data set. The corresponding 30 

word pairs for these 30 sentence pairs are shown 
in the second column of Table 1. A further set of 

66 sentence pairs is still under development and 

it will be combined with the existing data set in 
the future (O’Shea et al., 2008b). 

4.2 Procedure 

Firstly, Stanford parser
1
 is used to parse each 

sentence and to tag each word with a part of 

speech (POS). Secondly, Structural Semantic 
Interconnections

2
 (SSI), which is an online WSD 

system, is used to disambiguate and to assign a 

sense for each word in the 30 sentences based on 
the assigned POS. SSI is applied based on the 

assumption that it is able to perform WSD cor-

rectly. The main reason for choosing SSI to per-

form WSD is its promising results reported in a 
study by Navigli and Verladi (2006). Thirdly, all 

the stop words which exist in these 30 pairs of 

sentences are removed. It is important to note 
that the 100 most frequent words collected from 

British National Corpus (BNC) were applied as 

the stop words list on the baseline, STS. How-
ever, due to the limited accessibility to BNC, a 

different stop words list
3
, which is available 

online, is applied in this paper. 

                                                
1 http://nlp.stanford.edu/software/lex-parser.shtml 
2 http://lcl.uniroma1.it/ssi 
3 http://www.translatum.gr/forum/index.php?topic=    

  2476.0 
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Table 1. Data Set Results 

 
Finally, the remaining content words are 

lemmatized by using Natural Language Toolkit
4
 

(NLTK). Nevertheless, those words which can 
be found in WordNet and which have different 

definitions from their lemmatized form will be 

excluded from lemmatization. For instance, 

Cooking[NN] can be a great art. 
The word in the bracket represents the tagged 

POS for its corresponding word. Since based on 

the definitions provided by WordNet, “cooking”, 
which is tagged as a noun, has a different mean-

ing from its lemmatized form “cook”, which is 

also tagged as a noun. Therefore, “cooking” is 
excluded from lemmatization. 

4.3 Experimental conditions 

Sentence similarity is measured under the fol-

lowing three conditions: 

                                                
4 http://www.nltk.org/ 

• OLP-STS: A modified version of the 

baseline, STS (Islam and Inkpen, 2008), 

in which it only relies on the presence of 

overlapped words. This means that the 

component ∑ = i
c
i τ1 , which represents the 

word similarity, is removed from equa-

tion (6).  

• SPD-STS: The corpus-based word simi-

larity measure of the baseline, STS, 

which is represented by ∑ = i
c
i τ1  in equa-

tion (6), is replaced by a knowledge-

based word similarity measure, YP.   

• WSD-STS: A modified version of SPD-

STS in which the knowledge-based 
measure, YP, is replaced by MYP. 

 

As mentioned in Section 4.2, different stop 
words lists were applied between the baseline 

and the proposed methods under different ex-
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perimental conditions in this paper. Since this 

issue may be questioned due to the unfair com-
parison, the performance of WSD-STS is evalu-

ated on top of a number of different stop words 

lists which are available online in order to inves-

tigate any influence which may be caused by 
stop words list. 

5 Results and Discussion 

Table 1 presents the similarity scores obtained 

from the mean of human ratings, the benchmarks, 

and different experimental conditions of the pro-

posed methods. Figure 2 presents the corre-
sponding Pearson correlation coefficients of 

various measures as listed in Table 1.  

 

 
Figure 2. Pearson Correlation Coefficient 

 
Figure 2 shows that STS appears to be the 

most outstanding measure among the existing 

works with a correlation coefficient of 0.853. 
However, Figure 2 also shows that both the pro-

posed methods in this paper, WSD-STS and 

SPD-STS, outperform STS. This result indicates 

that knowledge-based method tends to perform 
better than a corpus-based method. The reason is 

that a knowledge base is much closer to human 

representation of knowledge (WordNet is the 
knowledge base applied in this paper) than a 

corpus. A corpus only reflects the usage of lan-

guages and words while WordNet is a model of 
human knowledge constructed by many expert 

lexicographers (Li et al., 2006). In other words, a 

corpus is more likely to provide unprocessed 

raw data while a knowledge base tends to pro-
vide ready-to-use information.  

The results of the performance of the two 

proposed methods are as expected. SPD-STS 

achieved a bigger but statistically insignificant 

improvement while WSD-STS achieved a 
smaller but statistically significant improvement 

at 0.01 levels. The significance of a correlation 

is calculated by using an online calculator, Vas-

sarStats
5
. The reason for the variance in the out-

comes between SPD-STS and WSD-STS is ob-

vious; it is the difference in terms of their under-

lying concepts. In other words, sentence similar-
ity computation, which is based on a comparison 

of the nearest meanings, results in insignificant 

improvement while sentence similarity computa-
tion, which is based on a comparison of actual 

meanings, achieves statistically significant im-

provement. These explanations indicate that 

WSD is essential in confirming the validity of 
the task of measuring sentence similarity.  

Figure 2 also reveals that a relatively low cor-

relation is achieved by OLP-STS. This is not at 
all surprising since Achananuparp et al. (2008) 

has already demonstrated that the overlapped 

word-based method tends to perform badly in 
measuring sentence similarity. However, it is 

interesting to find that the difference in perform-

ance between STS and OLP-STS is very small. 

This indirectly suggests that the presence of the 
string similarity measure and the corpus-based 

word similarity measure has only a slight im-

provement on the performance of OLP-STS. 
 

 
Figure 3. The performance of the WSD-SPD 

versus different stop words lists 
 

Next, in order to address the issue of unfair 

comparison due to the usage of different stop 
words lists, the performance of WSD-SPD has 

been evaluated on top of a number of different 

                                                
5 http://faculty.vassar.edu/lowry/rdiff.html? 
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stop words lists. A total of five stop words lists 

with different lengths (89
6
, 223

7
, 319, 571

8
 and 

659
9
) of stop words were applied. The perform-

ances of WSD-SPD with respect to these stop 

words lists are portrayed in Figure 3. They are 

found to be in a comparable condition. This re-
sult connotes that the influence caused by the 

usage of different stop words lists is small and 

can be ignored. Hence, the unfair comparison 
between our proposed method and the baseline 

should not be treated as an issue for the bench-

marking purpose of this paper. 
On the other hand, although an assumption is 

made that SSI performs WSD correctly, we no-

ticed that not all the words were disambiguated 

confidently. The confident scores which were 
assigned to the disambiguated words by SSI 

range between 30% and 100%. These confident 

scores reflect the confidence of SSI in perform-
ing WSD. Thus, it is possible that some of those 

words which were assigned with low confident 

scores were disambiguated incorrectly. Conse-
quently, the final sentence similarity score is 

likely to be affected negatively. In order to re-

duce the negative effect which may be caused by 

incorrect WSD, any words pair which is not con-
fidently disambiguated is assigned the similarity 

score based on the concept of comparing the 

nearest meanings instead of comparing the ac-
tual meanings. In other words, WSD-STS and 

SPD-STS are combined and results in WSD-

SPD. The performance of WSD-SPD across a 

range of confident scores is essential in reveal-
ing the impact of WSD and SPD on the task of 

measuring sentence similarity.     

Figure 4 outlines the performance achieved by 
WSD-SPD across different confident scores as-

signed by SSI. The confident score of at least 0.7 

is identified as the threshold in which SSI opti-
mizes its performance. The performance of 

WSD-SPD is found to be statistically insignifi-

cant for those confident scores above the thresh-

old. The explanation for this phenomenon can be 

                                                
6 http://msdn.microsoft.com/en-us/library/   

  bb164590.aspx 
7 http://snowball.tartarus.org/algorithms/english/   
  stop.txt 
8 http://truereader.com/manuals/onix/ 

    stopwords2.html 
9 http://www.link-assistant.com/seo-stop- 

    words.html 

found in Figure 5. Figure 5 illustrates the per-

centage of the composition between WSD and 
SPD in WSD-SPD. It is obvious that once the 

portion of WSD exceeds the portion of SPD, the 

performance of WSD-SPD is found to be statis-

tically insignificant. This finding suggests that 
SPD, which reflects the application of the con-

cept of nearest meaning comparison, is likely to 

decrease the validity of sentence similarity 
measurement while WSD, which reflects the 

application of the concept of actual meaning 

comparison, is essential in confirming the valid-
ity of sentence similarity measurement.   

 

 
Figure 4. The performance of WSD-SPD versus 

confident scores 
 

 
Figure 5. The percentage of WSD/SPD versus 

confident score 

 

The trend of the performance of string simi-
larity measure and word similarity measure with 

respect to different weight assignments is de-

lineated in Figure 6. The lowest correlation of 

0.856 is obtained when only the string similarity 
function is considered while the word similarity 
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function is excluded. A better performance is 

achieved by taking the two measures into con-
sideration where more weight is given to the 

measure of word similarity. This trend intimates 

that the string similarity measure offers a smaller 

contribution in measuring sentence similarity 
than word similarity measure. In contrast to a 

word similarity measure, a string similarity 

measure is purposely proposed to address the 
issue of misspelled words. Since the data set ap-

plied in this experiment does not contain any 

misspelled words, it is obvious that a string simi-
larity measure performs badly. In addition, the 

underlying concept of string similarity is ques-

tionable. Does it make sense to determine the 

similarity of two words based on the matching 
between their characters or the matching of the 

sequence of characters? Consider four pairs of 

words: “play” versus “pray”, “plant” versus 
“plane”, “plane” versus “plan” and “stationary” 

versus “stationery”. These word pairs are highly 

similar in terms of characters but they are se-
mantically dissimilar or unrelated.  

 

 
Figure 6. The performance of the different 

measures versus the weight between string simi-

larity and word similarity 
 

Figure 6 also depicts that the combination of 

word similarity measure (70%) and string simi-
larity measure (30%) performs better than the 

measure which is solely based on word similar-

ity function. It is obvious that the difference is 
caused by the presence of string similarity 

measure. The combination assigns similarity 

scores to all word pairs while the word similarity 

measure only assigns similarity scores to those 
word pairs which fulfill two requirements: 1) 

any two words which share an identical POS, 

and 2) any two words which must either be a 
pair of nouns or a pair of verbs. In fact, adjec-

tives and adverbs do contribute to representing 

the meaning of a sentence although their contri-

bution is relatively smaller than the contribution 
of nouns and verbs (Liu et al., 2007; Li et al., 

2009). Therefore, by ignoring the presence of 

adjectives and adverbs, the performance will 
definitely be affected negatively. 

6 Conclusion 

This paper has presented a knowledge-based 
method which measures the similarity between 

two sentences based on their actual meaning 

comparison. The result shows that the proposed 
method, which is a knowledge-based measure, 

performs better than the baseline, which is a 

corpus-based measure. The improvement ob-
tained is statistically significant at 0.025 levels. 

This result also shows that the validity of the 

output of measuring the similarity of two sen-

tences can be improved by comparing their ac-
tual meanings instead of their nearest meanings. 

These are achieved by transforming the baseline 

into a knowledge-based method and then by in-
tegrating WSD into the adopted knowledge-

based measure. 

Although the proposed method significantly 
improves the quality of measuring sentence 

similarity, it has a limitation. The proposed 

method only measures the similarity between 

two words with an identical part of speech 
(POS) and these two words must either be a pair 

of nouns or a pair of verbs. By ignoring the im-

portance of adjectives and adverbs, and the rela-
tionship between any two words with different 

POS, a slight decline is observed in the obtained 

result. In future research, these two issues will 

be addressed by taking into account the related-
ness between two words instead of only consid-

ering their similarity. 
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Abstract

We introduce the novel problem of auto-
matic related work summarization. Given
multiple articles (e.g., conference/journal
papers) as input, a related work sum-
marization system creates a topic-biased
summary of related work specific to the
target paper. Our prototypeRelatedWork
Summarization system,ReWoS, takes in
set of keywords arranged in a hierarchical
fashion that describes a target paper’s top-
ics, to drive the creation of an extractive
summary using two different strategies for
locating appropriate sentences for general
topics as well as detailed ones. Our initial
results show an improvement over generic
multi-document summarization baselines
in a human evaluation.

1 Introduction

In many fields, a scholar needs to show an under-
standing of the context of his problem and relate
his work to prior community knowledge. A re-
lated work section is often the vehicle for this pur-
pose; it contextualizes the scholar’s contributions
and helps readers understand the critical aspects
of the previous works that current work addresses.
Creating such a summary requires the author to
position his own work within the contextual re-
search to showcase the advantages of his method.

We envision an NLP application that assists in
creating a related work summary. We propose this
related work summarizationtask as a challenge
to the automatic summarization community. In
its full form, it is a topic-biased, multi-document

summarization problem that takes as input a tar-
get scientific document for which a related work
section needs to be drafted. The output goal is to
create a related work section that finds the relevant
related works and contextually describes them in
relationship to the scientific document at hand.

We dissect the full challenge as bringing to-
gether work of disparate interests; 1) in finding
relevant documents; 2) in identifying the salient
aspects of these documents in relation to the cur-
rent work worth summarizing; and 3) in generat-
ing the final topic-biased summary. While it is
clear that current NLP technology does not let us
build a complete solution for this task, we believe
that tackling the individual components will help
bring us towards an eventual solution.

In fact, existing works in the NLP and rec-
ommendation systems communities have already
begun work that fits towards the completion of
the first two tasks. Citation prediction (Nallapati
et al., 2008) is a growing research area that has
aimed both at predicting citation growth over time
within a community and at individual paper cita-
tion patterns. This year, an automatic keyphrase
extraction task from scientific articles was first
fielded in SemEval-2, partially addressing Task
11. Also, automatic survey generation (Moham-
mad et al., 2009) is becoming a growing field
within the summarization community. However,
to date, we have not yet seen any work that exam-
ines topic-biased summarization of multiple sci-
entific articles. For these reasons, we focus on
Task 3 here –the creation of a related work sec-
tion, given a structured input of the topics for sum-
mary.. The remaining contributions of our paper

1http://semeval2.fbk.eu/semeval2.php
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consists of work towards this goal:
• We conduct a study of the argumentative pat-
terns used in related work sections, to describe the
plausible summarization tactics for their creation
in Section 3.
• We describe our approach to generate an extrac-
tive related work summary given an input topic hi-
erarchy tree, using two separate strategies to dif-
ferentiate between summarizing shallow internal
nodes from deep detailed leaf nodes of the topic
tree in Section 4.

2 Related Work

Fully automated related work summarization is
significantly different from traditional summa-
rization. While there are no existing studies on
this specific problem, there are closely related en-
deavors. The iOPENER2 project works towards
automated creation of technical surveys, given a
research topic (Mohammad et al., 2009). Stan-
dard generic multi-document summarization al-
gorithms were applied to generate technical sur-
veys. They showed that citation information was
effective in the generation process. This was also
validated earlier in (Nakov et al., 2004), which
showed that the citing sentences in other papers
can give a useful description of a target work.

Other studies focus mainly on single-document
scientific article summarization. The pioneers of
automated summarization (Luhn, 1958; Baxen-
dale, 1958; Edmundson, 1969) had envisioned
their approaches being used for the automatic cre-
ation of scientific summaries. They examined
various features specific to scientific texts (e.g.,
frequency-based, sentence position, or rhetorical
clues features) which were proven effective for
domain-specific summarization tasks.

Further, Mei and Zhai (2008) and Qazvinian
and Radev (2008) utilized citation information in
creating summaries for a single scientific article in
computational linguistics domain. Also, Schwartz
and Hearst (2006) also utilized the citation sen-
tences to summarize the key concepts and entities
in bioscience texts, and argued that citation sen-
tences may contain informative contributions of a
paper that complement its original abstract.

2http://clair.si.umich.edu/clair/iopener/

These works all center on the role of citations
and their contexts in creating a summary, using ci-
tation information to rank content for extraction.
However, they did not study the rhetorical struc-
ture of the intended summaries, targeting more on
deriving useful content. For working along this
vein, we turn to studies on the rhetorical structure
of scientific articles. Perhaps the most relevant is
work by (Teufel, 1999; Teufel and Moens, 2002)
who defined and studied argumentative zoning of
texts, especially ones in computational linguistics.
While they studied the structure of an entire arti-
cle, it is clear from their studies that a related work
section would contain general background knowl-
edge (BACKGROUND zone) as well as specific in-
formation credited to others (OTHER and BASIS

zones). This vein of work has been followed by
many, including Teufel et al. (2009; Angrosh et
al. (2010).

3 Structure of Related Work Section

We first extend the work on rhetorical analysis,
concentrating on related work sections. By study-
ing examples in detail, we gain insight on how to
approach related work summarization. We focus
on a concrete related work example for illustra-
tion, an excerpt of which is shown in Figure 1a.
Focusing on the argumentative progression of the
text, we note the flow through different topics is
hierarchical and can be represented as a topic tree
as in Figure 1b.

This summary provides background knowledge
for a paper on text classification, which is the root
of the topic tree (node 1; lines 1–5). Two top-
ics (“feature selection” and “machine learning”)
are then presented in parallel (nodes 2 & 3; lines
5–8 & 9–15), where specific details on relevant
works are selected to describe two topics. These
two topics are implicitly understood as subtopics
of a more general topic, namely “mono-lingual
text classification” (node 4; lines 16–17). The au-
thors use the monolingual topic to contrast it with
the subsequent subtopic “multi-lingual text classi-
fication” (node 5; lines 18–21). This topic is de-
scribed by elaborating its details through two sub-
topics: “bilingual text classification” and “cross-
lingual text classification” (nodes 6 & 7; lines 22–
25 & 25–39) where again, various example works
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Figure 1: a) A related work section extracted from (Wu and Oard, 2008); b) An associated topic hierar-
chy tree of a); c) An associated topic tree, annotated with key words/phrases.

are described and cited. The authors then con-
clude by contrasting their proposed approach with
the introduced relevant approaches (lines 40–42).

This summary illustrates three important
points. First, the topic tree is an essential input
to the summarization process. The topic tree can
be thought of as a high-level rhetorical structure
for which a process then attaches content. While
it is certainly non-trivial to build such a tree, mod-
ifications to hierarchical topic modeling (M. et al.,
2004) or keyphrase extraction algorithms (Witten
et al., 1999) we believe can be used to induce a
suitable form. A resulting topic hierarchy from
such a process would provide an associated set
of key words or phrases that would describe the
node, as shown in Figure 1c.

Second, while summaries can be structured in
many ways, they can be viewed as moves along
the topic hierarchy tree. In the example, nodes
2 and 3 are discussed before their parent, as the
parent node (node 4) serves as a useful contrast
to introduce its sibling (node 5). We find variants
of depth-first traversal common, but breadth-first
traversals of nodes with multiple descendants are
more rare. They may be structured this way to
ease the reader’s burden on memory and atten-
tion. This is in line with other summary genres
where information is ordered by high-level logical
considerations that place macro level constraints
(Barzilay et al., 2002).

Third, there is a clear distinction between sen-
tences that describe a general topic and those that

describe work in detail. Generic topics are often
represented by background information, which is
not tied to a particular prior work. These include
definitions or descriptions of a topic’s purpose.
In contrast, detailed information forms the bulk
of the summary and often describes key related
work that is attributable to specific authors. Re-
cently, Jaidka et al. (2010) also present the begin-
nings of a corpus study of related work sections,
where they differentiate integrative and descrip-
tive strategies in presenting discourse work. We
see our differentiation between general and de-
tailed topics as a natural parallel to their notion
of integrative and descriptive strategies.

To introspect on these findings further, we cre-
ated a related work data set (calledRWSData3),
which includes 20 articles from well-respected
venues in NLP and IR, namely SIGIR, ACL,
NAACL, EMNLP and COLING. We extracted
the related work sections directly from those re-
search articles as well as references the sections
cited. References to books and Ph.D. theses were
removed, as their verbosity would change the
problem drastically (Mihalcea and Ceylan, 2007).
Since we view each related work summary as a
topic-biased summary originating from a topic hi-
erarchy tree, annotation of such topical informa-
tion for our data set is necessary. Each article’s
data consists of the reference related work sum-
mary, the collection of the input research articles

3To be made available athttp://wing.comp.nus.
edu.sg/downloads/rwsdata.
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SbL−RW WbL−RW No−RAs SbL−RA WbL−RA TS TD
average 17.9 522.4 10.9 2386.0 51739.6 3.3 1.8
stdev 7.9 216.5 5.6 1306.7 26682.3 1.7 0.6
min 6 179 2 348 8580 1 1
max 40 922 26 5549 112267 7 3

Table 1: The demographics of RWSData. No, RW, RA, SbL, WbL, TS, and TD are labeled as
(N)umber (o)f, (R)elated (W)orks, (R)eferenced (A)rticles, (S)entence-(b)ased (L)ength of, (W)ord-
(b)ased (L)ength of, (T)ree (S)ize, and (T)ree (D)epth, respectively.

that were referenced and a manually-constructed
topic descriptions in a hierarchical fashion (topic
tree). More details on the demographics of RWS-
Data are shown in Table 1. RWSData summaries
average 17.9 sentences, 522 words in length, cit-
ing an average of 10.9 articles. While hierarchi-
cal, the topic trees are simple, averaging 3.3 topic
nodes in size and average depth of 1.8. Their sim-
plicity furthers our claim that automated methods
would be able to create such trees.

4 ReWoS: Paired General and Specific
Summarization
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Figure 2: The ReWoS architecture. Decision
edges labeled asTrue,False andRelevant.

Inspired by the above observations, we propose
a novel strategy for related work summarization
with respect to a given topic tree. Note that while
the construction of the topic tree is central to the
process, we consider this outside the scope of the
current work (see§1); our investigation focuses

on how such input could be utilized to construct a
reasonable topic-biased related work summary.

We posit that sentences within a related work
section come about by means of two separate pro-
cesses – a process that gives general background
information and another that describes specific au-
thor contributions. A key realization in our work
is that these processes are easily mapped to the
topic tree topologically: general content is de-
scribed in tree-internal nodes, whereas leaf nodes
contribute detailed specifics. In our approach,
these two processes are independent, and com-
bined to construct the final summary.

We have implemented our idea inReWoS
(Related Work Summarizer), whose general ar-
chitecture is shown in Figure 2. ReWoS is a
largely heuristic system, featuring both aGeneral
ContentSummarization (GCSum) and aSpecific
ContentSummarization (SCSum) modules, pre-
fixed by preprocessing. A natural language tem-
plate generation system fills out the end of the
summary.

ReWoS first applies a set of preprocessing steps
(shown in the top of Figure 2). Input sentences
(i.e., the set of sentences from each related/cited
article) first removes sentences that are too short
(< 7 tokens) or too long (> 80 tokens), ones that
use future tense (possibly future work), and exam-
ple and navigation sentences. This last category
is filtered out by checking for the presence of a
cue phrase among a lexical pattern database:e.g.,
“in the section”, “figurex shows”, “for instance”.
Lowercasing and stemming are also performed.

We then direct sentences to either GCSum or
SCSum based on whether it describes the author’s
own work or not, similar in spirit and execution to
(Teufel et al., 2009). If sentence contains indica-
tive pronouns or cue phrases (e.g., “we”, “this ap-
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proach”), the sentence is deemed to describe own
work and is directed to SCSum; otherwise the sen-
tence is directed to the GCSum workflow.

4.1 (G)eneral (C)ontent (Sum)marization

GCSum extracts sentences containing useful
background information on the topics of the inter-
nal node in focus. Since general content sentences
do not specifically describe work done by the au-
thors, we only take sentences that do not have the
author-as-agent as input for GCSum.

We divide such general content sentences into
two groups: indicative and informative. Infor-
mative sentences give detail on a specific aspect
of the problem. They often give definitions, pur-
pose or application of the topic (“Text classifica-
tion is a task that assigns a certain number of pre-
defined labels for a given text.”). In contrast, in-
dicative sentences are simpler, inserted to make
the topic transition explicit and rhetorically sound
(“Many previous studies have studied monolin-
gual text classification.”).

Indicative sentences can be easily generated by
templates, as the primary information that is trans-
mitted is the identity of the topic itself. Informa-
tive sentences, on the other hand, are better ex-
tracted from the source articles themselves, re-
quiring a specific strategy. As informative sen-
tences contain more content, our strategy with
GCSum is to attempt to locate informative sen-
tences to describe the internal nodes, failing which
GCSum falls back to using predefined templates
to generate an indicative placeholder.

To implement GCSum’s informative extractor,
we use a set of heuristics in a decision cascade
to first filter inappropriate sentences (as shown on
the RHS of Figure 2). Remaining candidates (if
any) are then ranked by relevance and the topn
are selected for the summary.

The heuristic cascade’s purpose is to ensure
sentences fit the syntactic structure of commonly-
observed informative sentences. A useful sen-
tence should discuss the topic directly, so GCSum
first checks the subject of each candidate sentence,
filtering sentences whose subject do not contain at
least one topic keyword. We observed that back-
ground sentences often feature specific verbs or
citations. GCSum thus also checks whether stock

verb phrases (i.e., “based on”, “make use of” and
23 other patterns) are used as the main verb. Oth-
erwise, GCSum checks for the presence of at least
one citation – general sentences may list a set of
citations as examples. If both the cue verb and
citation checks fail, the sentence is dropped.

GCSum’s topic relevance computation ranks
remaining sentences based on keyword content.
We state that the topic of an internal node is af-
fected by its surrounding nodes – ancestor, de-
scendants and siblings. Based on this idea, the
score of a sentence is computed in a discrimina-
tive way using the following linear combination:

scoreS → scoreQA
S + scoreQ

S − scoreQR
S (1)

where scoreS is the final relevance score, and
scoreQA

S , scoreQ
S , andscoreQR

S are the compo-
nent scores of the sentenceS with respect to the
ancestor, current or other remaining nodes. We
give positive credit to a sentence that contains key-
words from an ancestor node, but penalize sen-
tences with keywords from other topics (as such
sentences would be better descriptors for those
other topics). Component relevance scores are
calculated using Term Frequency× Inverse Sen-
tence Frequency (TF×ISF) (Otterbacher et al.,
2005):

score
Q
S

=
rel(S, Q)

∑
Q′ rel(S, Q′)

(2)

=

∑
w∈Q log(tfS

w + 1) × log(tfQ
w + 1) × isfw

Norm

whererel(S, Q) is the relevance ofS with respect
to topic Q, Norm is a normalization factor of
rel(S, Q) over all input sentences,tfS

w and tfQ
w

are the term frequencies of tokenw within S or
sentences that discuss topicQ, respectively.isfw

is the inverse sentence frequency ofw.

4.2 (S)pecific (C)ontent (Sum)marization

SCSum aims to extract sentences that contain de-
tailed information about a specific author’s work
that is relevant to the input leaf node’s topic from
the set of sentences that exhibit the author-as-
agent. SCSum starts by computing the topic rel-
evance of each candidate sentence as shown in
Equation (3). This process is identical to the step
in GCSum, except that the termscoreQR

S in Equa-
tion (1) is replaced byscoreQS

S , which is the rel-
evance ofS with respect to its sibling nodes. We
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hypothesize that given a leaf node, sibling node
topics may have an even more pronounced nega-
tive effect than other remaining nodes in the topic
tree.

scoreS → scoreQA
S + scoreQ

S − scoreQS
S (3)

Context Modeling. We note that single sen-
tences occasionally do not contain enough con-
texts to clearly express the idea mentioned in orig-
inal articles. In fact, an agent-based sentence often
introduces a concept but pertinent details are of-
ten described later. Extracting just the agent-based
sentence may incompletely describe a concept and
lead to false inferences. Consider the example
in Figure 3. Here Sentences 0-5 are an contigu-
ous extract of a source article being summarized,
where Sentence 0 is an identified agent-based sen-
tence. Sentence 6 shows a related work section
sentence from a citing article that describes the
original article. It is clear that the citing descrip-
tion is composed of information taken not only
from the agent-based sentence but its context in
the following sentences as well. This observation

Figure 3: A context modeling example.

motivates us to choose nearby sentences within a
contextual window after the agent-based sentence
to represent the topic. We set the contextual win-
dow to 5 and extract a maximum of 2 additional
sentences. These additions are chosen based on
their relevance scores to the topic, using Equa-
tion (3). Sentences with non-zero scores are then
added as contexts of the anchor agent-based sen-
tence, otherwise they are excluded. As a result,
some topics may contain only a single sentence,
but others may be described by additional contex-
tual sentences.

Weighting. The score of a candidate content
sentence is computed from topic relevance com-
putation (SCSum) that includes contributions for
keywords present in the current, ancestor and sib-
ling nodes. We observe that the presence of one or
more of current, ancestor and sibling nodes may
affect the final score from the computation. Thus,
to partially address this, we add a new weighting
coefficient for the score computed from the topic
relevance computation (SCSum) (Equation (3)) as
follows:

score∗
S = wQA,Q,QS

S × scoreS (4)

where: wQA,Q,QS
S is a weighting coefficient that

takes on differing values based on the presence
of keywords in the sentence. Q, QA, and QS de-
note keywords from current, ancestor and sibling
nodes. If the sentence contains keywords from
other sibling nodes, we assign a penalty of 0.1.
Otherwise, we assign a weight of 1.0, 0.5, or 0.25,
based on whether keywords are present from both
the ancestor node and current node, just the cur-
rent node or just the ancestor node.

To build the final summary, ReWoS selects the
top scoring sentence and iteratively adds the next
most highly ranked sentence, until then sentence
budget is reached. We use SimRank (Li et al.,
2008) to remove the next sentence to be added,
if it is too similar to the sentences already in the
summary.

4.3 Generation

ReWoS generates its summaries by using depth-
first traversal to order the topic nodes, as in RWS-
Data we observed this to be the most prevalent
discourse pattern. It calls GCSum and SCSum to
summarize individual nodes, distributing the total
sentence budget equally among nodes.

ReWoS post-processes sentences to improve
fluency where possible. We first replace agentive
forms with a citation to the articles (e.g., “we” →
“(Wu and Oard, 2008)”). ReWoS also replaces
found abbreviations with their corresponding long
forms, by connecting abbreviation with their ex-
pansions by utilizing dependency relation output
from the Stanford dependency parser.
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System ROUGE Recall Scores Human Evaluation Scores
ROUGE-1 ROUGE-2 ROUGE-S4 ROUGE-SU4 Correctness Novelty Fluency Usefulness

LEAD 0.501 0.096 0.116 0.181 3.027 2.764 3.082 2.745
MEAD 0.663 0.178 0.211 0.287 3.009 3.109 2.591 2.700
ReWoS−WCM 0.584 0.127 0.154 0.227 3.618 3.391 3.391 3.609
ReWoS−CM 0.698 0.183 0.218 0.298 3.691 3.618 2.955 3.573

Table 2: Evaluation results for ReWoS variants and baselines.

5 Evaluation

We wish to assess the quality of ReWoS, compar-
ing to state-of-the-art generic summarization sys-
tems. We first detail our baseline systems used for
performance comparison, and defined evaluation
measures specific to related work summary eval-
uation. In our evaluation, we use our manually-
compiled RWSData data set.

We benchmark ReWoS against two baseline
systems: LEAD and MEAD. The LEAD baseline
represents each of the cited article with an equal
number of sentences. The firstn sentences are
drawn from the article, meaning that the title and
abstract are usually extracted. The order of the ar-
ticle leads used in the resulting summary was de-
termined by the order of articles to be processed.
MEAD is a well-documented baseline extractive
multi-document summarizer, developed in (Radev
et al., 2004). MEAD offers a set of different fea-
tures that can be parameterized to create result-
ing summaries. We conducted an internal tun-
ing of MEAD to maximize its performance on
the RWSData. The optimal configuation uses just
two tuned features ofcentroidandcosine similar-
ity. Note that the MEAD baseline does use the
topic tree keywords in computing cosine similar-
ity score. Our ReWoS system is the only sys-
tem that leverages the topic treestructurewhich
is central to our approach. In our experiments, we
used MEAD toolkit4 to produce the summaries for
LEAD and MEAD baseline systems.

Automatic evaluation was performed with
ROUGE (Lin, 2004), a widely used and rec-
ognized automated summarization evaluation
method. We employed a number of ROUGE vari-
ants, which have been proven to correlate with hu-
man judgments in multi-document summarization
(Lin, 2004). However, given the small size of our
summarization dataset, we can only draw notional

4http://www.summarization.com/mead/

evidence from such an evaluation; it is not possi-
ble to find statistically significant conclusion from
our evaluation.

To partially address this, we also conducted
a human evaluation to assess more fine-grained
qualities of our system. We asked 11 human
judges to follow an evaluation guideline that we
prepared, to evaluate the summary quality, con-
sisting of the following evaluation measures:
• Correctness: Is the summary content actually
relevant to the hierarchical topics given?
• Novelty: Does the summary introduce novel in-
formation that is significant in comparison with
the human created summary?
• Fluency: Does the summary’s exposition flow
well, in terms of syntax as well as discourse?
• Usefulness: Is the summary useful in supporting
the researchers to quickly grasp the related works
given hierarchical topics?

Each judge was asked to grade the four sum-
maries according to the measures on a 5-point
scale of 1 (very poor) to 5 (very good). Sum-
maries 1 and 2 come from LEAD-based and
MEAD systems, respectively. Summaries 3 and
4 come from our proposed ReWoS systems, with-
out (ReWoS−WCM) and with (ReWoS−CM) the
context modeling in SCSum. All summarizers
were set to yield a summary with the same length
(1% of the original relevant articles, measured in
sentences). Due to limited time, only 10 out of 20
evaluation sets were assessed by the evaluators.
Each set was graded at least 3 times by 3 different
evaluators; evaluators did not know the identities
of the systems, which were randomized for each
set examined.

6 Results

ROUGE results are summarized in Table 2. Sur-
prisingly, the MEAD baseline system outperforms
both LEAD baseline and ReWoS–WCM (with-
out context modeling). Only ReWoS–CM (with
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context modeling) is significantly better than oth-
ers, in terms of all ROUGE variants. Here are
some possible reasons to explain this. First,
ROUGE evaluation seems to work unreasonably
when dealing with verbose summaries, often pro-
duced by MEAD. Second, related work sum-
maries are multi-topic summaries of multi-article
references. This may cause miscalculation from
overlappingn-grams that occur across multiple
topics or references.

Since automatic evaluation with ROUGE does
not allow much introspection, we turn to our hu-
man evaluation. Results are also summarized in
Table 2. They show that both ReWoS–WCM
and ReWoS–CM perform significantly better than
baselines in terms of correctness, novelty, and use-
fulness. This is because our system utilized fea-
tures developed specifically for related work sum-
marization. Also, our proposed systems compare
favorably with LEAD, showing that necessary in-
formation is not only located in titles or abstracts,
but also in relevant portions of the research article
body.

ReWoS–CM (with context modeling) per-
formed equivalent to ReWoS–WCM (without it)
in terms of correctness and usefulness. For nov-
elty, ReWoS–CM is better than ReWoS–WCM.
It proved that the proposed component of con-
text moding is useful in providing new informa-
tion that is necessary for the related work sum-
maries. For fluency, only ReWoS–CM is bet-
ter than baseline systems. This is a negative re-
sult, but is not surprising because the summaries
from the ReWoS–CM which uses context model-
ing seems to be longer than others. It makes the
summaries quite hard to digest; some evaluators
told us that they preferred the shorter summaries.
A future extension is that using information fu-
sion techniques to fuse the contextual sentences
with its anchor agentive sentence.

A detailed error analysis of the results revealed
that there are three main types of errors produced
by our systems. The first issue is in calculat-
ing topic relevance. In the context of related
work summarization, our heuristics-based strate-
gies for sentence extraction cannot capture fully
this issue. Some sentences that have high relevant
scores to topics are not actually semantically rele-

vant to the topics. The second issue of anaphoric
expression is more addressable. Some extracted
sentences still contain anaphoric expression (e.g.,
“they”, “these”, “such”, . . . ), making final gen-
erated summaries incoherent. The third issue is
paraphrasing, where substituted paraphrases re-
place the original words and phrases in the source
articles.

7 Conclusion and Future Work

According to the best of our knowledge, auto-
mated related work summarization has not been
studied before. In this paper, we have taken the
initial steps towards solving this problem, by di-
viding the task into general and specific summa-
rization processes. Our initial results show an im-
provement over generic multi-document summa-
rization baselines in human evaluation. However,
our work shows that there is much room for addi-
tional improvement, for which we have outlined a
few challenges.

A shortcoming of our current work is that we
assume that a topic hierarchy tree is given as in-
put. We feel that this is an acceptable limitation
because we feel existing techniques will be able to
create such input, and that the topic trees used in
this study were quite simple. We plan to validate
this by generating these topic trees automatically
in our future work.

Exploring related work summarization comes
at a timely moment, as scholars now have access
to a preponderous amount of scholarly literature.
Automated assistance in interpreting and organiz-
ing scholarly work will help build future applica-
tions for integration with digital libraries and ref-
erence management tools.
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Otterbacher, Jahna, Güneş Erkan, and Dragomir R.
Radev. 2005. Using random walks for question-
focused sentence retrieval. InProceedings of Hu-
man Language Technologies - Empirical Methods in
Natural Language Processing (HLT-EMNLP ’05),
pages 915–922. ACL.

Qazvinian, Vahed and Dragomir R. Radev. 2008. Sci-
entific paper summarization using citation summary
networks. InProceedings of International Con-
ference on Computational Linguistics (COLING),
pages 689–696, Manchester, UK, August.

Radev, Dragomir R., Hongyan Jing, Malgorzata Sty,
and Daniel Tam. 2004. Centroid-based summariza-
tion of multiple documents.Information Processing
& Management (IPM), 40(6):919–938.

Schwartz, Ariel S. and Marti Hearst. 2006. Summa-
rizing key concepts using citation sentences. InPro-
ceedings of Natural language processing of biology
text (BioNLP ’06), pages 134–135. ACL.

Teufel, Simone and Marc Moens. 2002. Summariz-
ing scientific articles: experiments with relevance
and rhetorical status.Computational Linguistics,
28(4):409–445.

Teufel, Simone, Advaith Siddharthan, and Colin
Batchelor. 2009. Towards domain-independent ar-
gumentative zoning: Evidence from chemistry and
computational linguistics. InProceedings of the
2009 Conference on Empirical Methods in Natu-
ral Language Processing, pages 1493–1502, Singa-
pore, August. Association for Computational Lin-
guistics.

Teufel, Simone. 1999.Argumentative Zoning: Infor-
mation Extraction from Scientific Text. Ph.D. thesis,
University of Edinburgh.

Witten, Ian H., Gordon Paynter, Eibe Frank, Carl
Gutwin, and Craig G. Nevill-Manning. 1999. Kea:
Practical automatic keyphrase extraction. InPro-
ceedings of Digital Libraries 99 (DL’99), pages
254–255. ACM Press.

Wu, Yejun and Douglas W. Oard. 2008. Bilingual
topic aspect classification with a few training exam-
ples. In SIGIR ’08: Proceedings of the 31st an-
nual international ACM SIGIR conference on Re-
search and development in information retrieval,
pages 203–210, New York, NY, USA. ACM.

435



Coling 2010: Poster Volume, pages 436–444,
Beijing, August 2010

 
ABSTRACT 

Re-ranking for Information Retrieval 
aims to elevate relevant feedbacks and 
depress negative ones in initial retrieval 
result list. Compared to relevance feed-
back-based re-ranking method widely 
adopted in the literature, this paper pro-
poses a new method to well use three 
features in known negative feedbacks to 
identify and depress unknown negative 
feedbacks. The features include: 1) the 
minor (lower-weighted) terms in negative 
feedbacks; 2) hierarchical distance (HD) 
among feedbacks in a hierarchical clus-
tering tree; 3) obstinateness strength of 
negative feedbacks. We evaluate the 
method on the TDT4 corpus, which is 
made up of news topics and their relevant 
stories. And experimental results show 
that our new scheme substantially out-
performs its counterparts. 

1. INTRODUCTION 

When we start out an information retrieval jour-
ney on a search engine, the first step is to enter a 
query in the search box. The query seems to be 
the most direct reflection of our information 
needs. However, it is short and often out of stan-
dardized syntax and terminology, resulting in a 
large number of negative feedbacks. Some re-
searches focus on exploring long-term query logs 
to acquire query intent. This may be helpful for 
obtaining information relevant to specific inter-
ests but not to daily real-time query intents. Es-
pecially it is extremely difficult to determine 
whether the interests and which of them should 
be involved into certain queries. Therefore, given 
a query, it is important to “locally” ascertain its 
intent by using the real-time feedbacks. 

Intuitively it is feasible to expand the query 
using the most relevant feedbacks (Chum et al., 
2007). Unfortunately search engines just offer 
“farraginous” feedbacks (viz. pseudo-feedback) 
which may involve a great number of negative 
feedbacks. And these negative feedbacks never 
honestly lag behind relevant ones in the retrieval 
results, sometimes far ahead because of their 
great literal similarity to query. These noisy 
feedbacks often mislead the process of learning 
query intent.  

For so long, there had no effective approaches 
to confirm the relevance of feedbacks until the 
usage of the web click-through data (Joachims et 
al., 2003). Although the data are sometimes in-
credible due to different backgrounds and habits 
of searchers, they are still the most effective way 
to specify relevant feedbacks. This arouses re-
cent researches about learning to rank based on 
supervised or semi-supervised machine learning 
methods, where the click-through data, as the 
direct reflection of query intent, offer reliable 
training data to learning the ranking functions. 

Although the learning methods achieve sub-
stantial improvements in ranking, it can be found 
that lots of “obstinate” negative feedbacks still 
permeate retrieval results. Thus an interesting 
question is why the relevant feedbacks are able 
to describe what we really need, but weakly repel 
what we do not need. This may attribute to the 
inherent characteristics of pseudo-feedback, i.e. 
their high literal similarity to queries. Thus no 
matter whether query expansion or learning to 
rank, they may fall in the predicament that “fa-
voring” relevant feedbacks may result in “favor-
ing” negative ones, and that “hurting” negative 
feedbacks may result in “hurting” relevant ones. 

However, there are indeed some subtle differ-
ences between relevant and negative feedbacks, 
e.g. the minor terms (viz. low-weighted terms in 
texts). Although these terms are often ignored in 
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relevance measurement because their little effect 
on mining relevant feedbacks that have the same 
topic or kernel, they are useful in distinguishing 
relevant feedbacks from negative ones. As a re-
sult, these minor terms provides an opportunity 
to differentiate the true query intent from its 
counterpart intents (called “opposite intents” 
thereafter in this paper). And the “opposite in-
tents” are adopted to depress negative feedbacks 
without “hurting” the ranks of relevant feedbacks. 
In addition, hierarchical clustering tree is helpful 
to establish the natural similarity correlation 
among information. So this paper adopts the hi-
erarchical distance among feedbacks in the tree 
to enhance the “opposite intents” based division 
of relevant and negative feedbacks. Finally, an 
obstinateness factor is also computed to deal 
with some obstinate negative feedbacks in the 
top list of retrieval result list. In fact, Teevan 
(Teevan et al., 2008) observed that most search-
ers tend to browse only a few feedbacks in the 
first one or two result pages. So our method fo-
cuses on improving the precision of highly 
ranked retrieval results.  

The rest of the paper is organized as follows. 
Section 2 reviews the related work. Section 3 
describes our new irrelevance feedback-based 
re-ranking scheme and the HD measure. Section 
4 introduces the experimental settings while Sec-
tion 5 reports experimental results. Finally, Sec-
tion 6 draws the conclusion and indicates future 
work. 

2. RELATED WORK 

Our work is motivated by information search 
behaviors, such as eye-tracking and click through 
(Joachims, 2003). Thereinto, the click-through 
behavior is most widely used for acquiring query 
intent. Up to  present, several interesting fea-
tures, such as click frequency and hit time on 
click graph (Craswell et al., 2007), have been 
extracted from click-through data to improve 
search results. However, although effective on 
query learning, they fail to avoid the thorny 
problem that even when the typed query and the 
click-through data are the same, their intents may 
not be the same for different searchers.  

A considerable number of studies have ex-
plored pseudo-feedback to learn query intent, 
thus refining page ranking. However, most of 
them focus on the relevant feedbacks. It is until 

recently that negative ones begin to receive some 
attention. Zhang (Zhang et al., 2009) utilize the 
irrelevance distribution to estimate the true rele-
vance model. Their work gives the evidence that 
negative feedbacks are useful in the ranking 
process. However, their work focuses on gener-
ating a better description of query intent to attract 
relevant information, but ignoring that negative 
feedbacks have the independent effect on repel-
ling their own kind. That is, if we have a king, 
we will not refuse a queen. In contrast, Wang 
(Wang et al., 2008) benefit from the independent 
effect from the negative feedbacks. Their method 
represents the opposite of query intent by using 
negative feedbacks and adopts that to discount 
the relevance of each pseudo-feedback to a query. 
However, their work just gives a hybrid repre-
sentation of opposite intent which may overlap 
much with the relevance model. Although an-
other work (Wang et al., 2007) of them filters 
query terms from the opposite intent, such filter-
ing makes little effect because of the sparsity of 
the query terms in pseudo-feedback. 

Other related work includes query expansion, 
term extraction and text clustering. In fact, query 
expansion techniques are often the chief benefi-
ciary of click-through data (Chum et al., 2007). 
However, the query expansion techniques via 
clicked feedbacks fail to effectively repel nega-
tive ones. This impels us to focus on un-clicked 
feedbacks. Cao (Cao et al., 2008) report the ef-
fectiveness of selecting good expansion terms for 
pseudo-feedback. Their work gives us a hint 
about the shortcomings of the one-sided usage of 
high-weighted terms. Lee (Lee et al., 2008) adopt 
a cluster-based re-sampling method to emphasize 
the core topic of a query. Their repeatedly feed-
ing process reveals the hierarchical relevance of 
pseudo-feedback. 

3. RE-RANKING SCHEME 

3.1 Re-ranking Scheme 

The re-ranking scheme, as shown in Figure 1, 
consists of three components: acquiring negative 
feedbacks, measuring irrelevance feedbacks and 
re-ranking pseudo-feedback. 

Given a query and its search engine results, we 
start off the re-ranking process after a trigger 
point. The point may occur at the time when 
searchers click on “next page” or any hyperlink. 
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All feedbacks before the point are assumed to 
have been seen by searchers. Thus the un-clicked 
feedbacks before the point will be treated as the 
known negative feedbacks because they attract 
no attention of searchers. This may be questioned 
because searchers often skip some hyperlinks 
that have the same contents as before, even if the 
links are relevant to their interests. However, 
such skip normally reflects the true searching 
intent because novel relevant feedbacks always 
have more attractions after all. 

 

Figure 1. Re-ranking scheme 

Another crucial step after the trigger point is to 
generate the opposite intent by using the known 
negative feedbacks. But now we temporarily 
leave the issue to Section 3.2 and assume that we 
have obtained a good representation of the oppo-
site intent, and meanwhile that of query intent 
has been composed of the highly weighted terms 
in the known relevant feedbacks and query terms. 
Thus, given an unseen pseudo-feedback, we can 
calculate its overall ranking score predisposed to 
the opposite intent as follows: 
          scoreIscoreOscoreR ___ ⋅−= α        (1) 
where the O_score is the relevance score to the 
opposite intent, I_score is that to the query intent 
and α  is a weighting factor. On the basis, we 
re-rank the unseen feedbacks in ascending order. 
That is, the feedback with the largest score ap-
pears at the bottom of the ranked list. 

It is worthwhile to emphasize that although the 
overall ranking score, i.e. R_score, looks similar 
to Wang (Wang et al., 2008) who adopts the in-
versely discounted value (i.e. the relevance score 
is calculated as -scoreI _ scoreO _⋅α ) to re-rank 
feedbacks in descending order, they are actually 
quite different because our overall ranking score 
as shown in Equation (1) is designed to depress 
negative feedbacks, thereby achieving the similar 
effect to filtering. 

3.2 Representing Opposite Intent 

It is necessary for the representation of opposite 
intent to obey two basic rules: 1) the opposite 
intent should be much different from the query 
intent; and 2) it should reflect the independent 
effect of negative feedbacks. 

Given a query, it seems easy to represent its 
opposite intent by using a vector of 
high-weighted terms of negative feedbacks. 
However, the vector is actually a “close relative” 
of query intent because the terms often have 
much overlap with that of relevant feedbacks. 
And the overlapping terms are exactly the source 
of the highly ranked negative feedbacks. Thus 
we should throw off the overlapping terms and 
focus on the rest instead.  

In this paper, we propose two simple facilities 
in representing opposite intent. One is a vector of 
the weighted terms (except query terms) occur-
ring in the known negative feedbacks, named as 

)( qO − , while another further filters out the 
high-weighted terms occurring in the known 
relevant feedbacks, named as . Although )( rqO −−

)( qO −  filters out query terms, the terms are so 
sparse that they contribute little to opposite intent 
learning. Thus, we will not explore  fur-
ther in this paper (Our preliminary experiments 
confirm our reasoning). In contrast,  not 
only differs from the representation of query in-
tent due to its exclusion of query terms but also 
emphasize the low-weighted terms occurring in 
negative feedbacks due to exclusion of 
high-weighted terms occurring in the known 
relevant feedbacks. 

)( qO −

)( rqO −−

3.3 Employing Opposite Intent 

Another key issue in our re-ranking scheme is 
how to measure the relevance of all the feed-
backs to the opposite intent, i.e. O_score, thereby 
the ranking score R_score. For simplicity, we 
only consider Boolean measures in employing 
opposite intent to calculate the ranking score 
R_score. 

Assume that given a query, there are  
known relevant feedbacks and 

N

N  known nega-
tive ones. First, we adopt query expansion to ac-
quire the representation of query intent. This is 
done by pouring all terms of the  relevant 
feedbacks and query terms into a bag of words, 
where all the occurring weights of each term are 

N
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accumulated, and extracting n top-weighted 
terms to represent the query intent as )( rqI ++ . 
Then, we use the N  negative feedbacks to rep-
resent the n-dimensional opposite intents 

. For any unseen pseudo-feedback u, we 
also represent it using an n-dimensional vector 

 which contains its n top-weighted terms. In 
all the representation processes, the TFIDF 
weighting is adopted. 

)( rqO −−

)(uV

Thus, for an unseen pseudo-feedback u, the 
relevance scores to the query intent and the op-
posite intent can be measured as: 
                   (2) 

}  )(  ),(  {)(_
}  )(  ),(  {)(_

rqOuVBuscoreO
rqIuVBuscoreI
−−=
++=

where  indicates Boolean calculation: },{ ∗∗B
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In particular, we simply set the factor α , as 
mentioned in Equation (1), to 1 so as to balance 
the effect of query intent and its opposite intent 
on the overall ranking score. The intuition is that 
if an unseen pseudo-feedback has more overlap-
ping terms with )( rqO −−  than , it will 
has higher probability of being depressed as an 
negative feedback. 

)( rqI ++

Two alternatives to the above Boolean meas-
ure are to employ the widely-adopted VSM co-
sine measure and Kullback-Liebler (KL) diver-
gence (Thollard et al., 2000). However, such 
term-weighting alternatives will seriously elimi-
nate the effect of low-weighted terms, which is 
core of our negative feedback-based re-ranking 
scheme.  

3.4 Hierarchical Distance (HD) Measure  
The proposed method in Section 3.3 ignores 

two key issues. First, given a query, although 
search engine has thrown away most opposite 
intents, it is unavoidable that the 
pseudo-feedback still involves more than one 
opposite intent. However, the representation 

 has the difficulty in highlighting all the 
opposite intents because the feature fusion of the 
representation smoothes the independent charac-
teristics of each opposite intent. Second, given 
several opposite intents, they have different lev-
els of effects on the negative score . 
And the effects cannot be measured by the uni-
lateral score.  

)( rqO −−

)(_ uscoreO

 

Figure 2. Weighted distance calculation 

To solve the issues, we propose a hierarchical 
distance based negative measure, abbr. HD, 
which measures the distances among feedbacks 
in a hierarchical clustering tree, and involves 
them into hierarchical division of relevance score. 
Given two random leaves u and v in the tree, 
their HD score is calculated as: 
             

),(
),(),(_

vuW
vurelvuscoreHD =           (4) 

where ),( ∗∗rel  indicates textual similarity, ),( ∗∗W  
indicates the weighted distance in the tree, which 
is calculated as: 
                ∑

∈

=

mi
i vuwvuW ),(),(              (5) 

where m is the total number of the edges between 
two leaves,  indicates the weight of the 
i-th edge. In this paper, we adopt CLUTO to 
generate the hierarchical binary tree, and simply 
let each  equal 1. Thus the 

),( ∗∗iw

),( ∗∗iw ),( ∗∗W  be-
comes to be the number of edges m, for example, 
the  equals 5 in Figure 2. ),( kjW

On the basis, given an unseen feedback u, we 
can acquire its modified re-ranking score 

scoreR _ ′  by following steps. First, we regard 
each known negative feedback as an opposite 
intent, following the two generative rules (men-
tioned in section 3.2) to generate its 
n-dimensional representation . Addition-
ally we represent both the known relevant feed-
backs and the unseen feedback u as 
n-dimensional term vectors. Second, we cluster 
these feedbacks to generate a hierarchical binary 
tree and calculate the HD score for each pair of 

)( rqO −−

),( ∗u , where ∗  denotes a leaf in the tree except u. 
Thus the modified ranking score is calculated as: 

∑ ∑
∈ ∈

−=′

Ni Nj
ji vuscoreHDIvuscoreHDIscoreR ),(_),(__ (6) 

where iv  indicates the i-th known negative 
feedback in the leaves, N  is the total number of 
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v , j  indicates the j-th known relevant feed-
back,  is the total number of 

v
N v . Besides, we 

still adopt Boolean value to measure the textual 
similarity  in both clustering process and 
ranking score calculation, thus the HD score in 
the formula (6) can be calculated as follows: 

),( ∗∗rel

     

),(
)(_),(_                   

),(
}  )(  ),(  {),(_                

vuW
uscoreOvuscoreHD

vuW
vVuVBvuscoreHD

=

=

       (7) 

3.5 Obstinateness Factor 
Additionally we involve an interesting feature, 
i.e. the obstinate degree, into our re-ranking 
scheme. The degree is represented by the rank of 
negative feedbacks in the original retrieval re-
sults. That is, the more “topping the list” an 
negative feedback is, the more obstinate it is.  

Therefore we propose a hypothesis that if a 
feedback is close to the obstinate feedback, it 
should be obstinate too. Thus given an unseen 
feedback u, its relevance to an opposite intent in 
HD can be modified as: 
          )(_)1()(_ uscoreO

rnk
uscoreO ⋅+=′

β        (8) 

where  indicates the rank of the opposite 
intent in original retrieval results (Note: in HD, 
every known negative feedback is an opposite 
intent), 

rnk

β  is a smoothing factor. Because as-
cending order is used in our re-ranking process, 
by the weighting coefficient, i.e. )/1( rnkβ+ , the 
feedback close to the obstinate opposite intents 
will be further depressed. But the coefficient is 
not commonly used. In HD, we firstly ascertain 
the feedback closest to u, and if the feedback is 
known to be negative, set to maxv , we will use 
the Equation (8) to punish the pair of (u, maxv ) 
alone, otherwise without any punishment. 

4. EXPERIMENTAL SETTING 

4.1 Data Set 

We evaluate our methods with two TDT collec-
tions: TDT 2002 and TDT 2003. There are 3,085 
stories in the TDT 2002 collection are manually 
labeled as relevant to 40 news topics, 30,736 
ones irrelevant to any of the topics. And 3,083 
news stories in the TDT 2003 collection are la-
beled as relevant to another 40 news topics, 
15833 ones irrelevant to them. In our evaluation, 

we adopt TDT 2002 as training set, and TDT 
2003 as test set. Besides, only English stories are 
used, both Mandarin and Arabic ones are re-
placed by their machine-translated versions (i.e. 
mttkn2 released by LDC). 

Corpus good fair poor 
TDT 2002 26 7 7 
TDT 2003 22 10 8 

Table 1. Number of queries referring to different 
types of feedbacks (Search engine: Lucene 2.3.2) 

In our experiments, we realize a simple search 
engine based on Lucene 2.3.2 which applies 
document length to relevance measure on the 
basis of traditional literal term matching. To 
emulate the real retrieval process, we extract the 
title from the interpretation of news topic and 
regard it as a query, and then we run the search 
engine on the TDT sets and acquire the first 1000 
pseudo-feedback for each query. All feedbacks 
will be used as the input of our re-ranking proc-
ess, where the hand-crafted relevant stories de-
fault to the clicked feedbacks. By the search en-
gine, we mainly obtain three types of 
pseudo-feedback: “good”, “fair” and “poor”, 
where “good” denotes that more than 5 clicked 
(viz. relevant) feedbacks are in the top 10, “fair” 
denotes more than 2 but less than 5, “poor” de-
notes less than 2. Table 1 shows the number of 
queries referring to different types of feedbacks. 

4.2 Evaluation Measure 

We use three evaluation measures in experiments, 
P@n, NDCG@n and MAP. Thereinto, P@n de-
notes the precision of top n feedbacks. On the 
basis, NDCG takes into account the influence of 
position to precision. NDCG at position n is cal-
culated as: 

      
n

n

i

ur

n Z
iNDCG

Z
nNDCG

i∑= +
−

=⋅= 1

)(

)1log(
12

@1@    (9) 

where i is the position in the result list, Zn is a 
normalizing factor and chosen so that for the 
perfect list DCG at each position equals one, and 
r(ui) equals 1 when ui is relevant feedback, else 0. 
While MAP additionally takes into account recall, 
calculated as:  
        ∑ ∑= =

⋅=
m

i
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i
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1 1
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where m is the total number of queries, so MAP 
gives the average measure of precision and recall 
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for multiple queries, Ri is the total number of 
feedbacks relevant to query i, and k is the num-
ber of pseudo-feedback to the query. Here k is 
indicated to be 1000, thus Map can give the av-
erage measure for all positions of result list. 

4.3 Systems 

We conduct experiments using four main sys-
tems, in which the search engine based on Lu-
cene 2.3.2, regarded as the basic retrieval system, 
provides the pseudo-feedback for the following 
three re-ranking systems. 
Exp-sys: Query is expanded by the first N known 
relevant feedbacks and represented by an 
n-dimensional vector which consists of n distinct 
terms. The standard TFIDF-weighted cosine 
metric is used to measure the relevance of the 
unseen pseudo-feedback to query. And the rele-
vance-based descending order is in use. 
Wng-sys: A system realizes the work of Wang 
(Wang et al., 2008), where the known relevant 
feedbacks are used to represent query intent, and 
the negative feedbacks are used to generate op-
posite intent. Thus, the relevance score of a feed-
back is calculated as I_scorewng- O_score⋅wα wng, 
and the relevance-based descending order is used 
in re-ranking. 
Our-sys: A system is approximately similar to 
Wng-sys except that the relevance is measured by 
O_scoreour- ⋅α I_scoreour and the pseudo-feedback 
is re-ranked in ascending order.  

Additionally both Wng-sys and Our-sys have 
three versions. We show them in Table 2, where 
“I” corresponds to the generation rule of query 
intent, “O” to that of opposite intent, Rel. means 
relevance measure, u is an unseen feedback, v is 
a known relevant feedback, v  is a known nega-
tive feedback. 

5. RESULTS 

5.1 Main Training Result 

We evaluate the systems mainly in two circum-
stances: when both  and N N  equal 1 and 
when they equal 5. In the first case, we assume 
that retrieval capability is measured under given 
few known feedbacks; in the second, we emulate 
the first page turning after several feedbacks 
have been clicked by searchers. Besides, the ap-
proximately optimal value of n for the Exp-sys, 
which is trained to be 50, is adopted as the global 
value for all other systems. The training results 
are shown in Figure 3, where the Exp-sys never 

gains much performance improvement when n is 
greater than 50. In fairness to effects of “I” and 
“O” on relevance measure, we also make n  
equal 50. In addition, all the discount factors 
(viz.α , α w2 and α w3) initially equal 1, and the 
smoothing factor β  is trained to be 0.5. 

Table 2. All versions of both Wngs and Ours 

 

Figure 3. Parameter training of Exp-sys 
For each query we re-rank all the 

pseudo-feedback, including that defined as 
known, so P@20 and NDCG@20 are in use to 
avoid over-fitting (such as P@10 and 
NDCG@10 given both  and N N  equal 5 ). 
We show the main training results in Table 3, 
where our methods achieve much better per-
formances than the re-ranking methods based on 
relevant feedback learning when N= N =5. 
Thereinto, our basic system, i.e. Our-sys1, at 
least achieves approximate 5% improvement on 
P@20, 3% on NDCG@20 and 1% on MAP than 
the optimal wng-sys (viz. wng-sys1). And obvi-

“I” n-dimensional vector for each v, Number of v in use is N
“O” None 

Wng-sys1
Rel. NvuscoreR

N

iw /)),cos((_
11 ∑=
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“I”
Number of v in use is N, all v combine into a n-dimensional 
bag of words bw2

“O” Number of v  in use is N , all v combine into a 
n-dimensional words bag 2wb  

Wng-sys2

Rel. ),cos(),cos(_ 2222 wwww bubuscoreR ⋅−= α  

“I”
“O”

Similar generation rules to Wng-sys2 except that query 
terms are removed from bag of words  and 3wb 3wb  Wng-sys3

Rel. ),cos(),cos(_ 3333 wwww bubuscoreR ⋅−= α  

“I” )( rqI ++  in section 3.3 

“O” )( rqO −−  in section 3.2 Our-sys1

Rel. scoreIscoreOscoreR ___ ⋅−= α  
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“O”
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ously the most substantial improvements are 
contributed by the HD measure which even in-
creases the P@20 of Our-sys1 by 8.5%, 
NDCG@20 by 13% and MAP by 9%. But it is 
slightly disappointing that the obstinateness fac-
tor only has little effectiveness on performance 
improvement, although Our-sys3 nearly wins 
the best retrieval results. This may stem from 
“soft” punishment on obstinateness, that is, for 
an unseen feedback, only the obstinate com-
panion closest to the feedback is punished in 
relevance measure. 

Table 3. Main training results 
It is undeniable that all the re-ranking systems 

work worse than the basic search engine when 
the known feedbacks are rare, such as =N N =1. 
This motivates an additional test on the higher 
values of both  and N N ( =N N =9), as shown 
in Table 4. Thus it can be found that most of the 
re-ranking systems achieve much better per-
formance than the basic search engine. An im-
portant reason for this is that more key terms can 
be involved into representations of both query 
intent and its opposite intent. So it seems that 
more manual intervention is always reliable. 
However in practice, seldom searchers are will-
ing to use an unresponsive search engine that can 
only offer relatively satisfactory feedbacks after 
lots of click-through and page turning. And in 
fact at least two pages (if one page includes 10 
pseudo-feedback) need to be turned in the train-
ing corpus when both  and N N  equal 9. So 
we just regard the improvements benefiting from 
high click-through rate as an ideal status, and 
still adopt the practical numerical value of  
and 

N
N , i.e. =N N =5, to run following test. 

5.2 Constraint from Query 

A surprising result is that Exp-sys always 
achieves the worst MAP value, even worse than 
the basic search engine even if high value of N is 
in use, such as the performance when N equal 9 
in Table 4. It seems to be difficult to question the 
reasonability of the system because it always 
selects the most key terms to represent query in-
tent by query expansion. But an obvious differ-
ence between Exp-sys and other re-ranking sys-
tems could explain the result. That is the query 

terms consistently involved in query representa-
tion by Exp-sys. 

Table 4. Effects of  and N N  on re-ranking 
performance (when =N N =9, n= n =50) 

In fact, Wng-sys1 never overly favor the query 
terms because they are not always the main body 
of an independent feedback, and our systems 
even remove the query terms from the opposite 
intent directly. Conversely Exp-sys continuously 
enhances the weights of query terms which result 
in over-fitting and bias. The visible evidence for 
this is shown in Figure 4, where Exp-sys 
achieves better Precision and NDCG than the 
basic search engine at the top of result list but 
worse at the subsequent parts. The results illus-
trate that too much emphasis placed on query 
terms in query expansion is only of benefit to 
elevating the originally high-ranked relevant 
feedback but powerless to pull the straggler out 
of the bottom of result list.  

 

Figure 4. MAP comparison (basic vs Exp) 

5.3 Positive Discount Loss 

Obviously Wang (Wang et al., 2008) has noticed 
the negative effects of query terms on re-ranking. 
Therefore his work (reproduced by Wng-sys1, 2, 
3 in this paper) avoids arbitrarily enhancing the 
terms in query representation, even removes 
them as Wng-sys3. This indeed contributes to the 

- Our-sys1 Our-sys2 Exp-sys Wng-sys1 Basic 
P@20 0.6603 0.8141 0.63125 0.7051 0.6588

NDCG@20 0.7614 0.8587 0.8080 0.7797 0.6944
MAP 0.6583 0.7928 0.5955 0.7010 0.6440

systems N = N P@20 NDCG@20 MAP Factor 
Basic - 0.6588 0.6944 0.6440 - 

1 0.4388 0.4887 0.3683 - 
Exp-sys 

5 0.5613 0.6365 0.5259 - 
1 0.5653 0.6184 0.5253 - 

Wng-sys1
5 0.6564 0.7361 0.6506 - 
1 0.5436 0.6473 0.4970 2wα =1Wng-sys2
5 0.5910 0.7214 0.5642 2wα =1
1 0.5436 0.6162 0.4970 3wα =1Wng-sys3
5 0.5910 0.6720 0.5642 3wα =1
1 0.5628 0.6358 0.4812 α =1 Our-sys1
5 0.7031 0.7640 0.6603 α =1 
1 0.6474 0.6761 0.5967 α =1 Our-sys2
5 0.7885 0.8381 0.7499 α =1 
1 0.6026 0.6749 0.5272 β =0.5

Our-sys3
5 0.7897 0.8388 0.7464 β =0.5
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improvement of the re-ranking system, such as 
the better performances of Wng-sys1, 2, 3 shown 
in Table 3, although Wng-sys3 has no further 
improvement than Wng-sys2 because of the spar-
sity of query terms. On the basis, the work re-
gards the terms in negative feedbacks as noises 
and reduces their effects on relevance measure as 
much as possible. This should be a reasonable 
scheme, but interestingly it does not work well in 
our experiments. For example, although 
Wng-sys2 and Wng-sys3 eliminate the relevance 
score calculated by using the terms in negative 
feedbacks, they perform worse than Wng-sys1 
which never make any discount. 

systems ∗α =0.5 ∗α =1 ∗α =2 
Our-sys1 0.4751 0.6603 0.6901 
Wng-sys2 0.6030 0.5642 0.4739 
Wng-sys3 0.6084 0.5642 0.4739 

Table 5. Effects on MAP  
 Additionally when we increase the discount 

factor 2wα  and 3wα , as shown in Table 5, the 
performances (MAP) of Wng-sys2 and Wng-sys3 
further decrease. This illustrates that the 
high-weighted terms of high-ranked negative 
feedbacks are actually not noises. Otherwise why 
do the feedbacks have high textual similarity to 
query and even to their neighbor relevant feed-
backs? Thus it actually hurts real relevance to 
discount the effect of the terms. 

Conversely Our-sys1 can achieve further im-
provement when the discount factor α  in-
creases, as shown in Table 5. It is because the 
discount contributes to highlighting minor terms 
of negative feedbacks, and these terms always 
have little overlap with the kernel of relevant 
feedbacks. Additionally the minor terms are used 
to generate the main body of opposite intent in 
our systems, thus the discount can effectively 
separate opposite intent from positive query rep-
resentation. Thereby we can use relatively pure 
representation of opposite intent to detect and 
repel subsequent negative feedbacks. 
5.4 Availability of Minor Terms 
Intuitively we can involve more terms into query 
representation to alleviate the positive discount 
loss. But it does not work in practice. For exam-
ple, Wng-sys2 shown in Figure 5 has no obvious 
improvement no matter how many terms are in-
cluded in query representation. Conversely 
Our-sys1 can achieve much more improvement 
when it involves more terms into the opposite 

intent. For example, when the number of terms 
increases to 150, Our-sys1 has approximately 5% 
better MAP than Wng-sys2, shown in Figure 5. 

 
Figure 5. Effects on MAP in modifying the di-

mensionality n (when N= N =5, α =1) 
 This result illustrates that minor terms are 

available for repelling negative feedbacks, but 
too weak to recall relevant feedbacks. In fact, the 
minor terms are just the low-weighted terms in 
text. Current text representation techniques often 
ignore them because of their marginality. How-
ever minor terms can reflect fine distinctions 
among feedbacks, even if they have the same 
topic. And the distinctions are of great impor-
tance when we determine why searchers say 
“Yes” to some feedbacks but “No” to others. 

Table 6. Main test results 
5.5 Test Result 
We run all systems on test corpus, i.e. TDT2003, 
but only report four main systems: Wng-sys1, 
Our-sys1, Our-sys2 and Our-sys3. Other systems 
are omitted because of their poor performances. 
The test results are shown in Table 6 which in-
cludes not only global performances for all test 
queries but also local ones on three distinct types 
of queries, i.e. “good”, “fair” and “poor”. There-
into, Our-sys2 achieves the best performance 
around all types of queries. So it is believable 

systems metric good fair poor global Factor

P@20 0.7682 0.5450 0.2643 0.6205
NDCG@20 0.8260 0.6437 0.4073 0.7041Wng-sys1

MAP 0.6634 0.4541 0.9549 0.6620
- 

P@20 0.8273 0.5700 0.2643 0.6603
NDCG@20 0.8679 0.6620 0.4017 0.7314Our-sys1

MAP 0.6740 0.4573 0.9184 0.6623

α =2,
β =0.5

P@20 0.8523 0.7600 0.2714 0.7244
NDCG@20 0.8937 0.8199 0.4180 0.7894Our-sys2

MAP 0.7148 0.6313 0.9897 0.7427

α =2,
β =0.5

P@20 0.8523 0.7600 0.2714 0.7244
NDCG@20 0.8937 0.8200 0.4180 0.7894Our-sys3

MAP 0.7145 0.6292 0.9897 0.7420

α =2,
β =0.5
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that hierarchical distance of clustering tree al-
ways plays an active role in distinguishing nega-
tive feedbacks from relevant ones. But it is sur-
prising that Our-sys3 achieves little worse per-
formance than Our-sys2. This illustrates poor 
robustness of obstinateness factor. 

Interestingly, the four systems all achieve very 
high MAP scores but low P@20 and NDCG@20 
for “poor” queries. This is because the queries 
have inherently sparse relevant feedbacks: less 
than 6‰ averagely. Thus the highest p@20 is 
only approximate 0.3, i.e. 6/20. And the low 
NDCG@20 is in the same way. Besides, all 
MAP scores for “fair” queries are the worst. We 
find that this type of query involves more mac-
roscopic features which results in more kernels 
of negative feedbacks. Although we can solve 
the issue by increasing the dimensionality of op-
posite intent, it undoubtedly impairs the effi-
ciency of re-ranking.  

6. CONCLUSION 
This paper proposes a new re-ranking scheme 

to well explore the opposite intent. In particular, 
a hierarchical distance-based (HD) measure is 
proposed to differentiate the opposite intent from 
the true query intent so as to repel negative 
feedbacks. Experiments show substantial out-
performance of our methods. 

Although our scheme has been proven effec-
tive in most cases, it fails on macroscopic queries. 
In fact, the key difficulty of this issue lies in how 
to ascertain the focal query intent given various 
kernels in pseudo-feedback. Fortunately, 
click-through data provide some useful informa-
tion for learning real query intent. Although it 
seems feasible to generate focal intent represen-
tation by using overlapping terms in clicked 
feedbacks, such representation is just a reproduc-
tion of macroscopic query since the overlapping 
terms can only reflect common topic instead of 
focal intent. Therefore, it is important to segment 
clicked feedbacks into different blocks, and as-
certain the block of greatest interest to searchers.  
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Abstract

Because English is a low morphology lan-
guage, current statistical parsers tend to
ignore morphology and accept some level
of redundancy. This paper investigates
how costly such redundancy is for a lex-
icalised grammar such as CCG.

We use morphological analysis to split
verb inflectional suffixes into separate to-
kens, so that they can receive their own
lexical categories. We find that this im-
proves accuracy when the splits are based
on correct POS tags, but that errors in gold
standard or automatically assigned POS

tags are costly for the system. This shows
that the parser can benefit from morpho-
logical analysis, so long as the analysis is
correct.

1 Introduction

English is a configurational language, so gram-
matical functions are mostly expressed through
word order and function words, rather than with
inflectional morphology. Most English verbs have
four forms, and none have more than five. Most of
the world’s languages have far richer inflectional
morphology, some with millions of possible in-
flection combinations.

There has been much work on addressing the
sparse data problems rich morphology creates, but
morphology has received little attention in the En-
glish statistical parsing literature. We suggest that
English morphology may prove to be an under-
utilised aspect of linguistic structure that can im-
prove the performance of an English parser. En-
glish also has a rich set of resources available, so
an experiment that is difficult to perform with an-
other language may be easier to conduct in En-
glish, and a technique that makes good use of En-

glish morphology may transfer well to a morpho-
logically rich language. under-exploited in En-
glish natural language

In this paper, we show how morphological
information can improve an English statistical
parser based on a lexicalised formalism, Com-
binatory Categorial Grammar (CCG, Steedman,
2000), using a technique suggested for Turkish
(Bozsahin, 2002) and Korean (Cha et al., 2002).
They describe how a morphologically rich lan-
guage can be analysed efficiently with CCG by
splitting off inflectional affixes as morphological
tokens. This allows the affix to receive a cate-
gory that performs the feature coercion. For in-
stance, sleeping would ordinarily be assigned the
category S [ng ]\NP : a sentence with the [ng ] fea-
ture requiring a leftward NP argument. We split
the word into two tokens:

sleep -ing
S [b]\NP (S [ng ]\NP)\(S [b]\NP)

The additional token creates a separate space
for inflectional information, factoring it away
from the argument structure information.

Even with only 5 verb forms in English, we
found that accurate morphological analysis im-
proved parser accuracy. However, the system had
trouble recovering from analysis errors caused by
incorrect POS tags.

We then tested how inflection categories in-
teracted with hat categories, a linguistically-
motivated extension to the formalism, proposed
by Honnibal and Curran (2009), that introduces
some sparse data problems but improves parser
effiency. The parser’s accuracy improved by 0.8%
when gold standard POS tags were used, but not
with automatic POS tags. Our method addresses
problems caused by even low morphology, and
future work will make the system more robust to
POS tagging errors.
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2 Combinatory Categorial Grammar

Combinatory Categorial Grammar (CCG, Steed-
man, 2000) is a lexicalised grammar, which means
that each word in the sentence is associated with
a category that specifies its argument structure
and the type and features of the constituent that
it heads. For instance, in might head a PP -typed
constituent with one NP -typed argument, written
as PP/NP . The / operator denotes an argument
to the right; \ denotes an argument to the left.
For example, a transitive verb is a function from
a rightward NP to and a leftward NP to a sen-
tence, (S\NP)/NP . The grammar consists of a
few schematic rules to combine the categories:

X /Y Y ⇒> X

Y X \Y ⇒< X

X /Y Y /Z ⇒
>B X /Z

Y \Z X \Y ⇒
<B X \Z

Y /Z X \Y ⇒
<B×

X /Z

CCGbank (Hockenmaier and Steedman, 2007)
extends this grammar with a set of type-changing
rules, designed to strike a better balance between
sparsity in the category set and ambiguity in the
grammar. We mark such productions TC.

In wide-coverage descriptions, categories are
generally modelled as typed feature structures
(Shieber, 1986), rather than atomic symbols. This
allows the grammar to include head indices, and
to unify under-specified features. In our nota-
tion features are annotated in square-brackets, e.g.
S [dcl ]. Head-finding indices are annotated on
categories as subscripts, e.g. (NPy\NPy)/NPz .
We occasionally abbreviate S\NP as VP , and
S [adj ]\NP as ADJ .

2.1 Statistical CCG parsing and morphology
In CCGbank, there are five features that are
largely governed by the inflection of the verb:

writes/wrote (S [dcl ]\NP)/NP
(was) written (S [pss]\NP)/NP
(has) written (S [pt ]\NP)/NP
(is) writing (S [ng ]\NP)/NP
(to) write (S [b]\NP)/NP

The features are necessary for satisfactory anal-
yses. Without inflectional features, there is no

way to block over-generation like has running or
was ran. However, the inflectional features also
create a level of redundancy if the different in-
flected forms are treated as individual lexical en-
tries. The different inflected forms of a verb will
all share the same set of potential argument struc-
tures, so some way of grouping the entries to-
gether is desirable.

Systems like the PET HPSG parser (Oepen et al.,
2004) and the XLE LFG parser (Butt et al., 2006)
use a set of lexical rules that match morphologi-
cal operations with transformations on the lexical
categories. For example, a lexical rule is used to
ensure that an intransitive verb like sleeping re-
ceives the same argument structure as the base
form sleep, but with the appropriate inflectional
feature. This scheme works well for rule-based
parsers, but it is less well suited for statistical
parsers, as the rules propose categories but do not
help the model estimate their likelihood or assign
them feature weights.

Statistical parsers for lexicalised formalisms
such as CCG are very sensitive to the number of
categories in the lexicon and the complexity of
the mapping between words and categories. The
sub-task of assigning lexical categories, supertag-
ging (Bangalore and Joshi, 1999), is most of the
parsing task. Supertaggers mitigate sparse data
problems by using a label frequency threshold to
prune rare categories from the search space. Clark
and Curran (2007) employ a tag dictionary that re-
stricts the model to assigning word/category pairs
seen in the training data for frequent words.

The tag dictionary causes some level of under-
generation, because not all valid word/category
pairs will occur in the limited training data avail-
able. The morphological tokens we introduce help
to mitigate this, by bringing together what were
distinct verbs and argument structures, using lem-
matisation and factoring inflection away from ar-
gument structures. The tag dictionaries for the in-
flectional morphemes will have very high cover-
age, because there are only a few inflectional cat-
egories and a few inflectional types.

3 Inflectional Categories

We implement the morphemic categories that
have been discussed in the CCG literature
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be −ing good and do −ing good

(S [b]\NP)/ADJ (S [ng ]\NP)\(S [b]\NP) ADJ conj (S [b]\NP)/NP (S [ng ]\NP)\(S [b]\NP) NP
<B× <B×

(S [ng ]\NP)/ADJ (S [ng ]\NP)/NP
> >

S [ng ]\NP S [ng ]\NP
<Φ>

(S [ng ]\NP)\(S [ng ]\NP)
<

S [ng ]\NP

Figure 1: A single inflection category (in bold) can serve many different argument structures.
(Bozsahin, 2002; Cha et al., 2002). The inflected
form is broken into two morphemes, and each is
assigned a category. The category for the inflec-
tional suffix is a function from a category with the
bare-form feature [b] to a category that has an in-
flectional feature. This prevents verbal categories
from having to express their inflectional features
directly. Instead, their categories only have to ex-
press their argument structure.

The CCG combinators allow multiple argument
structures to share a single inflectional category.
For instance, the (S [ng ]\NP)\(S [b]\NP) cate-
gory can supply the [ng ] feature to all categories
that have one leftward NP argument and any
number of rightward arguments, via the gener-
alised backward composition combinator. Fig-
ure 1 shows this category transforming two dif-
ferent argument structures, using the backward
crossed composition rule (<B×).

Table 1 shows the most frequent inflection cat-
egories we introduce. The majority of inflected
verbs in the corpus have a subject and some num-
ber of rightward arguments, so we can almost
assign one category per feature. The most fre-
quent exceptions are participles that function as
pre-nominal modifiers and verbs of speech.

Table 2 shows the inflectional token types we
introduce and which features they correspond to.
Our scheme largely follows the Penn Treebank
tag set (Bies et al., 1995), except we avoided dis-
tinguishing past participles from past tense (-en
vs -ed), because this distinction was a significant
source of errors for our morphological analysis
process, which relies on the part-of-speech tag.

3.1 Creating Training Data
We prepared a version of CCGbank (Hocken-
maier and Steedman, 2007) with inflectional to-
kens. This involved the following steps:

Correcting POS tags: Our morphological anal-

Freq. Category Example
32.964 (S [dcl ]\NP)\(S [b]\NP) He ran
11,431 (S [pss]\NP)\(S [b]\NP) He was run down
11,324 (S [ng ]\NP)\(S [b]\NP) He was running

4,343 (S [pt ]\NP)\(S [b]\NP) He has run
3,457 (N /N )\(S [b]\NP) the running man
2,011 S [dcl ]\S “..”, he says
1,604 (S [dcl ]\S)\(S [b]\S) “..”, said the boy

169 (S [dcl ]\ADJ )\(S [b]\ADJ ) Here ’s the deal
55 (S [dcl ]\PP)\(S [b]\PP) On it was a bee

Table 1: The inflectional categories introduced.
Token POS Feat Example

-es VBZ dcl He write -es letters
-e VBP dcl They write -e letters

-ed VBD dcl They write -ed letters
-ed VBN pt They have write -ed letters
-ed VBN pss Letters were write -ed
-ing VBG ng They are write -ing letters

Table 2: The inflectional token types introduced.

ysis relies on the part-of-speech tags provided
with CCGbank. We identified and corrected
words whose POS tags were inconsistent with their
lexical category, as discussed in Section 3.2.

Lemmatising verbs and removing features:
We used the morphy WordNet lemmatiser imple-
mented in NLTK1 to recover the lemma of the in-
flected verbs, identified by their POS tag (VBP,
VBG, VBN or VBZ). The verb’s categories were
updated by switching their features to [b].

Deriving inflectional categories: The gener-
alised backward composition rules allow a func-
tor to generalise over some sequence of ar-
gument categories, so long as they all share
the same directionality. For instance, a func-
tor (S\NP)\(S\NP) could backward cross-
compose into a category ((S\NP)/NP)/PP to
its left, generalising over the two rightward ar-
guments that were not specified by the functor’s
argument. It could not, however, compose into
a category like ((S\NP)\NP)/PP , because the
two arguments (NP and PP ) have differing direc-

1http://www.nltk.org
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Freq. From To Examples
1056 VBG IN including, according, following

379 VBN JJ involved, related, concerned
351 VBN IN compared, based, given
274 VBG NN trading, spending, restructuring
140 VBZ NN is, ’s, has
102 VB VBP sell, let, have

53 VBZ MD does, is, has
45 VBG JJ pending, missing, misleading
41 VBP MD do, are, have
40 VBD MD did, were, was

334 All others
2,815 Total

Table 3: The most frequent POS tag conversions.

tionalities (leftward and rightward).
Without this restriction, we would only require

one inflection category per feature, using inflec-
tional categories like S [ng ]\S [b]. Instead, our in-
flectional categories must subcategorise for every
argument except the outermost directionally con-
sistent sequence. We discard this outermost con-
sistent sequence, remove all features, and use the
resulting category as the argument and result. We
then restore the result’s feature, and set the argu-
ment’s feature to [b].

Inserting inflectional tokens: Finally, the in-
flectional token is inserted after the verb, with a
new node introduced to preserve binarisation.

3.2 POS tag corrections
Hockenmaier and Steedman (2007) corrected sev-
eral classes of POS tag errors in the Penn Treebank
when creating CCGbank. We follow Clark and
Curran (2007) in using their corrected POS labels,
but found that there were still some words with in-
consistent POS tags and lexical categories, such as
building|NN|(S[dcl]\NP)/NP.

In order to make our morphological anal-
ysis more consistent, we identify and correct
such POS tagging errors as follows. We
use two regular expressions to identify ver-
bal lexical categories and verbal POS tags:
ˆ\(*S\[(dcl|pss|ng|pt|b)\] and
AUX|MD|V.. respectively. If a word has a
verbal lexical category and non-verbal POS, we
correct its POS tag with reference to its suffix and
its category’s inflectional feature. If a word has a
verbal POS tag and a non-verbal lexical category,
we select the POS tag that occurs most frequently
with its lexical category.

The only exception are verbs functioning as
nominal modifiers, such as running in the running
man, which are generally POS tagged VBG but re-
ceive a lexical category of N /N . We leave these
POS tagged as verbs, and instead analyse their
suffixes as performing a form-function transfor-
mation that turns them from S [b]\NP verbs into
N /N adjectives — (N /N )\(S [b]\NP).

Table 3 lists the most common before-and-
after POS tag pairs from our corrections, and the
words that most frequently exemplified the pair.
When compiling the table some clear errors came
to light, such as the ‘correction’ of is|VBZ to
is|NN. These errors may explain why the POS

tagger’s accuracy drops by 0.1% on the corrected
set, and suggest that the problem of aligning POS

tags and supertags is non-trivial.
In light of these errors, we experimented

with an alternate strategy. Instead of cor-
recting the POS tags, we introduced null
inflectional categories that compensated
for bad morphological tokenisation such as
accord|VBG|(S/S)/PP -ing|VIG|-.
The null inflectional category does not interact
with the rest of the derivation, much like a punc-
tuation symbol. This performed little better than
the baseline, showing that the POS tag corrections
made an important contribution, despite the
problems with our technique.

3.3 Impact on CCGbank Lexicon
Verbal categories in CCGbank (Hockenmaier and
Steedman, 2007) record both the valency and the
inflectional morphology of the verb they are as-
signed to. This means v × i categories are re-
quired, where v and i are the number of distinct ar-
gument structures and inflectional features in the
grammar respectively.

The inflectional tokens we propose allow in-
flectional morphology to be largely factored away
from the argument structure, so that roughly v+ i
verbal categories are required. A smaller category
set leads to lower category ambiguity, making the
assignment decision easier.

Table 4 summarises the effects of inflection cat-
egories on the lexicon extracted from CCGbank.
Clark and Curran (2007) extract a set of 425 cate-
gories from the training data (Sections 02-21) that
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consists of all categories that occur at least 10
times. The frequency cut off is used because the
model will not have sufficient evidence to assign
the other 861 categories that occur at least once,
and their distribution is heavy tailed: together,
they only occur 1,426 times. We refer to the fre-
quency filtered set as the lexicon. The parser can-
not assign a category outside its lexicon, so gaps
in it cause under-generation.

The CCGbank lexicon includes 159 verbal cat-
egories. There are 74 distinct argument structures
and 5 distinct features among these verbal cate-
gories. The grammar Clark and Curran (2007)
learn therefore under-generates, because 211 of
the 370 (5 × 74) argument structure and feature
combinations are rare or unattested in the training
data. For instance, there is a (S [dcl ]\NP)/PP
category, but no corresponding (S [b]\NP)/PP ,
making it impossible for the grammar to generate
a sentence like I want to talk to you, as the cor-
rect category for talk in this context is missing. It
would be trivial to add the missing categories to
the lexicon, but a statistical model would be un-
able to reproduce them. There are 8 occurrences
of such missing categories in Section 00, the de-
velopment data.

The reduction in data sparsity brought by the in-
flection categories causes 22 additional argument
structures to cross the frequency threshold into
the lexicon. A grammar induced from this cor-
pus is thus able to generate 480 (96×5) argument
structure and feature combinations, three times as
many as could be generated before.

We introduce 15 inflectional categories in the
corpus. The ten most frequent are shown in Table
1. The combinatory rules allow these 15 inflection
categories to serve 96 argument structures, reduc-
ing the number of verbal categories in the lexicon
from 159 to 89 (74 + 15).

The statistics at frequency 1 are less reliable,
because many of the categories may be linguisti-
cally spurious: they may be artefacts caused by
annotation noise in the Penn Treebank, or the
conversion heuristics used by Hockenmaier and
Steedman (2007).

≥ CCGbank +Inflect
Inflection categories 10 0 15
Argument structures 10 74 96
Verb categories generated 10 159 480
All categories 10 425 375
Inflection categories 1 0 31
Argument structures 1 283 283
Verbs categories generated 1 498 1415
All categories 1 1285 1120

Table 4: Effect of inflection tokens on the category set for
categories with frequency ≥ 10 and ≥ 1

3.4 Configuration of parsing experiments
We conducted two sets of parsing experiments,
comparing the impact of inflectional tokens on
CCGbank (Hockenmaier and Steedman, 2007)
and hat CCGbank (Honnibal and Curran, 2009).
The experiments allow us to gauge the impact of
inflectional tokens on versions of CCGbank with
differing numbers of verbal categories.

We used revision 1319 of the C&C parser2

(Clark and Curran, 2007), using the best-
performing configuration they describe, which
used the hybrid dependency model. The most
important hyper-parameters in their configuration
are the β and K values, which control the work-
flow between the supertagger and parser. We use
the Honnibal and Curran (2009) values of these
parameters in our hat category experiments, de-
scribed in Section 5.

Accuracy was evaluated using labelled depen-
dency F -scores (LF ). CCG dependencies are la-
belled by the head’s lexical category and the ar-
gument slot that the dependency fills. We evalu-
ated the baseline and inflection parsers on the un-
modified dependencies, to allow direct compari-
son. For the inflection parsers, we pre-processed
the POS-tagged input to introduce inflection to-
kens, and post-processed it to remove them.

We follow Clark and Curran (2007) in not
evaluating accuracy over sentences for which the
parser returned no analysis. The percentage of
sentences analysed is described as the parser’s
coverage (C). Speed (S) figures refer to sentences
parsed per second (including failures) on a dual-
CPU Pentium 4 Xeon with 4GB of RAM.

2http://trac.ask.it.usyd.edu.au/candc
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4 Parsing Results on CCGbank

Table 5 compares the performance of the parser
on Sections 00 and 23 with and without inflection
tokens. Section 00 was used for development ex-
periments to test different approaches, and Section
23 is the test data. Similar effects were observed
on both evaluation sections.

The inflection tokens had no significant impact
on speed or coverage, but did improve accuracy
by 0.49% F -measure when gold standard POS

tags were used, compared to the baseline. How-
ever, some of the accuracy improvement can be
attributed to the POS tag corrections described in
Section 3.2, so the improvement from the inflec-
tion tokens alone was 0.39%.

The POS tag corrections caused a large drop in
performance when automatic POS tags were used.
We attribute this to the imperfections in our cor-
rection strategy. The inflection tokens improved
the accuracy by 0.39%, but this was not large
enough to correct for the drop in accuracy caused
by the POS changes.

Another possibility is that our morphological
analysis makes POS tagger errors harder to re-
cover from. Instead of an incorrect feature value,
POS tag errors can now induce poor morphologi-
cal splits such as starl|VBG -ing|VIG. POS

tagging errors are already problematic for the C&C

parser, because only the highest ranked tag is
forwarded to the supertagger as a feature. Our
morphological analysis strategy seems to exacer-
bate this error propagation problem. Curran et al.
(2006) showed that using a beam of POS tags as
features in the supertagger and parser mitigated
the loss of accuracy from POS tagging errors. Un-
fortunately, with our morphological analysis strat-
egy, POS tag variations change the tokenisation
of a sentence, making parsing more complicated.
Perhaps the best solution would be to address the
tagging errors in the treebank more thoroughly,
and reform the annotation scheme to deal with
particularly persistant error cases. This might im-
prove POS tag accuracy to a level where errors are
rare enough to be unproblematic.

Despite the limited morphology in English, the
inflectional tokens improved the parser’s accuracy
when gold standard POS tags were supplied. We

Gold POS Auto POS
LF S C LF S C

Baseline 00 87.19 22 99.22 85.28 24 99.11
+POS 00 87.46 24 99.16 85.04 23 99.05
+Inflect 00 87.81 24 99.11 85.33 23 98.95
Baseline 23 87.69 36 99.63 85.50 36 99.58
+POS 23 87.79 36 99.63 85.06 36 99.50
+Inflect 23 88.18 36 99.58 85.42 33 99.34

Table 5: Effect of POS changes and inflection tokens on
accuracy (LF ), speed (S) and coverage (C) on 00 and 23.

attribute the increase in accuracy to the more ef-
ficient word-to-category mapping caused by re-
placing inflected forms with lemmas, and feature-
bearing verb categories with ones that only refer to
the argument structure. We examined this hypoth-
esis by performing a further experiment, to inves-
tigate how inflection tokens interact with hat cat-
egories, which introduce additional verbal cate-
gories that represent form-function discrepancies.

5 Inflection Tokens and Hat Categories

Honnibal and Curran (2009) introduce an exten-
sion to the CCG formalism, hat categories, as an
alternative way to solve the modifier category pro-
liferation (MCP) problem. MCP is caused when
a modifier is itself modified by another modi-
fier. For instance, in the sentence he was in-
jured running with scissors, with modifies run-
ning, which modifies injured. This produces the
category ((VP\VP)\(VP\VP))/NP for with, a
rare category that is sensitive to too much of the
sentence’s structure.

Hockenmaier and Steedman (2007) address
MCP by adding type-changing rules to CCGbank.
These type-changing rules transform specific cat-
egories. They are specific to the analyses in the
corpus, unlike the standard combinators, which
are schematic and language universal. Honnibal
and Curran’s (2009) contribution is to extend the
formalism to allow these type-changing rules to
be lexically specified, restoring universality to the
grammar — but at the cost of sparse data problems
in the lexicon. Figure 2 shows how a reduced rel-
ative clause is analysed using hat categories. The
hat category (S [pss]\NP)NP\NP is subject to the
unhat rule, which unarily replaces it with its hat,
NP\NP , allowing it to function as a modifier.

Hat categories have a practical advantage for a
parser that uses a supertagging phase (Bangalore
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The company bought by Google last year is profitable

NP/N N (S [pss]\NP)NP\NP (VP\VP)/NP NP NPVP\VP/N N (S [dcl ]\NP)/ADJ ADJ
> > > >

NP VP\VP NPVP\VP S [dcl ]\NP
<

(S [pss]\NP)NP\NP

<

(S [pss]\NP)NP\NP

H
NP\NP

<
NP

<
S [dcl ]

Figure 2: CCG derivation showing hat categories and the unhat rule.

The company buy −ed by Google last year

NP/N N S [b]\NP (S [pss]\NP)NP\NP\(S [b]\NP) (VP\VP)/NP NP NPVP\VP/N N
> < > >

NP (S [pss]\NP)NP\NP VP\VP NPVP\VP

< H

(S [pss]\NP)NP\NP VP\VP
<

(S [pss]\NP)NP\NP

H
NP\NP

<
NP

Figure 3: CCG derivation showing how inflectional tokens interact with hat categories.
and Joshi, 1999), such as the C&C system (Clark
and Curran, 2007). By replacing type-changing
rules with additional lexical categories, more of
the work is shifted to the supertagger. The su-
pertagging phase is much more efficient than the
chart parsing stage, so redistribution of labour
makes the parser considerably faster.

Honnibal and Curran (2009) found that the
parser was 37% faster on the test set, at a cost
of 0.5% accuracy. They attribute the drop in ac-
curacy to sparse data problems for the supertag-
ger, due to the increase in the number of lexical
categories. We hypothesised that inflectional cate-
gories could address this problem, as the two anal-
yses interact well.

5.1 Analyses with inflectional hat categories
Using hat categories to lexicalise type-changing
rules offers attractive formal properties, and some
practical advantages. However, it also misses
some generalisations. A type-changing operation
such as S [ng ]\NP → NP\NP must be avail-
able to any VP. If we encounter a new word, The
company is blagging its employees, we can gen-
eralise to the reduced relative form, She works for
that company blagging its employees with no ad-
ditional information.

This property could be preserved with some

form of lexical rule, but a novel word-category
pair is difficult for a statistical model to assign.
Inflection tokens offer an attractive solution to this
problem, as shown in Figure 3. Assigning the hat
category to the suffix makes it available to any
verb the suffix follows — it is just another func-
tion the inflectional suffix can perform. This gen-
erality also makes it much easier to learn, because
it does not matter whether the training data hap-
pens to contain examples of a given verb perfom-
ing that grammatical function.

We prepared a version of the Honnibal and
Curran (2009) hat CCGbank, moving hats on to
inflectional categories wherever possible. The
hat CCGbank’s lexicon contained 105 hat cate-
gories, of which 77 were assigned to inflected
verbs. We introduced 33 inflection hat cate-
gories in their place, reducing the number of
hat categories by 27.9%. Fewer hat categories
were required because different argument struc-
tures could be served by the same inflection cat-
egory. For instance, the (S [ng ]\NP)NP\NP and
(S [ng ]\NP)NP\NP/NP categories were both re-
placed by the (S [ng ]\NP)NP\NP\(S [b]\NP)
category. Table 6 lists the most frequent inflection
hat categories we introduce.
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Freq. Category

3332 (S [pss]\NP)NP\NP\(S [b]\NP)

1518 (S [ng ]\NP)NP\NP\(S [b]\NP)

1231 (S [ng ]\NP)(S\NP)\(S\NP)\(S [b]\NP)

360 ((S [dcl ]\NP)/NP)NP\NP\((S [b]\NP)/NP)
316 (S [ng ]\NP)NP\(S [b]\NP)

234 ((S [dcl ]\NP)/S)S/S\((S [b]\NP)/S)

209 (S [ng ]\NP)S/S\(S [b]\NP)

162 (S [dcl ]NP\NP\NP)\(S [b]\NP)

157 ((S [dcl ]\NP)/S)VP/VP\((S [b]\NP)/S)

128 (S [pss]\NP)S/S\(S [b]\NP)

Table 6: The most frequent inflection hat categories.

5.2 Parsing results
Table 7 shows the hat parser’s performance with
and without inflectional categories. We used the
values for the β and K hyper-parameters de-
scribed by Honnibal and Curran (2009). These
hyper-parameters were tuned on Section 00, and
some over-fitting seems apparent. We also fol-
lowed their dependency conversion procedure, to
allow evaluation over the original CCGbank de-
pendencies and thus direct comparison with Table
5. We also merged the parser changes they de-
scribed into the development version of the C&C

parser we are using, for parse speed comparison.
Interestingly, incorporating the hat changes into

the current version has increased the advantage
of the hat categories. Honnibal and Curran re-
port a 37% improvement in speed for the hybrid
model (which we are using) on Section 23, using
gold standard POS tags. With our version of the
parser, the improvement is 86% (36 vs. 67 sen-
tences parsed per second).

With gold standard POS tags, the inflection to-
kens improved the hat parser’s accuracy by 0.8%,
but decreased its speed by 24%. We attribute
the decrease in speed to the increase in sentence
length coupled with the new uncertainty on the
inflectional tokens. Coverage increased slightly
with gold standard POS tags, but decreased with
automatic POS tags. We attribute this to the fact
that POS tagging errors lead to morphological
analysis errors.

The accuracy improvement on the hat corpus
was more robust to POS tagging errors than the
CCGbank results, however. This may be be-
cause POS tagging errors are already quite prob-
lematic for the hat category parser. POS tag fea-

Gold POS Auto POS
LF S C LF S C

Hat baseline 00 87.08 32 99.53 84.67 34 99.32
Hat inflect 00 87.85 37 99.63 84.99 30 98.95
Hat baseline 23 87.26 67 99.50 84.93 53 99.58
Hat inflect 23 88.06 54 99.63 85.25 43 99.38

Table 7: Effect of inflection tokens on accuracy (LF ),
speed (S) and coverage (C) on Sections 00 and 23.

tures are more important for the supertagger than
the parser, and the supertagger performs more of
the work for the hat parser.

6 Conclusion

Lexicalised formalisms like CCG (Steedman,
2000) and HPSG (Pollard and Sag, 1994) have
led to high-performance statistical parsers of En-
glish, such as the C&C CCG parser (Clark and
Curran, 2007) and the ENJU HPSG (Miyao and
Tsuji, 2008) parser. The performance of these
parsers can be partially attributed to their theoret-
ical foundations. This is particularly true of the
C&C parser, which exploits CCG’s lexicalisation
to divide the parsing task between two integrated
models (Clark and Curran, 2004).

We have followed this formalism-driven ap-
proach by exploiting morphology for English syn-
tactic parsing, using a strategy designed for mor-
phologically rich languages. Combining our tech-
nique with hat categories leads to a 20% improve-
ment in efficiency, with a 0.25% loss of accuracy.
If the POS tag error problem were addressed, the
two strategies combined would improve efficiency
by 50%, and improve accuracy by 0.37%. These
results illustrate that linguistically motivated solu-
tions can produce substantial practical advantages
for language technologies.

Acknowledgments

We would like to thank the anonymous reviewers
for their feedback, and the members of the CCG-
technicians mailing list for discussion about some
of our analyses. Matthew Honnibal was supported
by Australian Research Council (ARC) Discovery
Grant DP0665973. James Curran was supported
by ARC Discovery grant DP1097291 and the Cap-
ital Markets Cooperative Research Centre.

452



References

Srinivas Bangalore and Aravind Joshi. 1999. Su-
pertagging: An approach to almost parsing.
Computational Linguistics, 25(2):237–265.

Ann Bies, Mark Ferguson, Karen Katz, and
Robert MacIntyre. 1995. Bracketing guidelines
for Treebank II style Penn Treebank project.
Technical report, MS-CIS-95-06, University of
Pennsylvania, Philadelphia, PA, USA.

Cem Bozsahin. 2002. The combinatory mor-
phemic lexicon. Computational Linguistics,
28(2):145–186.

Miriam Butt, Mary Dalrymple, and Tracy H.
King, editors. 2006. CSLI Publications, Stan-
ford, CA.

Jeongwon Cha, Geunbae Lee, and Jonghyeok
Lee. 2002. Korean Combinatory Categorial
Grammar and statistical parsing. Computers
and the Humanities, 36(4):431–453.

Stephen Clark and James R. Curran. 2004. The
importance of supertagging for wide-coverage
CCG parsing. In Proceedings of 20th Interna-
tional Conference on Computational Linguis-
tics, pages 282–288. Geneva, Switzerland.

Stephen Clark and James R. Curran. 2007. Wide-
coverage efficient statistical parsing with CCG
and log-linear models. Computational Linguis-
tics, 33(4):493–552.

James R. Curran, Stephen Clark, and David
Vadas. 2006. Multi-tagging for lexicalized-
grammar parsing. In Proceedings of the Joint
Conference of the International Committee on
Computational Linguistics and the Association
for Computational Linguistics, pages 697–704.
Sydney, Austrailia.

Julia Hockenmaier and Mark Steedman. 2007.
CCGbank: a corpus of CCG derivations
and dependency structures extracted from the
Penn Treebank. Computational Linguistics,
33(3):355–396.

Matthew Honnibal and James R. Curran. 2009.
Fully lexicalising CCGbank with hat cate-
gories. In Proceedings of the 2009 Conference
on Empirical Methods in Natural Language
Processing, pages 1212–1221. Singapore.

Yusuke Miyao and Jun’ichi Tsuji. 2008. Feature
forest models for probabilistic HPSG parsing.
Computational Linguistics, 34(1):35–80.

Stepan Oepen, Daniel Flickenger, Kristina
Toutanova, and Christopher D. Manning. 2004.
LinGO Redwoods. a rich and dynamic treebank
for HPSG. Research on Language and Compu-
tation, 2(4):575–596.

Carl Pollard and Ivan Sag. 1994. Head-Driven
Phrase Structure Grammar. The University of
Chicago Press, Chicago.

Stuart M. Shieber. 1986. An Introduction to
Unification-Based Approaches to Grammar,
volume 4 of CSLI Lecture Notes. CSLI Pub-
lications, Stanford, CA.

Mark Steedman. 2000. The Syntactic Process.
The MIT Press, Cambridge, MA, USA.

453



Coling 2010: Poster Volume, pages 454–462,
Beijing, August 2010

What’s in a Preposition?
Dimensions of Sense Disambiguation for an Interesting Word Class

Dirk Hovy, Stephen Tratz, and Eduard Hovy
Information Sciences Institute

University of Southern California
{dirkh, stratz, hovy}@isi.edu

Abstract

Choosing the right parameters for a word
sense disambiguation task is critical to
the success of the experiments. We ex-
plore this idea for prepositions, an of-
ten overlooked word class. We examine
the parameters that must be considered in
preposition disambiguation, namely con-
text, features, and granularity. Doing
so delivers an increased performance that
significantly improves over two state-of-
the-art systems, and shows potential for
improving other word sense disambigua-
tion tasks. We report accuracies of 91.8%
and 84.8% for coarse and fine-grained
preposition sense disambiguation, respec-
tively.

1 Introduction

Ambiguity is one of the central topics in NLP. A
substantial amount of work has been devoted to
disambiguating prepositional attachment, words,
and names. Prepositions, as with most other word
types, are ambiguous. For example, the word in
can assume both temporal (“in May”) and spatial
(“in the US”) meanings, as well as others, less
easily classifiable (“in that vein”). Prepositions
typically have more senses than nouns or verbs
(Litkowski and Hargraves, 2005), making them
difficult to disambiguate.

Preposition sense disambiguation (PSD) has
many potential uses. For example, due to the
relational nature of prepositions, disambiguating
their senses can help with all-word sense disam-
biguation. In machine translation, different senses
of the same English preposition often correspond

to different translations in the foreign language.
Thus, disambiguating prepositions correctly may
help improve translation quality.1 Coarse-grained
PSD can also be valuable for information extrac-
tion, where the sense acts as a label. In a recent
study, Hwang et al. (2010) identified preposition
related features, among them the coarse-grained
PP labels used here, as the most informative fea-
ture in identifying caused-motion constructions.
Understanding the constraints that hold for prepo-
sitional constructions could help improve PP at-
tachment in parsing, one of the most frequent
sources of parse errors.

Several papers have successfully addressed
PSD with a variety of different approaches (Rudz-
icz and Mokhov, 2003; O’Hara and Wiebe, 2003;
Ye and Baldwin, 2007; O’Hara and Wiebe, 2009;
Tratz and Hovy, 2009). However, while it is often
possible to increase accuracy by using a differ-
ent classifier and/or more features, adding more
features creates two problems: a) it can lead to
overfitting, and b) while possibly improving ac-
curacy, it is not always clear where this improve-
ment comes from and which features are actually
informative. While parameter studies exist for
general word sense disambiguation (WSD) tasks
(Yarowsky and Florian, 2002), and PSD accuracy
has been steadily increasing, there has been no
exploration of the parameters of prepositions to
guide engineering decisions.

We go beyond simply improving accuracy to
analyze various parameters in order to determine
which ones are actually informative. We explore
the different options for context and feature se-

1See (Chan et al., 2007) for the relevance of word sense
disambiguation and (Chiang et al., 2009) for the role of
prepositions in MT.
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lection, the influence of different preprocessing
methods, and different levels of sense granular-
ity. Using the resulting parameters in a Maximum
Entropy classifier, we are able to improve signif-
icantly over existing results. The general outline
we present can potentially be extended to other
word classes and improve WSD in general.

2 Related Work

Rudzicz and Mokhov (2003) use syntactic and
lexical features from the governor and the preposi-
tion itself in coarse-grained PP classification with
decision heuristics. They reach an average F-
measure of 89% for four classes. This shows that
using a very small context can be effective. How-
ever, they did not include the object of the prepo-
sition and used only lexical features for classifi-
cation. Their results vary widely for the different
classes.

O’Hara and Wiebe (2003) made use of a win-
dow size of five words and features from the
Penn Treebank (PTB) (Marcus et al., 1993) and
FrameNet (Baker et al., 1998) to classify prepo-
sitions. They show that using high level fea-
tures, such as semantic roles, significantly aid dis-
ambiguation. They caution that using colloca-
tions and neighboring words indiscriminately may
yield high accuracy, but has the risk of overfit-
ting. O’Hara and Wiebe (2009) show compar-
isons of various semantic repositories as labels for
PSD approaches. They also provide some results
for PTB-based coarse-grained senses, using a five-
word window for lexical and hypernym features in
a decision tree classifier.

SemEval 2007 (Litkowski and Hargraves,
2007) included a task for fine-grained PSD (more
than 290 senses). The best participating system,
that of Ye and Baldwin (2007), extracted part-of-
speech and WordNet (Fellbaum, 1998) features
using a word window of seven words in a Max-
imum Entropy classifier. Tratz and Hovy (2009)
present a higher-performing system using a set of
20 positions that are syntactically related to the
preposition instead of a fixed window size.

Though using a variety of different extraction
methods, contexts, and feature words, none of
these approaches explores the optimal configura-
tions for PSD.

3 Theoretical Background

The following parameters are applicable to other
word classes as well. We will demonstrate their
effectiveness for prepositions.

Analyzing the syntactic elements of preposi-
tional phrases, one discovers three recurring ele-
ments that exhibit syntactic dependencies and de-
fine a prepositional phrase. The first one is the
governing word (usually a noun, verb, or adjec-
tive)2, the preposition itself, and the object of the
preposition.

Prepositional phrases can be fronted (“In May,
prices dropped by 5%”), so that the governor (in
this case the verb “drop”) occurs later in the sen-
tence. Similarly, the object can be fronted (con-
sider “a dessert to die for”).

In the simplest version, we can do classification
based only on the preposition and the governor or
object alone.3 Furthermore, directly neighboring
words can influence the preposition, mostly two-
word prepositions such as “out of” or “because
of”.

To extract the words discussed above, one can
either employ a fixed window size, (which has
to be large enough to capture the words), or se-
lect them based on heuristics or parsing informa-
tion. The governor and object can be hard to ex-
tract if they are fronted, since they do not occur in
their unusual positions relative to the preposition.
While syntactically related words improve over
fixed-window-size approaches (Tratz and Hovy,
2009), it is not clear which words contribute most.
There should be an optimal context, i.e., the small-
est set of words that achieves the best accuracy. It
has to be large enough to capture all relevant infor-
mation, but small enough to avoid noise words.4

We surmise that earlier approaches were not uti-
lizing that optimal context, but rather include a lot
of noise.

Depending on the task, different levels of sense
granularity may be used. Fewer senses increase
the likelihood of correct classification, but may in-

2We will refer to the governing word, irrespective of
class, as governor.

3Basing classification on the preposition alone is not fea-
sible, because of the very polysemy we try to resolve.

4It is not obvious how much information a sister-PP can
provide, or the subject of the superordinate clause.
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correctly conflate prepositions. A finer granular-
ity can help distinguish nuances and better fit the
different contexts. However, it might suffer from
sparse data.

4 Experimental Setup

We explore the different context types (fixed win-
dow size vs. selective), the influence of the words
in that context, and the preprocessing method
(heuristics vs. parsing) on both coarse and fine-
grained disambiguation. We use a most-frequent-
sense baseline. In addition, we compare to the
state-of-the-art systems for both types of granu-
larity (O’Hara and Wiebe, 2009; Tratz and Hovy,
2009). Their results show what has been achieved
so far in terms of accuracy, and serve as a second
measure for comparison beyond the baseline.

4.1 Model

We use the MALLET implementation (McCal-
lum, 2002) of a Maximum Entropy classifier
(Berger et al., 1996) to construct our models. This
classifier was also used by two state-of-the-art
systems (Ye and Baldwin, 2007; Tratz and Hovy,
2009). For fine-grained PSD, we train a separate
model for each preposition due to the high num-
ber of possible classes for each individual prepo-
sition. For coarse-grained PSD, we use a single
model for all prepositions, because they all share
the same classes.

4.2 Data

We use two different data sets from existing re-
sources for coarse and fine-grained PSD to make
our results as comparable to previous work as pos-
sible.

For the coarse-grained disambiguation, we use
data from the POS tagged version of the Wall
Street Journal (WSJ) section of the Penn Tree-
Bank. A subset of the prepositional phrases in
this corpus is labelled with a set of seven classes:
beneficial (BNF), direction (DIR), extent (EXT),
location (LOC), manner (MNR), purpose (PRP),
and temporal (TMP). We extract only those prepo-
sitions that head a PP labelled with such a class
(N = 35, 917). The distribution of classes is
highly skewed (cf. Figure 1). We compare the
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Figure 1: Distribution of Class Labels in the WSJ
Section of the Penn TreeBank.

results of this task to the findings of O’Hara and
Wiebe (2009).

For the fine-grained task, we use data from
the SemEval 2007 workshop (Litkowski and Har-
graves, 2007), separate XML files for the 34 most
frequent English prepositions, comprising 16, 557
training and 8096 test sentences, each instance
containing one example of the respective prepo-
sition. Each preposition has between two and 25
senses (9.76 on average) as defined by The Prepo-
sition Project (Litkowski and Hargraves, 2005).
We compare our results directly to the findings
from Tratz and Hovy (2009). As in the original
workshop task, we train and test on separate sets.

5 Results

In this section we show experimental results for
the influence of word extraction method (parsing
vs. POS-based heuristics), context, and feature se-
lection on accuracy. Each section compares the
results for both coarse and fine-grained granular-
ity. Accuracy for the coarse-grained task is in all
experiments higher than for the fine-grained one.

5.1 Word Extraction

In order to analyze the impact of the extraction
method, we compare parsing versus POS-based
heuristics for word extraction.

Both O’Hara and Wiebe (2009) and Tratz and
Hovy (2009) use constituency parsers to prepro-
cess the data. However, parsing accuracy varies,
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and the problem of PP attachment ambiguity in-
creases the likelihood of wrong extractions. This
is especially troublesome in the present case,
where we focus on prepositions.5 We use the
MALT parser (Nivre et al., 2007), a state-of-the-
art dependency parser, to extract the governor and
object.

The alternative is a POS-based heuristics ap-
proach. The only preprocessing step needed is
POS tagging of the data, for which we used the
system of Shen et al. (2007). We then use simple
heuristics to locate the prepositions and their re-
lated words. In order to determine the governor
in the absence of constituent phrases, we consider
the possible governing noun, verb, and adjective.
The object of the preposition is extracted as first
noun phrase head to the right. This approach is
faster than parsing, but has problems with long-
range dependencies and fronting of the PP (e.g.,
the PP appearing earlier in the sentence than its
governor).

word selection

Page 1

MALT 84.4 94.0

84.8 90.9

84.8 91.8

extraction method fine coarse

Heuristics

MALT + Heuristics

Table 1: Accuracies (%) for Word-Extraction Us-
ing MALT Parser or Heuristics.

Interestingly, the extraction method does not
significantly affect the final score for fine-grained
PSD (see Table 1). The high score achieved when
using the MALT parse for coarse-grained PSD
can be explained by the fact that the parser was
originally trained on that data set. The good re-
sults we see when using heuristics-based extrac-
tion only, however, means we can achieve high-
accuracy PSD even without parsing.

5.2 Context
We compare the effects of fixed window size ver-
sus syntactically related words as context. Table 2
shows the results for the different types and sizes
of contexts.6

5Rudzicz and Mokhov (2003) actually motivate their
work as a means to achieve better PP attachment resolution.

6See also (Yarowsky and Florian, 2002) for experiments
on the effect of varying window size for WSD.

context

Page 1

91.6 80.4

92.0 81.4

91.6 79.8

91.0 78.7

80.7 78.9

94.2 56.9

94.0 84.8

Context coarse fine

2-word window

3-word window

4-word window

5-word window

Governor, prep

Prep, object

Governor, prep, object

Table 2: Accuracies (%) for Different Context
Types and Sizes

The results show that the approach using both
governor and object is the most accurate one. Of
the fixed-window-size approaches, three words to
either side works best. This does not necessarily
reflect a general property of that window size, but
can be explained by the fact that most governors
and objects occur within this window size.7 This
distance can vary from corpus to corpus, so win-
dow size would have to be determined individu-
ally for each task. The difference between using
governor and preposition versus preposition and
object between coarse and fine-grained classifica-
tion might reflect the annotation process: while
Litkowski and Hargraves (2007) selected exam-
ples based on a search for governors8, most anno-
tators in the PTB may have based their decision
of the PP label on the object that occurs in it. We
conclude that syntactically related words present a
better context for classification than fixed window
sizes.

5.3 Features

Having established the context we want to use, we
now turn to the details of extracting the feature
words from that context.9 Using higher-level fea-
tures instead of lexical ones helps accounting for
sparse training data (given an infinite amount of
data, we would not need to take any higher-level

7Based on such statistics, O’Hara and Wiebe (2003) ac-
tually set their window size to 5.

8Personal communication.
9As one reviewer pointed out, these two dimensions are

highly interrelated and influence each other. To examine the
effects, we keep one dimension constant while varying the
other.
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features into account, since every case would be
covered). Compare O’Hara and Wiebe (2009).

Following the prepocessing, we use a set of
rules to select the feature words, and then gen-
erate feature values from them using a variety
of feature-generating functions.10 The word-
selection rules are listed below.

Word-Selection Rules
• Governor from the MALT parse
• Object from the MALT parse
• Heuristically determined object of the prepo-

sition
• First verb to the left of the preposition
• First verb/noun/adjective to the left of the

preposition
• Union of (First verb to the left, First

verb/noun/adjective to the left)
• First word to the left

The feature-generating functions, many of
which utilize WordNet (Fellbaum, 1998), are
listed below. To conserve space, curly braces are
used to represent multiple functions in a single
line. The name of each feature is the combination
of the word-selection rule and the output from the
feature-generating function.

WordNet-based Features
• {Hypernyms, Synonyms} for {1st, all}

sense(s) of the word
• All terms in the definitions (‘glosses’) of the

word
• Lexicographer file names for the word
• Lists of all link types (e.g., meronym links)

associated with the word
• Part-of-speech indicators for the existence of

NN/VB/JJ/RB entries for the word
• All sentence frames for the word
• All {part, member, substance}-of holonyms

for the word
• All sentence frames for the word

Other Features
• Indicator that the word-finding rule found a

word
10Some words may be selected by multiple word-selection

rules. For example, the governor of the preposition may
be identified by the Governor from MALT parse rule, first
noun/verb/adjective to left, and the first word to the left rule.

• Capitalization indicator
• {Lemma, surface form} of the word
• Part-of-speech tag for the word
• General POS tag for the word (e.g. NNS→

NN, VBZ→ VB)
• The {first, last} {two, three} letters of each

word
• Indicators for suffix types (e.g., de-

adjectival, de-nominal [non]agentive,
de-verbal [non]agentive)
• Indicators for a wide variety of other affixes

including those related to degree, number, or-
der, etc. (e.g., ultra-, poly-, post-)
• Roget’s Thesaurus divisions for the word

To establish the impact of each feature word on
the outcome, we use leave-one-out and only-one
evaluation.11 The results can be found in Table 3.
A word that does not perform well as the only at-
tribute may still be important in conjunction with
others. Conversely, leaving out a word may not
hurt performance, despite being a good single at-
tribute.

word selection

Page 1

Word LOO LOO

92.1 80.1 84.3 78.9

93.4 94.2 84.9 56.3

92.0 77.9 85.0 62.1

92.1 78.7 84.3 78.5

92.1 78.4 84.5 81.0

92.0 78.8 84.4 77.2

91.9 93.0 84.9 56.8

91.8 – 84.8 –

coarse fine

Only Only

MALT governor

MALT object

Heuristics VB to left

Heur. NN/VB/ADJ to left

Heur. Governor Union

Heuristics word to left

Heuristics object

none

Table 3: Accuracies (%) for Leave-One-
Out (LOO) and Only-One Word-Extraction-Rule
Evaluation. none includes all words and serves for
comparison. Important words reduce accuracy for
LOO, but rank high when used as only rule.

Independent of the extraction method (MALT
parser or POS-based heuristics), the governor is
the most informative word. Combining several
heuristics to locate the governor is the best sin-
gle feature for fine-grained classification. The rule
looking only for a governing verb fails to account

11Since the feature words are not independent of one an-
other, neither of the two measures is decisive on its own.
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full both

Page 1

Total Total Total Total

– – 6 100.0 125 90.4 53 47.2

364 94.0 5 80.0 – – 74 93.2

23 69.6 78 65.4 – – 1 0.0

151 96.7 87 79.3 – – 7 71.4

53 79.2 841 92.5 of 1478 87.9 71 64.8

92 92.4 16 43.8 76 84.2 28 75.0

173 96.0 45 71.1 441 81.4 2287 90.8

– – 5 80.0 58 91.4 15 53.3

– – 58 70.7 out – – 90 68.9

50 80.0 358 93.9 – – 62 90.3

– – 1 0.0 98 79.6 417 89.4

155 69.0 107 86.0 – – 6 83.3

84 100.0 232 84.5 per – – 3 100.0

– – 2 50.0 82 65.9 – –

367 86.4 3078 92.0 – – 449 94.4

– – 5 100.0 – – 2 0.0

– – 420 91.7 208 48.1 364 69.0

20 90.0 384 83.3 – – 62 93.5

68 77.9 65 87.7 – – 3 100.0

– – 94 71.3 to 572 89.7 3166 97.5

28 78.6 11 72.7 – – 55 65.5

29 100.0 4 100.0 102 97.1 2 100.0

– – 1 0.0 – – 604 91.4

102 94.1 98 84.7 – – 2 50.0

– – 45 64.4 – – 208 94.2

248 88.3 1341 87.5 up – – 20 75.0

down 153 81.7 16 56.2 – – 23 73.9

39 87.2 547 92.1 via – – 22 40.9

– – 1 0.0 – – 1 100.0

478 82.4 1455 84.5 – – 3 33.3

578 85.5 1712 90.5 578 84.4 272 69.5

in 688 77.0 15706 95.0 – – 213 96.2

38 73.7 24 91.7 – – 69 63.8

297 86.2 415 80.0

Overall 8096 84.8 35917 91.8

fine coarse fine coarse

Prep Acc Acc Prep Acc Acc

aboard like

about near

above nearest

across next

after

against off

along on

alongside onto

amid

among outside

amongst over

around past

as

astride round

at since

atop than

because through

before throughout

behind till

below

beneath toward

beside towards

besides under

between underneath

beyond until

by

upon

during

except whether

for while

from with

within

inside without

into

Table 4: Accuracies (%) for Coarse and Fine-Grained PSD, Using MALT and Heuristics. Sorted by
preposition.

for noun governors, which consequently leads to
a slight improvement when left out.

Curiously, the word directly to the left is a bet-
ter single feature than the object (for fine-grained
classification). Leaving either of them out in-

creases accuracy, which implies that their infor-
mation can be covered by other words.
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coarse both 2009

Page 1

Most Frequent Sense

f1 f1 f1

LOC 71.8 97.4 82.6 90.8 93.2 92.0 94.7 96.4 95.6

TMP 77.5 39.4 52.3 84.5 85.2 84.8 94.6 94.6 94.6

DIR 91.6 94.2 92.8 95.6 96.5 96.1 94.6 94.5 94.5

MNR 69.9 43.2 53.4 82.6 55.8 66.1 83.3 75.0 78.9

PRP 78.2 48.8 60.1 79.3 70.1 74.4 90.6 83.8 87.1

EXT 0.0 0.0 0.0 81.7 84.6 82.9 87.5 82.1 84.7

BNF 0.0 0.0 0.0 – – – 75.0 34.1 46.9

O'Hara/Wiebe 2009 10-fold CV

Class prec rec prec rec prec rec

Table 5: Precision, Recall and F1 Results (%) for Coarse-Grained Classification. Comparison to O’Hara
and Wiebe (2009). Classes ordered by frequency

5.4 Comparison with Related Work
To situate our experimental results within the
body of work on PSD, we compare them to both
a most-frequent-sense baseline and existing work
for both granularities (see Table 6). The results
use a syntactically selective context of preposi-
tion, governor, object, and word to the left as
determined by combined extraction information
(POS tagging and parsing).

accuracies

Page 1

75.8 39.6  

89.3* 78.3**

93.9 84.8  

coarse fine

Baseline

Related Work

Our system

Table 6: Accuracies (%) for Different Classifi-
cations. Comparison with O’Hara and Wiebe
(2009)*, and Tratz and Hovy (2009)**.

Our system easily exceeds the baseline for both
coarse and fine-grained PSD (see Table 6). Com-
parison with related work shows that we achieve
an improvement of 6.5% over Tratz and Hovy
(2009), which is significant at p < .0001, and
of 4.5% over O’Hara and Wiebe (2009), which is
significant at p < .0001.

A detailed overview over all prepositions for
frequencies and accuracies of both coarse and
fine-grained PSD can be found in Table 4.

In addition to overall accuracy, O’Hara and
Wiebe (2009) also measure precision, recall and
F-measure for the different classes. They omitted
BNF because it is so infrequent. Due to different
training data and models, the two systems are not

strictly comparable, yet they provide a sense of
the general task difficulty. See Table 5. We note
that both systems perform better than the most-
frequent-sense baseline. DIR is reliably classified
using the baseline, while EXT and BNF are never
selected for any preposition. Our method adds
considerably to the scores for most classes. The
low score for BNF is mainly due to the low num-
ber of instances in the data, which is why it was
excluded by O’Hara and Wiebe (2009).

6 Conclusion

To get maximal accuracy in disambiguating
prepositions—and also other word classes—one
needs to consider context, features, and granular-
ity. We presented an evaluation of these parame-
ters for preposition sense disambiguation (PSD).

We find that selective context is better than
fixed window size. Within the context for prepo-
sitions, the governor (head of the NP or VP gov-
erning the preposition), the object of the prepo-
sition (i.e., head of the NP to the right), and the
word directly to the left of the preposition have
the highest influence.12 This corroborates the lin-
guistic intuition that close mutual constraints hold
between the elements of the PP. Each word syn-
tactically and semantically restricts the choice of
the other elements. Combining different extrac-
tion methods (POS-based heuristics and depen-
dency parsing) works better than either one in iso-
lation, though high accuracy can be achieved just
using heuristics. The impact of context and fea-
tures varies somewhat for different granularities.

12These will likely differ for other word classes.
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Not surprisingly, we see higher scores for coarser
granularity than for the more fine-grained one.

We measured success in accuracy, precision, re-
call, and F-measure, and compared our results to
a most-frequent-sense baseline and existing work.
We were able to improve over state-of-the-art sys-
tems in both coarse and fine-grained PSD, achiev-
ing accuracies of 91.8% and 84.8% respectively.
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Abstract 

Annotating scientific publications with 

keywords and phrases is of great 

importance to searching, indexing, and 

cataloging such documents. Unlike 

previous studies that focused on user-

centric annotation, this paper presents our 

investigation of various annotation 

characteristics on service-centric anno-

tation. Using a large number of publicly 

available annotated scientific publica-

tions, we characterized and compared the 

two different types of annotation 

processes. Furthermore, we developed an 

automatic approach of annotating 

scientific publications based on a 

machine learning algorithm and a set of 

novel features. When compared to other 

methods, our approach shows significant-

ly improved performance. Experimental 

data sets and evaluation results are pub-

licly available at the supplementary web-

site
1
. 

1 Introduction 

With the rapid development of the Internet, the 

online document archive is increasing quickly 

with a growing speed. Such a large volume and 

the rapid growth pose great challenges for docu-

ment searching, indexing, and cataloging. To 

facilitate these processes, many concepts have 

been proposed, such as Semantic Web (Berners-

Lee et al., 2001), Ontologies (Gruber, 1993), 

Open Directory Projects like Dmoz
2
, folksono-

                                                 
1
 http://www.ncbi.nlm.nih.gov/CBBresearch/Lu/indexing 

2
 http://www.dmoz.org/  

mies (Hotho et al., 2006), and social tagging sys-

tems like Flickr and CiteULike. Annotating doc-

uments or web-pages using Ontologies and Open 

Directories are often limited to a manually con-

trolled vocabulary (developed by service provid-

ers) and a small number of expert annotators, 

which we call service-centric annotation. By 

contrast, social tagging systems in which regis-

tered users can freely use arbitrary words to tag 

images, documents or web-pages, belong to us-

er-centric annotation. Although many advantag-

es have been reported in user-centric annotation, 

low-quality and undesired annotations are always 

observed due to uncontrolled user behaviors (Xu 

et al., 2006; Sigurbjörnsson and Zwol, 2008). 

Moreover, the vocabulary involved in user-

centric annotation is arbitrary, unlimited, and 

rapid-growing in nature, causing more difficul-

ties in tag-based searching and browsing (Bao et 

al., 2007; Li et al., 2007). 

Service-centric annotation is of importance for 

managing online documents, particularly in serv-

ing high-quality repositories of scientific litera-

ture. For example, in biomedicine, Gene Ontolo-

gy (Ashburner et al., 2000) annotation has been 

for a decade an influential research topic of un-

ifying reliable biological knowledge from the 

vast amount of biomedical literature. Document 

annotation can also greatly help service providers 

such as ACM/IEEE portals to provide better user 

experience of search. Much work has been de-

voted to digital document annotation, such as 

ontology-based (Corcho, 2006) and semantic-

oriented (Eriksson, 2007). 

This paper focuses on service-centric annota-

tion. Our task is to assign an input document a 

list of entries. The entries are pre-defined by a 

controlled vocabulary. Due to the data availabili-

ty, we study the documents and vocabulary in the 
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biomedical domain. We first analyze human an-

notation behaviors in two millions previously 

annotated documents. When compared to user-

centric annotation, we found that the two annota-

tion processes have major differences and that 

they also share some common grounds. Next, we 

propose to annotate new articles with a learning 

method based on the assumption that documents 

similar in content share similar annotations. To 

this end, we utilize a logistic regression algo-

rithm with a set of novel features. We evaluate 

our approach with extensive experiments and 

compare it to the state of the art. The contribu-

tions of this work are two-fold: First, we present 

an in-depth analysis on annotation behaviors be-

tween service-centric and user-centric annotation. 

Second, we develop an automatic method for 

annotating scientific publications with significant 

improvements over other systems. 

The remainder of the paper is organized as fol-

lows: We present several definitions in Section 2 

and the analysis of annotation behaviors in Sec-

tion 3. In Section 4, we presented the logistic 

regression algorithm for annotation. Benchmark-

ing results are shown in Section 5. We surveyed 

related work in Section 6 and summarized our 

work in Section 7. 

2 Definitions 

A controlled vocabulary: V, a set of pre-

specified entries for describing certain topics. 

Entries in the vocabulary are organized in a hie-

rarchical structure. This vocabulary can be mod-

ified under human supervision.  

Vocabulary Entry: an entry in a controlled 

vocabulary is defined as a triplet: VE = (MT, 

synonyms, NodeLabels). MT is a major term de-

scribing the entry, and NodeLabels are a list of 

node labels in the hierarchical tree. An entry is 

identified by its MT, and a MT may have mul-

tiple node labels as a MT may be mapped to sev-

eral nodes of a hierarchical tree.  

Entry Binary Relation: ISA(VEi, VEj) means 

entry VEj is a child of entry VEi, and SIB(VEi, 

VEj) meaning that VEj is a sibling of entry VEi. A 

set of relations determine the structure of a hie-

rarchy.  

Entry Depth: the depth of an entry relative to 

the root node in the hierarchy. The root node has 

a depth of 1 and the immediate children of a root 

node has a depth of 2, and so on. A major term 

may be mapped to several locations in the hie-

rarchy, thus we have minimal, maximal, and av-

erage depths for each MT.  

Given the above definitions, a controlled vo-

cabulary is defined as {<VEi, ISA(VEi,VEj), 

SIB(VEi,VEj)>|any i, j }. The annotation task is 

stated as follows: given a document D, predicting 

a list of entries VEs that are appropriate for anno-

tating the document. In our framework, we ap-

proach the task as a ranking problem, as detailed 

in Section 4. 

3 Analyzing Service-centric Annotation 

Behavior 

Analyzing annotation behaviors can greatly faci-

litate assessing annotation quality, reliability, and 

consistency. There has been some work on ana-

lyzing social tagging behaviors in user-centric 

annotation systems (Sigurbjörnsson and Zwol, 

2008; Suchanek et al., 2008). However, to the 

best of our knowledge, there is no such analysis 

on service-centric annotation. In social tagging 

systems, no specific skills are required for partic-

ipating; thus users can tag the resources with ar-

bitrary words (the words may even be totally ir-

relevant to the content, such as “todo”). By con-

trast, in service-centric annotation, the annotators 

must be trained, and they must comply with a set 

of strict guidelines to assure the consistent anno-

tation quality. Therefore, it is valuable to study 

the differences between the two annotation 

processes. 

3.1 PubMed Document Collection 

To investigate annotation behaviors, we down-

loaded 2 million documents from PubMed
3
, one 

of the largest search portals for biomedical ar-

ticles. These articles were published from Jan. 1, 

2000 to Dec. 31, 2008. All these documents have 

been manually annotated by National Library 

Medicine (NLM) human curators. The controlled 

vocabulary used in this system is the Medical 

Subject Headings (MeSH


)
4
, a thesaurus describ-

ing various biomedical topics such as diseases, 

chemicals and drugs, and organisms. There are 

25,588 entries in the vocabulary in 2010, and 

there are updates annually. By comparison, the 

vocabulary used in user-centric annotation is re-

                                                 
3
 http://www.ncbi.nlm.nih.gov/pubmed/ 

4
 http://www.nlm.nih.gov/mesh/ 
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markably larger (usually more than 1 million tags) 

and more dynamic (may be updated every day). 

3.2 Annotation Characteristics 

First, we examine the distribution of the number 

of annotated entries in the document collection. 

For each number of annotated entries, we 

counted the number of documents with respect to 

different numbers of annotations. The number of 

annotations per document among these 2 million 

documents varies from 1 (with 176,383 docu-

ments) to 97 (with one document only). The av-

erage number of annotations per document is 

10.10, and the standard deviation is 5.95.  

 
Figure 1. The original distribution and simulated 

normal distribution. Each data point denotes the 

number of documents (y-axis) that has the cor-

responding number of entries (x-axis). 

 

As illustrated in Figure 1, when there are more 

than 4 annotations, the distribution fits a normal 

distribution. Comparing with user-centric annota-

tion, there are three notable observations: a), the 

maximal number of annotations per document 

(97) is much smaller (in social tagging systems 

the number amounts to over 10
4
) due to much 

less annotators involved in service-centric anno-

tation than users in user-centric annotation; b), 

the number of annotations assigned to documents 

conforms to a normal distribution, which has not 

yet been reported in user-centric annotation; c), 

similar to user-centric annotation, the number of 

documents that have only one annotation ac-

counts for a large proportion.  

Second, we investigate whether the Zipf law 

(Zipf, 1949) holds in service-centric annotation. 

To this end, we ranked all the entries according 

to the frequency of being annotated to docu-

ments. We plotted the curve in logarithm scale, 

as illustrated in Figure 2. The curve can be simu-

lated by a linear function in logarithm scale if 

ignoring the tail which corresponds to very infre-

quently used entries. To further justify this find-

ing, we ranked all the documents according to 

the number of assigned annotations and plotted 

the curve in logarithm scale, as shown in Figure 

3. Similar phenomenon is observed. In conclu-

sion, the Zipf law also holds in service-centric 

annotation, just as reported in user-centric anno-

tation (Sigurbjörnsson and Zwol, 2008).  

 
Figure 2. The distribution of annotated entry 

frequency. X-axis is the rank of entries (ranking 

by the annotation frequency), and y-axis is the 

frequency of an entry being used in annotation.  

 

Figure 3. The distribution of the number of an-

notated entries. X-axis is the rank of a document 

(in log10 scale), and y-axis is the number of anno-

tations assigned to documents (in log2 scale). 

 

Furthermore, as mentioned in Section 2, the 

vocabulary corresponds to a hierarchy tree once a 

set of binary relations were defined.  Thus we 

can easily obtain the minimal, maximal, and av-

erage depth of an entry. The larger depth an entry 

has, the more specific meaning it has. 

Therefore, we investigate whether service-

centric annotation is performed at very specific 

level (with larger depth) or general level (with 

smaller depth). We define prior depth and anno-

tation depth for this study, as follows: 
( )
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AnnoDepth Pr( )* ( )     (2)
VE V

VE Dep VE
∈

=∑  

( )
Pr( )                               (3)

( )
VE V

f VE
VE

f VE
∈

=
∑

 

where Dep(VE) is the minimal, maximal, or av-

erage depth of an entry, f(VE) is the usage fre-

quency of VE in annotation, and |V| is the num-

ber of entries in the vocabulary. The two formu-

las are actually the mathematical expectations of 

the hierarchy’s depth under two distributions re-

spectively: a uniform distribution (1/|V|) and the 

annotation distribution (formula (3)). As shown 

in Table 1, the two expectations are close. This 

means the annotation has not been biased to ei-

ther general or specific level, which suggests that 

the annotation quality is sound.  
Dep(VE) PriorDepth AnnoDepth 

MAX 4.88 4.56 

MIN 4.25 4.02 

AVG 4.56 4.29 

Table 1. Annotation depth comparison. 

 
Figure 4. The imbalance frequency (y-axis) of 

annotated categories (x-axis). 

3.3 Annotation Categorization Imbalance 

We investigate here whether service-centric an-

notation is biased to particular categories in the 

hierarchy. We define a category as the label of 

root nodes in the hierarchy. In our vocabulary, 

there are 11 categories that have at least one an-

notation. The complete list of these categories is 

available at the website
5
. Three newly created 

categories have no annotations in the document 

collection. The total number of annotations with-

in a category was divided by the number of en-

                                                 
5
 http://www.nlm.nih.gov/mesh/2010/mesh_browser/MeSHtree.Z.html 

tries in that category, as different categories may 

have quite different numbers of entries. If an en-

try is mapped to multiple locations, its annota-

tions will be counted to corresponding categories 

repeatedly.  

From Figure 4, we can see that there is imbal-

ance with respect to the annotations in different 

categories. Category “diseases” has 473.5 anno-

tations per entry (totally 4408 entries in this cat-

egory). Category “chemicals and drugs” has 

423.0 annotations per entry (with 8815 entries in 

total). Due to the fact that diseases and chemicals 

and drugs are hot scientific topics, these catego-

ries are largely under-annotated. The most fre-

quently annotated category is: “named groups” 

(7144.4 annotations per entry), with 199 entries 

in total. The issue of imbalanced categorization 

may be due to that the topics of the document 

collection are of imbalance; and that the vocabu-

lary was updated annually, so that the latest en-

tries were used less frequently. As shown in (Si-

gurbjörnsson and Zwol, 2008), this imbalance 

issue was also observed in user-centric annota-

tion, such as in Flickr Tagging. 

4 Learning to Annotate 

As shown in Section 3, there are much fewer an-

notations per document in service-centric annota-

tion than in user-centric annotations. Service-

centric annotation is of high quality, and is li-

mited to a controlled vocabulary. However, ma-

nual annotation is time-consuming and labor in-

tensive, particularly when seeking high quality. 

Indeed, our analysis shows that on average it 

takes over 90 days for a PubMed citation to be 

manually annotated with MeSH terms. Thus we 

propose to annotate articles automatically. Spe-

cifically, we approach this task as a ranking 

problem: First, we retrieve k-nearest neighboring 

(KNN) documents for an input document using a 

retrieval model (Lin and Wilbur, 2007). Second, 

we obtain an initial list of annotated entries from 

those retrieved neighboring documents. Third, 

we rank those entries using a logistic regression 

model. Finally, the top N ranked entries are sug-

gested as the annotations for the target document.  

4.1 Logistic Regression 

We propose a probabilistic framework of directly 

estimating the probability that an entry can be 

used to annotate a document. Given a document 
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D and an entry VE, we compute the probability 

Pr(R(VE)|D) directly using a logistic regression 

algorithm. R(VE) is a binary random variable 

indicating whether VE should be assigned as an 

annotation of the document. According to this 

probability, we can rank the entries obtained 

from neighboring documents. Much work used 

Logistic Regression as classification: Pr(R=1|D) 

>∆ where ∆ is a threshold, but it is difficult to 

specify an appropriate value for the threshold in 

this work, as detailed in Section 5.5. 

We applied the logistic regression model to 

this task. Logistic regression has been successful-

ly employed in many applications including mul-

tiple ranking list merging (Si and Callan, 2005) 

and answer validation for question answering 

(Ko et al., 2007). The model gives the following 

probability: 

1 1

Pr( ( ) | ) exp( * ) 1 exp( * )       (4)
m m

i i i i

i i

R VE D b w x b w x
= =

 
= + + + 

 
∑ ∑

where x= (x1, x2, …, xm) is the feature vector for 

VE and m is the number of features.  

For an input document D, we can obtain an in-

itial list of entries {VE1,VE2,…,VEn} from its 

neighboring documents. Each entry is then 

represented as a feature vector as x= (x1, x2, …, 

xm). Given a collection of N documents that have 

been annotated manually, each document will 

have a corresponding entry list, {VE1, 

VE2,…,VEn}, and each VEi has gold-standard la-

bel yi=1 if VEi was used to annotate D, or yi=0 

otherwise. Note that the number of entries of la-

bel 0 is much larger than that of label 1 for each 

document. This may bias the learning algorithm. 

We will discuss this in Section 5.5. Given such 

data, the parameters can be estimated using the 

following formula:  

( )* *

, 1 1

, arg max log Pr( ( ) | )          (5)
jLN

i j
w b j i

w b R VE D
= =

= ∑∑
�

�

 
where Lj is the number of entries to be ranked for 

Dj, and N is the total number of training docu-

ments. We can use the Quasi-Newton algorithm 

for parameter estimation (Minka, 2003). In this 

paper, we used the WEKA
6
 package to imple-

ment this model. 

4.2 Features 

We developed various novel features to build 

connections between an entry and the document 

                                                 
6
http://www.cs.waikato.ac.nz/ml/weka/ .  

text. When computing these features, both the 

entry’s text (major terms, synonyms) and the 

document text (title and abstract) are tokenized 

and stemmed. To compute these features, we 

collected a set of 13,999 documents (each has 

title, abstract, and annotations) from PubMed. 

Prior probability feature. We compute the 

appearance probability of a major term (MT), 

estimated on the 2 million documents. This prior 

probability reflects the prior quality of an entry. 

Unigram overlap with the title. We count the 

number of unigrams overlapping between the MT 

of an entry and the title, dividing by the total 

number of unigrams in the MT. 

Bigram overlap with the document. We first 

concatenate the title and abstract, then count the 

number of bigram overlaps between the MT and 

the concatenated string, dividing by the total 

number of bigrams in the MT. 

Multinomial distribution feature. This fea-

ture assumes that the words in a major term ap-

pear in the document text with a multinomial 

distribution, as follows:  
#( , )Pr( | )

Pr( | ) | | !*     (6)
#( , )!

w MT

w MT

w Text
MT Text MT

w MT∈

= ∏

 
#( , )

Pr( | ) (1 ) Pr ( )   (7)
#( , )

i

c

iw

w Text
w Text w

w Text
λ λ= − +
∑

 
where: 

#(w,MT) - The number of times that w appears in 

MT; Similarly for #(w,Text); 

|MT| - The number of single words in MT; 

Text - Either the title or abstract, thus we have 

two features of this type: Pr(MT|Title) and 

Pr(MT|Abstract); 

Prc(w) - The probability of word w occurring in a 

background corpus. This is obtained from a uni-

gram language model that was estimated on the 

13,999 articles; 

λ – A smoothing parameter that was empirically 

set to be 0.2. 

Query-likelihood features. The major term of 

an entry is viewed as a query, and this class of 

features computes likelihood scores between the 

query (as Q) and the article D (either the title or 

the abstract). We used the very classic okapi 

model (Robertson et al, 1994), as follows: 

( ) 0.5
( , )*log

( ) 0.5
( , )   (8)

| |
0.5 1.5* ( , )

(| |)

q Q

N df q
tf q D

df q
Okapi Q D

D
tf q D

avg D

∈

 − +
 + =

 
+ + 

 

∑
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where:  

tf(q,D) - The count of q occurring in document D;  

|D| - The total word counts in document D;  

df(q) - The number of documents containing 

word q;  

avg(|D|) - The average length of documents in 

the collection;  

N - The total number of documents (13,999).  

We have two features: okapi(MT, Title) and 

okapi(MT, Abstract). In other words, the title and 

abstract are processed separately. The advantage 

of using such query-likelihood scores is that they 

give a probability other than a binary judgment 

of whether a major term should be annotated to 

the article, as only indirect evidence exists for 

annotating a vocabulary entry to an article in 

most cases. 

Neighborhood features. The first feature 

represents the number of neighboring documents 

that include the entry to be annotated for a doc-

ument. The second feature, instead of counting 

documents, sums document similarity scores. 

The two features are formulated as follows, re-

spectively: 

{ }( | ) | ,     (9)
i i i k

freq MT D D MT D D= ∈ ∈Ω  

; 

( | ) ( , )          (10)
i i k

i

MT D D

sim MT D sim D D
∈ ∈Ω

= ∑  

where Ωk is the k-nearest neighbors for an input 

document D and sim(Di,Dj) is the similarity score 

between a target document and its neighboring 

document, given by the retrieval model.  

Synonym Features. Each vocabulary entry 

has synonyms. We designed two binary features: 

one judges whether there exists a synonym that 

can be exactly matched to the article text (title 

and abstract); and the other measures whether 

there exists a synonym whose unigram words 

have all been observed in the article text. 

5 Experiment 

5.1 Datasets 

To justify the effectiveness of our method, we 

collected two datasets. We randomly selected a 

set of 200 documents from PubMed to train the 

logistic regression model (named Small200). For 

testing, we used a benchmark dataset, NLM2007, 

which has been previously used in benchmarking 

biomedical document annotation
7
 (Aronson et al., 

                                                 
7
http://ii.nlm.nih.gov/.  

2004; Vasuki and Cohen, 2009; Trieschnigg et 

al., 2009). The two datasets have no overlap with 

the aforementioned 13,999 documents. Each 

document in these two sets has only title and ab-

stract (i.e., no full text). The statistics listed in 

Table 2 show that the two datasets are alike in 

terms of annotations. Note that we also evaluate 

our method on a larger dataset of 1000 docu-

ments, but due to the length limit, the results are 

not presented in this paper. 

Dataset Documents 
Total   

annotations 

Average 

annotations 

Small200 200 2,736 13.7 

NLM2007 200 2,737 13.7 

Table 2. Statistics of the two datasets.  

5.2 Evaluation Metrics 

We use precision, recall, F-score, and mean av-

erage precision (MAP) to evaluate the ranking 

results. As can be seen from Section 3.2, the 

number of annotations per document is about 10. 

Thus we evaluated the performance with top 10 

and top 15 items. 

5.3 Comparison to Other Approaches 

We compare our approach to three methods on 

the benchmark dataset - NLM2007. The first sys-

tem is NLM’s MTI system (Aronson et al., 2004). 

This is a knowledge-rich method that employs 

NLP techniques, biomedical thesauruses, and a 

KNN module. It also utilizes handcrafted filtering 

rules for refinement. The second and third me-

thods rank entries according to Formula (9) and 

(10), respectively (Trieschnigg et al., 2009).  

We trained our model on Small200. All fea-

ture values were normalized to [0,1] using the 

maximum values of each feature. The number of 

neighbors was set to be 20. Neighboring docu-

ments were retrieved from PubMed using the 

retrieval model described in (Lin and Wilbur, 

2007). Existing document annotations were not 

used in retrieving similar documents as they 

should be treated as unavailable for new docu-

ments. As the average number of annotations per 

document is around 13 (see Table 2), we com-

puted precision, recall, F-score, and MAP with 

top 10 and 15 entries, respectively.  

Results in Table 3 demonstrate that our me-

thod outperforms all other methods. It has sub-

stantial improvements over MTI. To justify 

whether the improvement over using neighbor-
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hood similarity is significant, we conducted the 

Paired t-test (Goulden, 1956). When comparing 

results of using learning vs. neighborhood simi-

larity in Table 3, the p-value is 0.028 for top 10 

and 0.001 for top 15 items. This shows that the 

improvement achieved by our approach is statis-

tically significant (at significance level of 0.05).  
 Methods Pre. Rec. F. MAP 

Top 

10 

MTI .468 .355 .404 .400 

Frequency .635 .464 .536 .598 

Similarity .643 .469 .542 .604 

Learning .657 .480 .555 .622 

Top 

15 

MTI .404 .442 .422 .400 

Frequency .512 .562 .536 .598 

Similarity .524 .574 .548 .604 

Learning .539 .591 .563 .622 

Table 3. Comparative results on NLM2007. 

5.4 Choosing Parameter k 

We demonstrate here our search for the optimal 

number of neighboring documents in this task. 

As shown in Table 4, the more neighbors, the 

larger number of gold-standard annotations 

would be present in neighboring documents. 

With 20 neighbors a fairly high upper-bound re-

call (UBR) is observed (about 85% of gold-

standard annotations of a target document were 

present in its 20 neighbors’ annotations), and the 

average number of entries (Avg_VE) to be ranked 

is about 100.  

 
Figure 5. The performance (y-axis) varies with 

the number of neighbors (x-axis). 

Measure 
The number of neighboring documents 

5  10   15  20  25 30 

UBR .704 .793 .832 .856 .871 .882 

Avg_VE 38.8 64.1 83.6 102.2 119.7 136.4 

Table 4. The upper-bound recall (UBR) and av-

erage number of entries (Avg_VE) with different 

number of neighboring documents.  

 

To investigate whether the number of neigh-

boring documents affects performance, we expe-

rimented with different numbers of neighboring 

documents. We trained a model on Small200, 

and tested it on NLM2007. The curves in Figure 

5 show that the performance becomes very close 

when choosing no less than 10 neighbors. This 

infers that reliable performance can be obtained. 

The best performance (F-score of 0.563) is ob-

tained with 20 neighbors. Thus, the parameter k  

is set to be 20. 

5.5 Data Imbalance Issue 

As mentioned in Section 4.1, there is a data im-

balance issue in our task. For each document, we 

obtained an initial list of entries from 20 neigh-

boring documents. The average number of gold-

standard annotations is about 13, while the aver-

age number of entries to be ranked is around 100 

(see Table 4). Thus the number of entries of label 

0 (negative examples) is much larger than that of 

label 1 (positive examples). We did not apply 

any filtering strategy because the gold-standard 

annotations are not proportional to their occur-

ring frequency in the neighboring documents. In 

fact, as shown in Figure 6, the majority of gold-

standard annotations appear in only few docu-

ments among 20 neighbors. For example, there 

are about 250 gold-standard annotations appear-

ing in only one of 20 neighboring documents and 

964 appearing in less than 6 neighboring docu-

ments. Therefore, applying any filtering strategy 

based on their occurrence in neighboring docu-

ments may be harmful to the performance. 

 
Figure 6. The distribution of annotations. X-axis 

is the number of neighboring documents in 

which gold-standard annotations are found. 

5.6 Feature Analysis 

To investigate the impact of different groups of 

features, we performed a feature ablation study. 

The features were divided into four groups. For 

each round of this study, we remove one group 

of features from the entire feature set, re-train the 

model on Small200, and then test the perfor-

mance on NLM2007 with top 15 entries. We di-

vided the features into four independent groups: 
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prior probability features, neighborhood features, 

synonym features, and other features (including 

unigram/bigram feature, query likelihood feature, 

etc., see Section 4.2). Results in Table 5 show 

that neighborhood features are dominant: remov-

ing such features leads to a remarkable decrease 

in performance. On the other hand, using only 

neighborhood features (the last row) yields sig-

nificant worse results than using all features. 

This means that combining all features together 

indeed contributes to the optimal performance. 

Feature Set Pre. Rec. F. MAP 

All features .539 .591 .563 .622 

- Prior probability .538 .590 .563  .622 

- Neighborhood features .419* .459* .438*  .467* 

- Synonym features .532 .583 .556  .611 

- Other features .529 .580 .553  .621 

Only neighborhood features .523* .573* .547* .603* 

Table 5. Feature analysis. Those marked by stars 

are significantly worse than the best results. 

5.7 Discussions 

All methods that rely on neighboring documents 

have performance ceilings. Specifically, for the 

NLM2007 dataset, the upper bound recall is 

around 85.6% with 20 neighboring documents, 

as shown in Table 5. Due to the same reason, this 

genre of methods is also limited to recommend 

entries that are recently added to the controlled 

vocabulary as such entries may have not been 

annotated to any document yet. This phenome-

non has been demonstrated in the annotation be-

havior analysis: those latest entries have substan-

tially fewer annotations than older ones.  

6 Related Work 

Our work is closely related to ontology-based or 

semantic-oriented document annotation (Corcho, 

2006; Eriksson, 2007). This work is also related 

to KNN-based tag suggestion or recommendation 

systems (Mishne, 2006). 

The task here is similar to keyword extraction 

(Nguyen and Kan, 2007; Jiang et al., 2009), but 

there is a major difference: keywords are always 

occurring in the document, while when an entry 

of a controlled vocabulary was annotated to a 

document, it may not appear in text at all.  

As for the task tackled in this paper, i.e., anno-

tating biomedical publications, three genres of 

approaches have been proposed: (1) k-Nearest 

Neighbor model: selecting annotations from 

neighboring documents, ranking and filtering 

those annotations (Vasuki and Cohen, 2009; Tri-

eschnigg et al., 2009). (2) Classification model: 

learning the association between the document 

text and an entry (Ruch, 2006). (3) Based on 

knowledge resources: using domain thesauruses 

and NLP techniques to match an entry with con-

cepts in the document text (Aronson, 2001; 

Aronson et al., 2004). (4) LDA-based topic mod-

el: (Mörchen et al., 2008). 

7 Conclusion 

This paper presents a novel study on service-

centric annotation. Based on the analysis results 

of 2 million annotated scientific publications, we 

conclude that service-centric annotation exhibits 

the following unique characteristics: a) the num-

ber of annotation per document is significant 

smaller, but it conforms to a normal distribution; 

and b) entries of different granularity (general vs. 

specific) are used appropriately by the trained 

annotators. Service-centric and user-centric an-

notations have in common that the Zipf law 

holds and categorization imbalance exists. 

Based on these observations, we introduced a 

logistic regression approach to annotate publica-

tions, with novel features. Significant improve-

ments over other systems were obtained on a 

benchmark dataset. Although our features are 

tailored for this task in biomedicine, this ap-

proach may be generalized for similar tasks in 

other domains. 

Acknowledgements 

This work was supported by the Intramural Re-

search Program of the NIH, National Library of 

Medicine. The first author was also supported by 

the Chinese Natural Science Foundation under 

grant No. 60803075 and the grant from the Inter-

national Development Research Center, Ottawa, 

Canada IRCI.  

References 

Alan R. Aronson. Effective mapping of biomedical 

text to the UMLS Metathesaurus: the metamap 

program. In Proc AMIA Symp 2001. p. 17-21. 

Alan Aronson, Alan R. Aronson, James Mork, James 

G. Mork, Clifford Gay, Clifford W. Gay, Susanne 

Humphrey, Susanne M. Humphrey, Willie Rogers, 

Willie J. Rogers. The NLM Indexing Initiative's 

470



Medical Text Indexer. Stud Health Technol In-

form. 2004;107(Pt 1):268-72. 

Michael Ashburner, Catherine A. Ball, Judith A. 

Blake, David Botstein, Heather Butler, et al. Gene 

Ontology: tool for the unification of biology. Nat 

Genet. 2000 May; 25(1):25-9. 

Shenghua Bao, Xiaoyuan Wu, Ben Fei, Guirong Xue, 

Zhong Su, and Yong Yu. Optimizing Web Search 

Using Social Annotations. WWW 2007, May 8–12, 

2007, Banff, Alberta, Canada. Pp 501-510. 

Tim Berners-Lee, James Hendler and Ora Lassila. 

The Semantic Web. Scientific American Magazine. 

(May 17,  2001). 

Oscar Corcho. Ontology based document annotation: 

trends and open research problems. International 

Journal of Metadata, Semantics and Ontologies, 

Volume 1,  Issue 1, Pages: 47-57, 2006. 

Henrik Eriksson. An Annotation Tool for Semantic 

Documents. In Proceedings of the 4th European 

conference on The Semantic Web: Research and 

Applications, pages 759-768, 2007. Innsbruck, 

Austria. 

Cyril Harold Goulden. Methods of Statistical Analy-

sis, 2nd ed. New York: Wiley, pp. 50-55, 1956. 

Thomas R. Gruber (1993). A Translation Approach to 

Portable Ontology Specifications. Knowledge Ac-

quisition, 5(2), 1993, pp. 199-220. 

Andreas Hotho, Robert Jaschke, Christoph Schmitz, 

Gerd Stumme. Information Retrieval in Folksono-

mies: Search and Ranking. In “The Semantic Web: 

Research and Applications”, Vol. 4011 (2006), pp. 

411-426. 

Xin Jiang, Yunhua Hu, Hang Li. A Ranking Ap-

proach to Keyphrase Extraction. SIGIR’09, July 

19–23, 2009, Boston, Massachusetts, USA. 

Jeongwoo Ko, Luo Si, Eric Nyberg. A Probabilistic 

Framework for Answer Selection in Question 

Answering. Proceedings of NAACL HLT 2007, 

pages 524–531, Rochester, NY, April 2007. 

Rui Li, Shenghua Bao, Ben Fei, Zhong Su, and Yong 

Yu. Towards Effective Browsing of Large Scale 

Social Annotations. In WWW ’07: Proceedings of 

the 16th international conference on World Wide 

Web, 2007.  

Jimmy Lin and W. John Wilbur. PubMed related ar-

ticles: a probabilistic topic-based model for content 

similarity. BMC Bioinformatics 8: (2007). 

Thomas P. Minka. A Comparison of Numerical Op-

timizers for Logistic Regression. 2003. Unpub-

lished draft. 

Gilad Mishne. AutoTag: A Collaborative Approach to 

Automated Tag Assignment for Weblog Posts. 

WWW 2006, May 22–26, 2006, Edinburgh, Scot-

land. pages 953–954. 

Fabian Mörchen, Mathäus Dejori, Dmitriy Fradkin, 

Julien Etienne, Bernd Wachmann, Markus Bund-

schus. Anticipating annotations and emerging 

trends in biomedical literature. In KDD '08: pp. 

954-962. 

Thuy Dung Nguyen and Min-Yen Kan. Keyphrase 

Extraction in Scientific Publications. In Proc. of In-

ternational Conference on Asian Digital Libraries 

(ICADL ’07), pages 317-326. 

Stephen E. Robertson, Steve Walker, Susan Jones, 

Micheline Hancock-Beaulieu, and Mike Gatford. 

Okapi at TREC-3. In Proceedings of the Third Text 

REtrieval Conference (TREC 1994). Gaithersburg, 

USA, November 1994. 

Patrick Ruch. Automatic assignment of biomedical 

categories: toward a generic approach. Bioinfor-

matics. 2006 Mar 15;22(6):658-64. 

Luo Si and Jamie Callan. 2005 CLEF2005: Multilin-

gual retrieval by combining multiple multilingual 

ranked lists. In Proceedings of Cross-Language 

Evaluation Forum. 

Börkur Sigurbjörnsson and Roelof van Zwol. Flickr 

Tag Recommendation based on Collective Know-

ledge. WWW 2008, April 21–25, 2008, Beijing, 

China. Pp. 327-336. 

Fabian M. Suchanek, Milan Vojnovi´c, Dinan Guna-

wardena. Social Tags: Meaning and Suggestions. 

CIKM’08, October 26–30, 2008, Napa Valley, Cal-

ifornia, USA.   

Dolf Trieschnigg, Piotr Pezik, Vivian Lee, Franciska 

de Jong, Wessel Kraaij, Dietrich Rebholz-

Schuhmann. MeSH Up: effective MeSH text clas-

sification for improved document retrieval. Bioin-

formatics, Vol. 25 no. 11 2009, pages 1412–1418. 

 Vidya Vasuki and Trevor Cohen. Reflective Random 

Indexing for Semiautomatic Indexing of the Bio-

medical Literature. AMIA 2009, San Francisco, 

Nov. 14-18, 2009. 

Zhichen Xu, Yun Fu, Jianchang Mao, and Difu Su. 

Towards the Semantic Web: Collaborative Tag 

Suggestions. In WWW2006: Proceedings of the 

Collaborative Web Tagging Workshop (2006). 

George K. Zipf. (1949) Human Behavior and the 

Principle of Least-Effort. Addison-Wesley. 

471



Coling 2010: Poster Volume, pages 472–480,
Beijing, August 2010

Mining Large-scale Comparable Corpora from Chinese-English 

News Collections 

Degen Huang
1
                Lian Zhao

2
                Lishuang Li

 3
               Haitao Yu

4
 

Department of Computer Science and Technology 

Dalian University of Technology 
1
huangdg@dlut.edu.cn              

3
lils@dlut.edu.cn 

2
zhaolian@mail.dlut.edu.cn        

4
gengshenspirit@163.com 

 

Abstract 

In this paper, we explore a CLIR-based
 
 

approach to construct large-scale Chi-

nese-English comparable corpora, which 

is valuable for translation knowledge 

mining. The initial source and target 

document sets are crawled from news 

website and standardized uniformly. 

Keywords are extracted from the source 

document firstly, and then the extracted 

keywords are translated and combined as 

query words through certain criteria to 

retrieve against the index created using 

target document set. Meanwhile, the 

mapping correlations between source and 

target documents are developed accord-

ing to the value of similarity calculated 

by the retrieval tool. Two methods are 

evaluated to filter the comparable docu-

ment pairs so as to ensure the quality of 

the comparable corpora. Experimental re-

sults indicate that our approach is effec-

tive on the construction of Chinese-

English comparable corpora. 

1 Introduction 

Parallel corpora are key resource for statistical 

machine translation, in which machine learning 

techniques are used to learn translation knowl-

edge. Sufficient data is necessary for the data-

driven approaches to estimate the model parame-

ters reliably. However, as Munteanu (2006) 

stated, beyond a few resource-rich language pairs 

such as English-Chinese or English-French and a 

small number of contexts like parliamentary de-

                                                 
 
This work was supported by Microsoft Research Asia. 

bates or legal texts, parallel corpora remain a 

scarce resource, despite the proposition of auto-

mated methods to collect parallel corpora from 

the Web. Researches on comparable corpora are 

motivated by the scarcity of parallel corpora. 

Compared with parallel corpora, comparable 

corpora are more abundant, up-to-date and ac-

cessible. 

Comparable corpora are defined as pairs of 

monolingual corpora selected according to the 

same set of criteria, but in different languages or 

language varieties. When creating comparable 

corpora, the key process is to align the source 

document with relevant target documents. Early 

work by Braschler and Scäuble (1998) employed 

content descriptors and publication dates to align 

German and Italian news stories. Resnik (1999) 

mined comparable corpora on the assumption 

that the pages which are comparable of each 

other share a similar structure (headers, para-

graphs, etc.) when text is presented in many lan-

guages in the Web. Tao and Zhai (2005) acquired 

comparable bilingual text corpora based on the 

observation that terms that are translations of 

each other or share the same topic tend to co-

occur in the comparable corpora at the 

same/similar time periods. Recently, Talvensaari 

et al. (2007) introduced a CLIR-based approach 

to align two document collections with different 

languages. All the target documents were in-

dexed with Lemur. Then appropriate keywords 

were extracted from the source language docu-

ments and translated into the target language as 

query words to retrieve similar target documents. 

As we know, the problems may vary with the 

language of documents when using CLIR-based 

approach to construct comparable corpora, such 

as keyword extraction, out-of-vocabulary key-

word translation and so on. This paper is a fur-

ther endeavor to CLIR-based approach for com- 
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Figure 1. The general architecture of comparable corpora construction 

parable corpora construction. We focus on the 

construction of Chinese-English comparable cor-

pora, explore and address the issues during the 

construction. Experimental results show that our 

method is better through a rough comparison 

with Talvensaari et al. (2007) and it also outper-

forms our reconstruction of Tao and Zhai (2005) 

in respect to the quality of comparable corpora. 

This paper is organized as follows. In section 2, 

the general architecture of our system is de-

scribed, and each module is illuminated in detail. 

Section 3 reports and analyzes the experimental 

results followed by conclusions in section 4.  

2 System Architecture 

Figure 1 shows the general architecture of our 

comparable corpora construction system. It con-

sists of two components: component I and com-

ponent II. Component I is mainly composed by a 

web crawler, which is used to harvest source and 

target documents from selected web sites. We 

can get the final source and target document sets 

through content extraction and noise filtering. 

The core of the system is component II, which 

aligns a source document with target documents 

having comparable contents. It implements on 

the two document sets generated by component I. 

Component II is composed of three modules: 

keyword extraction, keyword translation, and 

retrieval & filtering. The methods for three mod-

ules are detailed respectively. 

2.1 Keyword Extraction 

A keyword is described as a meaningful and sig-

nificant expression containing one or more words. 

Appropriate keywords briefly describe the theme 

of a document. In this paper, keywords are 

viewed as basic units of search indexes in order 

to retrieve closely related documents. Generally, 

phrases can capture the main idea of a document 

more effectively, inasmuch as they have more 

information than single words (an independent 

linguistic unit after word segmentation for Chi-

nese). 

Existing approaches for keyword extraction 

could be distinguished into two main categories: 

supervised or unsupervised methods. Supervised 

machine learning algorithms were widely used in 

keyword extraction such as Naïve Bayes (Frank 

et al., 1999; Witten et al., 1999), SVM (Zhang et 

al., 2006), CRF (Zhang et al., 2008), etc. These 

approaches had excellent stability. However, it 

was difficult for us to construct a big-enough 

golden annotated corpus to train a good classifier, 

especially for news web pages. Unsupervised 

methods hinged on evaluating various features to 

select keywords, such as word frequency (Luhn, 

1957), word co-occurrence (Matsuo and Ishizuka, 

2004), and TF*IDF (Li et al., 2007). The inher-

ent problem in these methods was that most of 

their work came in the judgment whether a can-

didate was a keyword or not, but they had not 

paid sufficient attention to the identification of 

phrase candidates. Wan and Xiao (2008) pro-

posed a method for keyphrase extraction from 

single document. However, it simply combined 

the adjacent candidate words to a multi-word 

phrase. 

Based on the above observation, our approach 

for keyword extraction focuses more on the con-

struction of phrasal candidates. It is mainly based 

on MWE (Multi-Word Expression) extraction 

together with relevant word ranking method. 
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MWE is a special lexical unit including com-

pound terms, idioms and collocations, etc. The 

process of keyword extraction in this paper 

mainly depends on the following stages. 

Stage 1: The generation of phrasal candidates 

(1) The extraction of MWEs from the preproc-

essed document 

Document preprocessing is a procedure of 

morphological analysis including segmentation 

and part of speech tagging for Chinese. The 

method based on the marginal probabilities de-

tailed in (Luo and Huang, 2009) is adopted in 

this part. 

We extract MWEs using LocalMaxs selection 

algorithm together with a relevance measure cal-

culation method (FSCP) proposed by Silva et al. 

(1999). Suffix arrays and related structures in 

(Aires et al., 2008) are used to compute the FSCP 

value so as to raise efficiency. And the initial col-

lection of MWEs named G for the document is 

generated after filtered by stopword list. 

(2) The acquisition of new MWEs through the 

modification for segmentation 

As a matter of fact, the results of segmentation 

for the document usually have some errors espe-

cially for out-of-vocabulary (OOV) words which 

are segmented to single Chinese characters in 

most cases. Inaccurate segmentation leads to 

some faults for keyword extraction. As stated in 

(Liu et al., 2007), OOV words can be identified 

by the method of MWEs extraction mentioned 

above. Therefore, we modify the segmentation 

like this: any MWE in G is merged to one word 

if it only consists of single Chinese characters 

and its frequency > freq. The changes before and 

after merging are shown in Table 1. Because the 

method of MWE extraction is based on statistical 

techniques, so low frequency of MWE will result 

in poor performance. But large value for freq 

means that very few MEWs can satisfy the fre-

quency restriction. In our experiments, we set 

freq=2. The extraction process is called again to 

identify MWEs from the document with modi-

fied segmentation. Consequently, new collection 

of MWEs is acquired. 

Additionally, some simple rules are defined 

according to language features to filter MWEs. 

In this paper, our method is tailored to extract 

keywords from news web pages which contain 

some special symmetric marks like “「, 」”. The 

words in a specially marked area are usually im-

portant to the document. So we extract words 

within each paired marks and view them as a 

MWE on the condition that it contains two or 

more than two words. All of the MWEs are 

viewed as phrasal candidates and filtered by 

stopword list. 

Stage 2: The generation of single words candi-

dates 

Our method also generates single word candi-

dates with the account that both phrase and sin-

gle word can be served as a keyword. The proc-

ess of single word selection is independent of 

MWE extraction. The candidate words are re-

stricted to nouns, verbs, strings (like WTO) and 

merged words as discussed in the previous stage. 

But the word will be removed if it only appears 

once in the document or is contained in the 

stopword list. 

Stage 3: Keyword selection based on candidates 

ranking 

As for MWE candidates, we calculate the 

weight for them using Formula 1 which refers to 

the formula used to sort NP phrases in (Brace-

well et al., 2008). But the weight of len is re-

duced. 

1

( ) log(
1

( ))

MWE

len

ii

Weight MWE len f

tf w
len =

= + +

×∑
       (1) 

Where len is the length of MWE (in number of 

words); fMWE is the frequency of the MWE within 

in the document; tf(wi) is the frequency of word 

wi. The following rules are used to rank MWEs: 

MWE 
Segmentation 

before merging 

Segmentation 

after merging 

Pos  

before merging 

Pos  

after merging 

布 卡 
鸟/ 人/ 布/ 卡/ 为/ 

脚伤/ 所/ 苦/ 

鸟/ 人/ 布卡/ 为/  

脚伤/ 所/ 苦/ 

鸟/n 人/n 布/n 卡/n 

为/vl 脚伤/n 所/us 

苦/a 

鸟/n 人/n 布卡/oov 

为/vl 脚伤/n 所/us  

苦/a 

琼 丝 琼/ 丝/ 五金/ 梦/ 琼丝/ 五金/ 梦/ 
琼 /jb 丝 /n 五金 /b 

梦/n 

琼丝/oov 五金/b  

梦/n 

Table 1. Changes before and after merging 
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(a) more frequent MWEs are ranked higher; (b) 

MWEs with larger weight are ranked higher. In 

order to avoid redundancy, we remove the re-

dundant MWEs with lower rank. 

Single word candidates are ranked as follows: 

(a) the single word w with larger TF*IDF value 

is ranked higher; (b) the pos score for w in de-

scending order is: named entity, merged words, 

nouns, strings, verbs. In the end, top-a MWEs 

and top-b single words are chosen to form the 

keyword set of the document. 

Stage 4: Parameters evaluation and experimental 

results 

The max number of keywords extracted from 

each document is limited to ten (a+b=10) and we 

run our approach on the dataset which include 

one hundred Chinese documents from the corpus 

of NTCIR-5 since they are also news articles. 

For evaluation of the results, the keywords ex-

tracted by our method are compared with the 

manually extracted keywords (at most ten key-

words are assigned to each document). The F-

measure is used as evaluation metric. It is de-

fined like this: F=(P+R)/2; P=nummatch/numsystem; 

R=nummatch/nummanual. Where nummatch is the 

count of keywords extracted by our method 

matching with manually extracted keywords; 

numsystem is the count of keywords extracted by 

our method; nummanual is the count of keywords 

assigned by human. 

Figure 2 shows the performance curves for our 

extraction method. In this figure, a ranges from 0 

to 10 while b is 10 to 0. It performs best when a 

= 4 and b = 6. So the two values are adopted in 

this paper. 

 
Figure 2. F-measure varies with the value of a 

We test our approach on another dataset which 

also contains one hundred documents. In the ex-

periments, the max number of keywords is set to 

ten. Table 2 shows the results of keyword extrac-

tion under three different conditions respectively. 

(A) Only extracts single words as keywords 

while just MWEs with (B). (C) The method pre-

sented in this paper which makes a proper com-

bination of MWEs and single words. 

 P R F 

A (single words)  24.2% 28.5% 26.4% 

B (MWEs)  18.1% 23.0% 20.6% 

C (A+B)  34.2% 43.6% 38.9% 

Table 2. Keyword extraction results 

2.2 Keyword Translation 

As for keyword translation, there are three main 

approaches: translation based on dictionary, par-

allel corpora and machine translation. Dictionary 

based approach is adopted in our system by tak-

ing the acquisition of translation resource into 

account. 

Word Sense Disambiguation (WSD) and OOV 

problem are the main difficulties in CLIR (Cross 

Language Information Retrieval) task. A typical 

bilingual dictionary will provide a set of alterna-

tive translations for a given keyword, so how to 

choose the optimal translation is called Word 

Sense Disambiguation. Actually some keywords 

can not be found and translated due to the cover-

age limitation of a bilingual dictionary, which is 

called OOV problem. 

In this paper, the keyword is given up if its 

size of translations gained from the bilingual dic-

tionary is larger than two for the convenience of 

WSD. Additionally, both of the translations are 

treated as synonyms and equal weight is assigned 

to them when retrieval. 

To address the OOV problem, researchers pro-

posed methods using snippets returned by a 

search engine. For example, Wang et al. (2004) 

introduced a statistics-based approach called 

SCPCD to mine translations from the returned 

snippets. Different from (Wang et al., 2004), 

Zhou et al. (2007) used a pattern-based approach 

to analyze the mixed-languages snippets. 

Leveraging on previous work, we analyze the 

co-occurrence mode of the OOV term and the 

corresponding translation in the returned snippets. 

Table 3 shows the typical co-occurrence modes 

collected during experiments, where the English 

words in bold are the corresponding translations 

of the underlined Chinese OOV terms. From Ta-

ble 3, we can see the translations in number 1, 2 

and 3 are included in the symmetric symbols, 

like bracket, quotation marks. However, the 
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Serial  

number 
Segments extracted from the returned snippets 

1 …原版英语论坛书名：廊桥遗梦《The Bridges of Madison County》作者：美国… 

2 …英文影评：廊桥遗梦（The Bridges of Madison County）-52影评网... 

3 …具有布什特色的“牛仔外交”（cowboy diplomacy）反而被“现实主义”取代… 

4 ...用于数据挖掘的贝叶斯网络 Bayesian Network for Data Mining-作者：慕... 

5 …以《布什牛仔外交终结》（The End of Cowboy Diplomacy）为题作封面故事… 

6 …廊桥遗梦隐藏摘要. The Bridges of Madison County. Forrest Gump 阿甘正传... 

Table 3. Chinese OOV and the corresponding translation in returned snippets 

translations in number 4, 5, and 6 are embedded 

in the partial sentence while there are noise Eng-

lish words. In order to get the correct translation, 

the partial sentence needs to be segmented. By 

above analysis, we integrate the SCPCD method 

and the pattern-based method so as to extract 

more correct translations. The SCPCD method 

can be used to determine the boundaries for 

OOVs like number 4, 5, and 6; while pattern-

based method makes use of the symmetric sym-

bols like number 1, 2 and 3. Table 4 shows the 

experimental results for OOV translation meth-

ods. The average top-n inclusion rate is adopted 

as a metric. For a set of test OOV terms, its top-n 

inclusion rate is defined as the percentage of the 

OOVs whose translations can be found in the 

first n extracted translations. 

 Pattern SCPCD Pattern + SCPCD 

Top-1 40.0% 49.2% 68.1% 

Top-3 41.5% 55.4% 70.2% 

Table 4. The performance comparison of differ-

ent OOV translation methods 

The test dataset used is the Chinese topic 

terms in CLIR task of NTCIR-5. The search en-

gine is Google. The bilingual dictionary used by 

us is LDC_CE_DICT 2.0. And we only adapt the 

pattern with symmetric symbols, which has the 

highest precision proposed by Cao et al. (2007). 

2.3 Retrieval and Filtering 

The process of retrieval is to construct the align-

ment relationship between source and target 

document pairs. It is a core module in our system 

since the quality of comparable corpora is greatly 

influenced by alignment level which depends on 

the relevance between document pairs. Our in-

tention here is to retrieve high relevant target 

documents for the source documents. Open-

source toolkit Indri is introduced to assist the 

retrieval process. Indri is a part of the Lemur pro-

ject1. On the basis of Lemur, it combines infer-

ence networks with language modeling. And it’s 

widely adopted by institution for scientific re-

search since it is effective, flexible, usable and 

powerful. So it is employed by us to retrieve re-

lated documents. A query for each source docu-

ment is formed by the translated keywords with 

Indri query language and then run against the 

target collection. 

The essential of alignment is to compare the 

similarity between source and target document 

pairs. In order to reduce the workload of compar-

ing, Pooling method is applied to assist the com-

paring process. We choose the top r documents 

returned by Indri retrieval system to build the 

related document pool. And g (g<=r) documents 

in the pool are selected to form the alignment 

document pairs together with the source docu-

ment. In our experiments, we set r=10 and g=1. 

In the process of alignment, three features are 

used to filter the alignment pairs for the sake of 

pruning the low relevant pairs. The first is publi-

cation date contained in documents. The second 

is similarity calculated by Indri between the 

query and the target document when retrieval. 

The last is KSD (Keyword similarity between 

document pairs) which is defined by our system. 

In this paper, we propose two methods to filter 

the alignment pairs by using various features. 

(1) DSF filtering 

This method depends on two features: date 

and similarity. At first, we give a priority to the 

target documents that have the closest date to the 

source document during the top-r documents 

searching. A date-window size d is defined to 

measure the date difference. We set d=1 in this 

paper. That is to say, the target documents with 

                                                 
1 Lemur toolkit is developed by Carnegie Mellon University 

and University of Massachusetts. The open source code is 

available at http://www.lemurproject.org. 
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exactly the same date as the source document, 

and one day earlier or later are considered to be 

closest. Then, we select g documents with larger 

similarity from the related document pool. Fi-

nally, we rank all of the alignment pairs with the 

score of similarity and set a similarity threshold s 

to filter further. It should be noted that there are 

n ⋅ g alignment pairs, where n is the number of 

source documents having non-empty related 

document pool. 

(2) DSKF filtering 

This method utilizes all of the features: date, 

similarity and KSD. As for KSD, it integrates 

two factors. One is NTK, namely the number of 

translated keywords appeared in the target 

document, since the target document is more 

similar to the source document as increasing of 

NTK. The other is FIS, namely frequency infor-

mation score. Inspired by paper (Tao and Zhai, 

2005), we use the score of FIS to measure the 

correlations between the keywords in source 

document and translated keywords in target 

document which represent the matching for 

source and target document pair. We define ds as 

the source document, dt as the target document, 

ks as the set of keywords extracted from ds, kts as 

the set of translated keywords. Formula 2 is used 

to compute the score of FIS: 

 1
( 25( , ) ( )

25( , ) ( ) / ( ( , )))

ktsLen

FIS i s ii

i t i i i

Score BM x d IDF x

BM y d IDF y norm Dif x y
=

= ⋅ ⋅
⋅

∑  (2) 

Where, ktsLen is the size of kts, yi is an element 

in kts, xi is the element in ks while yi is the trans-

lation of xi. Moreover, BM25(w, d) is the normal-

ized frequency of word w in document d. It has 

been considered as one of the most effective 

matching functions for retrieval. IDF stands for 

Inverse Document Frequency which is also 

commonly used in information retrieval. Dif(x, y) 

is defined as the difference between BM25(x, ds) 

and BM25(y, dt). Formula 2 penalizes large dif-

ference due to the conditions like this: any key-

word in source document appears many times 

while its translation appears rarely in target 

document. The process of its normalization is run 

by Formula 3 which makes the score less sensi-

tive to the absolute value: 

1, 1
( )

,

score
norm score

score else

<= 


      (3) 

Furthermore, the final KSD score is got by 

simply adding the normalized scores of NTK and 

FIS which are dealt with Formula 3. Actually, the 

two filtering methods differ principally in the last 

step. DSKF sorts all of the alignment pairs ac-

cording to the KSD score while it is similarity in 

DSF. We also set a KSD threshold k for DSKF 

method to filter further. The values for s and k 

will be investigated in the following experiments. 

3 Experiments 

In this section, we first introduce how to acquire 

the source and target document sets. Then our 

system is tested on the two sets. The experimen-

tal results are reported and analyzed finally. 

3.1 Experiment Setup 

To test the effectiveness of the proposed system, 

large-scale of Chinese and English news web 

pages are crawled respectively from XinHuaNet 

and used as the document resource. The reasons 

for choosing news pages are: 

(1) Many websites, like portal website, news 

agency, government and so on, provide large-

scale news reports. At the same time, a large pro-

portion of the reports can be crawled politely, so 

document acquisition is relatively easy. 

(2) The news pages include various contents, 

such as politics, economy, sports, so the corpora 

made up of news pages can avoid the limitations 

of domain-specific corpora. 

All the news pages are processed uniformly. 

The core content of each web page crawled is 

extracted and several tags describing the headline 

and publication date are added. Meanwhile, the 

original contents are kept with no change. Table 

5 shows the basic information of document sets.  

Year 
Number of source 

documents 

Number of target 

documents 

2003 23747 3390 

2004 25660 2943 

2005 47333 11578 

2006 28572 25320 

2007 25036 25247 

2008 14021 24292 

2009 7476 10887 

Total 171845 103657 

Table 5. The composition of source document set 

and target document set 

3.2 Results and Discussion 

The quality of comparable corpora highly de-
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pends on the alignment level between source and 

target document pairs. Braschler and Scäuble 

(1998) used five levels of relevance to assess the 

alignments as follows: 

(1) Same story. The two documents deal with 

the same event.  

(2) Related story. The two documents deal 

with the same event or topic from a slightly dif-

ferent viewpoint. Alternatively, the other docu-

ment may concern the same event or topic, but 

the topic is only a part of a broader story or the 

article is comprised of multiple stories. 

(3) Shared aspect. The documents deal with 

related events. They may share locations or per-

sons. 

(4) Common terminology. The events or topics 

are not directly related, but the documents share 

a considerable amount of terminology. 

(5) Unrelated. The similarities between the 

documents are slight or nonexistent.  

We randomly select 500 source documents 

published in 2009 as the test dataset. Experi-

ments with different parameters are constructed 

based on this dataset. The quality of each align-

ment pair is manually assessed using the five-

level relevance as discussed above. What should 

to be pointed out is that parameter s and k are not 

absolute values, but percentile rank level in our 

work. For instance, k = 10 means that we only 

choose the alignment pairs whose KSD score 

rank in top ten percent among all of the results. 

Table 6 shows the results filtered by DSF 

method with different values of s (s1 < s2 < s3 < 

s4 ). Table 7 shows the results filtered by DSKF 

method with various values of k (k1 < k2 < k3 < 

k4). In order to evaluate the results conveniently, 

two standards are established: (a) the number of 

high relevant pairs created, which is the count of 

document pairs in Level 1 and 2; (b) the quality 

of the whole alignments, that is to say the per-

centage of alignment pairs with Level 1 and 2. 

Seen from Table 6 and 7, DSKF is better than 

DSF by considering the two standards. Com-

pared with DSF, more high relevant pairs are left 

filtered by DSKF when they have the same total 

number of pairs. In other words, the DSKF 

method is more powerful to make high relevant 

pairs in higher rank so as to reduce alignment 

pairs which are rarely relevant. Therefore, DSKF 

is adopted in our system. Taking the first crite-

rion into account, we give up the parameter k1, k2. 

Parameter k4 is not the best considering the sec-

ond criterion. Ultimately, k3 is chosen as the final 

value for k. At this point, the number of align-

ment pairs in Level 1 and 2 is close to the maxi-

mum. Meanwhile, the percentage of high align-

ments reaches 68.5%. 

Among the surveyed related work, Talvensaari 

et al. (2007) created Swedish-English compara-

ble corpora based on CLIR techniques and its 

framework of construction is similar to ours. 

However, the two systems are different in the 

following aspects: 

s1 = 10 s2 = 30 s3 =50 s4 =70 
Level 

Number % Number % Number % Number % 

Leve1 1 23 46.9% 54 36.5% 83 33.5% 96 27.7% 

Level 2 18 36.7% 43 29.1% 62 25.0% 81 23.3% 

Level 3 4 8.2% 21 14.2% 40 16.1% 57 16.4% 

Level 4 4 8.2% 19 12.8% 41 16.5% 60 17.3% 

Level 5 0 0.0% 11 7.4% 22 8.9% 53 15.3% 

Total 49 100% 148 100% 248 100% 347 100% 

Table 6. The distribution results filtered by DSF with different s parameters 

k1 = 10 k2 = 30 k3 = 50 k4 =70 
Level 

Number % Number % Number % Number % 

Level 1 33 67.3% 78 52.7% 93 37.5% 98 28.2% 

Level 2 15 30.6% 52 35.1% 77 31.0% 89 25.6% 

Level 3 1 2.0% 9 6.1% 37 14.9% 62 17.9% 

Level 4 0 0.0% 9 6.1% 34 13.7% 60 17.3% 

Level 5 0 0.0% 0 0.0% 7 2.8% 38 11.0% 

Total 49 100% 148 100% 248 100% 347 100% 

Table 7. The distribution results filtered by DSKF with different k parameters 
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(1) The language is different. We focus on 

building comparable corpora of Chinese-English 

while they were Swedish-English. 

(2) A series of sub problems are different due 

to language difference. As for keyword extrac-

tion, we propose a method to select both key 

phrases and single words, while they used RATF 

(Relative Average Term Frequency) method. For 

OOV problem, we combine the SCPCD method 

with the pattern-based method to extract OOV 

translations from snippets returned by a search 

engine. However, the classified s-gram matching 

technique was utilized by Talvensaari et al. (2007) 

to translate OOV words. 

(3) Talvensaari et al. (2007) filtered their 

alignment pairs mainly depending on date and 

similarity, while we introduce new feature KSD 

to extend the original feature set. 

Talvensaari et al. (2007) also randomly chose 

500 source documents and assessed the quality 

of alignments using the same five-level relevance. 

In addition to this, we implement the method 

of Tao and Zhai (2005) which is a purely statisti-

cal-based and language independent approach. 

The source and target documents published in 

2009 are employed to test the method. The same 

sample as our system including 500 Chinese 

documents is chosen to make a further compari-

son with our work. We align each source docu-

ment with one target document through the 

BM25Corr model in (Tao and Zhai, 2005). The 

alignment pairs are ranked according to mapping 

scores calculated by the BM25Corr model. And 

we select the top N (N = 248) alignment pairs for 

the benefit of comparison.  

Table 8 shows the distribution results for the 

three systems. As illustrated in Table 8, we can 

roughly conclude that our approach creates more 

alignment pairs with the same number of source 

documents when compared with Talvensaari et al. 

(2007). Meanwhile, the percentage of high rele-

vant document pairs is larger.  

Likewise, our system outperforms BM25Corr 

in that it aligns more high relevant documents 

pairs when they use the same sample of test cor-

pora and create the same total number of pairs. 

Obviously, the quality of comparable corpora 

gained by our system is better than BM25Corr. 

All the experimental results and analysis men-

tioned above indicate that our method is effective 

to create alignment pairs. Up to now, both the 

source and target documents published in 2007-

2009 years are used to build comparable corpora 

through our proposed system. It includes 23102 

alignment pairs after filtered by DSKF. 

Talvensaari et al.  

(2007) 

Our System 

(DSKF filtering) 

BM25Corr 

(Top N = 248) Level 

Number % Number % Number % 

Level 1 21 21.6% 93 37.5% 1 0.4% 

Level 2 20 20.6% 77 31.0% 2 0.8% 

Level 3 33 34.0% 37 14.9% 3 1.2% 

Level 4 19 19.6% 34 13.7% 5 2.0% 

Level 5 4 4.1% 7 2.8% 237 95.6% 

Total 97 100% 248 100% 248 100% 

Table 8. The distribution results for Talvensaari et al. (2007), Our System, and BM25Corr 

4 Conclusions 

In this paper, we propose a CLIR-based approach 

to create large-scale Chinese-English comparable 

corpora. Firstly, we harvest the original source 

and target document sets from news website us-

ing open-source crawler. Then the core content 

of each document is extracted through discrimi-

nating noise contents. Next, we delve into the 

approaches of problems such as keyword extrac-

tion and OOV translation followed by the proc-

ess of retrieval to develop mapping correlations 

between source and target documents. Finally, 

three features as publication date, similarity 

score and KSD value are used to filter the 

aligned document pairs. Experimental results 

show that our approach is effective to mine Chi-

nese-English document pairs with comparable 

contents. In the future, we will optimize the ap-

proach for every module in the construction of 

comparable corpora for the sake of improving 

the performance of the whole system. What’s 

more, it will be worth consideration to mine 

mappings between terms which can be served as 

a feature for the process of developing mappings 

between document pairs in turn. 
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Abstract

Many existing methods for bilingual
lexicon learning from comparable corpora
are based on similarity of context vectors.
These methods suffer from noisy vectors
that greatly affect their accuracy. We
introduce a method for filtering this noise
allowing highly accurate learning of
bilingual lexicons. Our method is based
on the notion of in-domain terms which
can be thought of as the most important
contextually relevant words. We provide
a method for identifying such terms.
Our evaluation shows that the proposed
method can learn highly accurate bilin-
gual lexicons without using orthographic
features or a large initial seed dictionary.
In addition, we also introduce a method
for measuring the similarity between
two words in different languages without
requiring any initial dictionary.

1 Introduction

In bilingual lexicon extraction, the context-based
approach introduced by Rapp (1995) is widely
used (Fung, 1995; Diab and Finch, 2000; among
others). The focus has been on learning from
comparable corpora since the late 1990s (Rapp,
1999; Koehn and Knight, 2002; among others).
However, so far, the accuracy of bilingual lexi-
con extraction using comparable corpora is quite
poor especially when orthographic features are
not used. Moreover, when orthographic features
are not used, a large initial seed dictionary is es-
sential in order to acquire higher accuracy lexicon
(Koehn and Knight, 2002). This means that cur-

rent methods are not suitable when the language
pairs are not closely related or when a large initial
seed dictionary is unavailable.

When learning from comparable corpora, a
large initial seed dictionary does not necessarily
guarantee higher accuracy since the source and
target texts are poorly correlated. Thus, inducing
highly accurate bilingual lexicon from compara-
ble corpora has so far been an open problem.

In this paper, we present a method that is able
to improve the accuracy significantly without re-
quiring a large initial bilingual dictionary. Our
approach is based on utilising highly associated
terms in the context vector of a source word.
For example, the source word powers is highly
associated with the context word delegation. We
note that, firstly, both share context terms such as
parliament and affairs. And, secondly, the trans-
lation equivalents of powers and delegation in the
target language are not only highly associated but
they also share context terms that are the trans-
lation equivalents of parliament and affairs (see
Figure 1).

2 Related work

Most of the early work in bilingual lexicon ex-
traction employ an initial seed dictionary. A large
bilingual lexicon with 10k to 20k entries is neces-
sary (Fung, 1995; Rapp, 1999).

Koehn and Knight (2002) introduce techniques
for constructing the initial seed dictionary auto-
matically. Their method is based on using identi-
cal spelling features. The accuracy of such initial
bilingual lexicon is almost 90.0 percent and can
be increased by restricting the word length (Koehn
and Knight, 2002). Koehn and Knight found ap-
proximately 1000 identical words in their German
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Figure 1: An example of in-domain terms that co-occur in English and Spanish. The source word is
powers and the target word is poderes. The word delegation and delegacion are the highly associated
words with the source word and the target word respectively. Their in-domain terms, as shown in the
middle, can be used to map the source word in context of word delegation to its corresponding target
word in context of delegacion.

and English monolingual corpora. They expanded
the lexicon with the standard context-based ap-
proach and achieved about 25.0 percent accuracy
(Koehn and Knight, 2002).

Similar techniques were used in Haghighi et
al. (2008) who employ dimension reduction in
the extraction method. They recorded 58.0 per-
cent as their best F1 score for the context vec-
tor approach on non-parallel comparable corpora
containing Wikipedia articles. However, their
method scores less on comparable corpora con-
taining distinct sentences derived from the Eu-
roparl English-Spanish corpus.

3 Learning in-domain terms

In the standard context vector approach, we as-
sociate each source word and target word with
their context vectors. The source and target con-
text vectors are then compared using the initial
seed dictionary and a similarity measure. Learn-

ing from comparable corpora is particularly prob-
lematic due to data sparsity, as important context
terms may not occur in the training corpora while
some may occur but with low frequency and can
be missed. Some limitations may also be due to
the size of the initial seed dictionary being small.

The initial seed dictionary can also contribute
irrelevant or less relevant features that can mis-
lead the similarity measure especially when the
number of dimensions is large. The approach we
adopt attempts to overcome this problem.

In Figure 1, for the source word powers, dele-
gation is the highly associated word. Both powers
and delegation share common contextual terms
such as parliament and affairs. Now the transla-
tion equivalent of delegation is delegacion. For
the potential translation equivalent poderes, we
see that the common contextual terms shared by
powers and poderes are terms parlamento (par-
liament) and asuntos (affairs).
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Figure 2: An example of English-Spanish lexicon learnt for the source word powers. On the top,
the system suggested competencias and rejected poderes when powers is associated with community,
democracy or independence. The word poderes is suggested when powers is associated with justice or
delegation.

We observe that these common contextual
terms are simultaneously the first-order and
second-order context terms of the target word.
They are the shared context terms of the target
word and its highly associated context term. We
define these terms as in-domain terms. These in-
domain terms can be used to map words to their
corresponding translations. The highly associated
context terms can be thought of as sense discrim-
inators that differentiate the different uses of the
target word. In Figure 2, we show how delegation
helps in selecting between the “control or influ-
ence” sense of powers while rejecting the “ability
or skill” sense.

In this paper, our focus is not on sense disam-
biguation and we follow current evaluation meth-
ods for bilingual lexicon extraction. However, it is
clear that our method can be adapted for building
sense disambiguated bilingual lexicons.

3.1 Identifying highly associated words

To identify the context termsCT (WS) of a source
word WS , as in (Rapp, 1999), we use log-
likelihood ratio (LL) Dunning (1993). We choose
all words with LL > t1 where t1 is a threshold.

The highly associated words then are the top k
highest ranked context terms. In our experiments,
we only choose the top 100 highest ranked context
terms as our highly associated terms.

In order to compute the log-likelihood ratio of
target word a to co-occur with context word b, we

create a contingency table. The contingency table
contains the observed values taken from a given
corpus. An example of the contingency table is
shown in Table 1.

C[i,j] community ¬ community
powers 124 1831 1955 C(powers)

¬ powers 11779 460218 471997 C(¬ powers)

11903 462049

C(community) C(¬ community)

Here C[i, j] denotes the count of the number of sentences in
which i co-occurs with j.
Total corpus size: N = 473952 in the above

Table 1: Contingency table for observed values of
target word powers and context word community.

The LL value of a target word a and context
word b is given by:

LL(a, b) =

∑

i∈{a,¬a},j∈{b,¬b}
2C(i, j) log

C(i, j)N

C(i) C(j)

3.1.1 Identifying in-domain terms
In our work, to find the translation equivalent of a
source word WS , we do not use the context terms
CT (WS). Instead, we use the in-domain terms
IDT (WS ,WR). For each highly associated term

483



WR, we get different in-domain terms. Further-
more, IDT (WS ,WR) is a subset of CT (WS).

The in-domain terms of WS given the context
terms WR is given by:

ID(WS ,WR) = CT (WS) ∩ CT (WR)

Programme and public are some of the examples
of in-domain terms of powers given community as
the highly associated term.

3.1.2 Finding translations pairs
Note that ID(WS ,WR) is an in-domain term

vector in the source language. Let WT be a
potential translation equivalent for WS . Let,
tr(WR) be a translation equivalent for WR. Let
ID(WT , tr(WR)) be an in-domain term vector in
the target language.

We use tr(WS |WR) to denote the translation
proposed for WS given the highly associated term
WR. We compute tr(WS |WR) using:

tr(WS |WR) =

argmax
WT

sim(ID(WS ,WR), ID(WT , tr(WR)))

Our method learns translation pairs that are
conditioned on highly associated words (WR). Ta-
ble 2 provides a sample of English-Spanish lexi-
con learnt for the word power with different WR.

English Spanish
WS WR tr(WR) WT

Sim

powers

competencias 0.9876

poderes 0.9744community comunidad

independiente 0.9501

competencias 0.9948

poderes 0.9915democracy democracia

independiente 0.9483

competencias 0.9939

poderes 0.9745independence independencia

independiente 0.9633

poderes 0.9922

competencias 0.3450justice justicia

independiente 0.9296

poderes 0.9568

competencias 0.9266delegation delegacion

independiente 0.8408

Table 2: A sample of translation equivalents learnt
for powers.

In the next section, we introduce a similarity
measure that operates on the context vectors in the
source language and the target language without
requiring a seed dictionary.

4 Rank-binning similarity measure

Most existing methods for computing similarity
cannot be directly employed for measuring the
similarity between in-domain term context vec-
tors since each context vector is in a different lan-
guage. A bilingual dictionary can be assumed
but that greatly diminishes the practicality of the
method.

We address this by making an assumption. We
assume that the relative distributions of in-domain
context terms of translation equivalent pairs are
roughly comparable in the source language and
in the target language. For example, consider
the log-likelihood values of the in-domain terms
for the translation pair agreement-acuerdo (condi-
tioned on the highly associated term association-
associacion) given in Figure 3. We note that the
distribution of in-domain terms are comparable al-
though not identical. Thus, the distribution can be
used as a clue to derive translation pairs but we
need a method to compute similarity of the vector
of in-domain terms.

Rank-binning or rank histograms are usually
used as a diagnostic tool to evaluate the spread of
an ensemble rather than as a verification method.
Wong (2009) use the method of rank-binning to
roughly examine performance of a system on
learning lightweight ontologies. We apply the
rank-binning procedure for measuring the similar-
ity of word pairs.

Pre-processing step:

1. Let WS be a source language word and
x1, x2, ..., xn be the set of n context terms
ranked in descending log-likelihood values
of WS (see Table 3).

2. We transform the rank values of context
terms xk into the range [0,1] using:

zk =
rank(xk)− 1

n− 1
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Figure 3: Similar distribution of in-domain terms
for agreement with association and acuerdo with
asociacion.

Binning procedure
We divide the interval [0, 1] into g bins1 of equal
length. Let b1, . . . , bg denote the g bins. Then
we map the in-domain terms vector ID(WS ,WR)
into the binned vector b1, . . . , bg. For each xk ∈
ID(WS ,WR), this mapping is done by using the
corresponding zk from the pre-processing step.
For each bin, we count the number of different in-
domain terms that are mapped into this bin. Thus,
if the range of the first bin b1 is [0, 0.009] then eu-
ropean, legislative, parliament are mapped into b1
i.e. b1 = 3. The bins are normalised by dividing
with | ID(WS ,WR) |.
Rank binning similarity
We use Euclidean distance to compute similarity
between bins. Given, bins P = p1, . . . , pg and
Q = q1, . . . , qg, the Euclidean distance is given
by:

dist(P,Q) =

√√√√
g∑

i=1

(pi, qi)2

1We used the following formula to estimate the number
of bins:

g = 1 + 3.3 ∗ log (| ID(WS ,WR) |)

CT (powers)
Context term LL rank zk

european 491.33 1 0.00000

legislative 482.19 2 0.00406

parliament 408.26 3 0.00813

: : : :

: : : :

: : : :

public 16.96 245 0.99186

programme 15.40 246 0.99593

representatives 15.32 247 1.00000

n = 247

Table 3: Some examples of transformed values of
each term in CT (powers).

In the next section, we describe the setup in-
cluding the data, the lexicon and the evaluation
used in our experiments.

5 Experimental setup

5.1 Data

For comparable text, we derive English and Span-
ish distinct sentences from the Europarl parallel
corpora. We split the corpora into three parts ac-
cording to year. We used about 500k sentences
for each language in the experiments. This ap-
proach is further explained in Ismail and Man-
andhar (2009) and is similar to Koehn and Knight
(2001) and Haghighi et al. (2008).

5.2 Pre-processing

For corpus pre-processing, we use sentence
boundary detection and tokenization on the raw
text before we clean the tags and filter stop words.
We sort and rank words in the text according to
their frequencies. For each of these words, we
compute their context term log-likelihood values.

5.3 Lexicon

In the experiment, a bilingual lexicon is required
for evaluation. We extract our evaluation lexicon
from the Word Reference2 free online dictio-
nary. This extracted bilingual lexicon has low cov-
erage.

2http://wordreference.com

485



5.4 Evaluation
In the experiments, we considered the task of
building a bilingual English-Spanish lexicon be-
tween the 2000 high frequency source and target
words, where we required each individual word
to have at least a hundred highly associated con-
text terms that are not part of the initial seed dic-
tionary. Different highly associated WR terms
for a given WT might derive similar (WS ,WT )
pairs. In this case, we only considered one of
the (WS ,WT ) pairs. In future work, we would
like to keep these for word sense discrimination
purposes. Note that we only considered proposed
translation pairs whose similarity values are above
a threshold t2.

We used the F1 measure to evaluate the pro-
posed lexicon against the evaluation lexicon. If
either WS or WT in the proposed translation pairs
is not in the evaluation lexicon, we considered the
translation pairs as unknown, although the pro-
posed translation pairs are correct. Recall is de-
fined as the proportion of the proposed lexicon di-
vided by the size of the lexicon and precision is
given by the number of correct translation pairs at
a certain recall value.

6 Experiments

In this section, we look into how the in-domain
context vectors affect system performance. We
also examine the potential of rank-binning simi-
larity measure.

6.1 From standard context vector to
in-domain context vector

Most research in bilingual lexicon extraction so
far has employed the standard context vector ap-
proach. In order to explore the potential of the
in-domain context vectors, we compare the sys-
tems that use in-domain approach against systems
that use the standard approach. We also employ
different sets of seed lexicon in each system to be
used in the similarity measure:

• Lex700: contains 700 cognate pairs from a
few Learning Spanish Cognate websites3.

3such as http://www.colorincolorado.org
and http://www.language-learning-advisor.com

• Lex100: contains 100 bilingual entries of the
most frequent words in the source corpus that
have translation equivalents in the extracted
evaluation lexicon. We select the top one
hundred words in the source corpus, so that
their translation equivalents is within the first
2000 high frequency words in the target cor-
pus.

• Lex160: contains words with similar spelling
that occur in both corpora. We used 160
word pairs with an edit distance value less
than 2, where each word is longer than 4
characters.

Models using the standard approach are de-
noted according to the size of the particular lex-
icon used in their context similarity measure,
i.e. CV-100 for using Lex100, CV-160 for using
Lex160 and CV-700 for usingLex700. We use IDT
to denote our model. We use lexicon sizes to dis-
tinguish the different variants, e.g. IDT-CV100 for
using Lex100, IDT-CV160 for using Lex160 and
IDT-CV700 for using Lex700.

With CV-700, the system achieved 52.6 per-
cent of the best F1 score. Using the same seed
dictionary, the best F1 score has increased about
20 percent points with IDT-CV700 recorded 73.1
percent. IDT-CV100 recorded about 15.0 percent
higher best F1 score than CV-100 with 80.9 and
66.4 percent respectively. Using an automatically
derived seed dictionary, IDT-CV160 yielded 70.0
percent of best F1 score while CV-160 achieved
62.4 percent. Results in Table 4 shows various
precisions px at recall values x.

Model P0.10 P0.25 P0.33 P0.50 BestF1score

CV-700 58.3 61.2 64.8 55.2 52.6

CV-100 52.0 53.0 47.2 44.8 66.4

CV-160 68.5 56.8 48.8 48.8 62.4

IDT-CV700 83.3 90.2 82.0 66.7 73.1

IDT-CV100 80.0 75.8 66.7 69.4 80.9

IDT-CV160 90.0 80.6 73.9 69.2 70.0

Table 4: Performance of different models.
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6.2 Similarity measure using rank-binning

We use RB to denote our model based on the
rank-binning approach. Running RB means that
no seed dictionary is involved in the similarity
measure. We also ran the similarity measure in
the IDT (IDT-RB160) by employing the derived
Lex160 for the in-domain steps.

We ran several tests using IDT-RB160 with dif-
ferent numbers of bins. The results are illustrated
in Figure 4. The IDT-RB160 yielded 63.7 percent
of best F1 score with 4 bins. However, the F1

score starts to drop from 61.1 to 53.0 percent with
6 and 8 bins respectively. With 3 and 2 bins the
IDT-RB160 yielded 63.7 and 62.0 percent of best
F1 score respectively. Using 1 bin is not be pos-
sible as all values fall under one bin. Thus, the
rank-binning similarity measure for the rest of the
experiments where RB is mentioned, refers to a 4
bins setting.

Figure 4: Performance of IDT-RB160 with differ-
ent numbers of bins.

While systems using the standard context simi-
larity measure yielded scores higher than 50.0 per-
cent of best F1, the RB achieved only 39.2 per-
cent. However, RB does not employ an initial
dictionary and does not use orthographic features.
As mentioned above, the system scored higher
when the similarity measure was used in the IDT
(i.e. IDT-RB160). Note that Lex160 is derived au-
tomatically so the approach can also be consid-
ered as unsupervised. The system performance
is slightly lower compared to the conventional

CV-160. However, IDT-CV160 outperforms both
of the systems (see Figure 5).

Figure 5: Performance of different unsupervised
models.

Overall, systems that exploit in-domain terms
yielded higher F1 scores compared to the conven-
tional context vector approach.

6.3 Comparison with CCA

Previous work in extracting bilingual lexicons
from comparable corpora generally employ the
conventional context vector approach. Haghighi
et al. (2008) focused on applying canonical cor-
relation analysis (CCA), a dimension reduction
technique, to improve the method. They were us-
ing smaller comparable corpora, taken from the
first 50k sentences of English Europarl and the
second 50k of Spanish Europarl, and different ini-
tial seed dictionary. Hence, we tested CCA in our
experimental setup. In CV-700 setting, using CCA
yields 57.5 percent of the best F1 score compared
to 73.1 percent of the best F1 score with IDT that
we reported in Section 6.2.

7 Discussion

7.1 Potential of in-domain terms

Our experiments clearly demonstrate that the use
of in-domain terms achieves higher F1 scores
compared to conventional methods. It also shows
that our method improves upon earlier reported
dimension reduction methods. From our obser-
vation, the number of incorrect translation pairs
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were further reduced when the context terms were
filtered. Recall that the in-domain terms in the
target language were actually the shared context
terms of the target word and its highly associ-
ated context terms. Nevertheless, this approach
actually depends on the initial bilingual lexicon
in order to translate those highly associated con-
text terms into the source language. Table 5
shows some examples of most confidence trans-
lation pairs proposed by the IDT-CV100.

English Spanish Sim score Correct?
principle principio 0.9999 Yes

government estado 0.9999 No

government gobierno 0.9999 Yes

resources recursos 0.9999 Yes

difficult dificil 0.9999 Yes

sector competencia 0.9998 No

sector sector 0.9998 Yes

programme programa 0.9998 Yes

programme comunidad 0.9998 No

agreement acuerdo 0.9998 Yes

Table 5: Some examples of most confident trans-
lation pairs proposed by IDT-CV100 ranked by
similarity scores.

7.2 Seed dictionary variation

The initial seed dictionary plays a major role in
extracting bilingual lexicon from comparable cor-
pora. There are a few different ways for us to
derive a seed dictionary. Recall that Lex700 and
Lex100, that are used in the experiments, are de-
rived using different methods. The F1 scores of
the system using Lex100 were much higher com-
pared to the system using Lex700. Thus, extend-
ing Lex100 with additional high frequency words
may provide higher accuracy.

One important reason is that all bilingual en-
tries in Lex100 occur frequently in the corpora.
Although the size of Lex700 is larger, it is not sur-
prising that most of the words never occur in the
corpora, such as volleyball and romantic. How-
ever, using Lex160 is more interesting since it is
derived automatically from the corpora, though
one should realize that the relationship between
the language pair used in the respective mono-

lingual corpora, English and Spanish, may have
largely affect the results. Thus, for other sys-
tems involving unrelated language pairs, the rank-
binning similarity measure might be a good op-
tion.

7.3 Word sense discrimination ability
As mentioned in Section 5.4, each source word
may have more than one highly associated context
term, WR. Different WR may suggest different
target words for the same source word. For exam-
ple, given the source word powers and the highly
associated word community, competencias is pro-
posed as the best translation equivalent. On the
other hand, for same source word powers, when
the highly associated word is delegation, the tar-
get word poderes is suggested.

8 Conclusion

We have developed a method to improve the F1

score in extracting bilingual lexicon from compa-
rable corpora by exploiting in-domain terms. This
method also performs well without using an ini-
tial seed dictionary. More interestingly, our work
reveals the potential of building word sense dis-
ambiguated lexicons.
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Abstract

Our goal is to propose a description model
for the lexicon. We describe a software
framework for representing the lexicon
and its variations called Proteus. Various
examples show the different possibilities
offered by this tool. We conclude with
a demonstration of the use of lexical re-
sources in complex, real examples.

1 Introduction

Natural language processing relies as well on
methods, algorithms, or formal models as on lin-
guistic resources. Processing textual data involves
a classic sequence of steps : it begins with the nor-
malisation of data and ends with their lexical, syn-
tactic and semantic analysis. Lexical resources are
the first to be used and must be of excellent qual-
ity.

Traditionally, a lexical resource is represented
as a list of inflected forms that are projected on a
text. However, this type of resource can not take
into account linguistic phenomena, as each unit
of information is independent. This results in a
number of problems regarding the improvement
or review of the resource. On the other hand some
languages such as Arabic, because of the potential
large lexicon, lends itself less easily to this kind of
manipulation.

Our goal is to propose a model for the descrip-
tion of the lexicon. After presenting the existing
theory and software tools, we introduce a software
framework called Proteus, capable of represent-
ing the lexicon and its variations. The different
possibilities offered by this tool will be illustrated
through various examples. We conclude with a

demonstration of the use of lexical resources in
different languages.

2 Context

Whatever the writing system of a language (logo-
graphic, syllabic or alphabetic), it seems that the
word is a central concept. Nonetheless, the very
definition of a word is subject to variation depend-
ing on the language studied. For some Asian lan-
guages such as Mandarin or Vietnamese, the no-
tion of word delimiter does not exist ; for others,
such as French or English, the space is a good in-
dicator. Likewise, for some languages, preposi-
tions are included in words, while for others they
form a separate unit.

Languages can be classified according to their
morphological mechanisms and their complexity ;
for instance, the morphological systems of French
or English are relatively simple compared to that
of Arabic or Greek.

There are two main branches of morphology,
inflectional or grammatical morphology and lexi-
cal morphology. The first one deals with context-
related variations, as the rules of agreement in
gender and number or the conjugation of verbs.
The second one concerns word formation, gener-
ally involving the association of a lexeme to pre-
fixes or suffixes.

3 Tagging

Text tagging consists in adding one or more infor-
mation units to a group of characters : the token.
This association is firstly performed in a context-
free way, that is to say considering only the to-
ken, and secondly by increasing the context size :
the tagging process is subsequently repeated in or-
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Figure 1: tagging schema

der to merge multiple tokens. Token merging ap-
plies to polylexical units, syntactic or para-textual
structures.

We distinguish two main types of resources
that can be projected on raw texts in order to
enrich them. The first of these resources is a
set of inflected forms associated with a num-
ber of information units (in the example below,
the lemma and the morphosyntactic annotation of
each form) :

abyssal abyssal A--ms
abysses abysse N-mp

The projection of this type of resources in tex-
tual corpora is quite simple. After identifying a
token, the program only needs to check if the to-
ken is included in the resource and add the infor-
mation units associated with it.

The second type of resources contains a set of
rules and a set of canonical forms (usually the
lemma but not necessarily). These sets are used
jointly, to produce all the inflected forms or to
analyse the tokens. Analysis consists in determin-
ing, for a given inflected form, which rule was
used, on which canonical form, in order to gener-
ate it. Then the information to be associated with
the inflected form is related to the rule found.

Diagram 1 presents the place of different re-
sources in the tagging process.

4 Tools and resources

Several concepts are related to the use of lexical
resources ; here we provide some examples of
tools, theoretical as well as computational.

• resources in the form of a frozen list: Mor-
phalou (Romary et al., 2004), Morfetik (Bu-
vet et al., 2007), Lexique3 (New, 2006) ;

• lexical representation formalisms:
DATR (Evans and Gazdar, 1996) ;

• inflections’ parsers: Flemm (Namer, 2000) ;

• complete software platforms: Nooj (Sil-
berztein, 2005), Unitex (Paumier, 2002) ;

• lexicon acquisition: lefff (Sagot et al., 2006).

4.1 Frozen resources

If this kind of resource is directly used in the
tagging process, it raises many maintenance is-
sues. Moreover, in the case of languages with rich
morphology, the number of elements becomes too
large. These lists are most often the result of in-
flection engines that use canonical forms and in-
flection rules to generate the inflected forms.

4.2 Hierarchical lexical representation
formalisms

The goal of this type of formalisms is to represent
the most general information at the top-level of
a hierarchy. There is an inheritance mechanism to
transmit, specify, and if necessary, delete informa-
tion along the structure. It is possible to group un-
der one tag a set of morphological phenomena and
their exceptions. Multiple inheritance allows a
node to inherit from several different hierarchies.

4.3 Inflections’ parsers

They propose a morphological analysis for a given
inflected form : they try to apply the derivation
rules backwards and test whether the result ob-
tained corresponds to an attested canonical form.
The use of canonical forms is optional ; it provides
an analysis for lexical neologisms but can cause
incorrect results (Hundred is not the past partici-
ple of hundre).
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4.4 Software platforms
Unitex / Intex / NooJ are complete environments
for performing linguistic analysis on documents.
They are able to project dictionaries on texts and
to query them. They offer a set of tools for man-
aging dictionaries, both lexical and inflectional.
NooJ is the successor of Intex ; among the new
features, is the redesign of the architecture of
the dictionaries. It proposes handling simple and
compound words in a single way. The method is a
mix of manipulation of characters and use of mor-
phological grammars.

The inflexion mechanism is based on classic
character handling operators as well as on word
manipulation operators. Here is the list of some
operators:
<B> delete last character
<D> duplicate last character
<L> go left
<R> go right
<N> go to the end of next word form
<P> go to the end of previous word form
<S> delete next character

5 Representation and structuring of
inflections: the Proteus model

We introduce a framework capable to represent
and structure inflections efficiently, not only in
terms of resource creation, but in terms of linguis-
tic consistency too. At the inflection level we pro-
pose a simple multilingual mechanism for simple
and compound forms. It is used both to generate
simple forms and to analyse them. Regarding the
lexicon, the model allows for clusters.

We distinguish three levels:

• the inflection level: determine how to pro-
duce a derived form from a base form ; the
atomic processing unit here is the character
(i.e. local transformation).

• the conjugation level: determine how to or-
ganise family rules effectively in order to
avoid redundancy ; the atomic processing
unit here is the transformation rule.

• the word level: once the derived form is
produced, determine which operation is re-

quired to validate the form against non-
morphological rules ; the processing unit
here is the token (i.e. global transformation).

The model was developed to meet the following
objectives:

1. A verbatim description of a language does
not allow for the analysis of unknown words
even if their inflection is regular. We must
therefore develop a mechanism that we can
use for both analysis and generation. Then
we will be able to analyse not only known
words but also neologisms.

2. In a lexical database, where, for French, the
number of elements reaches one million, the
presence of an error is always possible, even
inevitable. We must therefore consider an ef-
fective maintenance procedure : a dictionary
of lemmas linked to a dictionary of inflec-
tions and not a read-only resource containing
all inflected forms.

3. The concept of word is so complex that
we cannot limit a resource to simple words.
The model must integrate the management of
both simple and compound words. The only
limit we set is syntax: the management of id-
ioms, even if it is fundamental, requires the
implementation of other tools.

4. The concept of inflection varies depending
on the language. We must build a system ca-
pable of dealing with all types of affixation
(prefixation, suffixation or infixation). The
treatment of Arabic is from this point of view
a good indicator since it uses all three types
of affixation.

5. An inflection rule, applied to a canonical
form, is never completely autonomous ; it is
part of a group. For instance, we group to-
gether all the inflections of a verb type, for
all tenses.

6. The transformation is not limited to morpho-
logical changes. For instance, phonological
phenomena can occur too. More generally
there are treatments that cannot be modelled
on simple rules.
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7. The proposed model is based on a set of sim-
ple tools, it is able to easily integrate third-
party applications and allows use of dictio-
naries built in another environment.

5.1 Inflection description

Let f be the inflexion function and f−1 its inverse
function, then

f(canonicalform, code) = inflectedform

f−1(inflectedform, code) = canonicalform

By simplifying the model to the extreme, we
use of a rule that generates an inflected form from
its lemma. The form is represented as a list of car-
acters : (i) it shifts characters from the list to a
stack or vice versa (ii) and deletes or inserts char-
acters in the list. By default, the operations apply
to characters placed at the end of the list of char-
acters or, depending on the operator, at the top of
the stack. Most operators allow for the applica-
tion of the inverse function for the analysis of an
inflection. Due to the operator based construction,
the function has the following property:

let c1, c2 be valid code and x a character string,
then

f(f(x, c1), c2) = f(x, c1 • c2)

We now present the different operators. They
must be sufficiently numerous, to offer the nec-
essary expressive power to represent any kind of
inflection, but small enough, not to make the task
of creating the rule too difficult.

P (Push) : move a character from the list to the
stack

D (Dump) : moves the character of the stack to
the list

E (Erase) : deletes a character from the list

/x/ : adds the character x at the end of the list

To simplify code writing, it is possible to
indicate the number of repetitions of an operator.
Here is an example of code that generates an
inflected form from its lemma.

Step Mot Pile Code restant
1 céder 3PE/è/3D/ais/
2 cé der E/è/3D/ais/
3 c der /è/3D/ais/
4 cè der 3D/ais/
5 cèder /ais/
6 cèderais

Steps:

1→2 : stack of three characters

2→3 : deleting of a character

3→4 : adding the character è

4→5 : dumping three characters from the stack

5→6 : addition of three characters ais

This code can inflect french verbs like céder (as
révéler, espérer, . . . ). However, this kind of code
does not allow reversing the operation, i.e. find the
lemma from the inflection : the E (erase) operator,
unlike other operators, is not reversible. Therefore
we add another operator to erase this function or
remove the characters to delete.

\x\ : erase given character from the list (this
rule cannot be applied if the character is not
present)

The code of the previous example becomes
3P\é\/è/3D/ais/.

Since consonant duplication is a common phe-
nomenon, we introduce a specific operator :

C (Clone) : duplicates the last character of the
list.

The code C/ing/ generates the present par-
ticiple of words such as run, sit or stop

The management of prefixes requires the addi-
tion of operators:

] (fill stack) : transfers all the characters from
the list to the stack

[ (empty stack) : transfers all the characters from
the stack to the list
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Operator ] can prepare an addition at the begin-
ning of a word since all characters are put in the
stack. We are now able to describe the inflexion
of the form: move → unmovable. The transfor-
mation ”remove the character ’e’ at the end of a
word, add ’un’ at the beginning and ’able’ end of a
word” is coded \e\]/un/[/able/. The same
code can analyse verb constructions that end with
the character e.

Processing compound words requires the addi-
tion, or rather the transformation, of an operator.
The difficulty here is to distinguish the different
components of an expression with respect to one
or more separators (traditionally in French space,
hyphen or apostrophe).

P|x| (Push): moves the character of the list to the
stack to meet the character x

Changing the stacking operator allows us to ac-
cess directly an element of an expression or a
compound word. Please note that access to dif-
ferent elements of an expression is achieved by
stacking and unstacking successively. The code
2P|-|/s/[ allows to form the plural of expres-
sions such as brother-in-law : only the third word
from the end is pluralized (brothers-in-law). To
preserve the analysis function of the model, it
would be necessary to add, symmetrically, a con-
ditional popping operator (e.g. D|x|). However,
compound words analysis is far more complex,
and such an operator could not bring the solution.

5.2 Management of inflexion

We have defined an XML DTD to manage the in-
flections expressed in code.
<flex id="n-y-p" type="final">

<name>Np</name>
<info>Noun plural with

a terminal y</info>
<code>\y\/ies/</code>

<\flex>

The above definition associates n-y-p identifier
with the code \y\/ies/. A typical inflexion is
characterised by:

• an identifier (attribute id) is used by the de-
scription language ;

• a status (optional attribute type) ;

• a name (optional element <name>) which
corresponds to the tag associated to the in-
flected form ;

• information (optional element <info>)
about the inflection ;

• a Proteus inflection code (element <code>).

However it is often necessary to combine sev-
eral transformations : masculine/feminine and
singular/plural for nouns and adjectives, persons
and tenses for verbs. Take for example the con-
jugation of a French verb in the first group in the
present tense. The prototypical inflection may be
given as follows:
<flex id="v1ip" type="term">

<name>Vp</name>
<info>verbes

indicatif présent</info>
<flex id="p1ns">

<name>1s</name>
<code>/e/</code>

</flex>
<flex id="p2ns">

<name>2s</name>
<code>/es/</code>

</flex>
<flex id="p3ns">

<name>3s</name>
<code>/e/</code>

</flex>
<flex id="p1np">

<name>1p</name>
<code>/ons/</code>

</flex>
<flex id="p2np">

<name>2p</name>
<code>/ez/</code>

</flex>
<flex id="p3np">

<name>3p</name>
<code>/ent/</code>

</flex>
</flex>

In this structure we regroup all the inflections
of a given tense. Each inflection is : associated
to its own identifier, prefixed with the main iden-
tifier, separated with a point, and associated to a
name which is also a concatenation. Note that it
is the identifier that must be unique and not the
name. This mechanism allows for the expression
of variants in a paradigm (see below). The pre-
vious definition states that, for the first group of
the present tense, French verbs require suffixes at
the end of the canonical form. Note that this is
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a generic definition that can take into account ex-
ceptions, and can be apllied to any tense or mood.

identifier name code
v1ip.p1ns Vip1s /e/
v1ip.p2ns Vip2s /es/
v1ip.p3ns Vip3s /e/
v1ip.p1np Vip1p /ons/
v1ip.p2np Vip2p /ez/
v1ip.p3np Vip3p /ent/

It is also possible to group inflections with a
new element (<op> with the attribute type).

<flex id="vig1-1" type="nonterm">
<name></name>
<info>first group

indicative</info>
<op type="add">

<item value="v1ip"/>
<item value="v1ii"/>
<item value="v1ips"/>
<item value="v1ifs"/>

</op>
</flex>

To the previous definitions we need to modify
the code in order to add a prefix operation: remove
the ’er’ at the end of the lemma. So we added the
possibility of code concatenation to a previously
defined group. In the example bellow the pos
attribute determines if the code to be added is a
prefix (p) or a suffix (s). The value attribute in-
dicates the identifier of the structure upon which
the operation is applied.

<flex id="v1" type="final">
<name></name>
<info>"er" verb</info>
<op type="conc" value="vig1-1">

<item pos="p">\re\</item>
</op>

</flex>

In some cases, modification has to be per-
formed on a particular inflection. This is done
via the application of a mask which operates on a
group of inflections and changes, possibly selec-
tively, codes of inflexion. A mask is a set of rules
applied on code. A regular expression on the iden-
tifier (ervalue attribute) performs the selection.
We use Proteus code to modify Proteus code. This
mise en abyme seems inconsistent, since Proteus
has been designed to apply on a language element.
But it seemed inappropriate to introduce a new
syntax.

The definition below allows to add the letter e
to a form in order to maintain its pronunciation
[ÿ].

<mask id="m-ge">
<info>add e after a g</info>
<item ervalue="v1ip\.p1np">

]5D/e/[</item>
<item ervalue="v1ii\.p([123]ns|3np)">

]5D/e/[</item>
<item ervalue="v1if\.p([12]n[ps]|3np)">

]5D/e/[</item>
</mask>

The previous definition transforms code as
\er\/ons/ in \er\/eons/, \re\/ais/ in
\re\/eais/, . . . The mask is used in combina-
tion with the attribute mask in a inflection defini-
tion, as in the conc attribute.
<flex id="v1" type="final">

<name></name>
<info>verbes en "er"</info>
<op type="mask" value="vig1-1">

<item value="m-ge"/>
</op>

</flex>

You can build a complex inflection by using a
base and applying masks successively. The inflec-
tion of the French verb neiger (to snow) can be ex-
pressed using two masks. First a mask to take into
account the pronunciation of the [ÿ] and a second
one, the weather verb mask, which is only used in
the third singular person.

5.3 Applications

The examples bellow show the different capabili-
ties of the model.

5.3.1 Neologisms in French
The formation of French inflections should not

create significant problems. For the most com-
mon languages, simple forms are less than 1 mil-
lion. Therefore, most systems use this set of in-
flected forms and supply modules to guess un-
known words, only when they arise. This experi-
ment is used to validate the model and to analyse
unknown forms.

The example below shows how we analyse an
unknown form.
anticonservationnistes =(/s/)=>
anticonservationniste =(]/anti/[)=>
conservationniste =(/niste/)=>
conservation =(\e\/ation/)=>
conserve

The algorithm tries to apply a code and reiter-
ates the process on the result until we obtain an
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attested form. The set of rules provides a poten-
tial analysis of the unknown word. Note that the
rules used allow to determine the part of speech.
In the example, the analysed word can be a plural
noun or an adjective.

5.3.2 Arabic verbs
Arabic is a Semitic language ; it uses a semitic

root to derive all the words used. For example
from the root I. �J» (which refers to the writing) it
is possible to produce verb (write), noun (desk) or
adjective (written).

With these lemmas it is possible to agglutinate
prefixes and suffixes. The rules are very regular
in morphology but also very productive. We build
all inflexion from the semitic root. So we have the
schema: root → radical → inflected form. We
then define inflexion for prefix/suffix (identifier
pass1term), a mask for the radical (identifier
pass1radical) and a definition which com-
bine both.

<mask id="pass1radical">

<info>add radical past</info>

<item ervalue=".">

]/2P\/´\/D\/´\/D/[+

</item>

</mask>

<flex id="pass1" type="nonterm">
<name>Vis</name>
<info>passe</info>
<op type="mask" value="pass1term">
<item value="pass1radical"/>

</op>
</flex>

The problem encounter with arab text is the
possible non use of all vowels. In fact they are
rarely used, generally in pedagogical or religious
text. This mean that the context is fundamental
to interpret a text, a vowel is added only to re-
move an ambiguity. However we decide to de-
scribe language fully vowelled and to manage this
specificity in an earlier stage.

The objective is to provide a resource used dur-
ing an lexical analysis. This can be done in two
ways1:

1We used here a transliteration version of arab writing to
be more clear.

5.3.3 Old French
We are developping (author reference) an Old

French resource, as exhaustive as possible. One
difficulty is to consider the various alterna-
tives, dialectal or chronological. This proto-
morphological problem complicates the develop-
ment of the dictionary nomenclature. We solved
this problem by introducing an arbitrary ”lan-
guage Phantom” and by adding one level to the
composition of the nomenclature, in the form of
a label named hyperlemma. All derivations are
from this entity using Proteus rules. All variants
are generated from this item by application of suc-
cessive masks.

The example below shows the successive masks
applied on the inflection rules to account for the
variations of the imperfect tense. Each mask is
named modifxxx and corresponds to the modifica-
tion of the Proteus rule for each century xxx.

<flex id="vg1i-5" type="final">
<name>Vii</name>
<info>first group

imparfait</info>
<op type="mask" value="v1ii">

<item value="modifXI"/>
<item value="modifXII"/>
<item value="modifXIII"/>
<item value="modifXIIIa"/>
<item value="vrber"/>

</op>
</flex>

6 Implementation

This framework is not only a theoretical tool ; it is
designed to be implemented in a tagging software
as an autonomous module. Based on abstract de-
scriptions (Proteus code and XML language), it
allows the resource creator to focus on linguistic
aspects. It is simple enough to be easily expressed
in any computational language.

The platform described here is developed in
Python, which allows a very compact coding and
can be used for both generation and analysis.

7 Conclusion

Our work is part of a set of tools and resources
dedicated to the analysis of natural language. We
have presented a model for the representation of
inflections coupled with a language to structure
the transformation rules. Compound words are
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handled in the same way as simple words. The
proposed model also allows simple word identi-
fication in both analysis and resource generation
functionality. We have presented three examples
of the use of the model, each introducing a speci-
ficity: French, Old French and Arabic. In the near
future we expect to begin work on the Korean,
Polish and Greek.

The best way to improve the framework is to
create real, i.e. exhaustive linguistic resources.
The development of the framework can be con-
sidered from several ways.

The Proteus code and the XML language de-
scription need stability. In our opinion, addition
of operations to take into account some language
specificities would complicate the model without
adding any significant improvement. These modi-
fications will take place during the third stage, the
word level, where post-treatments are applied. For
instance, the tonic accent in Greek can move along
the last three syllables of a word and affects the
use of the diaeresis mark in diphthongs.

As far as the analysis functionnality is con-
cerned, we are considering to develop specific
heuristics for each language in order to guide the
choice of rules.
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Paumier, Sébastien, 2002. Manuel d’utilisation du
logiciel Unitex. Université de Marne-la-Vallée.
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Abstract

In this paper, we propose language-
specific methods of sentiment analysis in 
morphologically rich languages. In con-
trast of previous works confined to statis-
tical methods, we make use of various 
linguistic features effectively. In particu-
lar, we make chunk structures by using 
the dependence relations of morpheme 
sequences to restrain semantic scope of 
influence of opinionated terms. In con-
clusion, our linguistic structural methods 
using chunking improve the results of 
sentiment analysis in Korean news cor-
pus. This approach will aid sentiment 
analysis of other morphologically rich 
languages like Japanese and Turkish. 

1 Introduction 

The Internet is a global forum where citizens of 
the world gather to express their opinions. On-
line services exist for users to share their person-
al thoughts while the use of blogs and Twitter 
substitutes for private diaries. For this reason, 
sentiment analysis which automatically extracts 
and analyzes the subjectivities and sentiments 
(or polarities) in written texts has recently been 
receiving attention in the field of NLP. 

Sentiment analysis of English employs vari-
ous statistical and linguistic methods referencing 
such linguistic resources as The Berkeley Parser 
and SentiWordNet. In the case of Korean, how-
ever, most previous works have been confined to 
statistical methods which focus either on the fre-
quency of words or relevance of co-occurring 
words only. This is because it is hard to find 
proper resources due to the nature of Korean, 

exhibiting such features as rich functional mor-
phemes, a relatively free word-order and fre-
quent deletion of primary elements of sentences 
like the subject and object. The major drawbacks 
of statistical-based approaches are the facts that 
the ‘real’ meaning of the expressions which we 
feel when we read them cannot be reflected in 
the analysis, and that complex statistical measur-
ing methods are computationally taxing. 

In this paper, in order to overcome previous 
shortcomings, while making use of Korean case 
studies we propose a new approach for morpho-
logically rich languages that makes effective use 
of linguistic information such as the semantic 
classes of words, semantic scope of negation 
terms like not, no, and the functional meaning of 
modal affixes. Especially, this approach makes 
chunk structures by using dependency relation of 
morpheme sequences to limit the semantic scope 
of influence of opinionated terms. This chunking 
method is simpler and more efficient than total 
syntactic parsing. In addition, we utilize subjec-
tivity clues and contextual shifters whose effec-
tiveness is established in previous references. 

The contents of this paper are as follows: 
firstly, we review previous works related to our 
approaches. We follow up by introducing the 
framework and main processes of our approach 
are introduced. Finally, we describe our experi-
ments and show how a linguistic approach is 
feasible in sentiment analysis of Korean as a 
morphologically rich language. 

2 Related Work

Sentiment analysis research has been performed 
to distinguish the authors’ polarity (sentiment 
orientation) on certain topics from document-
level (Turney, 2002: Pang et al., 2002; Dave et 
al., 2003) to sentence-level (Hu and Liu, 2004; 
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Kim and Hovy, 2004).  We will focus on sen-
tence-level sentiment classification with our pre-
supposition that the polarity of sentences in a 
single document can be diversified due to the 
inclusion of various subtopics. 

 Recently, much research has focused on sub-
jectivity1 extraction that divides objective facts 
from subjective opinions in data. Pang and Ri-
loff (2005) and Yu and Hatzivassiloglou (2003) 
trained sentence-level subjectivity classifiers and 
proved that performing sentiment analysis tar-
geting selected subjective sentences only gets 
higher results. We adopt a method of Wiebe and 
Riloff (2005)’s methods which classifies sen-
tences containing more than two lexical items 
associated with subjectivity and compare the 
result of the experiments on full and extracted 
subjective corpora. 

The core of the proposed new approach is the 
use of structural information in morphologically 
rich languages in the process of sentiment analy-
sis. Choi et al. (2005) and Mao and Leba-
non(2006) are representative of the structured 
sentiment analysis approach which takes advan-
tage of Conditional Random Fields (CRF) to 
determine sentiment flow. McDonald et al. 
(2007) also dealt with sentiment analysis, via the 
global joint-structural approach. Furthermore, 
since there are a lot of good parsers for English 
data, Meena and Prabhakr (2007) and Liu and 
Seneff (2009) utilized sentiment structure infor-
mation by such parsers such as Berkeley Parser.  

1 The term ‘subjectivity’ is equivalent to Quick et al. 
(1985)’s private state which was defined as the words and 
phrases expressing individual mental and emotional states. 

In the case of Korean, much research applies 
dependency grammars for reducing the complex-
ity of sentences to match the characteristics of 
Korean (Kim and Lee, 2005; Nam et al., 2008) 
but this still causes problems which prohibit 
wide use. Therefore we suggest a new morpho-
logical chunking method that binds semantically 
related concatenations of morphemes. This helps 
to define boundaries of semantic scopes of opi-
nionated terms and is faster, simpler and more 
efficient on sentiment analysis than a general full 
parser. 

 Our approach focuses on the role of contex-
tual shifters as well. In this paper, the term ‘con-
textual shifter’ covers both negation shifters and 
flow shifters: the former refers to the terms 
which can change semantic orientation of other 
terms from positive to negative and vise versa, 
the latter the terms which can control sentiment 
flow in sentences, for example, in English not,
nobody (negation shifters), however, but (flow 
shifters). Kennedy and Inkpen (2006) did senti-
ment analysis of movie and product reviews by 
utilizing the contextual shifter information. 
Miyoshi and Nakagami (2007) also used this 
method to see the advancement of the result on 
sentimental analysis of electric product reviews 
in Japanese. In this work, we make use of the 
functions of each shifter to properly modify the 
value of the terms in the sentences and limit the 
number of the features which have to be ob-
served in the analysis process to increase effi-
ciency. 

Figure 1. Sentiment Analysis Framework 
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3 Sentiment Analysis Framework 

The process of sentiment analysis in this paper is 
described in Figure 1. In this section, we explain 
each step of the process in detail. 

3.1 Morphological Analysis 

Korean is an agglutinative language where roots 
and affixes which have their own functional 
meaning combine to form complete words. Con-
sequently, sufficient morphological analysis is 
very important to catch the precise and deep 
meaning of such expressions. If a certain sen-
tence is misunderstood by wrong morphological 
analysis, there will be a strong possibility that 
opinionated terms in the sentence cannot be cor-
rectly analyzed.  

We used the KTS 2  which is open-source 
probability based Korean morphological analyz-
er. Although the probabilistic rules established in 
KTS are elaborate, the main source of inaccura-
cy is rooted in the inadequacy of the lexicon. 
After categorizing all listed words in the sen-
tence, the remaining words are mostly classified 
as general nouns. In this case, the terms which 
should play a role as important features in the 
process of sentiment analysis will be probably 
misunderstood. 

(1)
nemu cinpuha-n nayyong

    too  stale-AD3  content 
‘too stale contents’ 

(2) /a   /ncs  /xpa
nemu/a4 cinpu/ncs ha/xpa 
/exm /nc

n/exm nayyong/nc
(3) /npp /nc /nc

ne/npp mucin/nc pu/nc 
/nc /nc

han/nc nayyong/nc 

2 http://kldp.net/projects/kts/ 
3 Abbrebiates: AD(adnominal suffix), NM(nominative  

particle), IN(instrumental particle), SC(subordinative  
conjuctive suffix), CP(conjunctive particle), PST(past  
tense suffix), DC(declarative final suffix), RE(retrospect- 
ive suffix), CN(conjectural suffix), PR(pronoun), PP(pr- 
opositive suffix), AC(auxiliary conjunctive suffix), GE 
(genitive particle) 

4 POS tags of KTS: a(adverb), ncs(stative common noun),  
xpa(adjective-derived suffix), exm(adnominal suffix),nc 
(common noun), npp(personal pronoun) 

‘you Mujin(place name) 
wealth resentment con-
tents’

For example, if sentence (1) which has to be 
analyzed as in (2) is incorrectly analyzed as in 
(3). This fault result ignores original spacing and 
randomly conjoins syllables in order to find the 
lexical items included in the dictionary because 
of the lack of lexicon. As the result, we cannot 
grasp the intended sentiment cinbu ‘stale’ in re-
spect to the object nayyong ‘contents’ in the sen-
tence. In order to solve such problems, we ex-
panded the lexicon of KTS by adding 53,800 
lexical items which are included in the Sejong5

dictionary. 

3.2 Subjectivity and Polarity Tagging 

News corpora have no marks representing polar-
ity of sentences as exist in the grading systems 
found in movie review corpora. In addition news 
data contain relatively more objective sentences 
which corpora tend to refer to as facts, as com-
pared with reviews. Therefore in the case of 
news corpora there is a need to process the anno-
tation of subjectivity and polarity tags for each 
sentence manually. 

In our work, two native Korean annotators 
manually attached polarity labels to each sen-
tence. Sentences are classified as subjective 
when they contain opinions pertaining to a cer-
tain object. Even if the opinion is not expressed 
on the surface using direct sentiment terms, the 
sentences are classified as subjective when the 
annotator can feel the subjectivity through the 
tone of voice. In the case of sentences containing 
common sense polarity value words such as do-
nation, murder, etc, terms do not work as the 
judgment criterion, rather the annotator’s judg-
ment about the main theme of the sentence is 
applied. Only when the sentences are classified 
as subjective, the polarity tags are attached. The 
agreement rate of the two annotators in the ma-
nual annotation of polarity is 71%. 

5 The 21 st century Sejong Project is one of the Korean in-
formation policies run by the Ministry of Culture and 
Tourism of Korea. The project was named after King Se-
jong the Great who invented Hangeul. 
(http://www.sejong.or.kr/) 

500



3.3 Subjectivity Extraction 

The subjective lexicon used in subjectivity ex-
traction contains 2,469 lexical items which in-
cludes 1,851 nouns, 201 verbs, 247 adjectives, 
124 adverbs, 44 suffixes, and 2 conjunctive par-
ticles. The lemmas of Sejong dictionary are clas-
sified by a total of 581 semantic classes. Among 
them are 23 subjectivity-related semantic classes 
which include Abusive Language, External 
Mental State, Internal Mental State etc. Firstly, 
we have registered those lexical items –nouns, 
adjectives, verbs- under subjectivity-related se-
mantic classes. Since they will be compared with 
morphologically analyzed data before subjectivi-
ty classification, all items were registered as 
tagged forms. Nouns took the biggest portion in 
the lexicon through this process, since adjectives 
and verbs which consist respectively of stative 
nouns (ncs) and active nouns (nca) plus derived 
suffixes (xpa, xpv) were all registered as nouns. 

In Korean, sentiment can also be judged from 
particles and affixes having modal meaning.  

(4)
3 .
jengpwu-ka mwuungtap-ulo
tayungha-nci 3il-ina   cina-
ss-ta.
Government-NM no response-IN 
action-SC    3days-CP  pass-
PST-DC
‘It already passed 3 days af-
ter government did not re-
sponse’

(5)
.

ku paywu-ka an-nao-ass-te-
lamyen coh-ass-ltheyntey

   the actor-NM not-star-PST-
RE-if nice-PST-CN 

  ‘It were nice, if the actor 
would not have starred the 
main character’ 

(6) .
ku-ke   cengmal masiss-ess-
keyss-ta
that-PR  really delicious-
PST-CN-DC
‘That must have been really 
delicious’

For example, conjunctive particle -(i)na in the 
sentence (4), final suffix -ltheyntey in (5), and
pre-final suffix -keyss in (6) are very influential 
in judging the subjectivity of sentences. There-
fore, we added those functional terms in the sub-
jective lexicon. 

We classified the sentences which contains 
more than two subjective items as subjective. 
When the sentence contained less than five mor-
phemes, however, we manage to judge the sen-
tence as subjective even when only one subjec-
tive item shows. The result of subjectivity ex-
traction is confirmed by the widely used statis-
tical method, TFIDF, in the following section. 

3.4 Term Weighting 

In our process of sentiment analysis, every term 
gets its own values by using polarity dictionaries 
and contextual shifters. In this section we intro-
duce our polarity dictionary and contextual shif-

Label Number of items Lexical items 

Positive 2,285 (1838 nouns, 133 verbs , 314 ad-
jectives)

Coh/pa ‘good’, kelcak/nc ‘masterpiece’,
chincel/ncs ‘kind’

Negative 2,964 (2300 nouns, 359 verbs , 305 ad-
jective)

Nappu/pa ‘bad’, ssuleki/nc ‘trash’, 
koylophi/pv ‘harass’ 

Cynical 21 (adverbs) celday/a ‘Never’, kyeu/a ‘barely’

Intensifier 91 (80 adverbs, 10 nouns, 1 interjections) acu/a ‘very’, hancung/a ‘more’,
tanyeonkho/a ‘decisively’

Conjectural 19 (13 final suffixes, 4 pre-final suffixes, 
2 adnominal suffixes)

keyss/efp  CN, lthenteyo/ef CN,
l/exm CN

Obligative 6 (4 final suffixes,  2 auxiliary conjunc-
tive suffixes) eya/ecx ‘must’, eyacyo/ef PP

Quotative 5 (final suffixes) ntanunkun/ef  DC, tayyo/ef DC 
Table 1. Polarity Dictionary 
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ters, and their lexical items. Also, the term- 
weighting methods of our approach is described. 

Polarity dictionary:  Table 1 shows our po-
larity dictionary used in sentiment classification. 
In the same way as a subjective lexicon, all lexi-
cal items are registered in the shape of a tagged 
morpheme. In addition, every item has labels 
with its own functional categories.  

First, Positive and Negative refer to the basic 
polarity value of individual terms of sentences. 
The terms that are neither positive nor negative 
are classified as neutral. We registered nouns, 
adjectives and verbs included in Sejong dictio-
nary’s semantic class related with emotion or 
evaluation such as Positive Property Human, 
Negative Property Human, etc. After that, we 
selected the terms that are generally used to ex-
press polarity from other review corpora and 
added them to the dictionary. Since we deal with 
on-line texts, we also added acronyms, neolog-
isms and new words which are frequently used 
to express opinion online. 

Next we add various functional lexical items 
that are from other parts of speech to the polarity 
dictionary. Cynical items play a role of adding 
negative nuance to sentences. Intensifiers em-
phasize the meaning of following expressions. 
Conjectural, Obligative and Quotative items re-
fer to something other than the author’s opinion. 
Conjectural and Obligative means that the opi-
nion included in the expressions is not actual but 
hypothetical. Quotative means that opinionated 
terms which are in same phrase express another 
person’s opinions. 

To determine the value of the terms, our ap-
proach uses a very simple measuring method. 
Every term initially gets +1 if Positive, -1 if 
Negative. All other words receive a value of 0. 
In the next step, the contexts of the sentences are 
examined and the values are modified. In the 
case of simple classification which does not go 
through the chunking process, we consider the 
distance of content words in Korean sentences 
which have various auxiliaries and affixes, and 
set a [-2, +2] window. In the case of structural 
classification, we take advantage of structures 
made by chunking. If Positives and Negatives 
are neighboring, we modify the values of the 
terms to reflect the fact that they influence each 
other. When Cynical items appear with Positives, 
we multiply by -1 to the value of Positives. 

When Cynicals appear with Negative items, we 
intensify the value of Negative by multiplying 
by 2. If Cynicals appear with neutral terms, we 
change the value of neutral terms to -1. The val-
ue of the terms which are affected by the Inten-
sifier doubles, whereas the values of the terms 
which are in the scope of Conjectural, Obligative 
and Quotative items are reduced to half. In this 
way we control the importance of the terms in 
the sentence. 

Contextual Shifters: contextual shifters in 
Korean consist of 13 negation shifters (adverbs 
such as an/a ‘not’, mos/a ‘cannot’ and  auxiliary 
verbs such as anh/px ‘not’, mal/px ‘stop’) and 23 
flow shifters (sentence-conjunctive adverbs such 
as kulena/ajs, haciman/ajs ‘but, though’, subor-
dinative conjuctive suffixes pnitaman/ecs, 
ntey/ecs CN and conjunctive suffixes such as 
eto/ecx AC).

Since negation shifters play the role of shift-
ing the polarity of the sentiment terms in our 
approach, we multiply them by -1. In the case of 
flow shifters, we limit the number of features to 
the terms after the shifter appears. We deemed it 
more important to understand an author’s empa-
thetic point, rather than to catch full sentiment 
flow in the sentences. Also such emphasized 
contents mostly exist after the flow shifters. 
Therefore we utilize this characteristic to reduce 
the work load and to prevent confusions which 
are caused by other minor sentiment terms.  

(7)
.

umak-to  coh-ko yengsang-to 
coh-ass-nuntey sutholi-ka 
pyello-yess-ta
music-also good-CN image-
also good-CN story-NM not 
so good-PST-DC 

  ‘music was good and image al-
so good though, story is
not so good,’ 

For example, in the sentence (7) -nuntey func-
tions as a flow shifter. Dealing with the words 
after –nuntey, we can limit the object mor-
phemes to 5 out of 14. Therefore, measuring 
load is significantly reduced, and furthermore, 
we can prevent the confusion from two positive 
terms coh ‘good’ before the flow shifter.  
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3.5 Chunking using morphological depen-
dency relation 

In our approach, instead of complete syntactic 
parsing we use a chunking method based on the 
dependency relation of morpheme sequences in 
terms of the provision that it is important to limit 
the semantic influential scopes of main opinio-
nated expressions. 

Korean is a head-final language: in terms of 
dependency grammar, governors are always lo-
cated after their dependents. We reflect upon this 
characteristic to form a relation if a certain mor-
pheme acts as the governor of a previous mor-
pheme. Chunks (small and mid nodes shown in 
figure 2.) are formed until an unrelated mor-
pheme appears. The terms in a single chunk ex-
ert great semantic influence to control the value 
of each other. After determining the values of 
every morpheme in each chunk, this process is 
replicated at a higher level and finally the ulti-
mate values of every term in the sentence are 
determined. 

For example in Figure 2, the structure 
[[chen+nyen]+uy] [seywel+i] [hulu+eto] 
[kkuthna+ci+anh+nun] [miwan+uy] [sarang]
is the result of the chunking process of the sen-
tence chen-nyen-uy seywel-i hulu-eto kkuthna-ci 
anh-nun miwan-uy salang 1000-year-GE time-
NM flow-CN finish-CN not-AD incomplete-GE 
love ‘an incomplete love that has not finished 
even after 1000 years’. If we focus on the terms 
after the flow shifter -eto, the negation shifter 
anh ‘not’ in the first phrase only influences the 
verb kkuthna- ‘finish’ in the same chunk. This 
limitation of semantic scope of the negation shif-
ter eliminates the possibility that it excessively 
modifies the values of other unrelated elements. 
Since the simple classification has a [-2, +2] 

window, miwan ‘incomplete’ is also influenced 
by -anh. Then the value of miwan becomes +1 
which is classified as a positive term, and the 
whole expression miwan-uy salang ‘an incom-
plete love’ is misclassified as positive. 

4 Experiment

4.1 Corpora

Since movie review data is commonly used for 
sentiment analysis, we primarily collected movie 
reviews. Following the comments of many pre-
vious works that it is hard to separate the sen-
tences which mention the plot of movies from 
opinion sentences, especially short movie re-
views which containing 1~2 sentences delibe-
rately selected. The reason is that short reviews 
having limited space probably include opinions 
only. Movie review data of less than 20 charac-
ters was crawled from a representative movie 
site in Korea, Cine216. It contains 185,405 re-
views ranging from December 31, 2003 to De-
cember 28, 2009 (total 19.5MB). 

Next, we collected 79,390 news articles from 
January 1, 2009 to April 7, 2010 (total 
146.6MB) from the web site of the daily news-
paper, The Hankyoreh7. The news data includes 
both objective and subjective sentences, and is 
categorized into 3 groups by the following cha-
racteristics: 71,612 general news articles, 3,743 
opinionated news articles having subjective sub-
topics such as ‘Yuna Kim, terrorism, etc.’ and 
3,432 editorial articles including columns and 
contributions. After randomly extracting 100 
articles from each data group a Korean annotator 
attached subjectivity and polarity labels to each 

6 http://www.cine21.com/ 
7 http://www.hani.co.kr/ 

Figure 2. Chunking structure of the below sentence. (A short movie reviews) 

 chen-nyen-uy seywel-i hulu-eto kkuthna-ci anh-nun miwan-uy salang
1000-year-GE time-NM flow-CN finish-CN not-AD incomplete-GE love 

‘an incomplete love that has not finished even after 1000 years’
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sentence. The collection of sample sentences 
consists of 1,225 general news sentences, 1,185 
subtopic news sentences and 2,592 sentences of 
editorial articles. 

4.2 Experiment 1: Short Movie Reviews 

 Table 2 shows the result of a 5-fold cross varia-
tion experiment on the sentiment analysis of 
short movie review data using SVMlight. The 
numbers in bold face are the values being larger 
than the baseline, the results using TFIDF. A 
subjectivity extraction experiment was not car-
ried out because of the presumption that all mov-
ie reviews used in this work are subjective.  
(There were a few reviews containing quotes 
from the movies or meaningless words only. 
Such cases, however, were ignored.)  In the case 
of movie review data, selected subjective data is 
regarded as having stronger subjectivity. 

When subjective data is compared with total 
data by the same experimental methods, there 
are consistent improvements in sentiment analy-
sis for the subjective data. It is no surprise that 
the sentences that contain a more intense level of 
subjectivity can be easily classified as correct 
polarity. 

In addition, contrary to our expectations, the 
application of the simple classification method 
(NO chunking) gets the higher results in compar-
ison with the structural classification method 
(YES chunking) regardless of the use of contex-

8 F-measure = 2*precision*recall/(precision+recall) 

tual shifters. This phenomenon can be analyzed 
based on the limited length of reviews and the 
characteristics of online data. First, most sen-
tences have a simple structure like the sequence 
of nouns or noun phrases due to restricted writ-
ing space. For this reason, the effect of chunking 
and contextual shifters on sentiment classifica-
tion is insignificant. Second, the data includes 
various terms only seen on the Internet, vulgar-
isms and ungrammatical words. Furthermore, 
there are the problems of word spacing and spel-
ling. Because of these drawbacks of online data, 
morphological analysis errors frequently oc-
curred. The errors are further propagated to 
structures as a result of chunking. For this reason, 
when the chunking method is used, contextual 
shifters are ineffective at all as shown the results 
using the chunking method in Table 1. 

4.3 Experiment 2: News articles 

Subjectivity Extraction: The results of a 5-fold 
cross variation experiment of subjectivity extrac-
tion using SVMlight are described in Table 3. In 
this experiment, we use the commonly used sta-
tistical method TFIDF to compare total data with 
subjective data in the three groups in the subjec-
tivity classification task. In conclusion, the cho-
sen subjective data of all groups get higher re-
sults. Especially in the cases of news articles and 
subtopic news articles which are less subjective 
than editorial articles, F-measure value is greatly 
increased. 

Table 2. Sentiment analysis of short movie review corpora 

Method total subjective 
Accuracy (%) F-measure8 (%) Accuracy F-measure

TFIDF 87.67 93.431 90.02 94.748 
NO chunking NO shifter 87.676 93.432 90.034 94.757 
NO chunking YES shifters 87.674 93.433 90.018 94.745 
YES chunking NO shifter 83.212 90.835 87.29 93.214 
YES chunking YES shifters 83.212 90.835 87.29 93.214 

Method Data Accuracy (%) F-measure (%) 

TFIDF

News articles Total 63.032 28.532 
Subjective 82.00 89.919 

Subtopic News 
articles

Total 61.95 32.287 
Subjective 73.332 84.44 

Editorial articles Total 57.53 73.04 
Subjective 87.23 93.18 

Table 3. Subjectivity extraction of news corpora 
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Sentiment Analysis: The results of sentiment 
analysis on the three groups of news data are 
summarized in Figure 3. The white points in 
Figure 3 are the values being larger than the 
baseline, the results using TFIDF. 

First of all, all of our proposed classification 
methods get higher results than TFIDF, except in 
the case of F-measure of subjective News data. 
This shows that using language-specific features 
which inflect the target language’s linguistic 
characteristics well, without complex mathemat-
ical measuring techniques, we could get better 
results than statistical methods in sentiment clas-
sification.

Secondly, similar to the result of movie re-
view corpora, mostly subjective data shows 
greatly improved results in experimental me-
thods overall. This means that our subjectivity 
extraction works successfully. 

Finally, in contrast to the results of experi-
ment 1, we get higher values of sentiment classi-
fication by using chunking and contextual shif-
ters. This implies that the restriction on semantic 
scope of opinionated terms and the methods re-
ducing features and properly modifying values 
of polarity terms by using contextual shifters 
also have merits in sentiment analysis of data 
such as news which has complex sentence struc-
ture like news. Furthermore, this tendency is no-
ticeable particularly in the subjective data of all 
three groups. This confirms the effectiveness of 

utilizing linguistic methods in subjectivity ex-
traction and sentiment analysis for news data 
which tries to maintain objectivity. 

5 Discussion and Further Work 

In this paper, we verified that simple measure-
ments utilizing language-specific features can 
improve the results of sentiment analysis. Partic-
ularly the chunking method using morphological 
dependency relations and the lexicon which con-
tains suffixes and particles having important 
functional meanings is expected to aid the sen-
timent analysis of other agglutinative languages 
such as Turkish and Japanese. In addition, this 
approach of sentiment analysis can be applied to 
various applications for extracting important in-
formation on the Internet to monitor a certain 
brand s reputations or to make social network for 
peoples who have similar opinions. 

We have plans to confirm the results of this 
paper by experiments on corpora which are ex-
panded in size and type in future work. We will 
also increase the number of lexical items of sub-
jectivity lexicon and polarity dictionary. Fur-
thermore, we will utilize other linguistic infor-
mation such as synonym lists of Korean ontolo-
gy and elaborate measuring methods using lin-
guistic-specific features of morphologically rich 
languages effectively. 

Figure 3. Sentiment analysis of  news corpora 
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Abstract

Information Extraction (IE) technology is fac-
ing new challenges of dealing with large-scale 
heterogeneous data sources from different 
documents, languages and modalities. Infor-
mation fusion, a new emerging area derived 
from IE, aims to address these challenges. We 
specify the requirements and possible solu-
tions to perform information fusion. The is-
sues include redundancy removal, contradic-
tion resolution and uncertainty reduction. We 
believe this is a critical step to advance IE to a 
higher level of performance and portability.  

1 Introduction 

Latest development of Information Extraction 
(IE) techniques has made it possible to extract 
‘facts’ (entities, relations and events) from un-
structured documents, and converting them into 
structured representations (e.g. databases). Once 
the collection grows beyond a certain size, an 
issue of critical importance is how a user can 
monitor a compact knowledge base or identify 
the interesting portions without having to (re) 
read large amounts of facts. In this situation us-
ers are often more concerned with the speed in 
which they obtain results, rather than obtaining 
the exact answers to their queries (Jagadish et 
al., 1999). The facts extracted from heterogene-
ous data sources (e.g. text, images, speech and 
videos) must then be integrated in a knowledge 
base, so that it can be queried in a uniform way. 
This provides unparalleled challenges and op-
portunities for improved decision making.  

Data can be noisy, incorrect, or misleading. 
Unstructured data, mostly text, is difficult to in-

terpret. In practice it is often the case that there 
are multiple sources which need to be extracted 
and compressed. In a large, diverse, and inter-
connected system, it is difficult to assure accu-
racy or even coherence among the data sources. 
In this environment, traditional IE would be of 
little value. Most current IE systems focus on 
processing a single document and language, and 
are customized for a single data modality. In ad-
dition, automatic IE systems are far from perfect 
and tend to produce errors.  

Achieving really advances in IE requires that 
we take a broader view, one that looks outside a 
single source. We feel the time is now ripe to 
incorporate some information integration tech-
niques in the database community (e.g. Seligman 
et al., 2010) to extend the IE paradigm to real-
time information fusion and raise IE to a higher 
level of performance and portability. This re-
quires us to work on a more challenging problem 
of information fusion - to remove redundancy, 
resolve contradictions and uncertainties by mul-
tiple information providers and design a general 
framework for the veracity analysis problem. 
The goal of this paper is to lay out the current 
status and potential challenges of information 
fusion, and suggest the following possible re-
search avenues. 
• Cross-document: We will discuss how to 

effectively aggregate facts across documents 
via entity and event coreference resolution.

• Cross-lingual: A shrinking fraction of the 
world’s Web pages are written in English, 
and so the ability to access pages across a 
range of languages is becoming increasingly 
important for many applications. This need 
can be addressed in part by cross-lingual in-
formation fusion. We will discuss the chal-
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lenges of extraction and translation respec-
tively. 

• Cross-media: Advances in speech and im-
age processing make the application of IE 
possible on other data modalities, beyond 
traditional textual documents.  

2 Cross-Document Information Fusion 

Most current IE systems focus on processing one 
document at a time, and except for coreference 
resolution, operate one sentence at a time. The 
systems make only limited use of ‘facts’ already 
extracted in the current document. The output 
contains rich structures about entities, relations 
and events involving such entities. However, due 
to noise, uncertainty, volatility and unavailability 
of IE components, the collected facts may be 
incomplete, noisy and erroneous. Several recent 
studies have stressed the benefits of using infor-
mation fusion across documents. These methods 
investigate quite different angles while follow a 
common research theme, namely to exploit 
global background knowledge. 

2.1 Information Inference 

Achieving really high performance (especially, 
recall) of IE requires deep semantic knowledge 
and large costly hand-labeled data. Many sys-
tems also exploited lexical gazetteers. However, 
such knowledge is relatively static (it is not up-
dated during the extraction process), expensive 
to construct, and doesn’t include any probabilis-
tic information. Error analysis on relation extrac-
tion shows that a majority (about 78%) of errors 
occur on nominal mentions, and more than 90% 
missing errors occur due to the lack of enough 
patterns to capture the context between two en-
tity mentions. For instance, to describe the “lo-
cated” relation between a bomber and a bus, 
there are more than 50 different intervening 
strings (e.g. “killed many people on a”, “’s at-
tack on a”, “blew apart a”, “blew himself up on 
a”, “drove his explosives-laden car into a”, 
“had rigged the”, “set off a bomb on a”, etc.), 
but the ACE1 training corpora only cover about 
1/3 of these expressions. 

Several recent studies have stressed the bene-
fits of using information redundancy on estimat-
ing the correctness of the IE output (Downey et 

1 http://www.itl.nist.gov/iad/mig/tests/ace/

al., 2005), improving disease event extraction 
(Yangarber, 2006), Message Understanding 
Conference event extraction (Mann, 2007; Pat-
wardhan and Riloff, 2009) and ACE event ex-
traction (Ji and Grishman, 2008). This approach 
is based on the premise that many facts will be 
reported multiple times from different sources in 
different forms. This may occur both within the 
same document and within a cluster of topically 
related and successive documents. Therefore, by 
aggregating similar facts across documents and 
conducting statistical global inference by favor-
ing interpretation consistency, enhanced extrac-
tion performance can be achieved with heteroge-
neous data than uniform data.  

The underlying hypothesis of cross-document 
inference is that the salience of a fact should be 
calculated by taking into consideration both its 
confidence and the confidence of other facts 
connected to it, which is inspired by PageRank 
(Page et al., 1998) and LexRank (Erkan and 
Radev, 2004). For example, a vote by linked en-
tities which are highly voted on by other entities 
is more valuable than a vote from unlinked enti-
ties. There are two major heuristics: (1) an as-
sertion that several information providers agree 
on is usually more trustable than that only one 
provider suggests; and (2) an information pro-
vider is trustworthy if it provides many pieces of 
true information, and a piece of information is 
likely to be true if it is provided by many trust-
worthy providers. (Yin et al., 2008) used the 
above heuristics in a progressive, iterative en-
hancement process for information fusion.  

The results from the previous work are prom-
ising, but the heuristic inferences are highly de-
pendent on the order of applying rules, and the 
performance may have been limited by the 
thresholds which may overfit a small develop-
ment corpus. One promising method might be 
using Markov Logic Networks (Richardson and 
Domingos, 2006), a statistical relational learning 
language, to model these global inference rules 
more declaratively. Markov Logic will make it 
possible to compactly specify probability distri-
butions over the complex relational inferences. It 
can capture non-deterministic (soft) rules that 
tend to hold among facts but do not have to. Ex-
ploiting this approach will also provide greater 
flexibility to incorporate additional linguistic and 
world knowledge into inference. 
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The information fused across documents can 
be represented as an information network (Ji, 
2009) in which entities can be viewed as vertices 
on the graph and they can be connected by some 
type of static relationship (e.g. those attributes 
defined in NIST TAC-KBP task (McNamee and 
Dang, 2009)), or as a temporal chain linking dy-
namic events (e.g. Bethard and Martin, 2008; 
Chambers and Jurafsky, 2009; Ji et al., 2009a). 
The latter representation is more attractive be-
cause business or international affairs analysts 
often review many news reports to track people, 
companies, and government activities and 
trends. The query logs from the commercial 
search engines show that there is a fair number 
of news related queries (Mishne & de Rijke, 
2006), suggesting that blog search users have an 
interest in the blogosphere response to news sto-
ries as they develop. For example, (Ji et al., 
2009a) extracted centroid entities and then 
linked events centered around the same centroid 
entities on a time line.  

Temporal ordering is a challenging task in 
particular because about half of the event men-
tions don’t include explicit time arguments. The 
text order by itself is a poor predictor of chrono-
logical order (only 3% temporal correlation with 
the true order). Single-document IE technique 
can identify and normalize event time arguments 
from the texts, which results in a much better 
correlation score of 44% (Ji et al., 2009a). But 
this is still far from the ideal performance for 
real applications. In order to alleviate this bottle-
neck, a possible solution is to exploit global 
knowledge from the related documents and 
Wikipedia, and related events to recover and 
predict some implicit time arguments (Filatova 
and Hovy, 2001; Mani et al., 2003; Mann, 2007; 
Eidelman, 2008; Gupta and Ji, 2009).   

2.2 Coreference Resolution 

One of the key challenges for information fusion 
is cross-document entity coreference – precise 
clustering of mentions into correct entities. 
There are two principal challenges: the same 
entity can be referred to by more than one name 
string and the same name string can refer to 
more than one entity. The recent research has 
been mainly promoted in the web people search 
task (Artiles et al., 2007) such as (Balog et al., 
2008), ACE2008 such as (Baron and Freedman, 

2008) and NIST TAC KBP (McNamee and 
Dang, 2009) evaluations. Interestingly, the qual-
ity of information can often be improved by the 
fused fact network itself, which can be called as 
self-boosting of information fusion. For exam-
ple, if two GPE entities are involved in a “con-
flict-attack” event, then they are unlikely to be 
connected by a “part-whole” relation; “Mah-
moud Abbas” and “Abu Mazen” are likely to be 
coreferential if they get involved in the same 
“life-born” event. Some prior work (Ji et al., 
2005; Jing et al., 2007) demonstrated the effec-
tiveness of using semantic relations to improve 
entity coreference resolution; while (Downey et 
al., 2005; Sutton and McCallum, 2004; Finkel et 
al., 2005; Mann, 2007) experimented with in-
formation fusion of relations across multiple 
documents. The TextRunner system (Banko et 
al., 2007)  can collapse and compress redundant 
facts extracted from multiple documents based 
on coreference resolution (Yates and Etzioni, 
2009), semantic similarity computation and nor-
malization.

Two relations are central for event fusion: 
contradiction – part of one event mention con-
tradicts part of another, and redundancy – part of 
one event mention conveys the same content as 
(or is entailed by) part of another. Once these 
central relations are identified they will provide 
a basis for identifying more complex relations 
such as elaboration, presupposition or conse-
quence. It is important to note that redundancy 
and contradiction among event mentions are 
logical relations that are not captured by tradi-
tional topic-based techniques for similarity de-
tection (e.g. Brants and Stolle, 2002). Contradic-
tions also arise from complex differences in the 
structure of assertions, discrepancies based on 
world-knowledge, and lexical contrasts. Ritter et 
al. (2009) described a contradiction detection 
method based on functional relations and pointed 
out that many contradictory fact pairs from the 
Web appear consistent, and that requires back-
ground knowledge to predict. 

Assessing event coreference is essential: for 
texts to contradict, they must refer to the same 
event. Event coreference resolution is more chal-
lenging than entity coreference because each 
linking decision needs to be made based upon 
the overall similarity of the event trigger and 
multiple arguments. Hasler and Orasan (2009) 

509



further found that in many cases even coreferen-
tial even arguments are not good indicators for 
event coreference. 

Earlier work on event coreference resolution 
(e.g. Bagga and Baldwin, 1999) was limited to 
several MUC scenarios. Recent work (Chen et 
al., 2009) focus on much wider coverage of 
event types defined in ACE. The methods from 
the knowledge fusion community (e.g. Appriou 
et al., 2001; Gregoire, 2006) mostly focus on 
resolving conflicts rather than identifying them 
(i.e. inconsistency problem rather than ambigu-
ity). These approaches allow the conflicts to be 
resolved in a straightforward way but they rely 
on the availability of meta-data (e.g., distribution 
of weights between attributes, probability as-
signment etc.). However, it is not always clear 
where to get this meta-data. 

The event attributes such as Modality, Polarity, 
Genericity and Tense (Sauri et al., 2006) will 
play an important role in event coreference reso-
lution because two event mentions cannot be 
coreferential if any of the attributes conflict with 
each other. Such attempts have been largely ne-
glected in the prior research due to the low 
weights of attribute labeling in the ACE scoring 
metric. (Chen et al., 2009) demonstrated that 
simple automatic event attribute labeling can 
significantly improve event coreference resolu-
tion. In addition, some very recent work includ-
ing (Nicolae and Nicolae, 2006; Ng, 2009; Chen 
et al., 2009) found that graph-cut based cluster-
ing can improve coreference resolution. The 
challenge lies in computing the affinity matrix. 

3 Cross-Lingual Information Fusion  

Cross-lingual comparable corpora are also 
prevalent now because almost all the influential 
events can be reported in multi-languages at the 
first time, but probably in different aspects. 
Therefore, linked fact networks can be con-
structed and lots of research tasks can benefit 
from such structures. Since the two networks are 
similar in structure but not homogeneous, we can 
do alignment and translation which may advance 
information fusion. Cross-lingual information 
fusion is concerned with technologies that fuse 
the information available in various languages 
and present the fused information in the user-
preferred language. The following fundamental 
cross-lingual IE pipelines can be employed: (1) 

Translate source language texts into target lan-
guage, and then run target language IE on the 
translated texts. (2) Run source language IE on 
the source language texts, and then use machine 
translation (MT) word alignments to translate 
(project) extracted information into target lan-
guages. Regardless of the different architectures, 
both pipelines are facing the following chal-
lenges from extraction and translation. 

3.1 Extraction Challenges 

Some recent fusion work focus on cross-lingual 
interaction and inference to improve both sides 
synchronously, beyond the parallel comparisons 
of cross-lingual IE pipelines in (e.g. Riloff et al., 
2002). One of such examples is on cross-lingual 
co-training (e.g. Cao et al., 2003; Chen and Ji, 
2009). In co-training (Blum and Mitchell, 1998), 
the uncertainty of a classifier is defined as the 
portion of instances on which it cannot make 
classification decisions. Exchanging tagged data 
in bootstrapping can help reduce the uncertain-
ties of classifiers. The cross-lingual fusion proc-
ess satisfies the co-training algorithm’s assump-
tions about two views (in this case, two lan-
guages): (1) the two views are individually suffi-
cient for classification (IE systems in both lan-
guages were learned from annotated corpora 
which are enough for reasonable extraction per-
formance); (2) the two views are conditionally 
independent given the class (IE systems in dif-
ferent languages may use different features and 
resources).

(Cao et al., 2003) indicated that uncertainty 
reduction is an important factor for enhancing 
the performance of co-training. It’s important to 
design new uncertainty measures for represent-
ing the degree of uncertainty correlation of the 
two classifiers in co-training. (Chen and Ji, 2009) 
proposed a new co-training framework using 
cross-lingual information projection. They dem-
onstrated that this framework is particularly ef-
fective for a challenging IE task which is situ-
ated at the end of a pipeline and thus suffers 
from the errors propagated from upstream proc-
essing and has low-performance baseline.  

3.2 Translation Challenges 

Because the facts are aggregated from multiple 
languages, the translation errors will bring us 
great challenges. However, in order to extend 
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cross-lingual information fusion techniques to 
more language pairs, we can start from the much 
more scalable task of “information” translation 
(Etzioni et al., 2007). The additional processing 
may take the form of machine translation (MT) 
of extracted facts such as names and events. IE 
tasks performed notably worse on machine trans-
lated texts than on texts originally written in 
English, and error analysis indicated that a major 
cause was the low quality of name translation (Ji 
et al., 2009b). Traditional MT systems focus on 
the overall fluency and accuracy of the transla-
tion but fall short in their ability to translate cer-
tain informationally critical words. In particular, 
it appears that better entity name translation can 
substantially improve cross-lingual information 
fusion.

Some recent work (e.g. Klementiev and Roth, 
2006; Ji, 2009) has exploited comparable cor-
pora to enhance information translation. There 
are no document-level or sentence-level align-
ments across languages, but important facts such 
as names, relations and events in one language in 
such corpora tend to co-occur with their coun-
terparts in the other. (Ji, 2009) used a bootstrap-
ping approach to align the information networks 
from bilingual comparable corpora, and discover 
name translations and extract relations links si-
multaneously. The general idea is to start from a 
small seed set of common name pairs, and then 
rely on the link attributes to align their related 
names. Then the new name translations are 
added to the seed set for the next iteration. This 
bootstrapping procedure is repeated until no new 
translations are produced. This approach is based 
on graph traverses and doesn’t need a name 
transliteration module to serve as baseline, or 
compute document-wise temporal distributions.   

The novelty of using comparable corpora lies 
in constructing and mining multi-lingual infor-
mation fusion framework which is capable of 
self-boosting. First, this approach can generate 
information translation pairs with high accuracy 
by using a small seed set. Second, the shortcom-
ings of traditional approaches are due to their 
limited use of IE techniques, and this approach 
can effectively integrate extraction and transla-
tion based on reliable confidence estimation. 
Third, compared to bitexts this approach can 
take advantage of much less expensive compara-
ble corpora. This approach can be extended to 

foster the research in other aspects for informa-
tion fusion. For example, the aligned sub-graphs 
with names, relations and events can be used to 
reduce information redundancy; the outlier (mis-
aligned) sub-graphs can be used to detect the 
novel or local information described in one lan-
guage but not in the other after the fusion proc-
ess. It does happen that the two persons have 
been explicitly reported as Father and Son rela-
tionship in one language, but in the other lan-
guage, they are just reported as two common 
persons.

4 Cross-Media Information Fusion

The research challenges discussed so far con-
cerned with textual data. Besides written texts, 
ever-increasing human generated data is avail-
able as speech recordings, microblogs, images 
and videos. We now discuss how to develop 
techniques for fusing a variety of media sources. 
State-of-the-art IE techniques have been devel-
oped primarily on newspaper articles and a few 
web texts, and it is not clear how systems would 
perform on other sources and how to integrate all 
available information. 

4.1 Coreference Resolution 

The main challenge is on designing a coherent 
information fusion framework that is able to ex-
ploit information across different parts of multi-
media documents and link them via cross-media 
coreference resolution. The framework will han-
dle multimedia information by considering not 
only the document’s text and images data but 
also the layout structure which determines how a 
given text block is related to a particular image 
or video. For example, a Web news page about 
“Health Care Reform in America” is composed 
by text describing some event (e.g., Final Senate 
vote for the reform plans, Obama signs the re-
form agreement), images (e.g., images about 
various government involvements over decades) 
and videos (e.g. Obama’s speech video about the 
decisions) containing additional information re-
garding the real extent of the event or providing 
evidence corroborating the text part.  

Current state-of-the-art information fusion ap-
proaches can be divided into two groups: formal 
“top-down” methods from the generic knowl-
edge fusion community and quantitative “bot-
tom-up” techniques from the applied Semantic 

511



Web community (Appriou et al., 2001; Gregoire, 
2006). Both approaches have their limitations. It 
will be beneficial to combine both types of ap-
proaches so that the fusion decision can be made 
depending on the type of problem and the 
amount of domain information it possesses. Sag-
gion et al. (2004) described a multimedia extrac-
tion approach to create composite index from 
multiple and multi-lingual sources.  Magalhaes 
et al. (2008) described a semantic similarity met-
ric based on key word vectors for multi-media 
fusion. Iria and Magalhaes (2009) exploited in-
formation across different parts of a multimedia 
document to improve document classification. It 
is important to go beyond key words and attempt 
representing the documents by the semantic facts 
identified by IE. 

One possible solution is to exploit the linkage 
information. Specifically, coreference resolution 
methods should be applied to four types of cross-
media data: (1) between the captions of images 
and context texts; (2) detecting HTML cross-
media associations and quantifying the level of 
image and text block correlation (3) between the 
texts embedded in images and context texts; (4) 
between the transcribed texts from the speech in 
video clips (via automatic speech recognition) 
and context texts. We can apply a similarity 
graph to incorporate virtual linkages. For exam-
ple, when we see images of two web documents 
containing the same object, we can raise our 
confidence that such documents are semanti-
cally correlated even if the two web documents 
are from different sources. 

4.2 Uncertainty Reduction 

When we combine information from images and 
their associated texts (e.g. meta-data, captions, 
surrounding text, transcription), one of the chal-
lenges lies in the uncertainty of text representa-
tion.  Therefore it is important to study both how 
to learn good models from different sources with 
different kinds of associated uncertainty, and 
how to make use of these, along with their level 
of uncertainty in supporting coherent decisions, 
taking into account characteristics of the data as 
well as of its source.   

The descriptions are usually generated by hu-
mans and thus are prone to error or subjectiv-
ity.  The images, especially the web images, are 
typically labeled by different users in different 

languages and cultural backgrounds.  It is unreal-
istic to expect descriptions to be consistent. In 
speech conversations, many facts are often em-
bedded in questions such as “It's OK to put De-
mocratic career politicians at the Pentagon and 
the Justice Department if they're Democrats but 
not if they're Republicans, is that right?” This 
challenge can be generally addressed by 
strengthening semantic attribute classification 
methods for Modality, Polarity and Genericity. 
And if the data sources are comparable, a more 
direct method of committee-based voting can 
also be exploited. 

However, the fusion process may itself cause 
data uncertainties. We can follow the co-training 
framework as described in section 3.1 to reduce 
uncertainty in fusion. To handle the missing la-
bels, a promising approach is to use graph-based 
label propagation (Deshpande et al., 2009), 
which can capture complex uncertainties and 
correlations in the data in a uniform manner. It’s 
also worth importing the multi-dimensional un-
certainty analysis framework described in data 
mining community (Aggarwal, 2010). The 
multi-dimensional uncertainty analysis method 
exactly suits the multi-media fusion needs: it 
allows us to combine first-order logic with prob-
abilities, modeling inferential uncertainty about 
multiple aspects - both the context of facts and 
intended meanings.  

4.3 Joint Modeling 

IE is generally applied on top of machine gener-
ated transcription and automatic structuring that 
suffer from errors compared to the true content 
of relations and events. In the context of infor-
mation fusion we can divide the problem of ad-
aptation into two types: (1) radical adaptation 
such as from newswire to biomedical articles; 
(2) modest adaptation such as from newswire to 
wikipedia or automatic speech recognition 
(ASR) output. (1) requires a great deal of new 
development such as ontology definition and 
data annotation; while (2) can be partially ad-
dressed during the information fusion process.  

For example, while dealing with speech input, 
IE systems need to be robust to the noise intro-
duced by earlier speech processing tasks such as 
ASR, sentence segmentation, salience detection 
and and speaker identification. Some earlier 
work (Makhoul et al., 2005; Favre et al., 2008) 
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showed that using an IE system trained from 
newswire, the performance degrades notably 
when the system is tested on automatic speech 
recognition output. But no general solutions 
have been proposed to address the genre-specific 
challenges for speech data.  

More specifically, pronoun resolution is one 
of the major challenges (Jing et al., 2007). For 
example, in wikipedia a lot of pronouns may 
refer to the entry entity; while in speech conver-
sation we will need to resolve first and second 
person pronouns based on automatic speaker role 
identification; and improve cross-sentence third 
pronoun resolution by exploiting gender and 
animacy knowledge discovery methods. 

The processing methods of text and other me-
dia are typically organized as a pipeline architec-
ture of processing stages (e.g. from pattern rec-
ognition, to information fusion, and to summari-
zation). Each of these stages has been studied 
separately and quite intensively over the past 
decade. It’s critical to move away from ap-
proaches that make chains of independent local 
decisions, and instead toward methods that make 
multiple decisions jointly using global informa-
tion. Joint inference techniques (Roth and Yih, 
2004; Ji et al., 2005; McCallum, 2006) can trans-
form the integration of multi-media into a bene-
fit by reducing the errors in individual stages. In 
doing so, we can take advantage (among other 
properties) of the coherence of a discourse: that a 
correct analysis of a text discourse reveals a 
large number of connections from the image in-
formation in its context, and so (in general) a 
more tightly connected analysis is more likely to 
be correct. For example, prior work has demon-
strated the benefit of jointly modeling name tag-
ging and n-best hypotheses, ASR lattices or 
word confusion networks (Hakkani-Tür et al., 
2006).

5 Conclusion

In the current information explosion era, IE 
technology is facing new challenges of dealing 
with heterogeneous data sources from different 
documents, languages and media which may 
contain a multiplicity of aspects on particular 
entities, relations and events. This new phenom-
ena requires IE to perform both traditional lower 
level processing as well as information fusion of 
factual data based on implicit inferences. This 

paper investigated the issues of information fu-
sion on a massive scale and the challenges have 
not been discussed in previous work. We speci-
fied the requirements and possible solutions for 
various dimensions to perform information fu-
sion. We also overviewed some recent work to 
demonstrate how these goals can be achieved.  

The field of information fusion is relatively 
new; and the nature of different data sources 
provides new ideas and challenges which are not 
present in other research. While much research 
has been performed in the area of data fusion, 
the context of automatic extraction provides a 
different perspective in which the fusion is per-
formed in the context of a lot of uncertainty and 
noise. This new task will provide connections 
between NLP and other areas such as data min-
ing and knowledge discovery. The progress on 
this task would save, anybody concerned with 
staying informed, an enormous amount of time. 
These are certainly ambitious goals and require 
long-term development of fusion and adaptation 
methods. But we hope that this outline of the 
research challenges will bring us closer to the 
goal.
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Abstract

We describe an effective constituent pro-
jection strategy, where constituent pro-
jection is performed on the basis of de-
pendency projection. Especially, a novel
measurement is proposed to evaluate the
candidate projected constituents for a tar-
get language sentence, and a PCFG-style
parsing procedure is then used to search
for the most probable projected con-
stituent tree. Experiments show that, the
parser trained on the projected treebank
can significantly boost a state-of-the-art
supervised parser. When integrated into a
tree-based machine translation system, the
projected parser leads to translation per-
formance comparable with using a super-
vised parser trained on thousands of anno-
tated trees.

1 Introduction

In recent years, supervised constituent parsing has
been well studied and achieves the state-of-the-art
for many resource-rich languages (Collins, 1999;
Charniak, 2000; Petrov et al., 2006). Because
of the cost and difficulty in treebank construc-
tion, researchers have also investigated the utiliza-
tion of unannotated text, including the unsuper-
vised parsing which totally uses unannotated data
(Klein and Manning, 2002; Klein and Manning,
2004; Bod, 2006; Seginer, 2007), and the semi-
supervised parsing which uses both annotated and
unannotated data (Sarkar, 2001; Steedman et al.,
2003; McClosky et al., 2006).

Because of the higher complexity and lower
performance of unsupervised methods, as well as

the need of reliable priori knowledge in semi-
supervised methods, it seems promising to project
the syntax structures from a resource-rich lan-
guage to a resource-scarce one across a bilingual
corpus. Lots of researches have so far been de-
voted to dependency projection (Hwa et al., 2002;
Hwa et al., 2005; Ganchev et al., 2009; Smith
and Eisner, 2009). While for constituent projec-
tion there is few progress. This is due to the fact
that the constituent syntax describes the language
structure in a more detailed way, and the degree of
isomorphism between constituent structures ap-
pears much lower.

In this paper we propose for constituent pro-
jection a stepwise but totally automatic strategy,
which performs constituent projection on the ba-
sis of dependency projection, and then use a con-
straint EM optimization algorithm to optimized
the initially projected trees. Given a word-aligned
bilingual corpus with source sentences parsed, we
first project the dependency structures of these
constituent trees to the target sentences using a
dynamic programming algorithm, then we gener-
ate a set of candidate constituents for each target
sentence and design a novel evaluation function
to calculate the probability of each candidate con-
stituent, finally, we develop a PCFG-style parsing
procedure to search for the most probable pro-
jected constituent tree in the evaluated candidate
constituent set. In addition, we design a constraint
EM optimization procedure to decrease the noise
in the initially projected constituent treebank.

Experimental results validate the effectiveness
of our approach. On the Chinese-English FBIS
corpus, we project the English parses produced
by the Charniak parser across to the Chinese sen-
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tences. A berkeley parser trained on this pro-
jected treebank can effectively boost the super-
vised parsers trained on bunches of CTB trees.
Especially, the supervised parser trained on the
smaller CTB 1.0 benefits a significant F-measure
increment of more than 1 point from the projected
parser. When using the projected parser in a tree-
based translation model (Liu et al., 2006), we
achieve translation performance comparable with
using a state-of-the-art supervised parser trained
on thousands of CTB trees. This surprising re-
sult gives us an inspiration that better translation
would be achieved by combining both projected
parsing and supervised parsing into a hybrid pars-
ing schema.

2 Stepwise Constituent Projection

We first introduce the dynamic programming pro-
cedure for dependency projection, then describe
the PCFG-style algorithm for constituent projec-
tion which is conducted on projected dependent
structures, and finally show the constraint EM
procedure for constituent optimization.

2.1 Dependency Projection

For dependency projection we adopt a dynamic
programming algorithm, which searches the most
probable projected target dependency structure
according to the source dependency structure and
the word alignment.

In order to mitigate the effect of word alignment
errors, multiple GIZA++ (Och and Ney, 2000) re-
sults are combined into a compact representation
called alignment matrix. Given a source sentence
with m words, represented asE1:m, and a target
sentence withn words, represented asF1:n, their
word alignment matrixA is anm × n matrix,
where each elementAi,j denotes the probability
of the source wordEi aligned to the target word
Fj .

UsingP (DF |DE , A) to denote the probability
of the projected target dependency structureDF

conditioned on the source dependency structure
DE and the alignment matrixA, the projection al-
gorithm aims to find

D̃F = argmax
DF

P (DF |DE , A) (1)

Algorithm 1 Dependency projection.
1: Input : F , andPe for all word pairs inF
2: for 〈i, j〉 ⊆ 〈1, |F |〉 in topological orderdo
3: buf ← ∅
4: for k← i..j − 1 do ⊲ all partitions
5: for l ∈ V[i, k] andr ∈ V[k + 1, j] do
6: insert DERIV(l, r, Pe) intobuf
7: insert DERIV(r, l, Pe) intobuf

8: V[i, j]← topK derivations ofbuf
9: Output: the best derivation ofV[1, |F |]

10: function DERIV(p, c, Pe)
11: d← p ∪ c ∪ {p · root y c · root} ⊲ new derivation
12: d · evl ← EVAL (d, Pe) ⊲ evaluation function
13: return d

P (DF |DE , A) can be factorized into each depen-
dency edgex y y in DF

P (DF |DE , A) =
∏

xyy∈DF

Pe(x y y|DE , A)

Pe can then be obtained by simple accumulation
across all possible situations of correspondence

Pe(x y y|DE , A)

=
∑

1≤x′,y′≤|E|
Ax,x′ ×Ay,y′ × δ(x′, y′|DE)

whereδ(x′, y′|DE) is a 0-1 function that equals
1 only if the dependent relationx′ y y′ holds in
DE .

The search procedure needed by the argmax op-
eration in equation 1 can be effectively solved
by the Chu-Liu-Edmonds algorithm used in (Mc-
Donald et al., 2005). In this work, however, we
adopt a more general and simple dynamic pro-
gramming algorithm as shown in Algorithm 1,
in order to facilitate the possible expansions. In
practice, the cube-pruning strategy (Huang and
Chiang, 2005) is used to speed up the enumera-
tion of derivations (loops started by line 4 and 5).

2.2 Constituent Projection

The PCFG-style parsing procedure searches for
the most probable projected constituent tree in
a shrunken search space determined by the pro-
jected dependency structure and the target con-
stituent tree. The shrunken search space can be
built as following. First, we generates the candi-
date constituents of the source tree and the can-
didate spans of the target sentence, so as to enu-
merate the candidate constituents of the target sen-
tence. Then we compute the consistent degree for
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each pair of candidate constituent and span, and
further estimate the probability of each candidate
constituent for the target sentence.

2.2.1 Candidate Constituents and Spans

For the candidate constituents of the source
tree, using only the original constituents imposes
a strong hypothesis of isomorphism on the con-
stituent projection between two languages, since
it requires that each couple of constituent and span
must be strictly matched. While for the candi-
date spans of the target sentences, using all sub-
sequences makes the search procedure suffer from
more perplexity. Therefore, we expand the candi-
date constituent set and restrict the candidate span
set:

• Candidate Constituent: Suppose a produc-
tion in the source constituent tree, denoted as
p → c1c2..ch..c|p|, andch is the head child
of the parentp. Each constituent,p or c, is a
triple 〈lb, rb, nt〉, wherent denotes its non-
terminal, whilelb and rb represent its left-
and right bounds of the sub-sequence that the
constituent covers. The candidate constituent
set of this production consists the head of
the production itself, and a set of incomplete
constituents,

{〈l, r, p · nt∗〉|c1 · lb ≤ l ≤ ch · lb∧
ch · rb ≤ r ≤ c|p| · rb∧
(l < ch · lb ∨ r > ch · rb)}

where the symbol∗ indicates an incomplete
non-terminal. The candidate constituent set
of the entire source tree is the unification of
the sets extracted from all productions of the
tree.

• Candidate Span: A candidate span of the tar-
get sentence is a tuple〈lb, rb〉, wherelb and
rb indicate the same as in a constituent. We
define the candidate span set as the spans of
all regular dependent segments in the corre-
sponding projected dependency structure. A
regular dependency segment is a dependent
segment that every modifier of the root is a
complete dependency structure. Suppose a
dependency structure rooted at wordp, de-
noted asclL..cl2cl1 x p y cr1cr2..crR, it

hasL (L ≥ 0) modifiers on its left andR
(R ≥ 0) modifiers on its right, each of them
is a smaller complete dependency structure.
Then the wordp itself is a regular depen-
dency segment without any modifier, and

{cli..cl1 x p y cr1..crj |0 ≤ i ≤ L∧
0 ≤ j ≤ R∧
(i > 0 ∨ j > 0)}

is a set of regular dependency structures with
at least one modifier. The regular depen-
dency segments of the entire projected de-
pendency structure can simply be accumu-
lated across all dependency nodes.

2.2.2 Span-to-Constituent Correspondence

After determining the candidate constituent set
of the source tree, denoted asΦE, and the can-
didate span set of the target sentence, denoted as
ΨF , we then calculate the consistent degree for
each pair of candidate constituent and candidate
span.

Given a candidate constituentφ ∈ ΦE and a
candidate spanψ ∈ ΨF , their consistent degree
C(ψ, φ|A) is the probability that they are aligned
to each other according toA.

We display the derivations from bottom to up.
First, we define the alignment probability from a
word i in the spanψ to the constituentφ as

P (i 7→ φ|A) =

∑
φ·lb≤j≤φ·rbAi,j∑

j Ai,j

Then we define the alignment probability from the
spanψ to the constituentφ as

P (ψ 7→ φ|A) =
∏

ψ·lb≤i≤ψ·rb
P (i 7→ φ|A)

Note that we usei to denote both a word and its in-
dex for simplicity without causing confusion. Fi-
nally, we defineC(φ,ψ|A) as

C(ψ, φ|A) = P (ψ 7→ φ|A) × P (φ 7→ ψ|AT ) (2)

Where P (φ 7→ ψ|AT ) denotes the alignment
probability from the constituentφ to the spanψ, it
can be calculated in the same manner.
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2.2.3 Constituent Projection Algorithm

The purpose of constituent projection is to find
the most probable projected constituent tree for
the target sentence conditioned on the source con-
stituent tree and the word alignment

T̃F = argmax
TF ⊆ΦF

P (TF |TE, A) (3)

Here, we useΦF to denote the set of candidate
constituents of the target sentence

ΦF = ΨF ⊗NT (ΦE)

= {φF |ψ(φF ) ∈ ΨF ∧ nt(φF ) ∈ NT (ΦE)}

whereψ(·) andnt(·) represent the span and the
non-terminal of a constituent respectively, and
NT (·) represents the set of non-terminals ex-
tracted from a constituent set. Note thatTF is a
subset ofΦF if we treat a tree as a set of con-
stituents.

The probability of the projected treeTF can be
factorized into the probabilities of the projected
constituents that composes the tree

P (TF |TE , A) =
∏

φF ∈TF

Pφ(φF |TE , A)

while the probability of the projected source con-
stituent can be defined as a statistics of span-to-
constituent- and constituent-to-constituent consis-
tent degrees

Pφ(φF |TE , A) =

∑
φE∈ΦE

C(φF , φE |A)∑
φE∈ΦE

C(ψ(φF ), φE |A)

whereC(φF , φE |A) in the numerator denotes the
consistent degree for each pair of constituents,
which can be calculated based on that of span and
constituent described in Formula 2

C(φF , φE) =

{
0 if φF · nt 6= φE · nt
C(ψ(φF ), φE) else

Algorithm 2 shows the pseudocode for con-
stituent projection. A PCFG-style parsing pro-
cedure searches for the best projected constituent
tree in the constrained space determined byΨF .
Note that the projected trees are binarized, and can
be easily recovered according to the asterisks at
the tails of non-terminals.

Algorithm 2 Constituent projection.
1: Input : ΨF , ΦF , andPφ for all spans inΨF

2: for 〈i, j〉 ∈ Ψ in topological orderdo
3: buf ← ∅
4: for p ∈ ΦF s.t.ψ(p) = 〈i, j〉 do
5: for k← i..j − 1 do ⊲ all partitions
6: for l ∈ V[i, k] andr ∈ V[k + 1, j] do
7: insert DERIV(l, r, p, Pφ) intobuf

8: V[i, j]← topK derivations ofbuf
9: Output: the best derivation ofV[1, |F |]

10: function DERIV(l, r, p, Pφ)
11: d← l ∪ r ∪ {p} ⊲ new derivation
12: d · evl ← EVAL (d, Pφ) ⊲ evaluation function
13: return d

2.3 EM Optimization

Since the constituent projection is conducted on
each sentence pair separately, the projected tree-
bank is apt to suffer from more noise caused by
free translation and word alignment error. It can
be expected that an EM iteration over the whole
projected treebank will lead to trees with higher
consistence.

We adopt the inside-outside algorithm to im-
prove the quality of the initially projected tree-
bank. Different from previous works, all expecta-
tion and maximization operations for a single tree
are performed in a constrained space determined
by the candidate span set of the projected target
dependency structure. That is to say, all the sum-
mation operations, both for calculatingα/β values
and for re-estimating the rule probabilities, only
consider the spans in the candidate span set. This
means that the projected dependency structures
are supposed believable, and the noise is mainly
introduced in the following constituent projection
procedure.

Here we give an overall description of the tree-
bank optimization procedure. First, an initial
PCFG grammarG0

F is estimated from the original
projected treebank. Then several iterations ofα/β
calculation and rule probability re-estimation are
performed. For example in thei-the iteration,α/β
values are calculated based on the current gram-
marGi−1

F , afterwards the optimized grammarGiF
is obtained based on theseα/β values. The itera-
tive procedure terminates when the likelihood of
whole treebank increases slowly. Finally, with the
optimized grammar, a constrained PCFG parsing
procedure is conducted on each of the initial pro-
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jected trees, so as to obtain an optimized treebank.

3 Applications of Constituent Projection

The most direct contribution of constituent pro-
jection is pushing an initial step for the statis-
tical constituent parsing of resource-scarce lan-
guages. It also has some meaningful applica-
tions even for the resource-rich languages. For
instances, the projected treebank, due to its large
scale and high coverage, can used to boost an tra-
ditional supervised-trained parser. And, the parser
trained on the projected treebank can adopted to
conduct tree-to-string machine translation, since
it give parsing results with larger isomorphism
with the target language than a supervised-trained
parser dose.

3.1 Boost an Traditional Parser

We first establish a unified framework for the en-
hanced parser where a projected parser is adopted
to guide the parsing procedure of the baseline
parser.

For a given target sentenceS, the enhanced
parser selected the best parseT̃ among the set
of candidatesΩ(S) according to two evaluation
functions, given by the baseline parserB and the
projected guide parserG, respectively.

T̃ = argmax
T∈Ω(S)

P (T |B) × P (T |G)λ (4)

These two evaluation functions can be integrated
deeply into the decoding procedure (Carreras et
al., 2008; Zhang and Clark, 2008; Huang, 2008),
or can be integrated at a shallow level in a rerank-
ing manner (Collins, 2000; Charniak and John-
son, 2005). For simplicity and generability, we
adopt the reranking strategy. Ink-best reranking,
Ω(S) is simply a set of candidate parses, denoted
as{T1, T2, ..., Tk}, and we use the single parse of
the guide parser,TG, to re-evaluate these candi-
dates. Formula 4 can be redefined as

T̃ (TG) = argmax
T∈Ω(S)

w · f(T, TG) (5)

Here, f(T, TG) and w represent a high dimen-
sional feature representation and a correspond-
ing weight vector, respectively. The first feature
f1(T, TG) = logP (T |B) is the log probability

of the baseline parser, while the remaining fea-
tures are integer-valued guide features, and each
of them represents the guider parser’s predication
result for a particular configuration in candidate
parseT , so as to utilize the projected parser’s
knowledge to guide the parsing procedure of the
traditional parser.

In our work a guide feature is composed of two
parts, the non-terminal of a certain constituentφ
in the candidate parseT ,1 and the non-terminal
at the corresponding spanψ(φ) in the projected
parseTG. Note that in the projected parse this
span does not necessarily correspond to a con-
stituent. In such situations, we simply use the
non-terminal of the constituent that just be able
to cover this span, and attach a asterisk at the tail
of this non-terminal. Here is an example of the
guide features

f100(T, TG) = V P ∈ T ◦ PP∗ ∈ TG

It represents that aV P in the candidate parse cor-
responds to a segment of aPP in the projected
parse. The quantity of its weightw100 indicates
how probably a span can be predicated asV P if
the span corresponds to a partialPP in the pro-
jected parse.

We adopt the perceptron algorithm to train
the reranker. To reduce overfitting and pro-
duce a more stable weight vector, we also use
a refinement strategy called averaged parameters
(Collins, 2002).

3.2 Using in Machine Translation

Researchers have achieved promising improve-
ments in tree-based machine translation (Liu et
al., 2006; Huang et al., 2006). Such models use
a parsed tree as input and converts it into a target
tree or string. Given a source language sentence,
first we use a traditional source language parser
to parse the sentence to obtain the syntax treeT ,
and then use the translation decoder to search for
the best derivatioñd, where a derivationd is a se-
quence of transformations that converts the source
tree into the target language string

d̃ = argmax
d∈D

P (d|T ) (6)

1Using non-terminals as features brings no improvement
in the reranking experiments, so as to examine the impact of
the projected parser.
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HereD is the candidate set ofd, and it is deter-
mined by the source treeT and the transformation
rules.

Since the tree-based models are based on
the synchronous transformational grammars, they
suffer much from the isomerism between the
source syntax and the target sentence structure.
Considering that the parsed tree produced by a
projected parser may have larger isomorphism
with the target language, it would be a promis-
ing idea to adopt the projected parser to parse the
input sentence for the subsequent translation de-
coding procedure.

4 Experiments

In this section, we first invalidate the effect of con-
stituent projection by evaluating a parser trained
on the projected treebank. Then we investigate
two applications of the projected parser: boosting
an traditional supervised-trained parser, and inte-
gration in a tree-based machine translation sys-
tem. Following the previous works, we depict the
parsing performance by F-score on sentences with
no more than 40 words, and evaluate the transla-
tion quality by the case-sensitive BLEU-4 metric
(Papineni et al., 2002) with 4 references.

4.1 Constituent Projection

We perform constituent projection from English
to Chinese on the FBIS corpus, which contains
239K sentence pairs with about 6.9M/8.9M words
in Chinese/English. The English sentences are
parsed by the Charniak Parser and the dependency
structures are extracted from these parses accord-
ing to the head-finding rules of (Yamada and
Matsumoto, 2003). The word alignment matrixes
are obtained by combining the10-best results of
GIZA++ according to (Liu et al., 2009).

We first project the dependency structures from
English to Chinese according to section 2.1, and
then project the constituent structures according
to section 2.2. We define an assessment criteria
to evaluate the confidence of the final projected
constituent tree

c = n
√
P (DF |DE , A) × P (TF |TE , A)

wheren is the word count of a Chinese sentence
in our experiments. A series of projected Chi-

Thres c #Resrv Cons-F1 Span-F1

0.5 12.6K 23.9 32.7
0.4 17.8K 23.9 33.4
0.3 27.2K 25.4 35.7
0.2 45.1K 26.6 38.0
0.1 87.0K 27.8 40.4

Table 1: Performances of the projected parsers
on the CTB test set. #Resrv denotes the amount
of reserved trees within thresholdc. Cons-F1 is
the traditional F-measure, while Span-F1 is the F-
measure without consideration of non-terminals.

nese treebanks with different scales are obtained
by specifying differentc as the filtering threshold.
The state-of-the-art Berkeley Parser is adopted to
train on these treebanks because of its high per-
formance and independence of head word infor-
mation.

Table 1 shows the performances of these pro-
jected parsers on the standard CTB test set, which
is composed of sentences in chapters 271-300.
We find that along with the decrease of the filter-
ing thresholdc, more projected trees are reserved
and the performance of the projected parser con-
stantly increases. We also find that the traditional
F-value, Cons-F1, is obviously lower than the one
without considering non-terminals, Span-F1. This
indicates that the constituent projection procedure
introduces more noise because of the higher com-
plexity of constituent correspondence. In all the
rest experiments, however, we simply use the pro-
jected treebank filtered by thresholdc = 0.1 and
do not try any smaller thresholds, since it already
takes more than one weak to train the Berkeley
Parser on the 87 thousands trees resulted by this
threshold.

The constrained EM optimization procedure
described in section 2.3 is used to alleviate the
noise in the projected treebank, which may be
caused by free translation, word alignment errors,
and projection on each single sentence pair. Fig-
ure 1 shows the log-likelihood on the projected
treebank after each EM iteration. It is obvious that
the log-likelihood increases very slowly after 10
iterations. We terminate the EM procedure after
40 iterations.

Finally we train the Berkeley Parser on the op-
timized projected treebank, and test its perfor-
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Figure 1: Log-likelihood of the 87K-projected
treebank after each EM interation.

Train Set Cons-F1 Span-F1

Original 87K 27.8 40.4
Optimized 87K 22.8 40.2

Table 2: Performance of the parser trained on the
optimized projected treebank, compared with that
of the original projected parser.

Train Set Baseline Bst-Ini Bst-Opt
CTB 1.0 75.6 76.4 76.9
CTB 5.0 85.2 85.5 85.7

Table 3: Performance improvement brought by
the projected parser to the baseline parsers trained
on CTB 1.0 and CTB 5.0, respectively. Bst-
Ini/Bst-Opt: boosted by the parser trained on the
initial/optimized projected treebank.

mance on the standard CTB test set. Table 2
shows the performance of the parser trained on
the optimized projected treebank. Unexpectedly,
we find that the constituentF1-value of the parser
trained on the optimized treebank drops sharply
from the baseline, although the spanF1-value re-
mains nearly the same. We assume that the EM
procedure gives the original projected treebank
more consistency between each single tree while
the revised treebank deviates from the CTB anno-
tation standard, but it needs to be validated by the
following experiments.

4.2 Boost an Traditional Parser

The projected parser is used to help the reranking
of thek-best parses produced by another state-of-
the-art parser, which is called the baseline parser
for convenience. In our experiments we choose
the revised Chinese parser (Xiong et al., 2005)
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Figure 2: Boosting performance of the projected
parser on a series of baseline parsers that are
trained on treebanks of different scales.

based on Collins model 2 (Collins, 1999) as the
baseline parser.2

The baseline parser is respectively trained on
CTB 1.0 and CTB 5.0. For both corpora we
follow the traditional corpus splitting: chapters
271-300 for testing, chapters 301-325 for devel-
opment, and else for training. Experimental re-
sults are shown in Table 3. We find that both
projected parsers bring significant improvement to
the baseline parsers. Especially the later, although
performs worse on CTB standard test set, gives a
larger improvement than the former. This to some
degree confirms the previous assumption. How-
ever, more investigation must be conducted in the
future.

We also observe that for the baseline parser
trained on the much larger CTB 5.0, the boost-
ing performance of the projected parser is rela-
tively lower. To further investigate the regularity
that the boosting performance changes according
to the scale of training treebank of the baseline
parser, we train a series of baseline parsers with
different amounts of trees, then use the projected
parser trained on the optimized treebank to en-
hance these baseline parsers. Figure 2 shows the
experimental results. From the curves we can see
that the smaller the training corpus of the baseline
parser, the more significant improvement can be
obtained. This is a good news for the resource-
scarce languages that have no large treebanks.

2The Berkeley Parser fails to givek-best parses for some
sentences when trained on small treebanks, and these sen-
tences have to be deleted in thek-best reranking experiments.
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4.3 Using in Machine Translation

We investigate the effect of the projected parser
in the tree-based translation model on Chinese-to-
English translation. A series of contrast transla-
tion systems are built, each of which uses a super-
vised Chinese parser (Xiong et al., 2005) trained
on a particular amount of CTB trees.

We use the FBIS Chinese-English bitext as the
training corpus, the 2002 NIST MT Evaluation
test set as our development set, and the 2005 NIST
MT Evaluation test set as our test set. We first ex-
tract the tree-to-string translation rules from the
training corpus by the algorithm of (Liu et al.,
2006), and train a 4-gram language model on
the Xinhua portion of GIGAWORD corpus with
Kneser-Ney smoothing using the SRI Language
Modeling Toolkit (Stolcke and Andreas, 2002).
Then we use the standard minimum error-rate
training (Och, 2003) to tune the feature weights
to maximize the system.s BLEU score.

Figure 3 shows the experimental results. We
find that the translation system using the projected
parser achieves the performance comparable with
the one using the supervised parser trained on
CTB 1.0. Considering that the F-score of the pro-
jected parser is only 22.8%, which is far below of
the 75.6% F-score of the supervised parser trained
on CTB 1.0, we can give more confidence to the
assumption that the projected parser is apt to de-
scribe the syntax structure of the counterpart lan-
guage. This surprising result also gives us an in-
spiration that better translation would be achieved
by combining projected parsing and supervised
parsing into hybrid parsing schema.

5 Conclusion

This paper describes an effective strategy for con-
stituent projection, where dependency projection
and constituent projection are consequently con-
ducted to obtain the initial projected treebank,
and an constraint EM procedure is then per-
formed to optimized the projected trees. The
projected parser, trained on the projected tree-
bank, significantly boosts an existed state-of-the-
art supervised-trained parser, especially trained on
a smaller treebank. When using the projected
parser in tree-based translation, we achieve the
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Figure 3: Performances of the translation systems,
which use the projected parser and a series of su-
pervised parsers trained CTB trees.

translation performance comparable with using a
supervised parser trained on thousands of human-
annotated trees.

As far as we know, this is the first time that
the experimental results are systematically re-
ported about the constituent projection and its ap-
plications. However, many future works need
to do. For example, more energy needs to be
devoted to the treebank optimization, and hy-
brid parsing schema that integrates the strengths
of both supervised-trained parser and projected
parser would be valuable to be investigated for
better translation.
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Abstract 

This paper presents a comparative study 
on two key problems existing in extrac-
tive summarization: the ranking problem 
and the selection problem. To this end, 
we presented a systematic study of 
comparing different learning-to-rank al-
gorithms and comparing different selec-
tion strategies. This is the first work of 
providing systematic analysis on these 
problems. Experimental results on two 
benchmark datasets demonstrate three 
findings: (1) pairwise and listwise learn-
ing-to-rank algorithms outperform the 
baselines significantly; (2) there is no 
significant difference among the learn-
ing-to-rank algorithms; and (3) the in-
teger linear programming selection 
strategy generally outperformed Maxi-
mum Marginal Relevance and Diversity 
Penalty strategies. 

1 Introduction 

As the rapid development of the Internet, docu-
ment summarization has become an important 
task since document collections are growing 
larger and larger. Document summarization, 
which aims at producing a condensed version of 
the original document(s), helps users to acquire 
information that is both important and relevant 
to their information need.  So far, researchers 
have mainly focused on extractive methods 
which choose a set of salient textual units to 
form a summary.  Such textual units are typical-
ly sentences, sub-sentences (Gillick and Favre, 
2009), or excerpts (Sauper and Barzilay, 2009).  

Almost all extractive summarization methods 
face two key problems: the first problem is how 
to rank textual units, and the second one is how 

to select a subset of those ranked units. The 
ranking problem requires systems model the 
relevance of a textual unit to a topic or a query. 
In this paper, the ranking problem refers to ei-
ther sentence ranking or concept ranking. Con-
cepts can be unigrams, bigrams, semantic con-
tent units, etc., although in our experiment, only 
bigrams are used as concepts. The selection 
problem requires systems improve diversity or 
remove redundancy so that more relevant in-
formation can be covered by the summary as its 
length is limited. As our paper focuses on ex-
tractive summarization, the selection problem 
refers to selecting sentences. However, the se-
lection framework presented here is universal 
for selecting arbitrary textual units, as discussed 
in Section 4. 

There have been a variety of studies to ap-
proach the ranking problem. These include both 
unsupervised sentence ranking (Luhn, 1958; 
Radev and Jing, 2004, Erkan and Radev, 2004), 
and supervised methods (Ouyang et al., 2007; 
Shen et al., 2007; Li et al., 2009). Even given a 
list of ranked sentences, it is not trivial to select 
a subset of sentences to form a good summary 
which includes diverse information within a 
length limit. Three common selection strategies 
have been studied to address this problem: Max-
imum Marginal Relevance (MMR) (Carbonell 
and Goldstein, 1998), Diversity Penalty (DiP) 
(Wan, 2007), and integer linear programming 
(ILP) (McDonald, 2007; Gillick and Favre, 
2009). As different methods were often eva-
luated on different datasets, it is of great value 
to systematically compare ranking and selection 
strategies on the same dataset. However, to the 
best of our knowledge, there is still no work to 
compare different ranking strategies or compare 
different selection strategies.  

In this paper, we presented a comparative 
study on the ranking problem and the selection 
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problem for extractive summarization. We 
compared three genres of learning-to-rank me-
thods for ranking sentences or concepts: SVR, a 
pointwise ranking algorithm; RankNet, a pair-
wise learning-to-rank algorithm; and ListNet, a 
listwise learning-to-rank algorithm. We adopted 
an ILP framework that is able to select sen-
tences based on sentence ranking or concept 
ranking. We compared it with other selection 
strategies such as MMR and Diversity Penalty. 
We conducted our comparative experiments on 
the TAC 2008 and TAC 2009 datasets, respec-
tively. Our contributions are two-fold: First, to 
the best of our knowledge, this is the first work 
of presenting systematic and in-depth analysis 
on comparing ranking strategies and comparing 
selection strategies. Second, this is the first 
work using pairwise and liswise learning-to-
rank algorithms to perform concept (word bi-
gram) ranking for extractive summarization.  

The rest of this paper is organized as follows. 
We introduce the related work in Section 2. In 
Section 3, we present three ranking algorithms, 
SVR, RankNet, and ListNet. We describe the 
sentence selection problem with an ILP frame-
work described in Section 4. We introduce fea-
tures in Section 5. Evaluation and experiments 
are presented in Section 6. Finally, we conclude 
this paper in Section 7. 

2 Related Work 

A number of extractive summarization studies 
used unsupervised methods with surface fea-
tures, linguistic features, and statistical features 
to guide sentence ranking (Edmundson, 1969; 
McKeown and Radev, 1995; Radev et al., 2004; 
Nekova et al., 2006). Recently, graph-based 
ranking methods have been proposed for sen-
tence ranking and scoring, such as LexRank 
(Erkan and Radev, 2004) and TextRank (Mihal-
cea and Tarau, 2004).  

There are also a variety of studies on su-
pervised learning methods for sentence ranking 
and selection. Kupiec et al. (1995) developed a 
naive Bayes classifier to decide whether a sen-
tence is worthy to extract. Recently, Conditional 
Random Field (CRF) and Structural SVM have 
been employed for single document summariza-
tion (Shen et al., 2007; Li et al., 2009).  

Besides ranking sentences directly, there are 
some approaches that select sentences based on 

concept ranking. Radev et al. (2004) used cen-
troid words whose tf*idf scores are above a 
threshold. Filatova and Hatzivassiloglou (2004) 
used atomic event as concept. Moreover, sum-
marization evaluation metrics such as Basic 
Element (Hovy et al., 2006), ROUGE (Lin and 
Hovy, 2003) and Pyramid (Passonneau et al., 
2005) are all counting the concept overlap be-
tween generated summaries and human-written 
summaries.  

Another important issue existing in extractive 
summarization is to find an optimal sentence 
subset which can cover diverse information. 
Maximal Marginal Relevance (MMR) (Carbo-
nell and Goldstein, 1998) and Diversity Penalty 
(Wan, 2007) are most widely used approaches 
to reduce redundancy. The two methods are es-
sentially based on greedy search. By contrast, 
ILP based approaches view summary generation 
as a global optimization problem. McDonald 
(2007) proposed a sentence-level ILP solution. 
Sauper and Barzilay (2009) presented an ex-
cerpt-level ILP method to generate Wikipedia 
articles. Gillick and Favre (2009) proposed a 
concept-level ILP, but they used document fre-
quency to score concepts (bigrams), without any 
learning process. Some recent studies (Gillick 
and Favre, 2009; Martins and Smith, 2009) also 
modeled sentence selection and compression 
jointly using ILP. Our ILP framework proposed 
here is based on these studies. Although various 
selection strategies have been proposed, there is 
no work to systematically compare these strate-
gies yet. 

Learning to rank attracts much attention in 
the information retrieval community recently. 
Pointwise, pairwise and listwise learning-to-
rank approaches have been extensively studied 
(Liu, 2009). Some of those have been applied to 
document summarization, such as SVR 
(Ouyang et al., 2007), classification SVM 
(Wang et al., 2007), and RankNet (Svore et al., 
2007). Again, there is no work to systematically 
compare these ranking algorithms. To the best 
of our knowledge, this is the first time that a 
listwise learning-to-rank algorithm, ListNet 
(Cao et al., 2007), is adapted to document sum-
marization in this paper. Moreover, pairwise 
and listwise learning-to-rank algorithms have 
never been used to perform concept ranking for 
extractive summarization.  
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3 Ranking Sentences or Concepts 

Given a query and a collection of relevant doc-
uments, an extractive summarization system is 
required to generate a summary consisting of a 
set of text units (usually sentences). The first 
problem we need to consider is to determine the 
importance of these sentences according to the 
input query. We approach this ranking problem 
in two ways: the first way is to score sentences 
directly using learning-to-rank algorithms, and 
thus the goal of summarization is to select a 
subset of sentences, considering both relevance 
and redundancy. The second way is to score 
concepts within the document collection, and 
then the summarization task is to select a sen-
tence subset that can cover those important con-
cepts maximally. The problem of sentence se-
lection will be described in Section 4.  

Suppose the relevant document collection for 
a query q is Dq. From this collection, we obtain 
a set of sentences or concepts (e.g., word bi-
grams), S={s1,s2,…,sn} or C={c1,c2,…, cn}. Be-
fore training, each si or ci is associated with a 
gold standard score, yi. A feature vector, xj= 
Φ(sj/cj,q,Dq), is constructed for each sentence or 
concept. The learning algorithm will learn a 
ranking function f(xj) from a collection of 
query-document pairs {(qi,Dqi)|i= 1, 2,…,m}.  

We investigated three learning-to-rank me-
thods to learn f(xj). The first one is a pointwise 
ranking algorithm, support vector regression 
(SVR). This algorithm treats sentences (or con-
cepts) independently. The second method is a 
pairwise ranking algorithm, RankNet, which 
learns a ranking function from a list of sentence 
(or concept) pairs. Each pair is labeled as 1 if 
the first sentence si (or concept ci) ranks ahead 
of the second sj (or cj), and 0 otherwise. 

The listwise ranking algorithm, ListNet, 
learns the ranking function f(xj) in a different 
way. A list of sentences (or concepts) is treated 
as a whole. Both RankNet and ListNet take into 
account the dependency between sentences (or 
concepts). 

3.1  Support Vector Regression  

Support Vector Regression (SVR), a generaliza-
tion of the classical SVM formulation, attempts 
to learn a regression model. SVR has been ap-
plied to summarization in (Ouyang et al., 2007; 
Metzler and Kanungo, 2008). In our work, we 

train the SVR model to fit the gold standard 
score of each sentence or concept.  

Formally, the objective of SVR is to minim-
ize the following objective: 

2

, ,

1 1|| || ( ( ))
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i i
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w b
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ℑ( ) =

⎧ ⎫⎛ ⎞⎪ ⎪+ ⋅ + −⎜ ⎟⎨ ⎬
⎪ ⎪⎝ ⎠⎩ ⎭

∑
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where L(x)=|x|-ξ if x > ξ and otherwise L(x)=0; 
yi is the gold standard score of xi; f(x) =wTx+b, 
the predicted score of x; C and v are two para-
meters; and N is the total number of training 
examples.  

3.2 RankNet  

RankNet is a pairwise learning-to-rank method 
(Burges et al., 2005). In this algorithm, training 
examples are handled pair by pair. Given a pair 
of feature vectors (xi, xj), the gold standard 
probability ijP is set to be 1 if the label of the 
pair is 1, which means xi ranks ahead of xj. The 
gold standard probability is 0 if the label of the 
pair is 0. Then the predicted probability Pij, 
which defines the probability of xi ranking 
ahead of xj by the model, is represented as a lo-
gistic function:  

exp( ( ) ( ))
1 exp( ( ) ( ))

i j
ij

i j

f x f x
P

f x f x
−

=
+ −

            (2) 

where f(x) is the ranking function. The objective 
of the algorithm is to minimize the cross entro-
py between the gold standard probability and 
the predicted probability, which is defined as 
follows: 

( ) log (1 ) log(1 )ij ij ij ij ijC f P P P P= − − − −     (3) 

A three-layer neural network is used as the 
ranking function, as follows:  

3 32 2 21 2 3( ) ( ( ) )n ij jk nk j i
j k

f x g w g w x b b= + +∑ ∑
 
 (4) 

where for weights w and bias b, the superscripts 
indicate the node layer while the subscripts in-
dicate the node indexes within each layer. And 
xnk is the k-th component of input feature vector 
xn. Then a gradient descent method is used to 
learn the parameters. For details, refer to 
(Burges et al., 2005). 

3.3 ListNet 

ListNet takes a list of items as input in the learn-
ing process. More specifically, suppose we have 
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a list of feature vectors (x1, x2,…, xn) and each 
feature vector xi has an gold standard score yi, 
which has been assigned before training. Ac-
cordingly, we have a list of gold standard scores 
(y1, y2,…,yn). We also have a list of scores as-
signed by the algorithm during training, say, 
(f(x1), f(x2),…, f(xn)). Given a score list 
S={s1,s2,…,sn}, the probability that xj will rank 
the first place among the n items is defined as 
follows: 

1 1

( ) exp( )
( )

( ) exp( )
j j

s n n
k kk k

s s
P j

s s
= =

Φ
= =

Φ∑ ∑
        (5) 

It is easy to prove that (Ps(1), Ps(2), …, Ps(n)) is 
a probability distribution, as the sum of them 
equals to 1. Therefore, the cross entropy can be 
used to define the loss between the gold stan-
dard distribution Py(j) and the distribution Pf(j), 
as follows:  

1
( , ) ( ) log ( )

n

y f
j

L y f P j P j
=

= −∑               (6) 

where y represents the gold standard score list  
(y1, y2,…,yn) and f=(f(x1), f(x2),…, f(xn)) is the 
score list output by the ranking algorithm.  

The function f is defined as a linear function, 
as follows: 

( ) T
w i if x w x=                          (7) 

Then the gradient of loss function L(y,f) with 
respect to the parameter vector w can be calcu-
lated as follows:  
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 (8) 

 
During training, w is updated in a gradient des-
cent manner: w=w -η∆w and η is the learning 
rate. For details, refer to (Cao et al., 2007). 

4 ILP-based Selection Framework 

After we have a way of ranking sentences or 
concepts, we face a sentence selection problem: 
selecting an optimal subset of sentences as the 
final summary. To integrate sentence/concept 
ranking, we adopted an integer linear program-
ming (ILP) framework to find the optimal sen-
tence subset (Filatova and Hatzivassiloglou, 
2004; McDonald, 2007; Gillick and Favre, 2009; 
Takamura and Okumura, 2009). ILP is a global 

optimization problem whose objective and con-
straints are linear in a set of integer variables.  

Formally, we define the problem of sentence 
selection as follows: 

maximize:  ( )*  x
i i

i
f x z⎧ ⎫

⎨ ⎬
⎩ ⎭
∑
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where: 
xi – the representation unit, such as a sentence 
or a concept. We term it representation unit be-
cause the summary quality is represented by the 
set of included xi; 
f(xi) - the ranking function given by the learn-
ing-to-rank algorithms; 
uj - the selection unit, for instance, a sentence in 
this paper. |uj| is the number of words in uj; 

x
iz - the indicator variable which denotes the 

presence or absence of xi in the summary; 
u
jz - the indicator variable which denotes inclu-

sion or exclusion of uj; 
I(i, j) - a  binary constant indicating that wheth-
er xi appears in uj. It is either 1 or 0; 
Lim - the length limit; 
sim(xi, xj) - a similarity measure for considering 
the redundancy; 
δ - the redundancy threshold.  

The first constraint indicates the length limit. 
The second constraint asserts that if a represen-
tation unit xi is included in a summary, at least 
one selection unit that contains xi must be se-
lected. The third constraint considers redundan-
cy. If the representation unit is sentence, the 
similarity measure is defined as tf*idf similarity, 
and δ/2 is the similarity threshold, which was 
set to be 1 here. For concepts, the similarity 
measure can be defined as  

1,    
( , )

0,    otherwise
i j

i j

x x
sim x x

=⎧
= ⎨
⎩ .

 

However, other definition is also feasible, de-
pending on what has been selected as represen-
tation unit. 
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Note that this framework is very general. If 
the representation unit xi is a sentence, the rank-
ing function is defined on sentence. Thus the 
ILP framework will find a set of sentences that 
can optimize the total scores of selected sen-
tences, subject to several constraints. If the re-
presentation unit is a concept, the ranking func-
tion measures the importance of a concept to be 
included in a summary. Thus the goal of ILP is 
to find a set of sentences by maximizing the 
scores of concepts covered by those selected 
sentences. 

 
Dq relevant document collection in response 

to query q 
d one single document 
wi unigram 
wiwi+1 bigram 
S sentence 
tfd(wi) the frequency of wi occurring in d 
dfD(wi) the number of documents containing wi 

in collection D 
Table 1. Notations for features. 

5 Features 

To facilitate the following description, some 
notations are defined in Table 1. In our dataset, 
each query has a title and narrative to precisely 
define an information need. The following is a 
query example from the TAC 2008 test dataset:  
<topic id = "D0801A">  
 <title> Airbus A380 </title> 
 <narrative> 

Describe developments in the production and 
launch of the Airbus A380. 

 </narrative> 
</topic> 

Features for sentence ranking and concept 
ranking are listed in the following. We use word 
bigrams as concept here. 
Sentence Features 
(1) Cluster frequency: ( )

qi
D iw S

tf w
∈∑  

(2) Title frequency: ( )
i

d iw S
tf w

∈∑  where d is a 

new document that consists of all the titles of 
documents in Dq.  
(3) Query frequency: ( )

i
d iw S

tf w
∈∑  where d is 

a document consisting of the title and narrative 
fields of the current topic.  

(4) Theme frequency: ( )
qi i

D iw S w T
tf w

∈ ∧ ∈∑  

where T is the top 10% frequent unigram words 
in Dq. 
(5) Document frequency of bigrams in the sen-
tence: 

1
1( )

i i
D i iw w S

df w w
+

+∈∑ .  

(6) PageRank score: as described in (Mihalcea 
and Tarau, 2004), each sentence in Dq is a node 
in the graph and the cosine similarity between a 
pair of sentences is used as edge weight. 
Concept Features 
(1) Cluster frequency: 1( )

qD i itf w w + , the fre-

quency of 1i iw w + occurring in Dq.  

(2) Title frequency: 1( )d i itf w w + , where d is a 
document consisting of all the titles of docu-
ments in Dq. 
(3) Query Frequency: the frequency of the bi-
gram occurring in the topic title and narrative. 
(4) Average term frequency: 
 1( )/ | |

q
d i i qd D

tf w w D+∈∑ . |Dq| is the number of 

documents in the set. 
(5) Document frequency: the document fre-
quency of this bigram. 
(6) Minimal position: the minimal position of 
this bigram relative to the document length.  
(7) Average position: the average position of 
this bigram in collection Dq . 

6 Experimental Results 

6.1 Data Preprocessing 

We conducted experiments on the TAC 2008 
and TAC 2009 datasets. The task requires pro-
ducing a 100-word summary for each query (al-
so termed topic sometimes). There are 48 que-
ries in TAC 2008 and 44 queries in TAC 2009. 
A query example has been given in Section 5. 
Relevant documents for these queries have been 
specified. And four human-written summaries 
were supplied as reference summaries for each 
query. 

We segmented the relevant documents into 
sentences using the LingPipe toolkit 1  and 
stemmed words using the Porter Stemmer. 
Word bigrams are used as concepts in this paper. 
If the two words in a bigram are both stop-
words, the bigram will be discarded. The sen-

                                                 
1 http://alias-i.com/lingpipe/index.html 
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tence features and bigram features are then cal-
culated. As our focus is on comparing different 
ranking strategies and selection strategies, we 
did not apply any sophisticated linguistic or se-
mantic processing techniques (as pre- or post-
processing). Thus we did not compare our re-
sults to those submitted to the TAC conferences.  

We train the learning algorithms on one data-
set and then evaluate the algorithms on the other. 
The generated summaries are evaluated using 
the ROUGE toolkit (Lin and Hovy, 2003).  

6.2 Preparing Training Samples 

As our work includes both sentence ranking and 
concept ranking, we need to establish two types 
of training data. Fortunately, we are able to do 
this based on the reference summaries and an-
notation results provided by the TAC confe-
rences.  

For the sentence ranking problem, we com-
pute the average ROUGE-1 score for each sen-
tence by comparing it to the four reference 
summaries for each query. This score is treated 
as the gold-standard score. In ListNet, these 
scores are directly used (see formula (5)). While 
in RankNet, the sentences for a query are 
grouped into 10 bins according to their 
ROUGE-1 scores, and then we extract sentences 
from different bins respectively to form a pair. 
We assume that a sentence in a higher scored 
bin should rank ahead of those sentences in 
lower scored bins.  

As for the concept ranking problem, gold-
standard scores are obtained from the human 
annotated Pyramid data. The weight of each 
semantic content unit (SCU) is the number of 
reference summaries in which the SCU appears. 
So straightforwardly, the gold-standard score of 
a bigram is the largest weight of all SCUs that 
contain the bigram. And if a bigram does not 
occur in any SCU, its score will be 0. Thus the 
bigram scores belong to the set {0,1,2,3,4} as 
there are four human-written summaries for 
each query. These scores are directly used in 
ListNet (see formula (5)). And in RankNet, bi-
gram pairs are constructed according to the 
gold-standard scores.  

6.3 Learning Parameters 

For SVR, the radial basis kernel function is em-
ployed and the optimal values for parameters C, 
v and g (for the kernel) are found using the gri-

dregression.py tool provided by LibSVM 
(Chang and Lin, 2001) with a 5-fold cross vali-
dation on the training set.  

RankNet applies a three-layer (one hidden 
layer) neural network with only one node in the 
output layer, as described in (Burges et al., 
2005). The number of hidden neurons was em-
pirically set to be 10. The learning rate was set 
to 0.001 for sentence ranking and 0.01 for bi-
gram ranking.  

As for ListNet, the learning rate for sentence 
ranking and concept ranking are both set to be 
0.1 empirically.  

6.4 Comparing Ranking Strategies 

In this section, we compared different ranking 
strategies for both sentence ranking and concept 
ranking. The sentence selection strategies were 
fixed to the ILP selection framework as shown 
in Section 4. We chose ILP as the selection 
strategy because we want to compare our sys-
tem with the following two methods (as base-
lines): 
(1) SENT_ILP: A sentence-level method pro-
posed by McDonald (2007) with ILP formula-
tion. We implemented the query-focused ver-
sion of the formulae as TAC 2008 and 2009 
required query-focused summarization. 
(2) DF_ILP: A concept-level ILP method using 
document frequency to score word bigrams 
(Gillick and Favre, 2009), without any learning 
process.  

The differences between our framework and 
SENT_ILP are: a) SENT_ILP used a redundan-
cy factor in the objective function whereas we 
modeled redundancy as constraints; b) 
SENT_ILP used tf*idf similarity to compute 
relevance scores whereas we used learning algo-
rithms.  

The ROUGE-1 and ROUGE-2 measures for 
each method are presented in Table 2 and Table 
3. Note that the performance on the TAC 2008 
dataset was obtained from the models that were 
trained on the TAC 2009 dataset. Then, the da-
tasets were interchanged for training and testing, 
respectively. Different learning-to-rank strate-
gies (SVR, RankNet, ListNet) do not show sig-
nificant differences between one and another, 
but they all outperform SENT_ILP substantially 
(p-value < 0.0001). And for concept ranking, 
RankNet and ListNet both achieve significantly 
better ROUGE-2 results (p-value < 0.005) than 
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DF_ILP. This infers that considering more fea-
tures will have better results than using docu-
ment frequency to score concepts. The Wilcox-
on signed-rank test (Wilcoxon, 1945) is used for 
significance tests in our experiment. A good 
ranking strategy for modeling relevance is im-
portant for extractive summarization. RankNet 
which used a three-layer network (non-linear 
function) as the ranking function performs 
slightly better than ListNet which is based on a 
linear ranking function.  

 
Dataset Method ROUGE-1 ROUGE-2

TAC 
2008 

SVR 0.35086 0.08447 
RankNet 0.36025 0.09291 
ListNet 0.35365 0.09129 
SENT_ILP 0.31546 0.06500 

TAC 
2009 

SVR 0.36125 0.09659 
RankNet 0.36216 0.09778 
ListNet 0.35480 0.09126 
SENT_ILP 0.31962 0.07034 

Table 2. Results of sentence ranking strategies. 
 

Dataset Method ROUGE-1 ROUGE-2

TAC 2008 

SVR 0.36555 0.10291 
RankNet 0.37564 0.11213 
ListNet 0.36863 0.10660 
DF_ILP 0.36922 0.10373 

TAC 2009 

SVR 0.37126 0.10698 
RankNet 0.37513 0.11364 
ListNet 0.37499 0.11313 
DF_ILP 0.36347 0.10156 

Table 3. Results of concept ranking strategies. 
 

It is worth noting that Pyramid annotations 
may not cover all important bigrams, partly be-
cause SCUs in reference summaries have been 
rephrased by human annotators. Note that we 
simply extract original sentences to form a 
summary, thus it is possible that a bigram which 
is important in the original sentences does not 
appear in any rephrased SCUs at all. Such bi-
grams will have a gold-standard score of 0, 
which is erroneous supervision. For example, 
the bigrams hurricane katrina in topic D0804A 
about Katrina pet rescue and life support in 
D0806A about Terri Schiavo case are not anno-
tated in any SCUs, but these bigrams are both 
key terms for the topics.  

6.5 Comparing Selection Strategies 

In order to study the influence of different selec-
tion strategies, we compare the ILP selection 

strategy (as introduced in Section 4) with other 
popular selection strategies, based on the same 
sentence ranking algorithm (we chose sentence-
level RankNet). The baselines to be compared 
are as follows:  
(1) MMR: As shown in (Carbonell and 
Goldstein, 1998), the formula of MMR is: 

{ }1 2arg max ( , ) (1 ) max ( , )
i j

i i js R S s S
MMR D q s D s sλ λ

∈ − ∈
= − −

 
where q is the given query; R is the set of all 
sentences; S is the set of already included sen-
tences; D1 is the normalized ranking score f(xi) 
of si, and D2 is the cosine similarity of the fea-
ture vectors for si  and sj. Our implementation 
was similar to the MMR strategy in the 
MEAD2summarizer. 
(2) DiP: Diversity penalty which penalizes the 
score of candidate sentences according to the 
already selected ones (Wan, 2007). 

 
Dataset Method ROUGE-1 ROUGE-2

TAC 2008
ILP 0.36025 0.09291 
MMR 0.35459 0.09086 
DiP 0.35263 0.08689 

TAC 2009
ILP 0.36216 0.09778 
MMR 0.35148 0.08881 
DiP 0.34714 0.08672 

Table 4. Comparing selection strategies. 
 

The corresponding ROUGE scores are pre-
sented in Table 4. ILP outperforms other selec-
tion strategies significantly on the TAC 2009 
dataset (both ILP vs. MMR and ILP vs. DiP). 
Although improvements are observed with ILP 
on the TAC 2008 dataset, the difference is not 
significant (using ILP vs. using MMR). MMR is 
comparable to DiP as they are both based on 
greedy search in nature.  

To investigate the difference between these 
strategies, we present in-depth analysis here. 
First, the average length of summaries generat-
ed by ILP is 97.1, while that by MMR and DiP 
are 95.5 and 92.7, respectively. Note that the 
required summary length is 100 and that more 
words can potentially cover more information. 
Thus, ILP can generate summaries with more 
information. This is because ILP is a global op-
timization algorithm, subject to the length con-
straint. Second, the average rank of sentences 
selected by ILP is 12.6, while that by MMR and 

                                                 
2 http://www.summarization.com/mead/ 
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DiP is about 5, which is substantially different. 
ILP can search down the ranked list while the 
other two methods tend to only select the very 
top sentences. Third, there are 4.1 sentences on 
average in each ILP-generated summary, while 
the number for MMR and DiP generated sum-
maries are 2.7 and 2.5, respectively. Thus ILP 
tend to select shorter sentences than MMR and 
DiP. This may help reduce redundancy as long-
er sentences may contain more topic irrelevant 
clauses or phrases.  

6.6 Discussions 

Interestingly, although the learning-to-rank al-
gorithms combined with the ILP selection strat-
egy perform well in summarization, the perfor-
mance is still far from that of manual summari-
zation. In this study, we investigate the upper 
bound performance. We used the presented ILP 
framework to generate summaries based on the 
gold-standard scores, rather than the scores giv-
en by the learning algorithms. In other words, 
f(xi) in formula (9) is replaced by the gold-
standard scores. The ROUGE results are shown 
in Table 5. We also listed the best/worst/average 
ROUGE scores of human summaries in TAC by 
comparing one human summary (as generated 
summary) to the other three human summaries 
(as reference summaries). These results are sub-
stantially better than those by the learning algo-
rithms. Sentence- and concept- level ranking 
produces very close results to best human sum-
maries. Some ROUGE-2 scores are even higher 
than those of human summaries. This is reason-
able as human annotators may have difficulty in 
organizing content when there are many docu-
ments and sentences. The results reflect that 
there is a remarkable gap between the gold-
standard scores and the learned scores.  

 
Dataset Method ROUGE-1 ROUGE-2

TAC 
2008 

Sentence-level 0.44216 0.14842 
Concept-level 0.42222 0.16018 
Human Best 0.44220 0.13079 

Human Average 0.41417 0.11606 
Human Worst 0.38005 0.10736 

TAC 
2009 

Sentence-level 0.45500 0.15565 
Concept-level 0.43526 0.17118 
Human Best 0.45663 0.14864 

Human Average 0.44443 0.12680 
Human Worst 0.39652 0.11109 

Table 5. Upper bound performance. 

7 Conclusion and Future Work 

We presented systematic and extensive analysis 
on studying two key problems in extractive 
summarization: the ranking problem and the 
selection problem. We compared three genres of 
learning-to-rank algorithms for the ranking 
problem, and investigated ILP, MMR, and Di-
versity Penalty strategies for the selection prob-
lem. To the best of our knowledge, this is the 
first work of presenting systematic comparison 
and analysis on studying these problems. We 
also at the first time proposed to use learning-to-
rank algorithms to perform concept ranking for 
extractive summarization.  

Our future work will focus on: (1) exploiting 
more features that can reflect summary quality; 
(2) optimizing summarization evaluation me-
trics directly with new learning algorithms. 
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Abstract

We present a method for producing a
bird’s-eye view of statements that are ex-
pressed on Web pages on a given topic.
This method aggregates statements that
are relevant to the topic, and shows con-
tradictory and contrastive relations among
them. This view of contradictions and
contrasts helps users acquire a top-down
understanding of the topic. To realize
this, we extract such statements and re-
lations, including cross-document implicit
contrastive relations between statements,
in an unsupervised manner. Our experi-
mental results indicate the effectiveness of
our approach.

1 Introduction

The quantity of information on the Web is increas-
ing explosively. Online information includes news
reports, arguments, opinions, and other coverage
of innumerable topics. To find useful information
from such a mass of information, people gener-
ally use conventional search engines such as Ya-
hoo! and Google. They input keywords to a search
engine as a query and obtain a list of Web pages
that are relevant to the keywords. They then use
the list to check several dozen top-ranked Web
pages one by one.

This method of information access does not
provide a bird’s-eye view of the queried topic;
therefore it can be highly time-consuming and dif-
ficult for a user to gain an overall understanding of
what is written on the topic. Also, browsing only
top-ranked Web pages may provide the user with
biased information. For example, when a user

direct contrastive statement “A is more P than B”
contrastive keyword pair (A, B)
contradictory relation “A is P” ⇔ “A is not P”
contrastive relation “A is P” ↔ “B is P (not P)”

Table 1: Overview of direct contrastive state-
ments, contrastive keyword pairs and contradic-
tory/contrastive relations. Note that “P” is a pred-
icate.

searches for information on “agaricus,” claimed
to be a health food, using a conventional search
engine, many commercial pages touting its health
benefits appear at the top of the ranks, while other
pages remain low-ranked. The user may miss an
existing Web page that indicates its unsubstanti-
ated health benefits, and could be unintentionally
satisfied by biased or one-sided information.

This paper proposes a method for produc-
ing a bird’s-eye view of statements that are ex-
pressed on Web pages on a given query (topic).
In particular, we focus on presenting contradic-
tory/contrastive relations and statements on the
topic. This presentation enables users to grasp
what arguing points exist and furthermore to see
contradictory/contrastive relations between them
at a glance. Presenting these relations and state-
ments is thought to facilitate users’ understanding
of the topic. This is because people typically think
about contradictory and contrastive entities and is-
sues for decision-making in their daily lives.

Our system presents statements and relations
that are important and relevant to a given topic,
including the statements and relations listed in Ta-
ble 1. Direct contrastive statements compare two
entities or issues in a single sentence. The con-
trasted entities or issues are also extracted as con-
trastive keyword pairs. In addition to them, our

534



sekken-wa gosei senzai-to chigai, kankyo-ni yoi. 

!"#$%&'%("")%*"+%,-.%./0&+"/1./,%#'%2"1$#+.)%,"%'3/,-.42%).,.+(./,5!

gosei senzai-de yogore-ga ochiru (15) 

6#'-%',#&/'%6&,-%'3/,-.42%).,.+(./,!

gosei senzai-ni dokusei-ga aru (9) 

'3/,-.42%).,.+(./,%-#'%,"7&2&,3!

gosei senzai-ni dokusei-ga nai (2) 

'3/,-.42%).,.+(./,%&'%/",%,"7&2!

sekken-de yogore-ga ochi-nai (6) 

/",%+.1"0.%',#&/%6&,-%'"#$!

sekken-de yogore-ga ochiru (4) 

+.1"0.%',#&/'%6&,-%'"#$!

goseisenzai-de te-ga areru (7) 

13%-#/)%(.,'%+"8(-%6&,-%'3/).,!

gosei senzai-wa kaimen kasseizai-wo fukumu (5) 

'3/,-.42%).,.+(./,%2"/,#&/'%'8+*#2,#/,!

[direct contrastive statement]!

contrastive relation!

contradictory relation!

Legend:!

Figure 1: Examples of statements on “gosei senzai” (synthetic detergent), which are represented by
rounded rectangles. Each statement is linked with the pages from which it is extracted. The number in
a parenthesis represents the number of pages.

system shows contradictory and contrastive rela-
tions between statements. Contradictory relations
are the relations between statements that are con-
tradictory about an entity or issue. Contrastive
relations are the relations between statements in
which two entities or issues are contrasted.

In particular, we have the following two novel
contributions.

• We identify contrastive relations between
statements, which consist of in-document
and cross-document implicit relations.
These relations complement direct con-
trastive statements, which are explicitly
mentioned in a single sentence.

• We precisely extract direct contrastive state-
ments and contrastive keyword pairs in an
unsupervised manner, whereas most previ-
ous studies used supervised methods (Jindal
and Liu, 2006b; Yang and Ko, 2009).

Our system focuses on the Japanese language.
For example, Figure 1 shows examples of ex-
tracted statements on the topic “gosei senzai”
(synthetic detergent). Rounded rectangles repre-
sent statements relevant to this topic. The first
statement is a direct contrastive statement, which
refers to a contrastive keyword pair, “gosei sen-

zai” (synthetic detergent) and “sekken” (soap).
The pairs of statements connected with a broad
arrow have contradictory relations. The pairs of
statements connected with a thin arrow have con-
trastive relations. Users not only can see what is
written on this topic at a glance, but also can check
out the details of a statement by following its links
to the original pages.

2 Related Work

Studies have been conducted on automatic extrac-
tion of direct contrastive sentences (comparative
sentences) for English (Jindal and Liu, 2006b) and
for Korean (Yang and Ko, 2009). They prepared a
set of keywords that serve as clues to direct con-
trastive sentences and proposed supervised tech-
niques on the basis of tagged corpora. We pro-
pose an unsupervised method for extracting direct
contrastive sentences without constructing tagged
corpora.

From direct contrastive sentences, Jindal and
Liu (2006a) and Satou and Okumura (2007) pro-
posed methods for extracting quadruples of (tar-
get, basis, attribute, evaluation). Jindal and Liu
(2006a) extracted these quadruples and obtained
an F-measure of 70%-80% for the extraction of
“target” and “basis.” Since this extraction was
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not their main target, they did not perform er-
ror analysis on the extracted results. Satou and
Okumura (2007) extracted quadruples from blog
posts. They provided a pair of named entities
for “target” and “basis,” whereas we automati-
cally identify such pairs. Ganapathibhotla and Liu
(2008) proposed a method for detecting which en-
tities (“target” and “basis”) in a direct contrastive
statement are preferred by its author.

There is also related work that focuses on non-
contrastive sentences. Ohshima et al. (2006) ex-
tracted coordinated terms, which are semantically
broader than our contrastive keyword pairs, using
hit counts from a search engine. They made use
of syntactic parallelism among coordinated terms.
Their task was to input one of coordinated terms
as a query, which is different from ours. Soma-
sundaran and Wiebe (2009) presented a method
for recognizing a stance in online debates. They
formulated this task as debate-side classification
and solved it by using automatically learned prob-
abilities of polarity.

To aggregate statements and detect relations be-
tween them, one of important modules is recogni-
tion of synonymous, entailed, contradictory and
contrastive statements. Studies on rhetorical
structure theory (Mann and Thompson, 1988) and
recognizing textual entailment (RTE) deal with
these relations. In particular, evaluative work-
shops on RTE have been held and this kind of re-
search has been actively studied (Bentivogli et al.,
2009). The recent workshops of this series set up
a task that recognizes contradictions. Harabagiu
et al. (2006), de Marneffe et al. (2008), Voorhees
(2008), and Ritter et al. (2008) focused on rec-
ognizing contradictions. For example, Harabagiu
et al. (2006) used negative expressions, antonyms
and contrast discourse relations to recognize con-
tradictions. These methods only detect relations
between given sentences, and do not create a
bird’s-eye view.

To create a kind of bird’s-eye view, Kawahara et
al. (2008), Statement Map (Murakami et al., 2009)
and Dispute Finder (Ennals et al., 2010) identi-
fied various relations between statements includ-
ing contradictory relations, but do not handle con-
trastive relations, which are one of the important
relations for taking a bird’s-eye view on a topic.

Lerman and McDonald (2009) proposed a method
for generating contrastive summaries about given
two entities on the basis of KL-divergence. This
study is related to ours in the aspect of extracting
implicit contrasts, but contrastive summaries are
different from contrastive relations between state-
ments in our study.

3 Our Method

We propose a method for grasping overall infor-
mation on the Web on a given query (topic). This
method extracts and presents statements that are
relevant to a given topic, including direct con-
trastive statements and contradictory/contrastive
relations between these statements.

As a unit for statements, we use a predicate-
argument structure (also known as a case structure
and logical form). A predicate-argument struc-
ture represents a “who does what” event. Pro-
cesses such as clustering, summarization, compar-
ison with other knowledge and logical consistency
verification, which are required for this study and
further analysis, are accurately performed on the
basis of predicate-argument structures. The ex-
traction of our target relations and statements is
performed via identification and aggregation of
synonymous, contrastive, and contradictory rela-
tions between predicate-argument structures.

As stated in section 1, we extract direct con-
trastive statements, contrastive keyword pairs, rel-
evant statements, contrastive relations and contra-
dictory relations. We do this with the following
steps:

1. Extraction and aggregation of predicate-
argument structures

2. Extraction of contrastive keyword pairs and
direct contrastive statements

3. Identification of contradictory relations

4. Identification of contrastive relations

Below, we first describe our method of extract-
ing and aggregating predicate-argument struc-
tures. Then, we explain our method of extract-
ing direct contrastive statements with contrastive
keyword pairs, and identifying contradictory and
contrastive relations in detail.
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3.1 Extraction and Aggregation of
Predicate-argument Structures

A predicate-argument structure consists of a pred-
icate and one or more arguments that have a de-
pendency relation to the predicate.

We extract predicate-argument structures from
automatic parses of Web pages on a given topic
by using the method of Kawahara et al. (2008).
We apply the following procedure to Web pages
that are retrieved from the TSUBAKI (Shinzato
et al., 2008) open search engine infrastructure, by
inputting the topic as a query.

1. Extract important sentences from each Web
page. Important sentences are defined as sen-
tences neighboring the topic word(s).

2. Obtain results of morphological analysis
(JUMAN1) and dependency parsing (KNP2)
of the important sentences, and extract
predicate-argument structures from them.

3. Filter out functional and meaningless
predicate-argument structures, which are
not relevant to the topic. Pointwise mutual
information between the entire Web and the
target Web pages for a topic is used.

Note that the analyses in step 2 are performed be-
forehand and stored in an XML format (Shinzato
et al., 2008).

Acquired predicate-argument structures vary
widely in their representations of predicates and
arguments. In particular, many separate predicate-
argument structures have the same meaning due to
spelling variations, transliterations, synonymous
expressions and so forth. To cope with this prob-
lem, we apply “keyword distillation” (Shibata
et al., 2009), which is a process of absorbing
spelling variations, synonymous expressions and
keywords with part-of relations on a set of Web
pages about a given topic. As a knowledge source
to merge these expressions, this process uses a
knowledge base that is automatically extracted
from an ordinary dictionary and the Web. For
instance, the following predicate-argument struc-
tures are judged to be synonymous3.

1http://nlp.kuee.kyoto-u.ac.jp/nl-resource/juman-e.html
2http://nlp.kuee.kyoto-u.ac.jp/nl-resource/knp-e.html
3In this paper, we use the following abbreviations:

(1) a. sekken-wo
soap-ACC

tsukau
use

b. sopu-wo
soap-ACC

tsukau
use

c. sekken-wo
soap-ACC

shiyou-suru
utilize

We call the predicate-argument structures that
are obtained as the result of the above proce-
dure statement candidates. The final output of
our system consists of direct contrastive state-
ments (with contrastive keyword pairs), top-N
statements (major statements) in order of fre-
quency of statement candidates, and statements
with contradictory/contrastive relations. Contra-
dictory/contrastive relations are identified against
major statements by searching statement candi-
dates.

Another outcome of keyword distillation is a re-
sultant set of keywords that are important and rel-
evant to the topic. We call this set of keywords
relevant keywords, which also include words or
phrases in the query. Relevant keywords are used
to extract contrastive keyword pairs.

3.2 Extraction of Contrastive Keyword Pairs
and Direct Contrastive Statements

We extract contrastive keyword pairs from con-
trastive constructs, which are manually speci-
fied as patterns of predicate-argument structures.
Statements that contain contrastive constructs are
defined as direct contrastive statements.

For example, the following sentence is a typi-
cal direct contrastive statement, which contains a
contrastive verb “chigau” (differ).

(2) sekken-wa
soap-TOP

gosei senzai-to
synthetic detergent-ABL

chigai,
differ

· · ·

(soap differs from synthetic detergent, · · ·)

From this sentence, a contrastive keyword pair,
“sekken” (soap) and “gosei senzai” (synthetic de-
tergent), is extracted. The above sentence is ex-
tracted as a direct contrastive statement.

We preliminarily evaluated this simple pattern-
based method and found that it has the following
three problems.
NOM (nominative), ACC (accusative), DAT (dative),
ABL (ablative), CMI (comitative), GEN (genitive) and
TOP (topic marker).
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• Keyword pairs that are mentioned in a con-
trastive construct are occasionally not rele-
vant to the given topic.

• Non-contrastive keyword pairs are erro-
neously extracted due to omissions of at-
tributes and targets of comparisons.

• Non-contrastive keyword pairs that have an
is-a relation are erroneously extracted.

To deal with the first problem, we filter out key-
word pairs that are contrastive but that are not rel-
evant to the topic. For this purpose, we apply fil-
tering by using relevant keywords, which are de-
scribed in section 3.1.

As an example of non-contrastive keyword
pairs (the second problem), from the following
sentence, a keyword pair, “tokkyo seido” (patent
system) and “nihon” (Japan), is incorrectly ex-
tracted by the pattern-based method.

(3) amerika-no
America-GEN

tokkyo seido-wa
patent system-TOP

nihon-to
Japan-ABL

kotonari,
different

· · ·

(patent system of America is different from φ of
Japan · · ·)

In this sentence, “nihon” (Japan) has a meaning of
“nihon-no tokkyo seido” (patent system of Japan).
That is to say, “tokkyo seido” (patent system),
which is the attribute of comparison, is omitted.

In this study, in addition to patterns of con-
trastive constructs, we use checking and filtering
on the basis of similarity. The use of similarity
is inspired by the semantic parallelism between
contrasted keywords. As this similarity, we em-
ploy distributional similarity (Lin, 1998), which
is calculated using automatic dependency parses
of 100 million Japanese Web pages. By search-
ing similar keywords from the above sentence, we
successfully extract a contrastive keyword pair,
“amerika” (America) and “nihon” (Japan), and
the above sentence as a direct contrastive state-
ment.

Similarly, a target of comparison can be omitted
as in the following sentence.

(4) nedan-wa
price-TOP

gosei senzai-yori
synthetic detergent-ABL

takaidesu
high

(price of φ is higher than synthetic detergent)

In this example, the similarity between “nedan”
(price) and “gosei senzai” (synthetic detergent) is
lower than a threshold, and this sentence and the
extracts from it are filtered out.

As for the third problem, we may extract non-
contrastive keyword pairs that have an is-a rela-
tion. From the following sentence, we incorrectly
extract a contrastive keyword pair, “konbini” (con-
venience store) and “7-Eleven,” which cannot be
filtered out due to its high similarity.

(5) 7-Eleven-wa
7-Eleven-TOP

hokano
other

konbini-to
convenience store-ABL

kurabete,
compare

· · ·

(7-Eleven is · · · compared to other convenience
stores)

To deal with this problem, we use a filter on the
basis of a set of words that indicate the existence
of hypernyms, such as “hokano” (other) and ip-
panno (general). We prepare six words for this
purpose.

To sum up, we use the following procedure to
identify contrast keyword pairs.

1. Extract predicate-argument structures that do
not match the above is-a patterns and match
one of the following patterns. They are ex-
tracted from the statement candidates.

• X-wa Y-to {chigau | kotonaru | kuraberu}
(X {differ | vary | compare} from/with Y)

• X-wa Y-yori [adjective]
(X is more · · · than Y)

Note that each of X and Y is a noun phrase
in the argument position.

2. Extract (x, y) that satisfies both the follow-
ing conditions as a contrastive keyword pair.
Note that (x, y) is part of a word sequence in
(X, Y), respectively.

• Both x and y are included in a set of rel-
evant keywords.

• (x, y) has the highest similarity among
any other candidates of (x, y), and this
similarity is higher than a threshold.

Note that the threshold is determined based on a
preliminary experiment using a set of synonyms
(Aizawa, 2007). We extract the sentence that con-
tains the predicate-argument structure used in step
1 as a direct contrastive statement.
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3.3 Identification of Contradictory Relations
We identify contradictory relations between state-
ment candidates. In this paper, contradictory re-
lations are defined as the following two types
(Kawahara et al., 2008).

negation of predicate
If the predicate of a candidate statement is

negated, its contradiction has the same or synony-
mous predicate without negation. If not, its con-
tradiction has the same or synonymous predicate
with negation.

(6) a. sekken-ga
soap-NOM

kankyou-ni
environment-DAT

yoi
good

b. sekken-ga
soap-NOM

kankyou-ni
environment-DAT

yoku-nai
not good

antonym of predicate
The predicate of a contradiction is an antonym

of that of a candidate statement. To judge antony-
mous relations, we use an antonym lexicon ex-
tracted from a Japanese dictionary (Shibata et al.,
2008). This lexicon consists of approximately
2,000 entries.

(7) a. gosei senzai-ga
synthetic detergent-NOM

anzen-da
safe

b. gosei senzai-ga
synthetic detergent-NOM

kiken-da
dangerous

To identify contradictory relations between
statements in practice, we search statement can-
didates that satisfy one of the above conditions
against major statements.

3.4 Identification of Contrastive Relations
We identify contrastive relations between state-
ment candidates. In this paper, we define a con-
trastive relation as being between a pair of state-
ment candidates whose arguments are contrastive
keyword pairs and whose predicates have synony-
mous or contradictory relations. Contradictory re-
lations of predicates are defined in the same way
as section 3.3.

In the following example, (a, b) and (a, c) have
a contrastive relation. Also, (b, c) has a contradic-
tory relation.

(8) a. gosei senzai-de
synthetic detergent-CMI

yogore-ga
stain-NOM

ochiru
wash

Topic: bio-ethanol
　 (bio-ethanol fuel, gasoline)

(bio-ethanol car, electric car)
Topic: citizen judgment system
　 (citizen judgment system, jury system)

(citizen judgment system, lay judge system)
Topic: patent system
　 (patent system, utility model system)

(large enterprise, small enterprise)
Topic: Windows Vista
　 (Vista, XP)

Table 2: Examples of extracted contrastive key-
word pairs (translated into English).

b. sekken-de
soap-CMI

yogore-ga
stain-NOM

ochiru
wash

c. sekken-de
soap-CMI

yogore-ga
stain-NOM

ochi-nai
not wash

The process of identifying contrastive relations
between statements is performed in the same way
as the identification of contradictory relations.
That is to say, we search statement candidates
that satisfy the definition of contrastive relations
against major statements.

4 Experiments

We conducted experiments for extracting con-
trastive keyword pairs, direct contrastive state-
ments and contradictory/contrastive relations on
50 topics, such as age of adulthood, anticancer
drug, bio-ethanol, citizen judgment system, patent
system and Windows Vista.

We retrieve at most 1,000 Web pages for a topic
from the search engine infrastructure, TSUBAKI.
As major statements, we extract 10 statement can-
didates in order of frequency.

Below, we first evaluate the extracted con-
trastive keyword pairs and direct contrastive state-
ments, and then evaluate the identified contradic-
tory and contrastive relations between statements.

4.1 Evaluation of Contrastive Keyword Pairs
and Direct Contrastive Statements

Contrastive keyword pairs and direct contrastive
statements were extracted on 30 of 50 topics. 99
direct contrastive statements and 73 unique con-
trastive keyword pairs were obtained on 30 topics.
The average number of obtained contrastive key-
word pairs for a topic was approximately 2.4. Ta-
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Topic: “tyosakuken hou” (copyright law)
“syouhyouken-wa tyosakuken-yori zaisantekina kachi-wo motsu.”
The trademark right has more financial value than the copyright.
“tyosakuken hou-de hogo-sareru” ⇔ “tyosakuken hou-de hogo-sare-nai”
protected by the copyright law not protected by the copyright law
“tyosakuken-wo shingai-suru” ⇔ “tyosakuken-wo shingai-shi-nai”
infringe the copyright not infringe the copyright

↔ “syouhyouken-wo shingai-shi-nai”
not infringe the trademark right

Topic: “genshiryoku hatsuden syo” (nuclear power plant)
“genshiryoku hatsuden syo-wa karyoku hatsuden syo-to chigau.”
Nuclear power plants are different from thermoelectric power plants.
“CO2-wo hassei-shi-nai” ⇔ “CO2-wo hassei-suru”
not emit carbon dioxide emit carbon dioxide
“genpatsu-wo tsukuru” ⇔ “genshiryoku hatsuden syo-wo tsukura-nai”
construct a nuclear power plant not construct a nuclear power plant

↔ “karyoku hatsuden syo-wo tsukuru”
construct a thermoelectric power plant

Table 3: Examples of identified direct contrastive statements, contradictory relations and contrastive
relations. The sentences with two underlined parts are direct contrastive statements. The arrows “⇔”
and “↔” represent a contradictory relation and a contrastive relation, respectively.

ble 2 lists examples of obtained contrastive key-
word pairs. We successfully extracted not only
contrastive keyword pairs including topic words,
but also those without them.

Our manual evaluation of the extracted con-
trastive keyword pairs found that 89% (65/73) of
the contrastive keyword pairs are actually con-
trasted in direct contrastive statements. Correct
contrastive keyword pairs were extracted on 28 of
30 topics. We also evaluated the contrastive key-
word pairs extracted without similarity filtering.
In this case, 190 contrastive keyword pairs on 41
topics were extracted and 44% (84/190) of them
were correct. Correct contrastive keyword pairs
were extracted on 31 of 41 topics. Therefore, sim-
ilarity filtering did not largely decrease the recall,
but significantly increased the precision.

We have eight contrastive keyword pairs that
were incorrectly extracted by our proposed
method. These contrastive keyword pairs acciden-
tally have similarity that is higher than the thresh-
old. Major errors were caused by the ambiguity of
Japanese ablative keyword “yori.”

(9) heisya-wa
our company-TOP

bitWallet sya-yori
bitWallet, Inc.-ABL

Edy gifuto-no
Edy gift-GEN

gyomu itaku-wo
entrustment-ACC

ukete-imasu
have

(Our company is entrusted with Edy gift by bitWal-
let, Inc.)

In this example, “yori” means not the basis of

contrast but the source of action. The similar-
ity filtering usually prevents incorrect extraction
from such a non-contrastive sentence. However,
in this case, the pair of “heisya” (our company)
and “bitWallet sya” (bitWallet, Inc.) was not fil-
tered due to the high similarity between them. To
cope with this problem, it is necessary to use lin-
guistic knowledge such as case frames.

4.2 Evaluation of Contradictory and
Contrastive Relations

Contradictory relations were identified on 49 of
50 topics. For 49 topics, 268 contradictory re-
lations were identified. The average number of
identified contradictory relations for a topic was
5.5. Contrastive relations were identified on 18
of 30 topics, on which contrastive keyword pairs
were extracted. For the 18 topics, 60 contrastive
relations were identified. The average number of
identified contrastive relations for a topic was 3.3.

Table 3 lists examples of the identified contra-
dictory and contrastive relations as well as direct
contrastive statements. We manually evaluated
the identified contradictory relations and the con-
trastive relations that were identified for correct
contrastive keyword pairs. As a result, we con-
cluded that they completely obey our definitions.

We also classified each of the obtained contra-
dictory and contrastive relations into two classes:
“cross-document” and “in-document.” “Cross-

540



Topic: age of adulthood
lower the age of adulthood to 18

↔ lower the voting age to 18

Topic: anticancer drug
anticancer drugs have side effects

↔ anticancer drugs have effects

Table 4: Examples of unidentified contrastive re-
lations (translated into English).

document” means that a contradictory/contrastive
relation is obtained not from a single page but
across multiple pages. If a relation can be
obtained from both, we classified it into “in-
document.” As a result, 67% (179/268) of contra-
dictory relations and 70% (42/60) of contrastive
relations were “cross-document.” We can see that
many cross-document implicit relations that can-
not be retrieved from a single page were success-
fully identified.

4.3 Discussions

We successfully identified contradictory relations
on almost all the topics. However, out of 50 top-
ics, we extracted contrastive keyword pairs on 30
topics and contrastive relations on 18 topics. To
investigate the resultant contrastive relations from
the viewpoint of recall, we manually checked
whether there were unidentified contrastive rela-
tions among 100 statement candidates for each
topic. We actually checked 20 topics and found
six unidentified contrastive relations in total. Ta-
ble 4 lists examples of the unidentified contrastive
relations. Out of 20 topics, in total, 44 contrastive
relations are manually discovered on 13 topics,
but out of 13 topics, 38 contrastive relations are
identified on eight topics by our method. There-
fore, we achieved a recall of 86% (38/44) at rela-
tion level and 62% (8/13) at topic level. We can
see that our method was able to cover a relatively
wide range of contrastive relations on the topics
on which our method successfully extracted con-
trastive keyword pairs.

To detect such unidentified contrastive rela-
tions, it is necessary to robustly extract contrastive
keyword pairs. In the future, we will employ a
bootstrapping approach to identify patterns of di-
rect contrastive statements and contrastive key-

!"#$"%&'(#)*$+#'#,-#&'!

+.$&.'$!"#$"%&'(#)*$+#'#,-#&'!

!"#$"./0!

1/"($12'($"%&'(#)*$+#'#,-#&'!

1/"($12'($"./0!

3!#,%4$"%&'(#)*$+#'#,-#&'!

5678$92#1$.:$;!"#$"%&'(#)*$+#'#,-#&'<!

5678$92#1$.:$;+.$&.'$!"#$"%&'(#)*$+#'#,-#&'<!

Figure 2: A view of major, contradictory and con-
trastive statements in WISDOM.

word pairs. We will also use patterns of con-
trastive discourse structures as well as those of
predicate-argument structures.

5 Conclusion

This paper has described a method for producing a
bird’s-eye view of statements that are expressed in
Web pages on a given topic. This method aggre-
gates statements relevant to the topic and shows
the contradictory/contrastive relations and state-
ments among them.

In particular, we successfully extracted direct
contrastive statements in an unsupervised man-
ner. We specified only several words for the
extraction patterns and the filtering. Therefore,
our method for Japanese is thought to be easily
adapted to other languages. We also proposed
a novel method for identifying contrastive rela-
tions between statements, which included cross-
document implicit relations. These relations com-
plemented direct contrastive statements.

We have incorporated our proposed method
into an information analysis system, WISDOM4

(Akamine et al., 2009), which can show multi-
faceted information on a given topic. Now, this
system can show contradictory/contrastive rela-
tions and statements as well as their contexts as
a view of KWIC (keyword in context) (Figure 2).
This kind of presentation facilitates users’ under-
standing of an input topic.

4http://wisdom-nict.jp/
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Abstract

We present a probabilistic generative
model for learning semantic parsers from
ambiguous supervision. Our approach
learns from natural language sentences
paired with world states consisting of
multiple potential logical meaning repre-
sentations. It disambiguates the mean-
ing of each sentence while simultane-
ously learning a semantic parser that maps
sentences into logical form. Compared
to a previous generative model for se-
mantic alignment, it also supports full
semantic parsing. Experimental results
on the Robocup sportscasting corpora in
both English and Korean indicate that
our approach produces more accurate se-
mantic alignments than existing methods
and also produces competitive semantic
parsers and improved language genera-
tors.

1 Introduction

Most approaches to learning semantic parsers that
map sentences into complete logical forms (Zelle
and Mooney, 1996; Zettlemoyer and Collins,
2005; Kate and Mooney, 2006; Wong and
Mooney, 2007b; Lu et al., 2008) require fully-
supervised corpora that provide full formal logi-
cal representations for each sentence. Such cor-
pora are expensive and difficult to construct. Sev-
eral recent projects on “grounded” language learn-
ing (Kate and Mooney, 2007; Chen and Mooney,
2008; Chen et al., 2010; Liang et al., 2009) exploit
more easily and naturally available training data
consisting of sentences paired with world states

consisting of multiple potential semantic repre-
sentations. This setting is partially motivated by a
desire to model how children naturally learn lan-
guage in the context of a rich, ambiguous percep-
tual environment.

In particular, Chen and Mooney (2008) in-
troduced the problem of learning to sportscast
by simply observing natural language commen-
tary on simulated Robocup robot soccer games.
The training data consists of natural language
(NL) sentences ambiguously paired with logical
meaning representations (MRs) describing recent
events in the game extracted from the simulator.
Most sentences describe one of the extracted re-
cent events; however, the specific event to which
it refers is unknown. Therefore, the learner has
to figure out the correct matching (alignment) be-
tween NL and MR before inducing a semantic
parser or language generator. Based on an ap-
proach introduced by Kate and Mooney (2007),
Chen and Mooney (2008) repeatedly retrain both
a supervised semantic parser and language gener-
ator using an iterative algorithm analogous to Ex-
pectation Maximization (EM). However, this ap-
proach is somewhat ad hoc and does not exploit
a well-defined probabilistic generative model or
real EM training.

On the other hand, Liang et al. (2009) in-
troduced a probabilistic generative model for
learning semantic correspondences in ambigu-
ous training data consisting of sentences paired
with observed world states. Compared to Chen
and Mooney (2008), they demonstrated improved
alignment results on Robocup sportscasting data.
However, their model only produces an NL–MR
alignment and does not learn either an effective
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semantic parser or language generator. In addi-
tion, they use a combination of a simple Markov
model and a bag-of-words model when generating
natural language for MRs, therefore, they do not
model context-free linguistic syntax.

Motivated by the limitations of these previ-
ous methods, we propose a new generative align-
ment model that includes a full semantic pars-
ing model proposed by Lu et al. (2008). Our
approach is capable of disambiguating the map-
ping between language and meanings while also
learning a complete semantic parser for mapping
sentences to logical form. Experimental results
on Robocup sportscasting show that our approach
outperforms all previous results on the NL–MR
matching (alignment) task and also produces com-
petitive performance on semantic parsing and im-
proved language generation.

2 Related Work

The conventional approach to learning seman-
tic parsers (Zelle and Mooney, 1996; Ge and
Mooney, 2005; Kate and Mooney, 2006; Zettle-
moyer and Collins, 2007; Zettlemoyer and
Collins, 2005; Wong and Mooney, 2007b; Lu et
al., 2008) requires detailed supervision unambigu-
ously pairing each sentence with its logical form.
However, developing training corpora for these
methods requires expensive expert human labor.

Chen and Mooney (2008) presented methods
for grounded language learning from ambigu-
ous supervision that address three related tasks:
NL–MR alignment, semantic parsing, and natu-
ral language generation. They solved the prob-
lem of aligning sentences and meanings by iter-
atively retraining an existing supervised seman-
tic parser, WASP (Wong and Mooney, 2007b) or
KRISP (Kate and Mooney, 2006), or an existing
supervised natural-language generator, WASP−1

(Wong and Mooney, 2007a). During each iter-
ation, the currently trained parser (generator) is
used to produce an improved NL–MR alignment
that is used to retrain the parser (generator) in the
next iteration. However, this approach does not
use the power of a probabilistic correspondence
between an NL and MRs during training.

On the other hand, Liang et al. (2009) pro-
posed a probabilistic generative approach to pro-

duce a Viterbi alignment between NL and MRs.
They use a hierarchical semi-Markov generative
model that first determines which facts to dis-
cuss and then generates words from the predi-
cates and arguments of the chosen facts. They re-
port improved matching accuracy in the Robocup
sportscasting domain. However, they only ad-
dressed the alignment problem and are unable to
parse new sentences into meaning representations
or generate natural language from logical forms.
In addition, the model uses a weak bag-of-words
assumption when estimating links between NL
segments and MR facts. Although it does use a
simple Markov model to order the generation of
the different fields of an MR record, it does not
utilize the full syntax of the NL or MR or their
relationship.

Chen et al. (2010) recently reported results
on utilizing the improved alignment produced by
Liang et al. (2009)’s model to initialize their own
iterative retraining method. By combining the ap-
proaches, they produced more accurate NL–MR
alignments and improved semantic parsers.

Motivated by this prior research, our approach
combines the generative alignment model of
Liang et al. (2009) with the generative semantic
parsing model of Lu et al. (2008) in order to fully
exploit the NL syntax and its relationship to the
MR semantics. Therefore, unlike Liang et al.’s
simple Markov + bag-of-words model for gener-
ating language, it uses a tree-based model to gen-
erate grammatical NL from structured MR facts.

3 Background

This section describes existing models and algo-
rithms employed in the current research. Our
model is built on top of the generative semantic
parsing model developed by Lu et al. (2008). Af-
ter learning a probabilistic alignment and parsing
model, we also used the WASP and WASP−1 sys-
tems to produce additional parsing and generation
results. In particular, since our current system is
incapable of effectively generating NL sentences
from MR logical forms, in order to demonstrate
how our matching results can aid NL generation,
we use WASP−1 to learn a generator. This follows
the experimental scheme of Chen et al. (2010),
which demonstrated that an improved NL–MR
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S

S : pass (PLAYER, PLAYER)

PLAYER

PLAYER : pink10

pink10

passes the ball to PLAYER

PLAYER : pink11

pink11

Figure 1: Sample hybrid tree from English
sportscasting dataset where (w,m) = (pink10
passes the ball to pink11, pass(pink10, pink11))

matching from Liang et al. (2009) results in better
overall parsing and generation. Finally, our over-
all generative model uses the IGSL (Iterative Gen-
eration Strategy Learning) method of Chen and
Mooney (2008) to initially estimate the prior prob-
ability of each event-type generating a natural-
language comment.

3.1 Generative Semantic Parsing
Lu et al. (2008) introduced a generative seman-
tic parsing model using a hybrid-tree framework.
A hybrid tree is defined over a pair, (w,m), of a
natural-language sentence and its logical meaning
representation. The tree expresses a correspon-
dence between word segments in the NL and the
grammatical structure of the MR. In a hybrid tree,
MR production rules constitute the internal nodes,
while NL words (or phrases) constitute the leaves.
A sample hybrid tree from the English Robocup
data is given in Figure 1.

A generative model based on hybrid trees is de-
fined as follows: starting from a root semantic
category, the model generates a production of the
MR grammar, and then subsequently generates a
mixed hybrid pattern of NL words and child se-
mantic categories. This process is repeated un-
til all leaves in the hybrid tree are NL words (or
phrases). Each generation step is only dependent
on the parent step, thus, generation is assumed to
be a Markov process.

Lu et al. (2008)’s generative parsing model es-
timates the joint probability P (T ,w,m), which
represents the probability of generating a hybrid
tree T with NL w, and MR m. This probability
is computed as the product of the probabilities of
the steps in the generative process. Since there are

multiple ways to construct a hybrid tree given a
pair of NL and MR, the data likelihood of the pair
(w,m) given by the learned model is calculated
by summing P (T ,w,m) over all the possible hy-
brid trees for NL w and MR m.

The model is normally trained in a fully su-
pervised setting using NL–MR pairs. In order to
learn from ambiguous supervision, we extend this
model to include an additional generative process
for selecting the subset of available MRs used to
generate NL sentences.

3.2 WASP and WASP−1

WASP (Word-Alignment-based Semantic Parsing)
is a semantic parsing system that uses syntax-
based statistical machine translation techniques. It
induces a probabilistic synchronous context-free
grammar (PSCFG) for generating corresponding
NL–MR pairs. Since a PSCFG is symmetric
with respect to the two languages it generates,
the same learned model can be used for both se-
mantic parsing (mapping NL to MR) and natural
language generation (mapping MR to NL), Since
there is no prespecified formal grammar for the
NL, the WASP−1 system learns an n-gram lan-
guage model for the NL side and uses it to choose
the most probable NL translation for a given MR
using a noisy-channel model.

3.3 IGSL

Chen and Mooney (2008) introduced the IGSL
method for determining which event types a hu-
man commentator is more likely to describe in
natural language. This is sometimes called strate-
gic generation or content selection, the process of
choosing what to say; as opposed to tactical gen-
eration, which determines how to say it. IGSL
uses a method analogous to EM to train on am-
biguously supervised data and iteratively improve
probability estimates for each event type, speci-
fying how likely each MR predicate is to elicit
a comment. The algorithm alternates between
two processes: calculating the expected proba-
bility of an NL–MR matching based on the cur-
rently learned estimates, and updating the prob-
ability of each event type based on the expected
match counts. IGSL was shown to be quite effec-
tive at predicting which events in a Robocup game
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English Korean
# of NL comments 2036 1999
# of extracted MR events 10452 10668
# of NLs w/ matching MRs 1868 1913
# of MRs w/ matching NLs 4670 4610
Avg. # of MRs per NL 2.50 2.41

Table 1: Stats for Robocup sportscasting data

a human would comment upon. In our proposed
model, we use IGSL probability scores as initial
priors for our event selection model.

4 Evaluation Dataset

In our experiments, we use the Robocup
sportscasting data produced by Chen et al. (2010),
which includes both English and Korean com-
mentaries. The data was collected by having both
English and Korean speakers commentate the fi-
nal games from the RoboCup simulation soccer
league for each year from 2001 through 2004. Ta-
ble 1 presents some statistics on this sportscasting
data. To construct the ambiguous training data,
each NL commentary sentence is paired with MRs
for all extracted simulation events that occurred in
the previous 5 seconds (an average of 2.5 events).

Figure 2 shows a sample trace from the
Robocup English data. Each NL commentary sen-
tence normally has several possible MR matches
that occurred within the 5-second window, in-
dicated by edges between the NL and MR.
Bold edges represent gold standard matches con-
structed solely for evaluation purposes. Note that
not every NL has a gold matching MR. This oc-
curs because the sentence refers to unrecognized
or undetected events or situations or because the
matching MR lies outside the 5-second window.

5 Generative Model

Like Liang et al. (2009)’s generative alignment
model, our model is designed to estimate P (w|s),
where w is an NL sentence and s is a world state
containing a set of possible MR logical forms that
can be matched to w. However, our approach
is intended to support both determining the most
likely match between an NL and its MR in its
world state, and semantic parsing, i.e. finding the

Natural Language Meaning Representation

Purple9 prepares to attack
pass ( PurplePlayer9 , PurplePlayer6 )

defense ( PinkPlayer6 , PinkPlayer6 )

Purple9 passes to Purple6

Purple6's pass was defended by Pink6

turnover ( purple6 , pink6 )

ballstopped
u ple6 s pass was defended by ink6

Pink6 makes a short pass to Pink3

kick ( PinkPlayer6 )

pass ( PinkPlayer6 , PinkPlayer3 )

Pink goalie now has the ball
playmode ( free_kick_r )

pass ( PinkPlayer3 , PinkPlayer1 )

Figure 2: Sample trace from Robocup English
data.

most probable mapping from a given NL sentence
to an MR logical form.

Our generative model consists of two stages:

• Event selection: P (e|s), chooses the event e
in the world state s to be described.

• Natural language generation: P (w|e), mod-
els the probability of generating natural-
language sentence w from the MR specified
by event e.

5.1 Event selection model
The event selection model specifies the probabil-
ity distribution for picking an event that is likely
to be commented upon amongst the multiple MR
logical forms in the world state s. The probabil-
ity of picking an event is assumed to depend only
on its event type as given by the predicate of its
MR. For example, the MR pass(pink10, pink11)
has event type pass and arguments pink10 and
pink11.

Our model is similar to Liang et al. (2009)’s
record choice model, but we only model their no-
tion of salience, denoting that some event types
are more likely to be described than others. We do
not model their notion of coherence, which mod-
els the order of event types in the commentary. We
found that for sportscasting the order of described
events depends only on the sequence of events in
the game and does not exhibit any additional de-
tectable pattern due to linguistic preferences.

The probability of picking an event e of type te
is denoted by p(te). If there are multiple events
of type t in a world state s, then an event of type
t is selected uniformly from the set s(t) of events
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of type t in state s. Therefore, the probability of
picking an event is given by:

P (e|s) = p(te)
1

|s(te)|
(1)

5.2 Natural language generation model

The natural-language generation model defines
the probability distribution of NL sentences given
an MR specified by the previously selected event.
We use Lu et al. (2008)’s generative model for this
step, in which:

P (w|e) =
∑

∀T over (w,m)

P (T ,w|m) (2)

where m is the MR logical form defined by event
e and T is a hybrid tree defined over the NL–MR
pair (w,m).

The probability P (T ,w|m) is calculated using
the generative semantic parsing model of Lu et al.
(2008) using the joint probability of the NL–MR
pair (w,m), i.e. the inside probability of gener-
ating (w,m). The likelihood of a sentence w is
then the sum over all possible hybrid trees defined
by the NL–MR pair (w,m). 1

The natural language generation model covers
the roles of both the field choice model and word
choice models of Liang et al. (2009). Since our
event selection model only chooses an event based
on its type, the order of its arguments still needs
to be addressed. However, Lu et al.’s generative
model includes ordering the MR arguments (as
specified by MR production rules) as well as the
generation of NL words and phrases to express
these arguments. Thus, it is unnecessary to sepa-
rately model argument ordering in our approach.2

1Lu et al. (2008) propose 3 models for generative seman-
tic parsing: unigram, bigram, and mixgram (interpolation be-
tween the two). We used the bigram model, where the gen-
eration of a hybrid-tree component (NL word or semantic
category) depends on the previously generated component as
well as the parent MR production. The bigram model always
performed the best on all tasks in our experimental evalua-
tion.

2We also tried using a Markov model to order arguments
like Liang et al. (2009), but preliminary experimental results
showed that this additional component actually decreased
performance rather than improving it.

6 Learning and Inference

This composite generative model is trained using
conventional EM methods. The process is similar
to Lu et al. (2008)’s, an inside-outside style al-
gorithm using dynamic programming to generate
a hybrid tree from the NL–MR pair (w,m), ex-
cept our model’s estimation process additionally
deals with calculating expected counts under the
posterior P (e|w, s; θ) in the E-step and normaliz-
ing the counts to optimize parameters. The whole
process is quite efficient; training time takes about
30 minutes to run on sportscasts of three games in
either English or Korean.

Unfortunately, we found that EM tended to get
stuck at local maxima with respect to learning the
event-type selection probabilities, p(t). There-
fore, we also tried initializing these parameters
with the corresponding strategic generation values
learned by the IGSL method of Chen and Mooney
(2008). Since IGSL was shown to be quite effec-
tive at predicting which event types were likely to
be described, the use of IGSL priors provides a
good starting point for our event selection model.

Our model is built on top of Lu et al. (2008)’s
generative semantic parsing model, which is also
trained in several steps in its best-performing ver-
sion.3 Thus, the overall model is vulnerable to
getting stuck in local optima when running EM
across these multiple steps. We also tried using
random restarts with different initialization of pa-
rameters, but initializing with IGSL priors per-
formed the best in our experimental evaluation.

7 Experimental Evaluation

We evaluated our proposed model on the Robocup
sportscasting data described in Section 4. Our ex-
perimental results cover 3 tasks: NL–MR match-
ing, semantic parsing, and tactical generation.
Following Chen and Mooney (2008), the exper-
iments were conducted using 4-fold (leave one
game out) cross validation. Since the corpus con-
tains data for four separate games, each fold uses
3 games for training and the remaining game for

3The bigram model of Lu et al. (2008), which is the one
used in this paper, must be trained using parameters previ-
ously learned for the IBM Model 1 and unigram model in
order to exhibit the best performance. We followed the same
training scheme in our version.
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testing for semantic parsing and tactical genera-
tion. Matching performance is measured in train-
ing data, since the goal is to disambiguate this
data. All results are averaged across these 4 folds.

We also use the same performance metrics
as Chen and Mooney (2008). The accuracy of
matching and semantic parsing are measured us-
ing F-measure, the harmonic mean of precision
and recall, where precision is the fraction of the
system’s annotations that are correct, and recall
is the fraction of the annotations from the gold-
standard that the system correctly produces. Gen-
eration is evaluated using BLEU score (Papineni
et al., 2002) between generated sentences and ref-
erence NL sentences in the test set. We com-
pare our results to previous results from Chen and
Mooney (2008) and Chen et al. (2010) and to
matching results on Robocup data from Liang et
al. (2009).

7.1 NL–MR Matching

The goal of matching is to find the most probable
NL–MR alignment for ambiguous examples con-
sisting of an NL sentence and multiple potential
MR logical forms. In Robocup sportscasting, the
MRs for a given sentence correspond to all game
events that occur within a 5-second window prior
to the NL comment. Not all NL sentences have a
matching MR in this window, but most do. Dur-
ing testing, an NL w is matched to an MR m if
and only if the learned semantic parser produces
m as the most probable parse of w. Thus, our
model does not force every NL to match an MR.
If the most probable semantic parse of a sentence
does not match any of the possible recent events,
it is simply left unmatched. Matching is evaluated
against the gold-standard matches supplied with
the data, which are used for evaluation purposes
only. The gold matching data is never used during
training.

Table 2 shows the detailed results for both
English and Korean data.4 Our best approach
outperforms all previous methods for both En-
glish and Korean by quite large margins. Note

4Since the Korean data was not yet available for use by
either Chen and Mooney (2008) or Liang et al. (2009), we
present the results reported by Chen et al. (2010) for these
methods.

English Korean
Chen and Mooney (2008) 0.681 0.753
Liang et al. (2009) 0.757 0.694
Chen et al. (2010) 0.793 0.841
Our model 0.832 0.800
Our model w/ IGSL init 0.885 0.895

Table 2: NL–MR Matching Results (F-measure).
Results are the highest reported in the cited work.

English Korean
Chen and Mooney (2008) 0.702 0.720
Chen et al. (2010) 0.803 0.812
Our learned parser 0.742 0.764
Lu et al. + our matching 0.810 0.794
WASP + our matching 0.786 0.808
Lu et al. + Liang et al. 0.790 0.690
WASP + Liang et al. 0.803 0.740

Table 3: Semantic Parsing Results (F-measure).
Results are the highest reported in the cited work.

that initializing our EM training with IGSL’s es-
timates improves performance significantly, and
this approach outperforms Chen et al. (2010)’s
best method, which also uses IGSL.

In particular, our proposed model outperforms
the generative alignment model of Liang et al.
(2009), indicating that the extra linguistic infor-
mation and MR grammatical structure used by Lu
et al. (2008)’s generative language model make
our overall model more effective than a simple
Markov + bag-of-words model for language gen-
eration.

7.2 Semantic Parsing
Semantic parsing is evaluated by determining how
accurately NL sentences in the test set are cor-
rectly mapped to their meaning representations.
Results are presented in Table 3.5 6 For our
model, we report results using the parser learned
directly from the ambiguous supervision, as well

5The best result of Chen and Mooney (2008) is for
WASPER-GEN, and that of Chen et al. (2010) is for WASPER
with Liang et al.’s matching initialization for English and for
WASER-GEN-IGSL-METEOR with Liang et al.’s initialization
for Korean.

6Our semantic parsing results are based on our best
matching results with IGSL initialization.
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as results for training a supervised parser (both
WASP and Lu et al. (2009)’s) on the NL–MR
matching produced by our model. We also present
results for training Lu et al.’s parser and WASP on
Liang et al.’s NL–MR matchings.

Our initial learned semantic parser does not per-
form better than the best results reported by Chen
et al. (2010), but it is clearly better than the ini-
tial results of Chen and Mooney (2008). Train-
ing WASP and Lu et al.’s supervised parser on
our method’s highly accurate set of disambiguated
NL–MR pairs improved the results. Retraining Lu
et al.’s parser gave the best overall results for En-
glish, and retraining WASP gave the second high-
est results for Korean, only failing to beat the very
best results of Chen et al. (2010). It is somewhat
surprising that simply retraining on the hardened
set of most probable NL–MR matches gives bet-
ter results than the parser trained using EM, which
actually exploits the uncertainty in the underly-
ing matches. Further investigations of this phe-
nomenon are indicated.

Comparing with the corresponding results for
training WASP and Lu et al.’s supervised parser
on the NL–MR matchings produced by Liang et
al.’s alignment method, it is clear that our match-
ings produce more accurate semantic parsers ex-
cept when training WASP on English.

7.3 Tactical Generation

Tactical generation is evaluated based on how
well the learned model generates accurate NL sen-
tences from MR logical forms. Without integrat-
ing a language model for the NL, the existing
generative model is not very effective for tactical
generation. Lu et al. (2009) introduced an effec-
tive language generator for the hybrid tree frame-
work using a Tree-CRF model; however, we did
not have access to this system. Therefore, for
tactical generation, we used the publicly avail-
able WASP−1 system (Wong and Mooney, 2007a)
trained on disambiguated NL–MR matches. This
approach also allows direct comparison with the
results of Chen and Mooney (2008) and Chen et
al. (2010), who also used WASP−1 for tactical
generation. Our objective is to show that the more
accurate matchings produced by our generative
model can improve tactical generation.

English Korean
Chen and Mooney (2008) 0.4560 0.5575
Chen et al. (2010) 0.4599 0.6796
WASP−1 + Liang et al. 0.4580 0.5828
WASP−1 + our matching 0.4727 0.7148

Table 4: Tactical Generation Results (BLEU
score). Results are the highest reported in the cited
work.

The results are shown in Table 4.7 8 Overall,
WASP−1 trained on the NL–MR matching from
our alignment model performs better than all pre-
vious methods. In particular, using the matchings
from our method to train WASP−1 produces bet-
ter tactical generators than using matchings from
Liang et al.’s approach.

7.4 Discussion
Overall, our model performs particularly well at
matching NL and MRs under ambiguous supervi-
sion, and the difference is larger for English than
Korean. However, improved matching results do
not necessarily translate into significantly better
semantic parsers. For English, the improvement
in matching is almost 10 percentage points in F-
measure, but the semantic parsing result trained
with this more accurate matching shows only 1
point improvement.

Compared to Liang et al. (2009), our more ac-
curate (i.e. higher F-measure) matchings provide
a clear improvement in both semantic parsing and
tactical generation. The only exception is English
parsing using WASP, which seems to be due to
some misleading noise in our alignments. WASP

seems to be affected more than Lu et al.’s system
by such extraneous noise. However, in tactical
generation, this extraneous noise does not seem to
lead to worse performance, and our approach al-
ways gives the best results. As discussed by Chen
and Mooney (2008) and Chen et al. (2010), tac-
tical generation is somewhat easier than seman-
tic parsing in that semantic parsing needs to learn

7The best result of Chen and Mooney (2008) is for
WASPER-GEN, and that of Chen et al. (2010) is for WASPER
with Liang et al.’s matching initialization for English and for
WASER-GEN with Liang et al. initialization for Korean.

8Our generation results are based on our best matching
results with IGSL initialization.
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to map a variety of synonymous natural-language
expressions to the same meaning representation,
while tactical generation only needs to learn one
way to produce a correct natural language descrip-
tion of an event. This difference in the nature of
semantic parsing and tactical generation may be
the cause of the different trends in the results.

8 Conclusions and Future Work

We have presented a novel generative model capa-
ble of probabilistically aligning natural-language
sentences to their correct meaning representa-
tions given the ambiguous supervision provided
by a grounded language acquisition scenario. Our
model is also capable of simultaneously learning
to semantically parse NL sentences into their cor-
responding meaning representations. Experimen-
tal results in Robocup sportscasting show that the
NL–MR matchings inferred by our model are sig-
nificantly more accurate than those produced by
all previous methods. Our approach also learns
competitive semantic parsers and improved lan-
guage generators compared to previous methods.
In particular, we showed that our alignments pro-
vide a better foundation for learning accurate se-
mantic parsers and tactical generators compared
to those of Liang et al. (2009), whose genera-
tive model is limited by a simple bag-of-words as-
sumption.

In the future, we plan to test our model on
more complicated data with higher degrees of am-
biguity as well as more complex meaning repre-
sentations. One immediate direction is evaluat-
ing our approach on the datasets of weather fore-
casts and NFL football articles used by Liang et al.
(2009). However, our current model does not sup-
port matching multiple meaning representations
to the same natural-language sentence, and needs
to be extended to allow multiple MRs to generate
a single NL sentence.
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Abstract

Unlike static documents, version con-
trolled documents are continuously edited
by one or more authors. Such collabo-
rative revision process makes traditional
modeling and visualization techniques in-
appropriate. In this paper we propose a
new representation based on local space-
time smoothing that captures important
revision patterns. We demonstrate the ap-
plicability of our framework using experi-
ments on synthetic and real-world data.

1 Introduction

Most computational linguistics studies concen-
trate on modeling or analyzing documents as se-
quences of words. In this paper we consider
modeling and visualizing version controlled doc-
uments which is the authoring process leading to
the final word sequence. In particular, we focus on
documents whose authoring process naturally seg-
ments into consecutive versions. The revisions, as
the differences between consecutive versions are
often called, may be authored by a single author
or by multiple authors working collaboratively.

One popular way to keep track of version con-
trolled documents is using a version control sys-
tem such as CVS or Subversion (SVN). This is
often the case with books or with large com-
puter code projects. In other cases, more special-
ized computational infrastructure may be avail-
able, as is the case with the authoring API of
Wikipedia.org, Slashdot.com, and Google Wave.
Accessing such API provides information about
what each revision contains, when was it sub-
mitted, and who edited it. In any case, we for-
mally consider a version controlled document as
a sequence of documents d1, . . . , dl indexed by
their revision number where di typically contains

some locally concentrated additions or deletions,
as compared to di−1.

In this paper we develop a continuous represen-
tation of version controlled documents that gener-
alizes the locally weighted bag of words represen-
tation (Lebanon et al., 2007). The representation
smooths the sequence of version controlled doc-
uments across two axes-time t and space s. The
time axis t represents the revision and the space
axis s represents document position. The smooth-
ing results in a continuous map from a space-time
domain to the simplex of term frequency vectors

γ : Ω → PV where Ω ⊂ R2, and (1)

PV =

⎧
⎨
⎩w ∈ R|V | : wi ≥ 0,

|V |∑

i=1

wi = 1

⎫
⎬
⎭ .

The mapping above (V is the vocabulary) cap-
tures the variation in the local distribution of word
content across time and space. Thus [γ(s, t)]w is
the (smoothed) probability of observing word w
in space s (document position) and time t (ver-
sion). Geometrically, γ realizes a divergence-free
vector field (since

∑
w[γ(s, t)]w = 1, γ has zero

divergence) over the space-time domain Ω.
We consider the following four version con-

trolled document analysis tasks. The first task is
visualizing word-content changes with respect to
space (how quickly the document changes its con-
tent), time (how much does the current version
differs from the previous one), or mixed space-
time. The second task is detecting sharp transi-
tions or edges in word content. The third task
is concerned with segmenting the space-time do-
main into a finite partition reflecting word content.
The fourth task is predicting future revisions. Our
main tool in addressing tasks 1-4 above is to an-
alyze the values of the vector field γ and its first
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order derivatives fields

∇γ = (γ̇s, γ̇t) . (2)

2 Space-Time Smoothing for Version
Controlled Documents

With no loss of generality we identify the vocabu-
lary V with positive integers {1, . . . , V } and rep-
resent a word w ∈ V by a unit vector1 (all zero
except for 1 at the w-component)

e(w) = (0, . . . , 0, 1, 0, . . . , 0)� w ∈ V. (3)

We extend this definition to word sequences
thus representing documents 〈w1, . . . , wN 〉 (wi ∈
V ) as sequences of V -dimensional vectors
〈e(w1), . . . , e(wN )〉. Similarly, a version con-
trolled document is sequence of documents
d(1), . . . , d(l) of potentially different lengths
d(j) = 〈w(j)

1 , . . . , w
(j)
N(j)〉. Using (3) we represent

a version controlled document as the array

e(w
(1)
1 ), . . . , e(w

(1)
N(1))

...
. . .

...

e(w
(l)
1 ), . . . , e(w

(l)
N(l))

(4)

where columns and rows correspond to space
(document position) and time (versions).

The array (4) of high dimensional vectors repre-
sents the version controlled document without any
loss of information. Nevertheless the high dimen-
sionality of V suggests we smooth the vectors in
(4) with neighboring vectors in order to better cap-
ture the local word content. Specifically we con-
volve each component of (4) with a 2-D smooth-
ing kernel Kh to obtain a smooth vector field γ
over space-time (Wand and Jones, 1995) e.g.,

γ(s, t) =
∑

s′

∑

t′
Kh(s − s′, t − t′)e(w(t′)

s′ )

Kh(x, y) ∝ exp
(
−(x2 + y2)/(2h2)

)
. (5)

Thus as (s, t) vary over a continuous domain Ω ⊂
R2, γ(s, t), which is a weighted combination of
neighboring unit vectors, traces a continuous sur-
face in PV ⊂ RV . Assuming that the kernel
Kh is a normalized density it can be shown that

1Note the slight abuse of notation as V represents both a
set of words and an integer V = {1, . . . , V } with V = |V |.

γ(s, t) is a non-negative normalized vector i.e.,
γ(s, t) ∈ PV (see (1) for a definition of PV ) mea-
suring the local distribution of words around the
space-time location (s, t). It thus extends the con-
cept of lowbow (locally weighted bag of words)
introduced in (Lebanon et al., 2007) from single
documents to version controlled documents.

One difficulty with the above scheme is that
the document versions d1, . . . , dl may be of dif-
ferent lengths. We consider two ways to resolve
this issue. The first pads shorter document ver-
sions with zero vectors as needed. We refer to the
resulting representation γ as the non-normalized
representation. The second approach normalizes
all document versions to a common length, say∏l

j=1 N(j). That is each word in the first doc-
ument is expanded into

∏
j �=1 N(j) words, each

word in the second document is expanded into∏
j �=2 N(j) words etc. We refer to the resulting

representation γ as the normalized representation.

The non-normalized representation has the ad-
vantage of conveying absolute lengths. For ex-
ample, it makes it possible to track how differ-
ent portions of the document grow or shrink (in
terms of number of words) with the version num-
ber. The normalized representation has the advan-
tage of conveying lengths relative to the document
length. For example, it makes it possible to track
how different portions of the document grow or
shrink with the version number relative to the to-
tal document length. In either case, the space-time
domain Ω on which γ is defined (5) is a two di-
mensional rectangular domain Ω = [0, I]× [0, J ].

Before proceeding to examine how γ may be
used in the four tasks described in Section 1 we
demonstrate our framework with a simple low di-
mensional example. Assuming a vocabulary of
two words V = {1, 2} we can visualize γ by
displaying its first component as a grayscale im-
age (since [γ(s, t)]2 = 1 − [γ(s, t)]1 the sec-
ond component is redundant). Specifically, we
created a version controlled document with three
contiguous segments whose {1, 2} words were
sampled from Bernoulli distributions with param-
eters 0.3 (first segment), 0.7 (second segment),
and 0.5 (third segment). That is, the probability
of getting 1 is highest for the second segment,
equal for the third and lowest for the first seg-
ment. The initial lengths of the segments were
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Figure 1: Four space-time representations of a simple synthetic version controlled document over V = {1, 2} (see text
for more details). The left panel displays the first component of (4) (non-smoothed array of unit vectors corresponding to
words). The second and third panels display [γ(s, t)]1 for the non-normalized and normalized representations respectively.
The fourth panel displays the gradient vector field (γ̇s(s, t), γ̇t(s, t)) (contour levels represent the gradient magnitude). The
black portions of the first two panels correspond to zero padding due to unequal lengths of the different versions.

30, 40 and 120 words with the first segment in-
creasing and the third segment decreasing at half
the rate of the first segment with each revision.
The length of the second segment was constant
across the different versions. Figure 1 displays
the nonsmoothed ragged array (4) (left), the non-
normalized [γ(s, t)]1 (middle left) and the normal-
ized [γ(s, t)]1 (middle right).

While the left panel doesn’t distinguish much
between the second and third segment the two
smoothed representations display a nice seg-
mentation of the space-time domain into three
segments, each with roughly uniform values.
The non-normalized representation (middle left)
makes it easy to see that the total length of the
version controlled document is increasing but it
is not easy to judge what happens to the relative
sizes of the three segments. The normalized rep-
resentation (middle right) makes it easy to see that
the first segment increases in size, the second is
constant, and the third decreases in size. It is also
possible to notice that the growth rate of the first
segment is higher than the decay rate of the third.

3 Visualizing Change in Space-Time

We apply the space-time representation to four
tasks. The first task, visualizing change, is de-
scribed in this section. The remaining three tasks
are described in the next three section.

The space-time domain Ω represents the union
of all document versions and all document posi-
tions. Some parts of Ω are more homogeneous
and some are less in terms of their local word dis-
tribution. Locations in Ω where the local word
distribution substantially diverges from its neigh-

bors correspond to sharp content transitions. On
the other hand, locations whose word distribution
is more or less constant correspond to slow con-
tent variation.

We distinguish between three different types of
changes. The first occurs when the word content
changes substantially between neighboring doc-
ument positions within a certain document ver-
sion. As an example consider a document loca-
tion whose content shifts from high level introduc-
tory motivation to a detailed technical description.
Such change is represented by

‖γ̇s(s, t)‖2 =
V∑

w=1

(
∂[γ(s, t)]w

∂s

)2

. (6)

A second type of change occurs when a certain
document position undergoes substantial change
in local word distribution across neighboring ver-
sions. An example is erroneous content in one
version being heavily revised in the next version.
Such change along the time axis corresponds to
the magnitude of

‖γ̇t(s, t)‖2 =
V∑

w=1

(
∂[γ(s, t)]w

∂t

)2

. (7)

Expression (6) may be used to measure the in-
stantaneous rate of change in the local word dis-
tribution. Alternatively, integrating (6) provides a
global measure of change

h(s) =

∫
‖γ̇s(s, t)‖2 dt, g(t) =

∫
‖γ̇t(s, t)‖2 ds

with h(s) describing the total amount of spatial
change across all revisions and g(t) describing
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Figure 2: Gradient and edges for a portion of the version controlled Wikipedia Religion article. The left panel displays
‖γ̇s(s, t)‖2 (amount of change across document locations for different versions). The second panel displays ‖γ̇t(s, t)‖2

(amount of change across versions for different document positions). The third panel displays the local maxima of
‖γ̇s(s, t)‖2 + ‖γ̇t(s, t)‖2 which correspond to potential edges, either vertical lines (section and subsection boundaries) or
horizontal lines (between substantial revisions). The fourth panel displays boundaries of sections and subsections as black
and gray lines respectively.

the total amount of version change across differ-
ent document positions. h(s) may be used to de-
tect document regions undergoing repeated sub-
stantial content revisions and g(t) may be used to
detect revisions in which substantial content has
been modified across the entire document.

We conclude with the integrated directional
derivative

∫ 1

0
‖α̇s(r)γ̇s(α(r)) + α̇t(r)γ̇t(α(r))‖2 dr (8)

where α : [0, 1] → Ω is a parameterized curve in
the space-time and α̇ its tangent vector. Expres-
sion (8) may be used to measure change along a
dynamically moving document anchor such as the
boundary between two book chapters. The space
coordinate of such anchor shifts with the version
number (due to the addition and removal of con-
tent across versions) and so integrating the gra-
dient across one of the two axis as in (7) is not
appropriate. Defining α(r) to be a parameterized
curve in space-time realizing the anchor positions
(s, t) ∈ Ω across multiple revisions, (8) measures
the amount of change at the anchor point.

3.1 Experiments

The right panel of Figure 1 shows the gradient
vector field corresponding to the synthetic ver-
sion controlled document described in the previ-
ous section. As expected, it tends to be orthog-
onal to the segment boundaries. Its magnitude is
displayed by the contour lines which show highest
magnitudes around segment boundaries.

Figure 2 shows the norm ‖γ̇s(s, t)‖2 (left),
‖γ̇t(s, t)‖2 (middle left) and the local maxima

of ‖γ̇s(s, t)‖2 + ‖γ̇t(s, t)‖2 (middle right) for a
portion of the version controlled Wikipedia Re-
ligion article. The first panel shows the amount
of change in local word distribution within doc-
uments. High values correspond to boundaries
between sections, topics or other document seg-
ments. The second panel shows the amount of
change as one version is replaced with another.
It shows which revisions change the word distri-
butions substantially and which result in a rela-
tively minor change. The third panel shows only
the local maxima which correspond to edges be-
tween topics or segments (vertical lines) or revi-
sions (horizontal lines).

4 Edge Detection

In many cases documents may be divided to
semantically coherent segments. Examples of
text segments include individual news stories in
streaming broadcast news transcription, sections
in article or books, and individual messages in a
discussion board or an email trail. For non-version
controlled documents finding the text segments is
equivalent to finding the boundaries or edges be-
tween consecutive segments. See (Hearst, 1997;
Beeferman et al., 1999; McCallum et al., 2000)
for several recent studies in this area.

Things get a bit more complicated in the case
of version controlled documents. Segments, and
their boundaries exist in each version. As in
case of image processing, we may view segment
boundaries as edges in the space-time domain
Ω. These boundaries separate the segments from
each other, much like borders separate countries
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Figure 3: Gradient and edges of a portion of the version controlled Atlanta Wikipedia article (top row) and the Google
Wave Amazon Kindle FAQ (bottom row). The left column displays the magnitude of the gradient in both space and time
‖γ̇s(s, t)‖2 + ‖γ̇t(s, t)‖. The middle column displays the local maxima of the gradient magnitude (left column). The
right column displays the actual segment boundaries as vertical lines (section headings for Wikipedia and author change in
Google Wave). The gradient maxima corresponding to vertical lines in the middle column matches nicely the Wikipedia
section boundaries. The gradient maxima corresponding to horizontal lines in the middle column correspond nicely to major
revisions indicated by a discontinuities in the location of the section boundaries.

in a two dimensional geographical map.

Assuming all edges are correctly identified, we
can easily identify the segments as the interior
points of the closed boundaries. In general, how-
ever, attempts to identify segment boundaries or
edges will only be partially successful. As a result
predicted edges in practice are not closed and do
not lead to interior segments. We consider now the
task of predicting segment boundaries or edges in
Ω and postpone the task of predicting a segmenta-
tion to the next section.

Edges, or transitions between segments, corre-
spond to abrupt changes in the local word dis-
tribution. We thus characterize them as points
in Ω having high gradient value. In particu-
lar, we distinguish between vertical edges (transi-
tions across document positions), horizontal edges
(transitions across versions), and diagonal edges
(transitions across both document position and
version). These three types of edges may be di-
agnosed based on the magnitudes of γ̇s, γ̇t, and
α̇1γs + α̇2γt respectively.

4.1 Experiments

Besides the synthetic data results in Figure 2,
we conducted edge detection experiments on six
different real world datasets. Five datasets are
Wikipedia.com articles: Atlanta, Religion, Lan-
guage, European Union, and Beijing. Religion
and European Union are version controlled docu-
ments with relatively frequent updates, while At-
lanta, language, and Beijing have less frequent
changes. The sixth dataset is the Google Wave
Amazon Kindle FAQ which is a less structured
version controlled document.

Preprocessing included removing html tags and
pictures, word stemming, stop-word removal, and
removing any non alphabetic characters (numbers
and punctuations). The section heading informa-
tion of Wikipedia and the information of author
of each posting in Google Wave is used as ground
truth for segment boundaries. This information
was separated from the dataset and was used for
training and evaluation (on testing set).

Figure 3 displays a gradient information, local
maxima, and ground truth segment boundaries for
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Article Rev. Voc. p(y)p(y)p(y) Error Rate F1 Measure

Size a b c a b c

Atlanta 2000 3078 0.401 0.401 0.424 0.339 0.000 0.467 0.504

Religion 2000 2880 0.403 0.404 0.432 0.357 0.000 0.470 0.552

Language 2000 3727 0.292 0.292 0.450 0.298 0.000 0.379 0.091

European Union 2000 2382 0.534 0.467 0.544 0.435 0.696 0.397 0.663

Beijing 2000 3857 0.543 0.456 0.474 0.391 0.704 0.512 0.682

Amazon Kindle FAQ 100 573 0.339 0.338 0.522 0.313 0.000 0.436 0.558

Figure 4: Test set error rate and F1 measure for edge prediction (section boundaries in Wikipedia articles and author
change in Google Wave). The space-time domain Ω was divided to a grid with each cell labeled edge (y = 1) or no edge
(y = 0) depending on whether it contained any edges. Method a corresponds to a predictor that always selects the majority
class. Method b corresponds to the TextTiling test segmentation algorithm (Hearst, 1997) without paragraph boundaries
information. Method c corresponds to a logistic regression classifier whose feature set is composed of statistical summaries
(mean, median, max, min) of γ̇s(s, t) within the grid cell in question as well as neighboring cells.

the version controlled Wikipedia articles Religion
and Atlanta. The local gradient maxima nicely
match the segment boundaries which lead us to
consider training a logistic regression classifier on
a feature set composed of gradient value statis-
tics (min, max, mean, median of ‖γ̇s(s, t)‖ in the
appropriate location as well as its neighbors (the
space-time domain Ω was divided into a finite grid
where each cell either contained an edge (y = 1)
or did not (y = 0)). The table in Figure 4 displays
the test set accuracy and F1 measure of three pre-
dictors: our logistic regression (method c) as well
as two baselines: predicting edge/no-edge based
on the marginal p(y) distribution (method a) and
TextTiling (method b) (Hearst, 1997) which is a
popular text segmentation algorithm. Since we do
not assume paragraph information in our experi-
ment we ignored this component and considered
the document as a sequence with w = 20 and
29 minimum depth gaps parameters (see (Hearst,
1997)). We conclude from the figure that the gra-
dient information leads to better prediction than
TextTiling (on both accuracy and F1 measure).

5 Segmentation

As mentioned in the previous section, predicting
edges may not result in closed boundaries. It is
possible to analyze the location and direction of
the predicted edges and aggregate them into a se-
quence of closed boundaries surrounding the seg-
ments. We take a different approach and partition
points in Ω to k distinct values or segments based
on local word content and space-time proximity.

For two points (s1, t2), (s2, t2) ∈ Ω to be in the
same segment we expect γ(s1, t1) to be similar to
γ(s2, t2) and for (s1, t1) to be close to (s2, t2).
The first condition asserts that the two locations
discuss the same topic. The second condition as-
serts that the two locations are not too far from
each other in the space time domain. More specif-
ically, we propose to segment Ω by clustering its
points based on the following geometry

d((s1, t1), (s2, t2)) = dH(γ(s1, t1), γ(s2, t2))

+
√

c1(s1 − s2)2 + c2(t1 − t2)2 (9)

where dH : PV × PV → R is Hellinger distance

d2
H(u, v) =

V∑

i=1

(
√

ui − √
vi)

2. (10)

The weights c1, c2 are used to balance the contri-
butions of word content similarity with the simi-
larity in time and space.

5.1 Experiments

Figure 5 displays the ground truth segment bound-
aries and the segmentation results obtained by ap-
plying k-means clustering (k = 11) to the metric
(9). The figure shows that the predicted segments
largely match actual edges in the documents even
though no edge or gradient information was used
in the segmentation process.

6 Predicting Future Operations

The fourth and final task is predicting a future
revision dl+1 based on the smoothed representa-
tion of the present and past versions d1, . . . , dl. In
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Figure 5: Predicted segmentation (top) and ground truth segment boundaries (bottom) of portions of the version controlled
Wikipedia articles Religion (left), Atlanta (middle) and the Google Wave Amazon Kindle FAQ(right). The predicted segments
match the ground truth segment boundaries. Note that the first 100 revisions are used in Google Wave result. The proportion
of the segments that appeared in the beginning is keep decreasing while the revisions increases and new segments appears.

terms of Ω, this means predicting features associ-
ated with γ(s, t), t ≥ t′ based on γ(s, t), t < t′.

6.1 Experiments

We concentrate on predicting whether Wikipedia
edits are reversed in the next revision. This ac-
tion, marked by a label UNDO or REVERT in the
Wikipedia API, is important for preventing con-
tent abuse or removing immature content (by pre-
dicting ahead of time suspicious revisions).

We predict whether a version will undergo
UNDO in the next version using a support vec-
tor machine based on statistical summaries (mean,
median, min, max) of the following feature
set ‖γ̇s(s, t)‖, ‖γ̈s(s, t)‖, ‖γ̇t(s, t)‖), ‖γ̇t(s, t)‖,
g(h), and h(s). Figure 6 shows the test set er-
ror and F1 measure for the logistic regression
based on the smoothed space-time representation
(method c), as well as two baselines. The first
baseline (method a) predicts the majority class
and the second baseline (method b) is a logistic
regression based on the term frequency content of
the current test version. Using the derivatives of
γ, we obtain a prediction that is better than choos-

ing majority class or logistic regression based on
word content. We thus conclude that the deriva-
tives above provide more useful information (re-
sulting in lower error and higher F1) for predicting
future operations than word content features.

7 Related Work

While document analysis is a very active research
area, there has been relatively little work on ex-
amining version controlled documents. Our ap-
proach is the first to consider version controlled
documents as continuous mappings from a space-
time domain to the space of local word distribu-
tions. It extends the ideas in (Lebanon et al., 2007)
of using kernel smoothing to create a continuous
representation of documents. In fact, our frame-
work generalizes (Lebanon et al., 2007) as it re-
verts to it in the case of a single revision.

Other approaches to sequential analysis of doc-
uments concentrate on discrete spaces and dis-
crete models, with the possible extension of
(Wang et al., 2009). Related papers on segmenta-
tion and sequential document analysis are (Hearst,
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Article Rev. Voc. p(y)p(y)p(y) Error Rate F1 Measure

Size a b c a b c

Atlanta 2000 3078 0.218 0.219 0.313 0.212 0.000 0.320 0.477

Religion 2000 2880 0.123 0.122 0.223 0.125 0.000 0.294 0.281

Language 2000 3727 0.189 0.189 0.259 0.187 0.000 0.334 0.455

European Union 2000 2382 0.213 0.208 0.331 0.209 0.000 0.275 0.410

Beijing 2000 3857 0.137 0.137 0.219 0.136 0.000 0.247 0.284

Figure 6: Error rate and F1 measure over held out test set of predicting future UNDO operation in Wikipedia articles.
Method a corresponds to a predictor that always selects the majority class. Method b corresponds to a logistic regression
based on the term frequency vector of the current version. Method c corresponds a logistic regression that uses summaries
(mean, median, max, min) of ‖γ̇s(s, t)‖, ‖γ̇s(s, t)‖, g(t), and h(s).

1997; Beeferman et al., 1999; McCallum et al.,
2000) with (Hearst, 1997) being the closest in
spirit to our approach. An influential model for
topic modeling within and across documents is la-
tent Dirichlet allocation (Blei et al., 2003; Blei
and Lafferty, 2006). Our approach differs in be-
ing fully non-parametric and in that it does not
require iterative parametric estimation or integra-
tion. The interpretation of local word smoothing
as a non-parametric statistical estimator (Lebanon
et al., 2007) may be extended to our paper in a
straightforward manner.

Several attempts have been made to visualize
themes and topics in documents, either by keep-
ing track of the word distribution or by dimen-
sionality reduction techniques e.g., (Fortuna et al.,
2005; Havre et al., 2002; Spoerri, 1993; Thomas
and Cook, 2005). Such studies tend to visualize a
corpus of unrelated documents as opposed to or-
dered collections of revisions which we explore.

8 Summary and Discussion

The task of analyzing and visualizing version con-
trolled document is an important one. It allows
external control and monitoring of collaboratively
authored resources such as Wikipedia, Google
Wave, and CVS or SVN documents. Our frame-
work is the first to develop analysis and visualiza-
tion tools in this setting. It presents a new rep-
resentation for version controlled documents that
uses local smoothing to map a space-time domain
Ω to the simplex of tf vectors PV . We demon-
strate the applicability of the representation for
four tasks: visualizing change, predicting edges,
segmentation, and predicting future revision oper-
ations.

Visualizing changes may highlight significant
structural changes for the benefit of users and help
the collaborative authoring process. Improved
edge prediction and text segmentation may assist
in discovering structural or semantic changes and
their evolution with the authoring process. Pre-
dicting future operation may assist authors as well
as prevent abuse in coauthoring projects such as
Wikipedia.

The experiments described in this paper were
conducted on synthetic, Wikipedia and Google
Wave articles. They show that the proposed for-
malism achieves good performance both qualita-
tively and quantitatively as compared to standard
baseline algorithms.

It is intriguing to consider the similarity be-
tween our representation and image processing.
Predicting segment boundaries are similar to edge
detection in images. Segmenting version con-
trolled documents may be reduced to image seg-
mentation. Predicting future operations is similar
to completing image parts based on the remain-
ing pixels and a statistical model. Due to its long
and successful history, image processing is a good
candidate for providing useful tools for version
controlled document analysis. Our framework fa-
cilitates this analogy and we believe is likely to re-
sult in novel models and analysis tools inspired by
current image processing paradigms. A few po-
tential examples are wavelet filtering, image com-
pression, and statistical models such as Markov
random fields.
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Abstract 

The realization of singular count nouns 
without an accompanying determiner in-
side a PP (determinerless PP, bare PP, 
Preposition-Noun Combination) has re-
cently attracted some interest in computa-
tional linguistics. Yet, the relevant factors 
for determiner omission remain unclear, 
and conditions for determiner omission 
vary from language to language. We pre-
sent a logistic regression model of deter-
miner omission in German based on data 
obtained by applying annotation mining 
to a large, automatically and manually 
annotated corpus.  

1 The problem and how to deal with it 

Preposition-Noun Combinations (PNCs, some-
times called determinerless PPs or bare PPs) 
minimally consist of a preposition and a count 
noun in the singular that – despite requirements 
formulated elsewhere in the grammar of the re-
spective language – appears without a deter-
miner. The noun in a PNC can be extended 
through prenominal modification (1) and post-
nominal complementation (2). Still, a determiner 
is missing. The following examples are given 
from German. 
(1) auf parlamentarische Anfrage (‘after being 

asked in parliament’), mit beladenem Ruck-
sack (‘with loaded backpack’), unter sanfter 
Androhung (‘under gentle threat’)  

(2) Er wehrt sich gegen die Forderung nach  
he defies REFL against the demand for  
Stilllegung einer Verbrennungsanlage. 
closedown an  incineration plant 
‘He defies the demand for closing an inciner-
ation plant.’ 

PNCs occur in a wide range of languages 
(Himmelmann, 1998); the conditions for deter-
miner omission, however, have not been detected 
yet, and conditions applying to one language do 
not carry over to other languages. In addition, 
speakers only reluctantly judge the acceptability 
of newly coined PNCs, so that reliance to intro-
spective judgments cannot be assumed. 

For English, Stvan (1998) and Baldwin et al. 
(2006) have claimed that either the semantics of 
the preposition or of the noun play a major role 
in determining whether a singular count noun 
may appear without a determiner in a PNC. 
Stvan (1998) assumes that nouns determine the 
well-formedness of PNCs (3) if the denotation of 
the noun occurs in a particular semantic field, 
while Baldwin et al. (2006) assume that certain 
prepositions impose selection restrictions on 
their nominal complements that allow for deter-
miner omission (4).  
(3) from school, at school, in jail, from jail, … 
(4) by train, by plane, by bus, by pogo stick, by 

hydro-foil … 
Interestingly, Le Bruyn et al. (2009) have ob-

served that basic assumptions of Stvan’s analysis 
do not apply to Dutch, French, or Norwegian. 
With regard to German, we observe that neither 
the pattern in (3) nor in (4) is productive. Con-
structions like (4) cannot be realized as PNCs in 
German, but require full PPs. 

In the following, we propose an analysis of 
PNCs that combines corpus annotation, annota-
tion mining (Chiarcos et al., 2008), and logistic 
regression modeling (Harrell, 2001). Annotation 
mining assumes that linguistically relevant gen-
eralizations can be derived in a bottom-up fash-
ion from a suitably annotated corpus. Relevant 
hits in the corpus are mapped into a feature vec-
tor that serves as input for logistic regression 
classification. In the present case, the input con-
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sists of sentences containing either PNCs or PPs. 
Binary logistic regression suggests itself as a 
classification method since the problem of PNCs 
can be rephrased as the following question: Un-
der which conditions can an otherwise obligatory 
determiner be omitted? 

The majority of required annotations can be 
derived automatically, but there are no available 
systems for the automatic determination of 
preposition senses in German, so preposition 
sense annotation has to be carried out manually 
and requires a language-specific tagset for prepo-
sition senses. 

While our initial analysis is based on German 
data, the general methodology can be applied to 
other languages, provided that corpora receive 
proper annotation.     

2 Corpus annotation 

2.1 General characteristics  

The present analysis is based on a newspaper 
corpus of the Swiss-German newspaper Neue 
Zürcher Zeitung from 1993 to 1999, comprising 
approx. 230 million words. The annotation is 
based on an XML-stand-off format. MMAX2 
(Müller and Strube, 2006) is used for manual 
annotation. Annotations are carried out both for 
PNCs and for full-fledged PPs. For each prepo-
sition, the following data is considered: PNCs, 
where N is a count noun; corresponding PPs with 
the same count noun; and PPs containing count 
nouns not appearing inside PNCs. 

The following annotations are provided for 
each dataset in the corpus: 

Lexical level: part-of-speech, inflectional 
morphology, derivational morphology of nouns, 
count/mass distinction of nouns, interpretation of 
nouns, interpretation of prepositions, noun com-
pounding. 

Syntactic level: mode of embedding of the 
phrase (adjunct or complement), syntactic de-
pendents of the noun, modification of the noun. 

Global level: Is the phrase contained in a 
headline, title, or quotation? Is the phrase idio-
matic? Headlines, titles, and quotations are par-
ticularly prone to text truncation and PNCs oc-
curring here might not be the result of syntactic 
operations. Similarly, idiomatic PNCs and PPs 
might follow combination rules that differ from 
the general modes of combination. Hence, the 

annotations may serve to exclude these cases 
from general classification.  

2.2 Automatic annotation  

The following tools are employed for automatic 
annotation: Regression Forest Tagger (Schmid 
and Laws, 2008) for POS tagging and morpho-
logical analysis (the tagger contains the SMOR 
component for morphological analysis, cf. 
Schmid, 2004), and Tree Tagger (Schmid, 1995) 
for chunk parsing.  

To determine noun meanings, we make use of 
two resources. The first resource is GermaNet 
(Kunze and Lemnitzer, 2002), the German ver-
sion of WordNet. We employ 23 top-level cate-
gories, and each noun is annotated with every 
top-level category it belongs to.1 Secondly, we 
use the computer lexicon HaGenLex (Hartrumpf 
et al., 2003), which offers specific sortal infor-
mation derived from a formal ontology for each 
noun. Finally, we employ a classifier for the 
count/mass distinction. The classifier combines 
lexical statistics, expressed in terms of a decision 
tree classifier, with contextual information, 
which is handled by Naïve Bayes classification 
(cf. Stadtfeld 2010). The classification is based 
on the fine-grained distinctions first introduced 
in Allan (1980), but we employ a reduced set of 
five instead of eight classes. The classifier is 
type-based as it makes use of the relation be-
tween singular and plural realizations of noun 
lemmas, but takes the immediate context of the 
lemma into account.   

Nouns are only assigned to a particular class if 
both classifiers come to the same result w.r.t.  
this class assignment. While this leads to some 
nouns being excluded from the count/mass dis-
tinction, the resulting classes show a high degree 
of precision.   

2.3 Manual annotation of preposition senses 

Prepositions are highly polysemous. What is 
more, the relation between a preposition and its 
senses has to be determined in a language-

                                                
1 Nouns that are assigned to more than one top-level cate-
gory are presumably homonymous or polysemous. We do 
not disambiguate the nouns. The reason is that individual 
features will be evaluated for their effect in a logistic model, 
and an ambiguous noun will receive a value in each feature. 
Hence, we can be sure that a significant semantic feature 
will be included in the classification.  
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specific manner. While the Preposition Project 
forms a basis for preposition sense annotation in 
English (cf. Litkowski and Hargraves 2005, 
2007), little attention has been paid to specialized 
annotation schemata for preposition senses in 
German, which form the first prerequisite for a 
classification of preposition senses.   

Based on four usage-based grammars and dic-
tionaries of German (Duden 2002, Helbig and 
Buscha 2001, Durrell and Brée 1993, Schröder 
1986), we have developed an annotation schema 
with a hierarchical structure, allowing for sub-
trees of preposition senses that require a fine-
grained classification (such as TEMPORAL, SPA-
TIAL, CAUSAL, and PRESENCE). For temporal and 
spatial interpretations, the annotation is further 
facilitated by the use of decision trees.2  

Altogether, the annotation schema includes the 
following list of top-level categories: MODAL, 
CAUSAL, PRESENCE, SPATIAL, TEMPORAL, STATE, 
COMITATIVE, AGENT, REDUCTION/EXTENSION, 
PARTICIPATION, SUBORDINATION, RECIPIENT, 
AFFILIATION, CORRELATION/INTERACTION, 
TRANSGRESSION, ORDER, THEME, SUBSTITUTE, 
EXCHANGE, COMPARISON, RESTRICTIVE, COPU-
LATIVE, ADVERSATIVE, DISTRIBUTIVE, STATE-
MENT/OPINION, CENTRE OF REFERENCE, and RE-
ALISATION.  

Based on an extension of the weighted kappa 
statistic we have reached an overall kappa value 
(κw) of 0.657 and values between 0.551 and 
0.860 for individual features (cf. Müller et al. 
2010a). Two properties of the annotation schema 
prohibit the application of a standard kappa sta-
tistic: First, the schema allows subsorts, and sec-
ondly, a preposition may receive more than one 
annotation if its sense cannot be fully disambigu-
ated. The values reported in Müller et al. (2010) 
for maximal subtypes such as SPATIAL (κw = 
0.709) and TEMPORAL (κw = 0.860) can be 
equated to aggregate values in standard kappa 
statistics.   

In the models presented below, we employ 
top-level categories only and have aggregated 
more specific sense annotations.  

                                                
2 The schema does not directly distinguish between local 
and directional senses, but makes use of cross-classification 
to deal with the distinction. Cf. Müller et al. (2010b).   

3 Preparing logistic regression models 
for ohne (‘without’) and unter (‘un-
der’, ‘below’) 

The problem of PNCs, i.e. why a determiner is 
omitted in a construction which otherwise re-
quires the realization of the determiner, can be 
rephrased as a problem for binary logistic regres-
sion and classification.  

While binary logistic regression does not pro-
hibit monocausal explanations, typical models 
for binary logistic regression employ more than 
one factor, and the value of the coefficients mod-
els the relative influence of the individual fac-
tors. Logistic regression thus does not only help 
to identify factors for determiner omission, but 
also reveals the interplay of multiple licensing 
conditions – thus possibly accounting for the 
relative difficulty to distinguish acceptable from 
inacceptable PNCs. 

We are aiming at a description of PNCs in 
German for the 22 prepositions listed in (5). 
(5) an, auf, bei, dank, durch, für, gegen, gemäß, 

hinter, in, mit, mittels, nach, neben, ohne, seit, 
über, um, unter, vor, während, wegen 

These prepositions have been chosen on the 
basis of the following two assumptions: a) they 
appear in PNCs and PPs, and b) their ‘typical’ 
object is an NP.   

We present logistic regression models of de-
terminer realization for two prepositions: ohne 
(‘without’) and unter (‘under’, ‘below’). The first 
preposition, ohne, is the only preposition that 
appears more often in PNCs than in PPs. The 
second preposition, unter, belongs to the class of 
highly polysemous prepositions. In fact, it is the 
preposition with the second largest number of 
senses (10 senses), only surpassed by mit (‘with’) 
(11 senses), which however appears much more 
often than unter in the corpus and thus requires 
further annotation. The following table summa-
rizes the distribution of PNCs and PPs for both 
prepositions, after tokens that had been annotated 
as belonging to headlines, quotations, telegram 
style sentences, or as being idiomatic were ex-
cluded from the data. With regard to the first 
group (headlines etc.), the elimination mostly 
applies to PNCs, but among the PPs we found 
many idiomatic expressions and fixed phrases, 
which have also been excluded from modeling. 
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Preposition Σ PP PNC 
ohne 3,750    591  3,159 
unter 5,181 4,334     857 

 

Table 1. Data Distribution of PNCs and PPs  
 

The analysis has been carried out in R (R De-
velopment Core Team, 2010) and makes exten-
sive use of Harrell’s DESIGN package (Harrell, 
2001). 

The feature vector consists of the dependent 
variable – the factor DET with its levels no and 
yes – and of relevant classificatory features rep-
resenting the interpretation of the preposition (in 
terms of the features presented in section 2), the 
internal syntactic structure of the nominal projec-
tion (prenominal modification of N, syntactic 
arguments of N, internal structure of N as a com-
pound, derivational status of N), the external 
syntactic embedding of the PNC or PP, and the 
interpretation of the noun.  

Features starting with DEP signify syntactic 
arguments of the noun (DEP-S a sentential com-
plement, DEP-NP an NP complement, etc.); the 
feature ADJA signifies the presence of one or 
more modifying adjectives; the feature COM-
POUND indicates whether the noun in question is 
a compound. The feature GOVERNED indicates 
whether a noun or a verb governs the phrase. The 
feature NOMINALIZATION provides information 
about the derivational structure of the noun, in 
particular it indicates whether a noun is derived 
from a verb by use of the suffix –ung. 

Features starting with GN are GermaNet top-
level categories, features starting with HL are 
HaGenLex ontological sorts; both describe the 
interpretation of the noun.  

The statistical modeling started with the as-
sumption that each feature is relevant, so that an 
initial feature set of 92 features was considered. 
Feature elimination took place through fast 
backwards elimination (Lawless and Singhal, 
1978) and manual inspection. The results of fast 
backwards elimination were not followed blindly. 
Following Harrell’s (2001:56) suggestion, we 
have kept factors despite their low significance 
levels. In most cases, however, manual inspec-
tion and fast backwards elimination suggested 
the same results. The resulting models were sub-
jected to bootstrap validation to identify possible 
overfitting (cf. section 5.1).   

The value DET = no is taken to be the default 
value in the following models. As a consequence, 
negative values for coefficients indicate rising 
probability for an omission of a determiner, 
while positive coefficients shift odds in favor of 
a realization of the determiner.  

4 Logistic models for the omission of a 
determiner with ohne and unter 

The logistic regression models developed for the 
prepositions ohne and unter make use of 13 and 
22 features, respectively. In each case, we have 
started with a full model fit (Harrell, 2001:58f.), 
evaluated the full model and eliminated factors 
through manual inspection and fast backwards 
elimination. The coefficients for the models for 
ohne and unter are reported in tables 2 and 3. 
  

 Coef. S.E. Wald Z p 
INTERCEPT  -2.4024 0.1109  -21.66 0.000 
NOMINAL.  -1.3579 0.1870  -7.26 0.000 
ADJA   1.1360     0.1188  9.57  0.000 
CAUSAL   1.2063  0.1302     9.26  0.000 
COMITAT.   2.2821  0.5201     4.39  0.000 
PARTICIP.   3.4027  0.4895     6.95  0.000 
PRESENCE  -0.7780  0.1463     -5.32 0.000 
DEP-S  5.0797  1.0542     4.82  0.000 
DEP-NP  2.9752  0.1718    17.32  0.000 
DEP-PP  2.1978  0.1487    14.78  0.000 
GN-RELAT.  -1.0292  0.4072    -2.53  0.011 
GN-ATTR.  -1.3528  0.3038    -4.45  0.000 
GN-EVENT  -0.8431  0.1431    -5.89  0.000 
GN-ARTE.  -0.4117  0.1564    -2.63  0.008 

Table 2. Coefficients for a logistic regression 
model of determiner omission with ohne.3 
 

 

 

 

 

 

 

 

 

 

 

  

                                                
3 In the following tables, S.E. stands for standard error Wald 
Z reports the Z-score of the Wald statistic, which is deter-
mined by divided the value of the coefficient through its 
standard error. The squared Wald Z statistic is χ2-distributed 
and thus indicates the goodness of fit for the coefficients of 
the model. 
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 Coef. S.E. Wald Z p 
INTERCEPT  -0.4379  0.1657    -2.64  0.008 
NOMINAL.  -0.8346  0.2259   -3.70 0.000 
ADJA  -1.0177  0.1432   -7.11 0.000 
COMPOUND   2.1719  0.2538    8.56 0.000 
GOVERNED  1.9894  0.3017    6.59 0.000 
SPATIAL   2.3237  0.2044   11.37 0.000 
CAUSAL  1.3047  0.2272    5.74 0.000 
SUBORD.  3.0529  0.2559   11.93 0.000 
ORDER  3.4228  0.1861   18.40 0.000 
TRANSGR.  4.4186  0.3677   12.02 0.000 
DEP-S  8.4717  4.0734    2.08   0.037 
DEP-NP  0.8551  0.1436    5.95 0.000 
DEP-PP  0.3043  0.2170    1.40   0.161 
GN-GROUP  0.5241  0.2563    2.04   0.041 
GN-COMM.  -0.9149  0.1443   -6.34 0.000 
GN-LOC.  2.2704  0.6208    3.66 0.000 
GN-REL.  -2.1161  0.6022   -3.51 0.000 
GN-POSS.  -0.8482  0.3665   -2.31   0.021 
GN-ATTR.  -2.2847  0.2741   -8.33 0.000 
GN-ARTE.  0.4169  0.1601    2.60   0.009 
GN-HUM.  1.8870  0.4999    3.77 0.000 
HL-AD  -1.0253  0.1888   -5.43 0.000 
HL-AS  -1.4214  0.3804   -3.74 0.000 
Table 3. Coefficients for a logistic model of de-
terminer omission with unter. 
 
General measures of the two models are reported 
in table 4. Somers’ Dxy describes the proportion 
of observations, for which the model provides an 
appropriate class probability. Dxy can be derived 
from C, the corresponding receiver operating 
characteristic curve area, since Dxy = 2 × (C–0.5). 
Model L.R. (likelihood ratio) indicates the im-
provement reached by including the predictors. 
Degrees of freedom (d.f.) have been omitted 
from table 4, as they correspond to the number of 
predictors, i.e. 12 in the case of ohne and 23 in 
the case of unter. The high figures for Somers’ 
Dxy are reassuring.  

 

 Model L.R. p C Dxy 
ohne 1,063.5 0 0.876  0.753 
unter 2,245.6 0 0.937 0.874 

Table 4. Model Quality. 

4.1 The model for ohne 

Starting with the model in table 2, we can iden-
tify several groups of factors:  

The first group comprises the interpretation of 
the preposition. The group discriminates between 
determiner omission and realization. The seman-
tic features CAUSAL, COMITATIVE, and PARTICI-
PATION show positive coefficients, suggesting 
that prepositions receiving the aforementioned 
interpretations tend to favor an ‘ordinary’ NP 
including a determiner. The interpretation PRES-
ENCE, on the other hand, shows a negative coef-
ficient and thus suggests the omission of a de-
terminer. There are further senses of ohne, which 
do not have a significant effect on determiner 
omission/realization.   

Turning to the representation of syntactic ar-
gument structure of the noun, we find that the 
coefficients of DEP-S, DEP-NP, and DEP-PP re-
ceive positive values throughout. The presence 
of syntactic complements thus shifts odds in fa-
vor of determiner realization. There is a strong 
preference against determiner omission with 
DEP-S, and somewhat weaker values for Dep-NP 
and Dep-PP, respectively. A comparison of in-
terpretation and complement realization offers a 
general assessment of PNCs. As ohne and unter 
share only a few senses, we do not necessarily 
expect that the discerning senses relevant for a 
realization of a PNC with ohne carry over to un-
ter; but we do expect that features pertaining to 
the syntactic structure of the nominal comple-
ment play a role not only for ohne, but for unter 
(or for prepositions admitting PNCs in general) 
as well. And this prediction is actually borne out 
in the model for unter. The model thus already 
offers interesting insights not only w.r.t. the re-
alization conditions of PNCs and PPs headed by 
ohne, but for broader analyses of PNCs as well.  

We will return to the role and value of the fea-
tures ADJA and NOMINALIZATION in section 4.3. 

The last group comprises the semantic charac-
teristics of nouns derived from GermaNet. If a 
noun is classified as belonging to the relevant 
GermaNet top-level categories, determiner omi-
ssion is favored.  

4.2 The model for unter 

A first glance at the model for unter shows that it 
requires a larger set of predictors than the model 
for ohne. In part, this is due to the higher degree 
of polysemy of unter: with more senses, we ex-
pect more semantic predictors to enter the dis-
crimination. In addition, a wider range of senses 
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also allows for a wider range of selection restric-
tions, and hence for a larger number of different 
sortal specifications for selected nouns.  The 
higher complexity of the model, however, should 
not conceal a peculiarity of this model that casts 
serious doubt on the idea that PNCs are mono-
causally licensed by particular senses of a prepo-
sition: the model selects five senses from the ten 
top level interpretations of unter, but the coeffi-
cients are unsigned. Thus, the model indicates 
that the senses SPATIAL, CAUSAL, SUBORDINA-
TION, ORDER, and TRANSGRESSION block the 
omission of a determiner. What we do not find 
are senses that favor the omission of a deter-
miner.  

The features DEP-S, DEP-NP, and DEP-PP 
again favor the realization of a determiner. A 
comparison of the coefficient of DEP-S to the 
coefficients of DEP-NP and DEP-PP shows, how-
ever, that the presence of a sentential comple-
ment has a strong influence on determiner reali-
zation, while NP- and PP-complements may still 
occur in PNCs, as their coefficients are relatively 
low (also in comparison to the coefficients of 
these values for ohne).4  

In more general terms, we suspect a general 
mechanism relating sentential complementation 
to the realization of the determiner, a topic to be 
addressed in future research.   

It should also be noted that the external syn-
tactic realization of the phrase plays a role for 
unter. The feature GOVERNED did not play a role 
for ohne, but suggests the realization of a deter-
miner for unter. The reason might be that few 
verbs or nouns govern the preposition ohne. 
Prepositional objects headed by unter, however, 
are more common. Prepositional objects headed 
by ohne make up only 1.2 % of the occurrences 
of ohne in the present corpus, while the share of 
prepositional objects headed by unter is three 
times larger: 3.6 %.  

Finally, we note that a variety of sortal classi-
fications for nouns suggest either an omission or 
realization of the determiner, supporting the as-

                                                
4 One could argue against the inclusion of the coefficient for 
DEP-PP altogether, as it does not seem to be significant (p > 
0.05) in the first place. However, we have followed Har-
rell’s (2001) advice that blind exclusion of seemingly insig-
nificant factors may not lead to model improvement. In fact, 
models for unter including Dep-PP outperform models ex-
cluding this feature. 

sumption that in addition to the preposition’s 
meaning, the meaning of the noun plays a role. 
GermaNet top-level categories were already dis-
criminating in the model for ohne; but the model 
for unter also makes use of HaGenLex sortal 
categories (HL-AD and HL-AS). The predictors 
stand for dynamic and static concepts that both 
receive an abstract interpretation. Their inclusion 
is particularly interesting, as it is sometimes 
claimed (e.g. Bale and Barner, 2009) that ‘ab-
stract’ nouns are never to be classified as count 
nouns. 

4.3 General assessment of the models  

Both models show that the realization of syntac-
tic complements, of sentential complements in 
particular, seems to impede determiner omission. 
That syntactic complexity does not seem to play 
a role per se, can be deduced from the coeffi-
cients for the factor ADJA: While ADJA favors 
determiner realization with ohne, it prohibits de-
terminer realization with unter.  

The role of morphological derivation through 
–ung, as represented by the factor NOMINALIZA-
TION, is the same in both models: derived nomi-
nals shift odds in favor of determiner omission. 
While the derivational structure might be consid-
ered a formal property of the construction, it 
might also reflect an underlying denotational dis-
tinction between events and objects, which has to 
be clarified in future work.  

It is a striking feature of the model for unter 
that we do not find interpretational features of 
the preposition unter that favor determiner omis-
sion. Taken together with the other factors in the 
two models presented, the analysis suggests a 
picture rather different from the (more or less) 
monocausal analyses of Stvan (1998) and 
Baldwin et al. (2006). With regard to unter a 
model in the sense of Baldwin et al. (2006) could 
only provide negative rules of the form “if P 
does not mean this, its nominal complement may 
be realized without a determiner”, but such a 
model would lead to less precision than the mul-
ticausal model presented here. 

5 Validation of the models 

5.1 Bootstrap validation 

Logistic regression models may suffer from 
overfitting the data. We have thus carried out a 
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bootstrap validation of both models and applied 
penalized maximum likelihood estimation (Har-
rell, 2001) to the models. The results of the ini-
tial (non-penalized) models are reported in Table 
5 and Table 6, where we report values for Dxy 
and the average maximal error of the model. 
Bootstrap validation makes use of sampling with 
replacement. The training samples for evaluation 
thus may contain certain instances many times, 
but some original data will never be sampled and 
can thus be used for testing the models. Boot-
strap validation is carried out 200 times, the re-
sults being averaged. The overfitting of the mod-
els is determined by the optimism derived from 
the bootstrap evaluation.   

  

 Dxy Emax 
Original Index 0.7525 0.0000 
Training 0.7578 0.0000 
Test 0.7497 0.0123 
Optimism 0.0080 0.0123 
Corrected Index 0.7445 0.0123 

Table 5. Bootstrap validation of model for ohne.5 
   

 Dxy Emax 
Original Index 0.8737 0.0000 
Training 0.8741 0.0000 
Test 0.8690 0.0072 
Optimism 0.0051 0.0072 
Corrected Index 0.8685 0.0072 

Table 6. Bootstrap validation of model for unter.  
 

Penalized maximum likelihood estimation (Har-
rell, 2001:207) for both models resulted in penal-
ties of 0.3 and 0.8, respectively, based on 
Akaike’s AIC. The updated models have again 
been bootstrap validated, resulting in the im-
proved values presented in table 7 and table 8.  

 
 
 
 
 

 Dxy Emax 
Original Index 0.7526 0.0000 
Training 0.7570 0.0000 
Test 0.7500 0.0096 
Optimism 0.0070 0.0096 
Corrected Index 0.7456 0.0096 

                                                
5 Emax is the maximal error determined in average over the 
bootstrap runs. 

Table 7. Bootstrap validation of penalized model 
for ohne. 

  
 Dxy Emax 
Original Index 0.8736 0.0000 
Training 0.8744 0.0000 
Test 0.8692 0.0055 
Optimism 0.0052 0.0055 
Corrected Index 0.8684 0.0055 

Table 8. Bootstrap validation of penalized model 
for unter. 

5.2 Representing the influence of factors in 
a nomogram 

The respective influence of individual factors can 
be read of a nomogram (Banks, 1985) derived 
from the models presented above (we make use 
of a tabular presentation for reasons of legibil-
ity). The nomogram for ohne consists of the ta-
bles 9 and 10. Table 9 lists the individual scores 
for the factors in the model for ohne, were 0 in-
dicates that the pertinent property is not present 
and 1 indicates that the property is present. Table 
10 maps the sum to probability of determiner 
omission.  

 

Predictor 0 1 
NOMINALIZATION  27  0 
ADJA  0  22 
CAUSAL  0  24 
COMITATIVE  0  45 
PARTICIPATION  0  67 
PRESENCE  15  0 
DEP-S  0  100 
DEP-NP  0  59 
DEP-PP  0  43 
GN-RELATION  20  0 
GN-ATTRIBUTE  27  0 
GN-EVENT  17  0 
GN-ARTEFACT  8  0 

Table 9. Nomogram: individual scores of predic-
tors for ohne. 
 

Total Points Pr(“Omission of Det”) 
118 0.9 
134 0.8 
144 0.7 
153 0.6 
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161 0.5 
169 0.4 
178 0.3 
188 0.2 
204 0.1 

Table 10. Nomogram: mapping from total 
points to probability of determiner omission. 

 

As an illustration, consider pairs of ohne and a 
noun with the values in (6) and (7). 
(6) NOMINALIZATION = 1, ADJA = 1, COMITA-

TIVE = 1, all other senses including PRESENCE 
= 0, all GN features = 0, DEP features = 0. 

(7) NOMINALIZATION = 0, ADJA = 1, PRESENCE = 
1, all other senses = 0, GN-ATTRIBUTE = 1, all 
other GN features = 0, DEP features = 0. 

Given the individual scores for the factors in 
table 9, the total number of points for the combi-
nation in (6) is 144, leading to a probability of 
0.7 that a determiner will be omitted in the con-
struction. In other words, a determiner omission 
is likely with the feature set given in (6). In (7), 
we reach a total of 92 only, so that the likelihood 
of determiner omission rises above 0.9. 

6 Summary and prospects 

The models presented support the general as-
sumption that the realization or omission of a 
determiner in a prepositional phrase should be 
analyzed as a multicausal phenomenon. The lo-
gistic regression analysis presents evidence for 
the assumption that the senses of the preposition 
and the interpretation of the noun (possibly gov-
erned by selection restrictions of the preposition) 
as well as the syntactic complexity of the em-
bedded nominal projection are major factors in 
determining whether an article can be dropped or 
not.  

With regard to the complexity of the nominal 
projection, the two models presented here indi-
cate that it is not complexity per se, but that the 
realization of a complement of the noun, in par-
ticular of a sentential complement, clearly raises 
the probability of article realization. While this is 
a speculation, based on the models presented 
here, it might very well be that this dependency 
reflects a deeper referential requirement.  

In developing further models for prepositions, 
we expect that the realization of a complement of 
the noun will establish itself as a common factor, 

but this has to await further research and model 
development.  
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Abstract

This paper presents a novel approach to
dialogue act recognition employing multi-
level information features. In addition to
features such as context information and
words in the utterances, the recognition
task utilizes syntactic and semantic rela-
tions acquired by information extraction
methods. These features are utilized by
a Bayesian network classifier for our dia-
logue act recognition. The evaluation re-
sults show a clear improvement from the
accuracy of the baseline (only with word
features) with 61.9% to an accuracy of
67.4% achieved by the extended feature
set.

1 Introduction

Dialogue act recognition is an essential task for
dialogue systems. Automatic dialogue act clas-
sification has received much attention in the past
years either as an independent task or as an em-
bedded component in dialogue systems. Various
methods have been tested on different corpora us-
ing several dialogue act classes and information
coming from the user input.

The work presented in this paper is part of a
dialogue system calledKomParse(Klüwer et al.,
2010), which is an application of a NL dialogue
system combined with various question answering
technologies in a three-dimensional virtual world
namedTwinity, a web-based online product of the
Berlin startup companyMetaversum1. The Kom-
Parse NPCs provide various services through con-

1http://www.metaversum.com/

versation with game users such as selling pieces
of furniture to users via text based conversation.

The main task of the input interpretation com-
ponent of the agent is the detection of the dialogue
acts contained in the user utterances. This classi-
fication is done via a cue-based method with var-
ious features from multi-level knowledge sources
extracted from the incoming utterance considering
a small context of the previous dialogue.

In contrast to existing systems using mainly
lexical features, i.e. words, single markers such as
punctuation (Verbree et al., ) or combinations of
various features (Stolcke et al., 2000) for the dia-
logue act classification, the results of the interpre-
tation component presented in this paper are based
on syntactic and semantic relations. The system
first gathers linguistic information coming from
different levels of deep linguistic processing sim-
ilar to (Allen et al., 2007). The retrieved informa-
tion is used as input for an information extraction
component that delivers the relations embedded in
the actual utterance (Xu et al., 2007). These rela-
tions combined with additional features (a small
dialogue context and mood of the sentence) are
then utilized as features for the machine-learning
based recognition.

The classifier is trained on a corpus originating
from a Wizard-of-Oz experiment which was semi-
automatically annotated. It contains automatically
annotated syntactic relations namely, predicate ar-
gument structures, which were checked and cor-
rected manually afterwards. Furthermore these re-
lations are enriched by manual annotation with se-
mantic frame information from VerbNet to gain an
additional level of semantic richness. These two
representations of relations, the syntax-based re-
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lations and the VerbNet semantic relations, were
used in separate training steps to detect how much
the classifier can benefit from either notations.

A systematic analysis of the data has been con-
ducted. It turns out that a comparatively small set
of syntactic relations cover most utterances, which
can moreover be expressed by an even smaller set
of semantic relations. Because of this observation
as well as the overall performance of the classifier
the interpretation is extended with an additional
rule based approach to ensure the robustness of
the system.

The paper is organized as follows: Section 2
provides an overview about existing dialogue act
recognition systems and the features they use for
classification.
Section 3 introduces the original data used as ba-
sis for the annotation and the classification task.
In Section 4 the annotation that provides the nec-
essary information for the dialogue act classifi-
cation and involves the relation extraction is de-
scribed in detail. The annotation is split into three
main steps: The annotation of dialogue informa-
tion (section 4.1), the integration of syntactic in-
formation (section 4.2) and finally the manual an-
notation of VerbNet predicate and role informa-
tion in section 4.3.
Section 5 presents the results of the actual classifi-
cation task using different feature sets and in Sec-
tion 6 the results and methods are summarized.
Finally, Section 7 provides a brief description of
the rule-based interpretation and presents an out-
look on future work.

2 Related Work

Dialogue Acts (DAs) represent the functional
level of a speaker’s utterance, such as a greeting,
a request or a statement. Dialogue acts are ver-
bal or nonverbal actions that incorporate partic-
ipant’s intentions originating from the theory of
Speech Acts by Searle and Austin (Searle, 1969).
They provide an abstraction from the original in-
put by detecting the intended action of an utter-
ance, which is not necessarily inferable from the
surface input (see the two requests in the follow-
ing example).

Can you show me a red car please?

Please show me a red car!

To detect the action included in an utterance,
different approaches have been suggested in re-
cent years which can be clustered into two main
classes: The first class uses AI planning methods
to detect the intention of the utterance based on
belief states of the communicating agents and the
world knowledge. These systems are often part of
an entire dialogue system e.g. in a conversational
agent which provides the necessary information
about current beliefs and goals of the conversa-
tion participants at runtime. One example is the
TRIPS system (Allen et al., 1996). Because of the
huge amount of reasoning, systems in this class
generally gather as much linguistic information as
possible.

The second class uses cues derived from the
actual utterance to detect the right dialogue act,
mostly using machine learning methods. This
class gained much attention due to less computa-
tional costs. The probabilistic classifications are
carried out via training on labeled examples of
dialogue acts described by different feature sets.
Frequently used cues for dialogue acts are lexi-
cal features such as the words of the utterance or
ngrams of words for example in (Verbree et al.,
), (Zimmermann et al., 2005) or (Webb and Liu,
2008). Although the performance of the classi-
fication task is difficult to compare, because of
the variety of different corpora, dialogue act sets
and algorithms used, these approaches do pro-
vide considerably good results. For example (Ver-
bree et al., ) achieve accuracy values of 89% on
the ICSI Meeting Corpus containing 80.000 ut-
terances with a dialogue act set of 5 distinct di-
alogue act classes and amongst others the features
“ngrams of words” and “ngrams of POS informa-
tion”.

Another group of systems utilizes acoustic fea-
tures derived from Automatic Speech Recognition
for automatic dialogue act tagging (Surendran and
Levow, 2006), context features like the preceding
dialogue act or ngrams of previous dialogue acts
(Keizer and Akker, 2006).

However grammatical and semantic informa-
tion is not that often incorporated into feature sets,
with the exception of single features such as the
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Dialogue Act Meaning Frequency
REQUEST The utterance contains a wish or demand 449
REQUESTINFO The utterance contains a wish or demand regarding information 154
PROPOSE The utterance serves as suggestion or showing of an object 216
ACCEPT The utterance contains an affirmation 167
REJECT The utterance contains a rejection 88
PROVIDE INFO The utterance provides an information 156
ACKNOWLEDGE The utterance is a backchannelling 9

Table 1: The used Dialogue Act Set

type of verbs or arguments or the presence or ab-
sence of special operators e.g. wh-phrases (An-
dernach, 1996). (Keizer et al., 2002) use among
others linguistic features like sentence type for
classification with Bayesian networks. Although
(Jurafsky et al., 1998) already noticed a strong
correlation between selected dialogue acts and
special grammatical structures, approaches using
grammatical structure were not very succesful.

While grammatical and semantic features are
not often incorporated into dialogue act recogni-
tion, they are a commonly used in related fields
like automatic classification of rhetorical rela-
tions. For example (Sporleder and Lascarides,
2008) and (Lapata and Lascarides, 2004) extract
verbs as well as their temporal features derived
from parsing to infer sentence internal temporal
and rhetorical relations. Their best model for
analysing temporal relations between two clauses
achieves 70.7% accuracy. (Subba and Eugenio,
2009) also show a significant improvement of a
discourse relation classifier incorporating compo-
sitional semantics compared to a model without
semantic features. Their VerbNet based frame se-
mantics yield in a better result of 4.5%.

3 The Data

The data serving as the basis for the relation iden-
tification as well as the training corpus for the di-
alogue act classifier is taken from a Wizard-of-Oz
experiment (Bertomeu and Benz, 2009) in which
18 users furnish a virtual living room with the help
of a furniture sales agent. Users buy pieces of fur-
niture and room decoration from the agent by de-
scribing their demands and preferences in a text
chat. During the dialogue with the agent, the pre-
ferred objects are then selected and directly put to
the right location in the apartment. In the exper-

iments, users spent one hour each on furnishing
the living room by talking to a human wizard con-
trolling the virtual sales agent. The final corpus
consists of 18 dialogues containing 3,171 turns
with 4,313 utterances and 23,015 alpha-numerical
strings (words). The following example shows a
typical part of such a conversation:

USR.1: And do we have a little side table for the TV?
NPC.1: I could offer you another small table or a side-
board.
USR.2: Then I’ll take a sideboard that is similar to my
shelf.
NPC.2: Let me check if we have something like that.

Table 2: Example Conversation from the Wizard-
of-Oz Experiment

4 Annotation

The annotation of the corpus is carried out in sev-
eral steps.

4.1 Pragmatic Annotation

The first annotation step consists of annotating
discourse and pragmatic information including di-
alogue acts, projects according to (Clark, 1996),
sentence mood, the topic of the conversation and
an automatically retrieved information state for
every turn of the conversations. From the anno-
tated information the following elements were se-
lected as features in the final recognition system:

• The dialogue acts which carry the intentions
of the actual utterance as well as the last pre-
ceding dialogue act. The set used for anno-
tation is a domain specific set containing the
dialogue acts shown in table 1.

• The sentence mood. Sentence mood was
annotated with one of the following values:
declarative, imperative, interrogative.
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• The topic of the utterance. The topic value
is coreferent with the currently discussed ob-
ject. Topic can consist of an object class
(e.g. sofa) or an special object instance
(sofa 1836). The topic of the directly pre-
ceding utterance was chosen as a feature too.

4.2 Annotation with Predicate Argument
Structure

The second annotation step, applied to the ut-
terance level of the input, automatically enriches
the annotation with predicate argument structures.
Each utterance is parsed with a predicate argu-
ment parser and annotated with syntactic relations
organized according to PropBank (Palmer et al.,
2005) containing the following features: Predi-
cate, Subject, Objects, Negation, Modifiers, Cop-
ula Complements.

A single relation mainly consists of a predi-
cate and the belonging arguments. Verb modi-
fiers like attached PPs are classified as “argM”
together with negation (“argMneg”) and modal
verbs (“argMmodal”). Arguments are labeled
with numbers according to the found information
for the actual structure. PropBank is organized in
two layers, the first one being an underspecified
representation of a sentence with numbered argu-
ments, the second one containing fine-grained in-
formation about the semantic frames for the predi-
cate comparable to FrameNet (Baker et al., 1998).
While the information in the second layer is sta-
ble for each verb, the values of the numbered ar-
guments can change from verb to verb. While
for one verb the “arg0” may refer to the subject
of the verb, another verb may encapsulate a di-
rect object behind the same notation “arg0”. This
is very complicated to handle in a computational
setup, which needs continuous labeling for the
successive components. Therefore the arguments
were in general named as in PropBank but con-
sistently numbered by syntactic structure. This
means for example that the subject is always la-
beled as “arg1”.

Consider the example “Can you put posters or
pictures on the wall?”. The syntactic relation will
yield in the following representation:
<predicate: put>
<ArgM_modal: can>
<Arg1: you>

<Arg2: posters or pictures>
<ArgM: on the wall>

Predicate Argument Structure Parser The
syntactic predicate argument structure that consti-
tutes the syntactic relations and serves as basis for
the VerbNet annotation, is automatically retrieved
by a rule-based predicate argument parser. The
rules utilized by the parser describe subtrees of de-
pendency structures in XML by means of relevant
grammatical functions. For detecting verbs with
two arguments in the input, for instance, a rule
can be written describing the dependency struc-
ture for a verb with a subject and an object. This
rule would then detect every occurrence of the
structure “Verb-Subj-Obj” in a dependency tree.
This sample rule would express the following con-
straints: The matrix unit should be of the part of
speech “Verb” , The structure belonging to this
verb must contain a “nsubj” dependency and an
“obj” dependency.

The rules deliver raw predicate argument struc-
tures, in which the detected arguments and the
verb serve as hooks for further information lookup
in the input. If a verb fulfills all requirements
described by the rule, in a second step all modi-
ficational arguments existing in the structure are
recursively acquired. The same is done for
modal arguments as well as modifiers of the ar-
guments such as determiners, adjectives or em-
bedded prepositions. After the generation of the
main predicate argument structure from the gram-
matical functions, the last step inserts the content
values present in the actual input into the structure
to get the syntactic relations for the utterance.

Before the input can be parsed with the predi-
cate argument parser, some preprocessing steps of
the corpus are needed. These include:

Input Cleaning The input data coming from the
users contain many errors. Some string
substitutions as well as the external Google
spellchecker were applied to the input before
any further processing.

Segmentation For clausal separation we apply a
simple segmentation via heuristics based on
punctuation.

POS Tagging Then the input is processed by
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the external part-of-speech tagger TreeTag-
ger (Schmid, 1994).

The embedded dependency parser is the Stan-
ford Dependency Parser (de Marneffe and Man-
ning, 2008), but other dependency parsers could
be employed instead. The predicate argument
parser is an standalone software and can be used
either as a system component or for batch process-
ing of a text corpus.

4.3 VerbNet Frame Annotation

The last step of annotation consists of the man-
ual annotation of semantic predicate classes and
semantic roles. Moreover, the automatically de-
termined syntactic relations are checked and cor-
rected if possible. VerbNet (Schuler, 2005) is uti-
lized as a source for semantic information. The
VerbNet role set consists of 21 general roles used
in all VerbNet classes. Examples of roles in
this general role set are “agent”, “patient” and
“theme”.

For the manual addition of the semantic frame
information a web-based annotation tool has been
developed. The annotation tool shows the utter-
ance which should be annotated in the context of
the dialogue including the information from the
preceding annotation steps. All VerbNet classes
containing the current predicate are listed as pos-
sibilities for the predicate classification together
with their syntactic frames. The annotators can se-
lect the appropriate predicate class and frame ac-
cording to the arguments found in the utterance.
If an argument is missing in the input that is re-
quired in the selected frame a null argument is
added to the structure. If the right predicate class
is existing, but the predicate is not yet a member
of the class, it is added to the VerbNet files. In
case the right predicate class is found but the fit-
ting frame is missing, the frame is added to the
VerbNet files. Thus during annotation 35 new
members have been added to the existing VerbNet
classes, 4 Frames and 4 new subclasses. Via these
modifications, a version of VerbNet has been de-
veloped that can be regarded as a domain-specific
VerbNet for the sales domain.

During the predicate classification, the annota-
tors also assign the appropriate semantic roles to
the arguments belonging to the selected predicate.

The semantic roles are taken from the selected
VerbNet frame.

From the annotated semantic structure, seman-
tic relations are inferred such as the one in the fol-
lowing example:
<predicate: put-3.1>
<agent: you>
<theme: posters or pictures>
<destination: on the wall>

5 Dialogue Act Recognition

Two datasets are derived from the corpus: The
dataset containing the utterances of the users
(CST) and one dataset containing the utterances
of the wizard (NPC), whereas the NPC corpus is
cleaned from the “protocol sentences”. Protocol
sentences are canned sentences the wizard used
in every conversation, for example to initialize
the dialogue. For the experiments, the two sin-
gle datasets “NPC” and “CST” as well as a com-
bined dataset called “ALL” are used. Unfortu-
nately from the original 4,313 utterances in total,
many utterances could not be used for the final ex-
periments. First, fragments are removed and only
the utterances found by the parser to contain a
valid predicate argument structure are used. After
protocol sentences are taken out too, a dataset of
1702 valid utterances remains. Moreover, 292 ut-
terances are annotated to contain no valid dialogue
act and are therefore not suitable for the recogni-
tion task. Of the remaining utterances, 171 predi-
cate argument structures were annotated as wrong
because of completely ungrammatical input. In
this way we arrive at a dataset of 804 instances for
the users and 435 for the wizard, summing up to
1239 instances in total.

The features used for dialogue act recognition
exploit the information extracted from the differ-
ent annotation steps:

• Context features: The last preceding dia-
logue act, equality between the last preced-
ing topic and the actual topic, sentence mood

• Syntactic relation features: Syntactic predi-
cate class, arguments, negation

• VerbNet semantic relation features: VerbNet
predicate class, VerbNet frame arguments,
negation
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• Utterance features: The original utterances
without any modifications

Different sets of features for training and eval-
uation are generated from these:

DATASET Syn: All utterances of the specified
dataset described via syntactic relation and
context features.

DATASET VNSem: All utterances of the speci-
fied dataset described via VerbNet semantic
relations and context features.

DATASET Syn Only: All utterances of the
specified dataset only described via the
syntactic relations.

DATASET VNSem Only: All utterances of the
specified dataset only described via the Verb-
Net semantic relations.

DATASET Context Only: All utterances of the
specified dataset described via the context
features and negation without any informa-
tion regarding relations.

DATASET Utterances Context: The utterances
of the specified dataset as strings combined
with the whole set of context features without
further relation extraction results.

DATASET Utterances: Only the utterances of
the specified dataset as strings. This and the
last “Utterances”-set serve as baselines.

Dialogue Act Recognition is carried out via
the Bayesian network classifier AOEDsr from the
WEKA toolkit. AODEsr augments AODE, an
algorithm averaging over all of a small space
of alternative naive-Bayes-like models that have
weaker independence assumptions than naive
Bayes, with Subsumption Resolution (Zheng and
Webb, 2006). Evaluation is performed using
crossfolded evaluation.

All results of the experiments are given in terms
of accuracy.

Results for the dataset “All” comparing the syn-
tactic relations with VerbNet relations as well as
the pure utterances and context are shown in table
4.

Dataset Accuracy

All Syn 67.4%
All VNSem 66.8%
All UtterancesContext 61.9%
All Utterances 48.1%

Table 4: Dialogue Act Classification Results for
the “ALL” Datasets

The best result is achieved with the syntactic in-
formation, although the VerbNet information pro-
vides an abstraction over the predicate classifica-
tion. Both the set containing the VerbNet relations
as well as the syntactic relations are much better
than the set containing only the context and the
original utterances. The dataset containing only
the utterances could not reach 50%.

Although the experiments show much better re-
sults using the relations instead of the original ut-
terance, the overall accuracy is not very satisfying.
Several reasons for this phenomenon come into
consideration. While it can to a certain extend be
the fault of the classifying algorithm (see table 8
for some tests with a ROCCHIO based classifier),
the main reason might as well lie in the impre-
cise boundaries of the dialogue act classes: Sev-
eral categories are hard to distinguish even for a
human annotator as you can see from the wrongly
classified examples in table 3. Another possibil-
ity can be the comparatively small number of total
training instances.

For the NPC dataset the results are slightly bet-
ter and much better still for the set CST, which
is due to a smaller number (6) of dialogue acts:
The dialogue act “PROPOSE”, which is the act
for showing an object or proposing a possibility,
was not used by any user, but only by the wizard.

Dataset Accuracy

CST Syn 73.1%
NPC Syn 68.5%

Table 5: Dialogue Act Classification Results for
Datasets “CST” and “NPC”

To find out if one sort of features is espe-
cially important for the classification we reorga-
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Utterance Right Classification Classified As

What do you think about this one? requestinfo propose
Let see what you have and where we can put it requestinfo request

Table 3: Wrongly classified instances

nize the training sets to contain only the context
features without the relations (AllContextOnly)
on the one hand and only the relational informa-
tion without the context features on the other hand
(All Syn Only and All VNSemOnly). Results
are shown in table 6.

Dataset Accuracy

All ContextOnly 56.6%
All VNSemOnly 53.5%
All Syn Only 50.8%

Table 6: Dialogue Act Classification Results for
Context and Relation sets

Table 6 shows that the results are considerably
worse if only parts of the features are used. The
set with context feature performs 3,1% better than
the best set with the relations only. Furthermore
the VerbNet semantic relation set leads to nearly
3% better accuracy, which may mean that the ab-
straction of semantic predicates provides a better
mapping to dialogue acts after all if used without
further features which may be ranked more impor-
tant by the classifier.

Besides the experiments with the Bayesian net-
works, additional experiments are performed us-
ing a modified ROCCHIO algorithm similar to the
one in (Neumann and Schmeier, 2002). Three dif-
ferent datasets were tested (see table 7).

Dataset Accuracy

All Utterances 70.1%
All UtterancesContext 73.2%
All Syn 74.4%

Table 8: Dialogue Act Classification Results using
the ROCCHIO Algorithm

Table 8 shows that the baseline dataset contain-
ing only the utterances already provides much bet-

ter results with the ROCCHIO algorithm, deliv-
ering 70.1% which is more than 10% more ac-
curacy compared to the 48.1% of the Bayesian
classifier. If tested together with the context fea-
tures the accuracy of the utterance dataset raises to
73.2% and, after including the relational informa-
tion, even to 74.4%. Thus, the results of this ROC-
CHIO experiment also prove that the employment
of the relation information leads to improved ac-
curacy of the classification.

6 Conclusion

This paper reports on a novel approach to auto-
matic dialogue act recognition using syntactic and
semantic relations as new features instead of the
traditional features such as ngrams of words.

Different feature sets are constructed via an
automatic annotation of syntactic predicate argu-
ment structures and a manual annotation of Verb-
Net frame information. On the basis of this infor-
mation, both the syntactic relations as well as the
semantic VerbNet-based relations included in the
utterances can be extracted and added to the fea-
ture sets for the recognition task. Besides the re-
lation information the employed features include
information from the dialogue context (e.g. the
last preceding dialogue act) and other features like
sentence mood.

The feature sets have been evaluated with a
Bayesian network classifier as well as a ROC-
CHIO algorithm. Both classifiers demonstrate the
benefits gained from the relations by exploiting
the additionally provided information. While the
difference between the best baseline feature set
and the best relation feature set in the Bayesian
network classifier yields a 5,5% boost in accuracy
(61.9% to 67.4%), the ROCCHIO setup exceeds
the boosted accuracy by another 1,5% , starting
from a higher baseline of 73.2%. Based on the
observed complexity of the classification task we
expect that the benefit of the relational informa-
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Predicate Instances Example

see-30.1 59 I would like to see a table in front of the sofa
put-9.1 74 Can you put it in the corner?
reflexive appearance-48.1.280 Show me the red one
own-100 137 Do you have wooden chairs?
want-32.1 153 I would like some plants over here

Table 7: The Main Semantic Relations Found in the Data Sortedby Predicate

tion may turn out to be even more significant on
larger learning data.

7 Future Work

The results in section 5 show that the pure classifi-
cation cannot be used as interpretation component
in isolation, but additional methods have to be in-
corporated. In a preceding analysis of the data
it was found that certain predicates are very fre-
quently uttered by the users. In the syntactic pred-
icate scenario the total number of different predi-
cates is 80, whereas the semantic predicates build
up a total number of 66. The class containing the
predicates with one to ten occurrences constitutes
137 of 1239 instances. The remaining 1101 in-
stances are covered by only 21 different predicate
classes. These predicates together with their ar-
guments constitute a set of common domain re-
lations for the sales domain. The main domain
relations found are shown in table 7.

The figures suggest that the interpretation at
least for the domain relations can be established in
a robust manner, wherefore the agent’s interpreta-
tion component was extended to a hybrid module
including a robust rule based method. To derive
the necessary rules a rule generator was developed
and the rules covering the used feature set (includ-
ing the context features, sentence mood and the
syntactic relations) were automatically generated
from the given data.

Future work will focus on the evaluation of
these automatically derived rules on a recently
collected but not yet annotated dataset from a sec-
ond Wizard-of-Oz experiment, carried out in the
same furniture sales setting.

Additional experiments are planned for evalu-
ating the relation-based features in dialogue act

recognition on other corpora tagged with differ-
ent dialogue acts in order to test the overall per-
formance of our classification approach on more
transparent dialogue act sets.
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Abstract

The optimal choice of speech understand-
ing method depends on the amount of
training data available in rapid prototyp-
ing. A statistical method is ultimately
chosen, but it is not clear at which point
in the increase in training data a statisti-
cal method become effective. Our frame-
work combines multiple automatic speech
recognition (ASR) and language under-
standing (LU) modules to provide a set
of speech understanding results and se-
lects the best result among them. The
issue is how to allocate training data to
statistical modules and the selection mod-
ule in order to avoid overfitting in training
and obtain better performance. This paper
presents an automatic training data alloca-
tion method that is based on the change
in the coefficients of the logistic regres-
sion functions used in the selection mod-
ule. Experimental evaluation showed that
our allocation method outperformed base-
line methods that use a single ASR mod-
ule and a single LU module at every point
while training data increase.

1 Introduction

Speech understanding in spoken dialogue systems
is the process of extracting a semantic represen-
tation from a user’s speech. That is, it consists
of automatic speech recognition (ASR) and lan-
guage understanding (LU). Because vocabularies
and language expressions depend on individual

systems, it needs to be constructed for each sys-
tem, and accordingly, training data are required
for each. To collect more real training data, which
will lead to higher performance, it is more desir-
able to use a prototype system than that based on
the Wizard-of-Oz (WoZ) method where real ASR
errors cannot be observed, and to use a more ac-
curate speech understanding module. That is, in
the bootstrapping phase, spoken dialogue systems
need to operate before sufficient real data have
been collected.

We have been addressing the issue of rapid pro-
totyping on the basis of the “Multiple Language
model for ASR and Multiple language Under-
standing (MLMU)” framework (Katsumaru et al.,
2009). In MLMU, the most reliable speech un-
derstanding result is selected from candidates pro-
duced by various combinations of multiple ASR
and LU modules using hand-crafted grammar and
statistical models. A grammar-based method is
still effective at an early stage of system devel-
opment because it does not require training data;
Schapire et al. (2005) also incorporated human-
crafted prior knowledge into their boosting al-
gorithm. By combining multiple understanding
modules, complementary results can be obtained
by different kinds of ASR and LU modules.

We propose a novel method to allocate avail-
able training data to statistical modules when the
amount of training data increases. The training
data need to be allocated adaptively because there
are several modules to be trained, and they would
cause overfitting without data allocation. There
are speech understanding modules that have lan-
guage models (LMs) for ASR and LU models

579



(LUMs), and a selection module that selects the
most reliable speech understanding result from
multiple candidates in the MLMU framework.
When the amount of available training data is
small, and an LUM and the selection module are
trained on the same data set, they are trained un-
der a closed-set condition, and thus the training
data for the selection module include too many
correct understanding results. In such cases, the
data need to be divided into subdata sets to avoid
overfitting. On the other hand, when the amount
of available training data is large, so that overfit-
ting does not occur, all available data should be
used to train each statistical module to prepare as
much training data as possible.

We therefore develop a method for switching
data allocation policies. More specifically, two
points are automatically determined at which sta-
tistical modules with more parameters start to be
trained. As a result, better overall performance
is achieved at every point while the amount of
training data increases, compared with all combi-
nations of a single ASR module and a single LU
module.

2 Related Work

It is important to consider the amount of available
training data when designing a speech understand-
ing module. Many statistical LU methods have
been studied, e.g., (Wang and Acero, 2006; Jeong
and Lee, 2006; Raymond and Riccardi, 2007;
Hahn et al., 2008; Dinarelli et al., 2009). They
generally outperform grammar-based LU meth-
ods when a sufficient amount of training data is
available; but sufficient training data are not nec-
essarily available during rapid prototyping. Sev-
eral LU methods were constructed using a small
amount of training data (Fukubayashi et al., 2008;
Dinarelli et al., 2009). Fukubayashi et al. (2008)
constructed an LU method based on the weighted
finite state transducer (WFST), in which filler
transitions accepting arbitrary inputs and transi-
tion weights were added to a hand-crafted FST.
This method is placed between a grammar-based
method and a statistical method because a sta-
tistically selected weighting scheme is applied
to a hand-crafted grammar model. Therefore,
the amount of training data can be smaller com-

pared with general statistical LU methods, but this
method does not outperform them when plenty of
training data are available. Dinarelli et al. (2009)
used a generative model for which overfitting is
less prone to occur than discriminative models
when the amount of training data is small, but
they did not use a grammar-based model, which is
expected to achieve reasonable performance even
when the amount of training data is very small.

Raymond et al. (2007) compared the perfor-
mances of statistical LU methods for various
amounts of training data. They used a statis-
tical finite-state transducer (SFST) as a genera-
tive model and a support vector machine (SVM)
and conditional random fields (CRF) as discrim-
inative models. The generative model was more
effective when the amount of data was small,
and the discriminative models were more effec-
tive when it was large. This shows that the perfor-
mance of an LU method depends on the amount of
training data available, and therefore, LU meth-
ods need to be switched automatically. Wang et
al. (2002) developed a two-stage speech under-
standing method by applying statistical methods
first and then grammatical rules. They also ex-
amined the performance of the statistical methods
at their first stage for various amounts of train-
ing data and confirmed that the performance is not
very high when a small amount of data is used.

Schapire et al. (2005) showed that accuracy
of call classification in spoken dialogue systems
improved by incorporating hand-crafted prior
knowledge into their boosting algorithm. Their
idea is the same as ours in that they improve the
system’s performance by using hand-crafted hu-
man knowledge while only a small amount of
training data is available. We furthermore solve
the data allocation problem because there are mul-
tiple statistical models to be trained in speech
understanding, while their call classification has
only one statistical model.

3 MLMU Framework

MLMU is the framework for selecting the most
reliable speech understanding result from multi-
ple speech understanding modules (Katsumaru et
al., 2009). In this paper, we furthermore adapt the
selection module to the amount of available train-
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ing data. More specifically, the allocation policy
of training data is changed and thus appropriate
LMs and LUMs are selected as its result.

An overview of MLMU is shown in Figure 1.
MLMU uses multiple LMs for ASR and multi-
ple LUMs and selects the most reliable speech un-
derstanding result from all combinations of them.
We denote a speech understanding module as SUi

(i = 1, . . . , n). Its result is a semantic representa-
tion consisting of a set of concepts. The concept is
either a semantic slot and its value or an utterance
type. Note that n = N ×M , when N LMs and
M LUMs are used. The confidence measure per
utterance for a result of i-th speech understanding
module SUi is denoted as CMi. The speech un-
derstanding result having the highest confidence
measure is selected as the final result for the ut-
terance. That is, the result is the output of SUm

where m = argmaxi CMi.
The confidence measure is calculated by logis-

tic regression based on the features of each speech
understanding result. A logistic regression func-
tion is constructed for each speech understanding
module SUi:

CMi =
1

1 + e−(ai1Fi1+...+ai7Fi7+bi)
. (1)

Parameters ai1, . . . , ai7 and bi are determined by
using training data. In the training phase, teacher
signal 1 is given when a speech understanding re-
sult is completely correct; that is, when no error is
contained in the result. Otherwise, 0 is given. We
use seven features, Fi1, Fi2, . . . , Fi7, as indepen-
dent variables. Each feature value is normalized

Table 1: Features of speech understanding result
obtained from SUi

Fi1: Acoustic score normalized by utterance length
Fi2: Difference between Fi1 and normalized acoustic

scores of verification ASR
Fi3: Average concept CM in understanding result
Fi4: Minimum concept CM in understanding result
Fi5: Number of concepts in understanding result
Fi6: Whether any understanding result is obtained
Fi7: Whether understanding result is yes/no

CM: confidence measure

so as to make its mean zero and its variance one.

The features used are listed in Table 1. Com-
pared with those used in our previous paper (Kat-
sumaru et al., 2009), we deleted ones that were
highly correlated with other features and added
ones regarding content of the speech understand-
ing results. Features Fi1 and Fi2 are obtained
from an ASR result. Another ASR with a gen-
eral large vocabulary LM is executed for verifying
the i-th ASR result. Fi2 is the difference between
its score and Fi1 (Komatani et al., 2007). These
two features represent the reliability of the ASR
result. Fi3 and Fi4 are calculated for each concept
in the LU result on the basis of the posterior prob-
ability of the 10-best ASR candidates (Komatani
and Kawahara, 2000). Fi5 is the number of con-
cepts in the LU result. This feature is effective be-
cause the LU results of lengthy utterances tend to
be erroneous in a grammar-based LU. Fi6 repre-
sents the case when an ASR result is not accepted
by the subsequent LU module. In such cases, no
speech understanding result is obtained, which is
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U1: It is June ninth.
ASR result:
- grammar “It is June ninth.”
- N-gram “It is June noon and”
LU result:
- grammar + FST ”month:6 day:9 type:refer-time”
- N-gram + WFST ”month:6 type:refer-time”

U2: I will borrow it on twentieth.
(Underlined part is out-of-grammar.)

ASR result:
- grammar “Around two pm on twentieth.”
- N-gram “Around two at ten on twentieth.”
LU result:
- grammar + FST ”day:20 hour:14 type:refer-time”
- N-gram + WFST ”day:20 type:refer-time”

Combination of LM and LUM is denoted as “LM+LUM”.

Figure 2: Example of speech understanding re-
sults in MLMU framework

regarded as an error. Fi7 is added because affirma-
tive and negative responses, typically “Yes” and
“No”, tend to be correctly recognized and under-
stood.

Figure 2 depicts an example when multiple
ASRs based on LMs and multiple LUs are used.
In short, the correct speech understanding result is
obtained from a different combination of LMs and
LUMs.

4 Automatic Allocation of Training Data
Using Change in Coefficients

The training data need to be allocated to the
speech understanding modules (i.e., statistical LM
and statistical LUM) and the selection module. If
more data are allocated to the ASR and LU mod-
ules, the performances of these modules are im-
proved, but the overall performance is degraded
because of the low performance of the selection
module. On the other hand, even if more training
data are allocated to the selection module, the per-
formance of each ASR and LU module remains
low.

4.1 Allocation Policy

We focus on the convergence of the logistic re-
gression functions when the amount of training
data increases. The convergence is defined as
the change in their coefficients, which will appear
later as Equation 2, and determines two points

1. All data are used to

train selection modules

2. Data are allocated to SU

and selection modules

3. Data are

not divided

No No

Yes Yes
Selection module 

first converges?

No over-fitting

occurs?

Amount of training data increases

SU: speech understanding

Figure 3: Flowchart of data allocation

during the increase in training data, and thus three
phases are defined. The flowchart of data alloca-
tion is depicted in Figure 3. The three phases are
explained below.

In the first phase, the first priority is given to
the selection module. This is because the lo-
gistic regression functions used in the selection
module converge with relatively less training data
than those in the statistical ASR and LU mod-
ules for speech understanding; there are eight pa-
rameters for each logistic regression function as
shown in Equation 1, far fewer than for other sta-
tistical models such as N-gram and CRF. The out-
put from a speech understanding module that em-
ploys grammar-based LM and LUM would be the
most reliable in many cases because its perfor-
mance is better than that of other statistical mod-
ules when a very small amount of training data is
available. As a result, equivalent or better perfor-
mance would be achieved than methods using a
single ASR module and a single LU module.

In the second phase, the training data are also
allocated to the speech understanding modules af-
ter the selection module converges. This aims
to improve the performance of the speech under-
standing modules by allocating as much training
data to them as possible. The amount of train-
ing data is fixed in this phase to the amount al-
located to the selection module determined in the
first phase. The remaining data are used to train
the speech understanding modules.

When the performances of all the speech under-
standing modules stabilize, the allocation phase
proceeds to the third one. After this point, we
hypothesize that overfitting does not occur in this
phase because plenty of training data are avail-
able. All available data are used to train all mod-
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ules without dividing the data in this phase.

4.2 Determining When to Switch Allocation
Policies

Automatic switching from one phase to the next
requires the determination of two points in the
number of training utterances: when the selec-
tion module first converges (konlysel) and when
the speech understanding modules all become sta-
ble (knodiv). These points are determined by fo-
cusing on the changes in the coefficients of the
logistic regression functions when the number of
utterances used as training data increases. We ob-
serve the sum of the changes in the coefficients of
the functions and then identify the points at which
the changes converge. The points are determined
individually by the following algorithm.

Step 1 Construct two logistic regression func-
tions for speech understanding module SUi

by using k and (k + δk) utterances out of
kmax utterances, where kmax is the amount
of training data available.

Step 2 Calculate the change in coefficients from
the two logistic regression functions by

Δi(k) =
∑

j

|aij(k + δk) − aij(k)|

+|bi(k + δk) − bi(k)|, (2)

where aij(k) and bi(k) denote the param-
eters of the logistic regression functions,
shown in Equation 1, for speech understand-
ing module SUi, when k utterances are used
to train the functions.

Step 3 If Δi(k) becomes smaller than threshold
θ, consider that the training of the functions
has converged, and record this k as the point
of convergence. If not, return to Step 1 after
k ← k + δk.

The δk is the minimum unit of training data con-
taining various utterances. We set it as the number
of utterances in one dialogue session, whose aver-
age was 17. Threshold θ was set to 8, which corre-
sponds to the number of parameters in the logistic

regression functions. No experiments were con-
ducted to determine if better performance could
be achieved with other choices of θ1.

The first point, konlysel, is determined using the
speech understanding module that uses no training
data. Specifically, we used “grammar+FST” as
method SUi. Here, “LM+LUM” denotes a com-
bination of LM for ASR and LUM. If the func-
tion converges at k utterances, we set konlysel to
k and fix the k utterances as training data used by
the selection module. The remaining (kmax − k)
utterances are allocated to the speech understand-
ing modules, that is, the LMs and LUMs. Note
that if k becomes equal to kmax before Δi con-
verges, all training data are allocated to the selec-
tion module; that is, no data are allocated to the
LMs and LUMs. In this case, no output is ob-
tained from statistical speech understanding mod-
ules, and only outputs from the grammar-based
modules are used.

The second point, knodiv , is determined on the
basis of the speech understanding module that
needs the largest amount of data for training. The
amount of data needed depends on the number of
parameters. Specifically, we used “N-gram+CRF”
as SUi in Equation 2. If the function converges,
we hypothesize that the performance of all the
speech understanding modules stabilize and thus
overfitting does not occur. We then stop the divi-
sion of training data, and use all available data to
train the statistical modules.

5 Experimental Evaluation

5.1 Target Data and Implementation

We used a data set previously collected through
actual dialogues with a rent-a-car reservation sys-
tem (Nakano et al., 2007) with 39 participants.
Each participant performed 8 dialogue sessions,
and 5900 utterances were collected in total. Out
of these utterances, we used 5240 for which the
automatic voice activity detection (VAD) results
agreed with manual annotation. We divided the
utterances into two sets: 2121 with 16 participants
as training data and 3119 with 23 participants as
the test data.

1We do not think the value is very critical after seeing the
results shown in Figure 4.
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We constructed another rent-a-car reservation
system to evaluate our allocation method. The
system included two language models (LMs)
and four language understanding models (LUMs).
That is, eight speech understanding results in total
were obtained. The two LMs were a grammar-
based LM (“grammar”, hereafter) and a domain-
specific statistical LM (“N-gram”). The grammar
model was described by hand to be equivalent to
the FST model used in LU. The N-gram model
was a class 3-gram and was trained on a tran-
scription of the available training data. The vo-
cabulary size was 281 for the grammar model and
420 for the N-gram model when all the training
data were used. The ASR accuracies of the gram-
mar and N-gram models were 67.8% and 90.5%
for the training data and 66.3% and 85.0% for the
test data when all the training data were used. We
used Julius (ver. 4.1.2) as the speech recognizer
and a gender-independent phonetic-tied mixture
model as the acoustic model (Kawahara et al.,
2004). We also used a domain-independent statis-
tical LM with a vocabulary size of 60250, which
was trained on Web documents (Kawahara et al.,
2004), as the verification model.

The four LUMs were a finite-state transducer
(FST) model, a weighted FST (WFST) model,
a keyphrase-extractor (Extractor) model, and a
conditional random fields (CRF) model. In the
FST-based LUM, the FST was constructed by
hand. The WFST-based LUM is based on the
method developed by Fukubayashi et al. (2008).
The WFSTs were constructed by using the MIT
FST Toolkit (Hetherington, 2004). The weight-
ing scheme used for the test data was selected by
using training data (Fukubayashi et al., 2008). In
the extractor-based LUM, as many parts as pos-
sible in the ASR result were simply transformed
into concepts. As the CRF-based LUM, we used
open-source software, CRF++2, to construct the
LUM. As its features, we use a word in the ASR
result, its first character, its last character, and the
ASR confidence of the word. Its parameters were
estimated by using training data.

The metric used for speech understanding per-
formance was concept understanding accuracy,

2http://crfpp.sourceforge.net/

Table 2: Absolute degradation in oracle accuracy
when each module was removed

Case (A) (B)

With all modules (%) 86.6 90.1
w/o grammar ASR -12.0 -1.1
w/o N-gram ASR -6.1 -7.7
w/o FST LUM -0.4 0.0
w/o WFST LUM -1.2 -0.5
w/o Extractor LUM -0.1 0.0
w/o CRF LUM -0.6 -3.7
(w/o FST & Extractor LUMs) -1.0 -0.1

(A): 141 utterances with 1 participant
(B): 2121 utterances with 16 participants

defined as

1− SUB + INS + DEL
no. of concepts in correct results

,

where SUB, INS, and DEL denote the numbers of
substitution, insertion, and deletion errors.

5.2 Effectiveness of Using Multiple LMs and
LUMs

We investigated how much the performance of our
framework degraded when one ASR or LU mod-
ule was removed. We used the oracle accuracies,
i.e., when the most appropriate result was selected
by hand. The result reveals the contribution of
each ASR and LU module to the performance of
the framework. A module is regarded as more im-
portant when the accuracy is degraded more when
it is removed than when another one is removed.
Two cases (A) and (B) were defined: when the
amount of available training data was (A) small
and (B) large. We used 141 utterances with 1 par-
ticipant for case (A) and 2121 utterances with 16
participants for case (B). The results are shown in
Table 2.

When a small amount of training data was
available (case (A)), the accuracy was degraded by
12.0 points when the grammar-based ASR module
was removed and 6.1 points when the N-gram-
based ASR module was removed. The accuracy
was thus degraded substantially when either ASR
module was removed. This indicates that the two
ASR modules work complementarily.
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(b) N-gram+CRF

Figure 4: Change in the sum of coefficients Δi when amount of training data increases (“LM+LUM”
denotes combination of LM and LUM)

On the other hand, when a large amount of
training data was available (case (B)), the ac-
curacy was degraded by 1.1 points when the
grammar-based ASR was removed. This means
that it became less important when there are
plenty of training data because the coverage of the
N-gram-based ASR became wider. In short, espe-
cially when the amount of training data is smaller,
speech understanding modules based on a hand-
crafted grammar are more important because of
the low performance of statistical modules.

Concerning the LUMs, the accuracy was de-
graded when any of the LUM modules was re-
moved when a small amount of training data was
available. When a large amount of training data
was available, the module based on CRF in par-
ticular became more important.

5.3 Results and Evaluation of Automatic
Allocation

Figure 4 shows the change in the sum of the co-
efficients, Δi, with the increase in the amount of
training data. In Figure 4(a), the change was very
large while the amount of training data was small,
and decreased dramatically and converged around
one hundred utterances. By applying θ (=8) to Δi,
we set 111 utterances as the first point, konlysel,
up to which all the training data are allocated to
the selection module, as described in Section 4.1.
Similarly, from the results shown in Figure 4(b),
we set 207 utterances as the second point, knodiv,
from which the training data are not divided.

To evaluate our method for allocating training
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Figure 5: Results of allocation methods

data, we compared it with two baseline methods:

• No-division method: All data available at
each point were used to train both the speech
understanding modules and the selection
module. That is, the same data set was used
to train them.

• Naive-allocation method: Training data
available at each point were allocated equally
to the speech understanding modules and the
selection module.

As shown in Figure 5, our method had the best
concept understanding accuracy when the amount
of training data was small, that is, up to about
278 utterances. This indicates that our method for
allocating the available training data is effective
when the amount of training data is small.

This result is explained more specifically by us-
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Table 3: Concept understanding accuracy for 141
utterances

Accuracy (%)

Our method 77.9
Naive allocation 73.5
No division 74.1

ing the case in which 141 utterances were used as
the training data. 111 (= konlysel) were secured to
train the selection module and 30 utterances were
allocated to train the speech understanding mod-
ules. As shown in Table 3, the accuracy with our
method was 3.8 points higher than that with the
no-division baseline method. This was achieved
by avoiding the overfitting of the logistic regres-
sion functions; i.e., the data input to the functions
became similar to the test data due to allocation,
so the concept understanding accuracy for the test
set was improved. The accuracy with our method
was 4.4 points higher than that with the naive al-
location baseline method. This was because the
amount of training data allocated to the selection
module was less than our method, and accordingly
the selection module was not trained sufficiently.

5.4 Comparison with methods using a single
ASR and a single LU

Figure 6 plots concept understanding accuracy
with our method against baseline methods using
a single ASR module and a single LU module for
various amounts of training data. Each module for
comparison was constructed by using all available
training data at each point while training data in-
creased; i.e., the same condition as our method.
The accuracies of only three speech understand-
ing modules are shown in the figure, out of the
eight obtained by combining two LMs for ASR
and four LUMs. These three are the ones with the
highest accuracies while the amount of training
data increased. Our method switched the alloca-
tion phase at 111 and 207 utterances, as described
in Section 5.3.

Our method performed equivalently or better
than all baseline methods even when only a small
amount of training data was available. As a result,
our method outperformed all the baseline methods
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Figure 6: Comparison with baseline methods us-
ing single speech understanding

at every point while training data increase.

6 Conclusion

We developed a method to automatically allo-
cate training data to statistical modules so as to
avoid performance degradation caused by overfit-
ting. Experimental evaluation showed that speech
understanding accuracies achieved by our method
were equivalent or better than the baseline meth-
ods based on all combinations of a single ASR
module and a single LU module at every point
while training data increase. This includes a case
when a very small amount of training data is avail-
able. We also showed empirically that the training
data should be allocated while an amount of train-
ing data is not sufficient. Our method allocated
available training data on the basis of our alloca-
tion policy described in Section 4.1, and outper-
formed the two baselines where the training data
were equivalently allocated and not allocated.

When plenty of training data were available,
there was no difference between our method and
the speech understanding method that requires the
most training data, i.e., N-gram+CRF, as shown in
Figure 6. It is possible that our method combin-
ing multiple speech understanding modules would
outperform it as Schapire et al. (2005) reported.
In their data, there were some examples that only
a hand-crafted rules can parse. Including such a
task as more complicated language understanding
grammar is required, verification of our method in
other tasks is one of the future works.
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Abstract

We present a transformation scheme that me-
diates between description logics (DL) or
RDF-encoded ontologies and type hierar-
chies in feature logics (FL). The DL-to-FL
direction is illustrated by an implemented
offline procedure that maps ontologies with
large, dynamically maintained instance data
to named entity (NE) and information ex-
traction (IE) resources encoded in typed fea-
ture structures. The FL-to-DL translation is
exemplified by a (currently manual) trans-
lation of so-called MRS (Minimal Recur-
sion Semantics) representations into OWL
instances that are based on OWL classes,
generated from the the type hierarchy of a
deep linguistic grammar. The paper will
identify parts of knowledge which can be
translated from one formalism into the other
without loosing information and parts which
can only be approximated. The work de-
scribed here is important for the Seman-
tic Web to become a reality, since semantic
annotations of natural language documents
(DL) can be automatically generated by shal-
low and deep natural language parsing sys-
tems (FL).

1 Introduction and motivation
Ontologies on the one hand and resources for natu-
ral language processing (lingware) on the other hand,
though closely related, are often maintained indepen-
dently, thus constituting a duplication of work.

In the first part of this paper, we describe an im-
plemented offline procedure that can be used to map
concepts and instance information from ontologies to
lingware resources for named entity recognition and
information extraction systems. The approach (i) im-
proves NE/IE precision and recall in closed domains,

∗The work described in this paper has been carried out
in the TAKE project (Technologies for Advanced Knowl-
edge Extraction), funded by the German Federal Min-
istry of Education and Research under contract number
01IW08003.

(ii) exploits linguistic knowledge for identifying on-
tology instances in texts more robustly, (iii) gives full
access to ontology instances and concepts in natu-
ral language processing results, and (iv) avoids du-
plication of work in development and maintenance of
ontologies and lingware. The advantages of this ap-
proach for Semantic Web and natural language (NL)
processing-based applications come from a cross-
fertilization effect. While ontology instance data can
improve precision and recall of, e.g., named entity
recognition (NER) and information extraction (IE)
in closed domains, linguistic knowledge contained in
NER and IE components can help to recognize ontol-
ogy instances (or concepts) occurring in text, e.g., by
taking into account inflection, anaphora, and context.
Furthermore, (Haghighi and Klein, 2009) and others
have shown that incorporating finer-grained seman-
tic information on entities occurring in text (e.g., for
antecedent filtering) helps to improve performance of
coreference resolution systems.

If both resources would be managed jointly at a
single place (in the ontology), they could be eas-
ily kept up-to-date and in sync, and their mainte-
nance would be less time-consuming. When ontol-
ogy concepts and instances are recognized in text,
their name or ID can be used by applications to
support subsequent queries, navigation, or inference
in the ontology using an ontology query language
(e.g., SPARQL). The procedure we describe here,
preserves hierarchical concept information and links
to ontology concepts and instances. Applications are,
e.g., hybrid deep-shallow question answering (Frank
et al., 2007), automatic typed hyperlinking (Buse-
mann et al., 2003) of instances and concepts occur-
ring in documents, or other innovative applications
that combine Semantic Web and NL processing tech-
nologies, e.g., for semantic search (Schäfer et al.,
2008).

The second part of this paper outlines the inverse
transformation from feature logics (FL) into descrip-
tion logics (DL). Walking along this direction has
the big advantage of potentially applying subsequent
description logic reasoners to the lexical semantics
of natural language input text in order to infer new
knowledge, e.g., in interactive natural language ques-
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tion answering. As an example, we will carefully de-
velop the (approximate) translation of so-called ro-
bust minimal recursion semantic (RMRS) structures
(Copestake, 2003) into OWL descriptions (McGuin-
ness and van Harmelen, 2004). RMRS structures
are the semantic output of various NL processing
engines, encoded in typed feature structures (TFS).
Since NL processors (e.g., taggers, chunkers, deep
parsers) only build up structure, subsequent process-
ing steps are either not realized or implemented in ad
hoc way,

• dealing with merging & normalization of
RMRS,

• infering new knowledge (e.g., w.r.t. the forego-
ing dialog),

• taking into account extralinguistic knowledge
for reasoning.

Now, by moving from a specialized “designer lan-
guage” (RMRS) to OWL, we can take advantage of
years of solid theoretical and practical work in logic,
especially in description logics. Since OWL is an
instance of the description logics family and the de-
facto language for the Semantic Web, we can utilize
the built-in reasoning capabilities of OWL and (rule-
based) description logic reasoners.

The structure of this paper is as follows. In the
next section, we outline the relationship between de-
scription logics and feature logics, trying to make
clear what they have in common, but at the same
time explaining their differences. Section 3 describes
the syntactic mapping process from the ontology
to feature structure descriptions. In Section 4, we
present an example where recognized named entities
enriched with ontology information are used in hy-
brid NL processing and subsequent applications. Af-
ter that, Section 5 explains the mapping of RMRS
structures into OWL descriptions. Finally, Section 6
shows that a subsequent description logic reasoner
can utilize these descriptions to infer new knowledge.

2 The relationship between description
and feature logics

Description logics (DL) (Baader et al., 2003) and fea-
ture logics (FL) (Carpenter, 1992) have been pursued
independently for quite a while. Their close relation-
ship was recognized by (Nebel and Smolka, 1990).
Instances of both families of knowledge representa-
tion formalisms are usually decidable two-variable
fragments of first-order predicate logic. Even though
DL dialects usually have an intractable worst-case
complexity, average-case reasoning is usually fast,

due to the availability of highly-optimized tableaux
reasoners. When adding seemingly easy constructs
such as “role-value maps” (the analog to reentran-
cies), the underlying logical calculus becomes unde-
cidable.

From an abstract viewpoint, both DL and FL em-
ploy unary and binary predicates for which the two
communities invented different names (we only list
some of them):

arity description logic feature logic
unary concept, class type, category
binary role, property feature, attribute

Though these names are different, both represen-
tation families (usually) vary in further, not so subtle
details:

description logic feature logic
open world assumption closed world assumption

full Boolean concept logic only conjunctions
relational properties functional properties

role-value maps forbidden reentrancies allowed

Let us be more verbose here to see the descrip-
tional consequences of both approaches in terms of
a mutual translation. We note here that we take
OWL (McGuinness and van Harmelen, 2004) as an
instance of DL and TDL (type description language)
(Krieger and Schäfer, 1994) as an example of FL.
OWL, the outcome of the DAML+OIL standard-
ization, is regarded to be the de-facto language for
the Semantic Web. OWL still makes use of con-
structs from RDF and RDFS, but restricts the ex-
pressive power of RDFS, thereby ensuring decidabil-
ity of the standard inference problems. Compared to
RDF(S), OWL provides more fine-grained modelling
constructs, such as intersectionOf or unionOf.

Within the Head-Driven Phrase Structure Gram-
mar (HPSG) (Pollard and Sag, 1994) paradigm in
modern computational linguistics (CL), TDL is a
language that has been employed in various imple-
mented systems, such as PAGE, LKB, PET, or
SProUT .

Before going into the details of our approximate
transformation schema, let us quickly explain how
to atomize a typed feature structure (TFS) in terms
of description logic primitives, using OWL. Consider
the following TFS which is a gross simplification of
the Head-Feature Principle in HPSG. In terms of
the “one-dimensional” line-based TDL notation, we
write

phrase1 := phrase &
[HEAD #h1, HEAD-DTR|HEAD #h1],

or as a two-dimensional AVM (attribute-value ma-
trix) notation, we have

589



phrase1 ≡
[

phrase
HEAD h1
HEAD-DTR|HEAD h1

]

Assuming that this is an individual of class phrase,
we can obtain a meaning-preserving OWL represen-
tation (we assume that HEAD and HEAD-DTR are
functional OWL object properties):

<owl:Thing rdf:ID="h1"/>

<rdf:Description rdf:about="hdtr1">
<rdf:type rdf:resource="owl:Thing"/>
<HEAD rdf:resource="h1"/>

</rdf:Description>

<rdf:Description rdf:about="phr1">
<rdf:type rdf:resource="phrase"/>
<HEAD rdf:resource="h1"/>
<HEAD-DTR rdf:resource="hdtr1"/>

</rdf:Description>

Note that only the top-level structure is explic-
itly typed (phrase); every other substructure thus
is assigned the most general type, which trans-
lates into the OWL class owl:Thing. Note also
the sharing of information under paths HEAD and
HEAD-DTR|HEAD—this is realized by refering to the
the name h1 in the above RDF/OWL description for
phr1 and hdtr1.

Given a set of OWL descriptions, obtaining the in-
verse direction from DL to FL should now be clear. It
is important here to group statements that are related
to a specific class, viz., inheritance information (e.g.,
intersectionOf) together with property informa-
tion about roles that are “introduced” on a given class
(as given by the value of rdfs:domain ). In Sec-
tion 3, we focus on this inverse direction (DL-to-FL),
whereas Section 5 exemplifies the FL-to-DL direc-
tion.

Let us finally elaborate fundamental differences
between the DL and FL families that can only be ap-
proximated in terms of “less expressive” constructs.

Open vs. closed world assumption. Typed feature
logics usually “live” in a closed world, meaning that
if two types t1 and t2 do not share a common sub-
type (having a greatest lower bound), the unifica-
tion (conjuntion) is assumed to be the bottom type
(OWL: owl:Nothing), meaning that no individual
exists which is of both t1 and t2 at the same time.
This is totally different to the DL point of view: what
can not proven to be true (whether the conjunction
of t1 and t2 denotes the empty set) is not believed
to be false. Thus we either have to introduce a new
type t on the FL side, abbreviating the conjunction of

t1 and t2 (TDL: t := t1 & t2.), or to close the sub-
class hierarchy on the DL side: ⊥ ≡ t1 u t2 (OWL:
disjointWith). This decision clearly depends on
the direction of the transformation.

Boolean vs. conjunctive description logic. Typed
feature logics rarely provide more than conjunc-
tions of feature-value constraints. This is due to the
fact that disjunctive descriptions render almost linear
(conjunctive) unification exponential. A full Boolean
calculus, such as OWL DL, even has an NEXPTIME
complexity. Thus it is clear that the direction from
DL to FL can only be approximated. The inverse di-
rection is clearly trivial with the notable exception of
reentrancies (see below).

To flesh out our point, consider the DL axiom
human ≡ man t woman that fully determines (≡)
human in terms of the union of the concepts man
and woman. Given the syntax of TDL, we can ap-
proximate parts of the intended meaning of the de-
scription by man :< human and woman :< human,
since the above DL axiom entails that man v human
and woman v human is the case. This is ex-
actly specified by the above two TDL type defini-
tions. Further, not so trivial approximations can be
found in (Flickinger, 2002). The idea here is that
foreseeable disjunctions of DL concepts can be emu-
lated by introducing additional FL types (in the worst
case, exponentially-many new types, however). Even
negated concepts can be simulated this way, since FL
lives in a closed world (see above).

Relational vs. functional properties. By default,
roles in DL are relational properties, meaning that
for a fixed individual in the domain of a given role,
the number of individuals in the range needs not to
be 0 or 1. DL further allows to impose cardinality
(or number) restrictions on roles, so that we might
write ≥ 0 livingParents u ≤ 2 livingParents which
says that one can have at least 0 and at most 2 liv-
ing parents. This is in sharp contrast to FL which
usually assume functional roles (so-called features),
making such roles essentially partial functions. A
partial workaround has been proposed in CL systems
by using (ordered) difference lists to collect informa-
tion. Other systems, such as SProUT (Krieger et al.,
2004), come up with bags (or multisets) that even vi-
olate the foundational axiom (a set must not contain
itself) in order to achieve runtime efficiency.

Summarizing, the FL-to-DL direction of translat-
ing features into roles is easy, since features in FL
can be easily defined as functional roles in DL (OWL
even provides the owl:FunctionalProperty char-
acteristics). The inverse direction is only a gross ap-
proximation in that cardinality constraints can not be
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stated on the FL side.

Role-value maps & reentrancies. The above Head-
Feature Principle example seems to indicate that role-
value maps can be easily represented in DL, simply
by using the name of an individual to specify iden-
tity. In fact, this is true, but only for the ABox of
a knowledge base, i.e., only for the set of individu-
als (or instances). However, the notion of role-value
maps in DL or reentrencies in FL refers to the TBox
and the set of concept definitions, resp. Thus, one
can not intensionally specify identity of information
for a potentially infinite number of individuals via a
class axiom in DL, but needs to extensionally spec-
ify identity of information for each individual in the
ABox.

3 OntoNERdIE: from OWL to TDL
In this section, we describe an instantiation of the DL-
to-FL mapping. OntoNERdIE is an offline procedure
that maps ontology concept and instance information
to lingware resources (Schäfer, 2006). The approach
has been implemented for the language technology
ontology that backs up the LT World web portal
(http://www.lt-world.org), but can be easily adapted
to other domains and ontologies, since it is fully au-
tomated, except for the choice of relevant main con-
cepts and properties that are going to be mapped
which is a matter of configuration.

The target named entity recognition and infor-
mation extraction tool we employ here is SProUT
(Drożdżyński et al., 2004), a shallow multilingual,
multi-purpose NL processor. The advantage of
SProUT in the described approach for named en-
tity recognition and information extraction is that
it comes with (1) a type system and typed feature
structures as the basic data type, (2) a powerful,
declarative rule mechanism with regular expressions
over typed feature structures, and (3) a highly effi-
cient gazetteer module with fine-grained, customiz-
able classification of recognized entities.

SProUT provides additional modules such as mor-
phology or a reference resolver that can be exploited
in the rule system, e.g., to use context or morpholog-
ical variation for improved NER. Through automat-
ically generated mappings, SProUT output enriched
with ontology information can be used for robust, hy-
brid deep-shallow parsing, and semantic analysis.

In this section, we describe the offline process-
ing steps of the OntoNERdIE approach. The on-
line part in applications is described in Section 4.
The approach heavily relies on XSLT transformations
(Clark, 1999) of the XML representation formats,
both in the offline mapping and in the online appli-

cation.

3.1 RDF preprocessing

Input to the mapping procedure is an OWL on-
tology file, containing both concept and instance
descriptions. The RDF file is pre-processed with
a generic XSLT stylesheet sorting and merging
rdf:Descriptions that are distributed over the file
but which belong together. We use XSLT’s key and
generate-id functions. Depending on the appli-
cation, the next two processing stages take a list of
concepts as filter because it will typically not be de-
sirable to extract all concepts or instances available
in the ontology. In both cases, resource files are gen-
erated as output that can be used to extend existing
named entity recognition resources. E.g., while gen-
eral rules can recognize domain-independent named
entities (e.g., any person name), the extended re-
source contains specific, and potentially more de-
tailed information for domain-specific entities.

3.2 Extracting inheritance

The second stylesheet converts RDFS subClassOf

statements from output step 1 (Section 3.1) into a
set of TDL type definitions that can be immediately
imported by the SProUT named entity recognition
grammar. Currently 1,260 type definitions for the
same number of subClassOf statements in the LT
World ontology are generated, e.g.,

NL_Parsing := Written_Language &
Language_Analysis.

This is of course a lossy conversion because not
all relations supported in an OWL ontology (such as
unionOf, disjointWith, intersectionOf) are
mapped. However, we think that for NE classifi-
cations, the subClassOf taxonomy mappings will
be sufficient. Other relations could be formulated
as direct (though slower) ontology queries using the
OBJID mechanism described in the next step. If
the target of OntoNERdIE is a NER system differ-
ent from SProUT and without a type hierarchy, this
step can be omitted. The subClassOf information
can always be gained by querying the ontology ap-
propriately on the basis of the concept name.

3.3 Generating gazetteer entries

The next stylesheet selects statements about instances
of relevant concepts via the rdf:type information
and converts them to structured gazetteer source files
for the SProUT gazetteer compiler (or into a differ-
ent format in case of another NER system). In the
following example, one of the approximately 20,000
converted entries for LT World is shown.
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Bernd Kiefer | GTYPE: lt_person |
SNAME: "Kiefer" | GNAME: "Bernd" |
CONCEPT: Active_Person |
OBJID: "obj_62893"

The attribute CONCEPT contains a TDL type gener-
ated in step 2 (described in Section 3.2). For con-
venience, several ontology concepts are mapped (de-
fined manually as part of the configuration of the
stylesheet) to only a few named entity classes (under
attribute GTYPE). For the LT World ontology, these
classes are person, organization, event, project, prod-
uct, and technology. The advantage of this simplifica-
tion is that NER context rules from existing SProUT
named entity grammars can be re-used for improved
robustness and disambiguation.

The rules, e.g., recognize name variants with title
like Prof. Kiefer, Dr. Kiefer, or Mr. Kiefer with or
without a first name. Moreover, context (e.g., prepo-
sitions with location names, verbs), morphology and
reference resolution information can be exploited in
these rules.

The following SProUT rule lt-event (extended
TDL syntax) simply copies the slots of a matched
gazetteer entry for events (e.g., a conference) to the
output as a recognized named entity.

lt-event :> gazetteer &
[GTYPE lt_event, SURFACE #name,
CONCEPT #concept, OBJID #objid,
GABBID #abbrev]

->
ne-event & [EVENTNAME #name,

CONCEPT #concept, OBJID #objid,
GABBID #abbrev].

OBJID contains the object identifier of the instance
in the ontology. It can be used as a link back to the
full knowledge stored in the ontology, e.g., for sub-
sequent queries, like Who else participated in project
[with OBJID obj 4789]?.

In case multiple instances with same names but dif-
ferent object IDs occur in the ontology (which actu-
ally happens to be the case in LT World), multiple al-
ternatives are generated as output which is probably
the expected and desired behavior (e.g., for frequent
names such as John Smith). On the other hand, if
product or event names with an abbreviated variant
exist in the ontology, they both point to the same ob-
ject ID (provided they are stored appropriately in the
ontology).

4 Application to hybrid deep-shallow
parsing

We now describe and exemplify how the named en-
tities enriched with ontology information are em-
ployed in a robust, hybrid deep-shallow architec-

ture, combining domain-specific shallow named en-
tity recognition with deep, broad-coverage, domain-
independent, unification-based parsing for generating
a semantic representation of the meaning of parsed
sentences. An application of this scenario is deep
question analysis for question answering of struc-
tured knowledge sources, encoded as an OWL ontol-
ogy (Frank et al., 2007).

The output of SProUT for a recognized named en-
tity is a typed feature structure in XML containing
the instantiated RHS of the recognition rule as shown
in step 3 (Section 3.3) with the copied structured
gazetteer data, plus some additional information like
character span, named entity type, etc. The mapping
of recognized named entities to generic lexicon en-
tries of the deep grammar, in this case the English Re-
source Grammar (Flickinger, 2002), for hybrid pro-
cessing are performed through an XSLT stylesheet,
automatically generated from the SProUT type hi-
erarchy. Analogous mappings are supported for
other grammars available in the DELPH-IN reposi-
tory (see http://www.delph-in.net). The mapping ba-
sically transports the surface string, a character span,
and a generic lexicon type of the deep grammar for a
chart item to be generated in an XML format, read-
able by the deep parser. A sample output of the se-
mantic representation generated by the deep parser is
shown in Figure 1. The semantic representation for-
mat, called RMRS, is described in (Copestake, 2003)
and in Section 5.3 below.

In addition to the basic named entity type mapping
for default lexicon entries, the recognized concepts
are also useful for constraining the semantic sort in
the deep grammar in a more fine-grained way (e.g.,
for disambiguation). The deep parser’s XML input
chart format foresees “injection” of such types into
deep structures. Here, OBJID and other structured in-
formation, like given name and surname, can be pre-
served in the representation. The advantage of the
RMRS format is that it can also be combined ex post
with analyses from other deep or shallow NLP com-
ponents, e.g., with partial analyses when a full parse
fails.

5 (R)MRS2OWL: from TDL to OWL

This section is devoted to the translation of MRSs
which are encoded as TFSs into a set of OWL expres-
sions. An example of a variant of MRS, a so-called
robust MRS (RMRS) has already been depicted in
Figure 1. RMRS will be explained in more detail in
Section 5.3.
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Figure 1: RMRS generated through hybrid parsing.

5.1 Some words on MRSs
There exist good linguistic reasons for assuming
that the semantics of a sentence like Kim ate a
cookie is not past(eat(kim′, cookie′), but instead
something like ∃e . eating(e) ∧ subject(e, kim′) ∧
object(e, cookie′)∧before(e,now). This approach to
NL semantics is often called Event or Davidsonian
semantics (named after the American philosopher
Donald Davidson). HPSG has incorporated ideas
from event semantics by defining so-called Minimal
Recursion Semantics (MRS) structures (Copestake et
al., 2005) that are constructed in parallel with the syn-
tactic structure. MRS as such provides a flat com-
positional semantics and maximizes splitting using
equality constraints. Structural ambiguities, as can
be found in the famous sentence Every farmer who
owns a donkey beats it, are not spelled out, but in-
stead quantifier scope is underspecified. By impos-
ing constraints on the scope, specific analysis trees
can be reconstructed. Robust MRS (RMRS) (Copes-
take, 2003), derived from MRS, was designed as an
abstract language that supports the integration of par-
tial and total analysis results from deep and shallow
processors and provides a good tradeoff between ro-
bustness and accuracy (see (Frank et al., 2004) for an
example).

5.2 Why the translation is useful
NL processors (e.g., tokenizer, POS tagger, shallow
chunk parser, deep parser, etc.) that are geared to-
wards (R)MRSs (or another common language) have
the potential of combining their output on the level
of semantics. However, these engines do not provide
any form of reasoning, i.e., they only build up struc-

ture.
Consider, for instance, a deep unification-based

parser that might return analyses represented as typed
feature structures, where both syntax and semantics
(the MRS) has been constructed with the help of uni-
fication. Now, to bring structures together and to
perform deductive and abductive forms of reason-
ing, subsequent computational steps are necessary,
but these steps strictly go beyond the power of or-
dinary parsing.

In order to perform these subsequent steps, we
need a concrete implemented (and hopefully stan-
dardized) representation language for which editing,
displaying, and reasoning tools are available. Ex-
actly OWL accomplishes these requirements. Hence
we think that the described below translation process
from (R)MRSs into OWL is worthwhile, especially
when one is interested in interfacing linguistic knowl-
edge (the (R)MRSs) with extralinguistic ontologies
for specific domains.

5.3 The translation process

In order to explain the translation process, we will
analyze the RMRS depicted in Figure 1. The RMRS
was derived from the MRS of the deep unification-
based parser. We see that an RMRS contains four dis-
tinguished attributes (the TEXT attribute is only added
for illustration):

1. TOP: a handle (pointer) to the top-level structure.

2. RELS (relations): a set of so-called elementary
predications (EP), encoded as TFSs, each ex-
pressing an atomic semantic unit that can not be
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further decomposed; due to the lack of sets, TFS
grammars use a list here.

3. HCONS (handle constraints): a set of so-called
qeq constraints (equality modulo quantifiers);
the left side of a qeq constraints (a handle h in
an argument position) is always related to a label
l of an EP, (i) either directly (h = l) or (ii) indi-
rectly, in case h dominates a quantifier q, such
that BODY(q) = l or again another quantifier,
where condition (ii) is recursively applied again.

4. ING (in group): a set of relations used to express
a conjunction of EPs from the set RELS.

Giving this information, it should now be clear that
the TFS from Figure 1 must be realized as an instance
of the OWL class RMRS and that the features TOP and
RELS must be implemented as roles in OWL, all de-
fined on RMRS through the use of rdfs:domain:

<owl:Class rdf:ID="RMRS"/>
<owl:ObjectProperty rdf:ID="TOP">
<rdf:type rdf:resource=

"&owl;FunctionalProperty"/>
<rdfs:domain rdf:resource="#RMRS"/>
<rdfs:range rdf:resource=

"#HandleVar"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="RELS">
<rdfs:domain rdf:resource="#RMRS"/>
<rdfs:range rdf:resource="#EP"/>

</owl:ObjectProperty>

TOP takes exactly one argument, hence we use OWL’s
FunctionalProperty characteristics mechanism
here. Since RELS (as well as HCONS and ING, see
below) might take more than one argument, we do
not impose a property restriction here, so they are re-
lational by default. TOP maps to a special variable
class (see below), and RELS to EPs.
TOP. The TOP property always takes a handle vari-

able; other variable classes, such as label vars are
used for restricting properties:

<owl:Class rdf:ID="Var"/>
<owl:Class rdf:ID="HandleVar">
<rdfs:subClassOf rdf:resource=

"#Var"/>
</owl:Class>
<owl:Class rdf:ID="LabelVar">
<rdfs:subClassOf rdf:resource=

"#Var"/>
</owl:Class>

Actually, this modelling is mere window-dressing
and clearly verbose, since an OWL instance of
class RMRS is always assigned a name (<RMRS
rdf:ID="...">), and in fact, this name can be
taken to be the TOP handle. This means that we can
in principle forbear from the TOP property. However,

if we want to utilize morpho-syntactical information
in subsequent inference steps, we have to enrich the
above variable classes with further properties/roles,
such as tense, pers, or num (see, e.g., the “struc-
tured” variables in the structure for present v in
Figure 1).

RELS. Elements of RELS, i.e., concrete EPs are
essentially “slimed” instances of feature structure
types. Overall, this means that we have to represent
the relevant types of the linguistic type hierarchy and
their subsumption relationship as OWL classes. As
shown in Section 3, this process can be automated
and only some guidance from a knowledge engineer
is necessary to mark the features that should not be
taken over to the DL side.

HCONS and ING. HCONS essentially specifies a
ternary relation, but since OWL (and DL in general)
are restricted to unary and binary relations, one way
to model a qeq constraint is to define a binary prop-
erty, consisting of a left-hand and a right-hand side.
From what has been said above, the left-hand side is a
handle and the right-hand side a label, hence we have
the following declaration for qeq:

<owl:ObjectProperty rdf:ID="qeq">
<rdfs:domain rdf:resource=

"#HandleVar"/>
<rdfs:range rdf:resource=

"#LabelVar"/>
</owl:ObjectProperty>

Given this way of modelling, it is now impossible to
define a property HCONS (as well as ING) on class
RMRS, since properties can only take instances of
classes, but not instances of other properties. How-
ever, since we assume that our variables (instances
of class Var) are always unique at runtime, it is in
principle not necessary to group the qeq constraint
inside an (R)MRS—note that there is still a connec-
tion between EPs and qeq constraints through the use
of variables. However, if we want to talk about/want
to access the qeq constraints of a specific (R)MRS
instance directly, this kind of modelling is somewhat
unhandy.

To overcome this seemingly wrong representation
(we are neutral about this), we have to “reify” or
“wrap” qeq property instances. This would mean that
qeq would no longer be a property, but instead be-
comes a class, say QEQ, consisting of a right-hand
and a left-hand side. With this in mind, we can eas-
ily model, e.g., the first qeq constraint qeq1 from the
above figure:

<RMRS rdf:ID="rmrs1">
<TOP rdf:resource="#h1"/>
<RELS rdf:resource="#ep1"/>
<HCONS rdf:resource="#qeq1"/>
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...
</RMRS>
<QEQ rdf:ID="qeq1">
<LHS rdf:resource="#h5"/>
<RHS rdf:resource="#h11"/>

</QEQ>
<HandleVar rdf:ID="h1"/>
<HandleVar rdf:ID="h5"/>
<LabelVar rdf:ID="h11"/>
<int_m_rel rdf:ID="ep1">
<LBL rdf:resource="#h1"/>
<ARG0 rdf:resource="#e2"/>
<MARG rdf:resource="#h1"/>

</int_m_rel>

What we have said about qeq constraints so far do
hold for in-group constraints as well.

6 DL reasoning: a small example
We have already said that the OWL representation of
RMRS structures are a good starting point to imple-
ment some useful forms of reasoning. Consider the
sentence Did Bernd Kiefer present a paper at IJCAI
2005? from Figure 1. From the resulting EPs and
with the help of an in-group constraint, we can infer
the fact that Bernd Kiefer was (physically) at IJCAI
2005, assuming he has presented a paper (which he
did). The inference rule achieving this can be stated
informally as presenting a paper at a conference en-
tails being at the conference. A more formal rep-
resentation in terms of feature structures is given in
Figure 2.

Clearly this rule can be rewritten to operatate on
OWL expressions (as is proposed in SWRL (Hor-
rocks et al., 2004)) or on the underlying RDF triple
notation (which, for instance, OWLIM (Kiryakov,
2006) assumes). Note the use of logical variables
in the above rule in order to formulate the transport
of information from the LHS to the RHS. The above
rule abstract away from concrete persons and loca-
tions through the use of logic variables ?p and ?l.
Note further that the resulting RHS output structure
is no longer a RMRS but a domain-specific represen-
tation (somewhat simplified in this example) that can
be queried for or can be employed in subsequent rea-
soning tasks.

In (Frank et al., 2007), an implemented approach is
described that utilizes an additional frame represen-
tation layer (Ruppenhofer et al., 2006) in which rules
of the above kind are applied, using the term rewrit-
ing system of (Crouch, 2005).

7 Summary
Our paper returned to mind that there exists a close
relationship between feature logics as used in compu-
tational linguistics and description logics employed

in the Semantic Web community. This relation-
ship can be utilized to obtain more and better se-
mantic annotations through information extraction
and deep parsing of text documents. We have in-
dicated that specific language constructs in FL and
DL can be mutally transformed without losing any
meaning, whereas others can only be approximated
(esp., role-value maps/reentrencies and functional
features/relational roles).

We have described an implemented procedure that
maps ontology instances and concepts to named en-
tity recognition and information extraction resources.
As argued in the paper, the benefits for minimized
domain-specific and linguistic knowledge engineer-
ing are manifold. An application using hybrid shal-
low and deep NL processing on the basis of the
mapped ontology data has been successfully imple-
mented for question answering. This application
(Frank et al., 2007) employs an additional frame se-
mantics layer (cf. Section 6) on which light forms
of reasoning take place. In order to make this addi-
tional layer superflous, we have described a transfor-
mation scheme that maps (R)MRS into OWL descrip-
tions. Given these descriptions, rules of the above
kind (Section 6) can directly operate on OWL, and
no additional translation is necessary to query the in-
stance data, encoded in RDF/OWL.
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Abstract

Implicit relevance feedback has proved
to be a important resource in improv-
ing search accuracy and personalization.
However, researchers who rely on feed-
back data for testing their algorithms or
other personalization related problems are
loomed with problems like unavailabil-
ity of data, staling up of data and so
on. Given these problems, we are mo-
tivated towards creating a synthetic user
relevance feedback data, based on insights
from query log analysis. We call this sim-
ulated feedback. We believe that simu-
lated feedback can be immensely benefi-
cial to web search engine and personaliza-
tion research communities by greatly re-
ducing efforts involved in collecting user
feedback. The benefits from ”Simulated
feedback” are - it is easy to obtain and
also the process of obtaining the feed-
back data is repeatable, customizable and
does not need the interactions of the user.
In this paper, we describe a simple yet
effective approach for creating simulated
feedback. We have evaluated our system
using the clickthrough data of the users
and achieved 77% accuracy in generating
click-through data.

1 Introduction

Implicit relevance feedback serves as a great
source of information about user behaviour and
search context. A lot of research went through
in the recent past in making use of this great pool
of information. Relevance feedback is proven to

significantly improve retrieval performance (Har-
man, 1992; Salton and Buckley, 1990). It has also
been successfully used to improve searching rank-
ing, query expansion, personalization, user pro-
filing et cetera (Steve Fox et al.,, 2005; Rocchio,
1999; Xuehua et al., 2005).

Clickthrough data is the most prevalent form of
implicit feedback used by researchers for person-
alization purposes. Click log data provides valu-
able information about the interests, preferences
and semantic search intent of the user (Daniel and
Levinson, 2004; Kelly and Belkin, 2001). Unlike
explicit feedback, clicks logs do not require any
special effort from the user (Rocchio, 1999). It is
collected in the background while the user inter-
acts with the search engine to quench his informa-
tion need. Hence, it is easy and feasible to collect
large amounts of clickthrough data.

However, using clickthrough data has its own
share of problems. Firstly, it is not available for
public or even research communities at large for
reasons like being a potential threat to privacy of
web users. Secondly, it only contains the URLs
of the results that the user clicked and does not
contain the documents that the user has chosen.
Given the dynamic nature of the web, content of
many of the urls is prone to change and in some
cases it might not exist. In other cases, even if
the old expected results remain good resources,
search engines might not retrieve them in response
to queries. It will return near-duplicate pages that
have equivalent content but different URLs. Thus
feedback data may rapidly become stale with new
pages replacing old ones as more approporiate re-
sources. And also, given the rapidly changing
ranking algorithms of web search engines, feed-
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back data collected from the users becomes out-
dated. Hence researchers who rely on feedback
data either for testing their algorithms or other
personalization related problems are faced with
the problems of non-availability of user feedback
data.

In this paper, we strive to address the above
problems by generating simulated relevance feed-
back using prognostic search techniques. Prog-
nostic search is a process of simulating user’s
search process and emulating their actions,
through preferences captured in their profile. Such
generated feedback can be used for research in
personalization techniques and analyzing person-
alization algorithms and search ranking func-
tions(Harman, 1988). The main advantage with
this system is that we can create data on the fly and
hence not fear of it becoming stale. Since it does
not involve user’s actions, it is feasible to generate
large amounts of data in this way.

2 Contributions and Organization

In this paper, we propose a novel way of creat-
ing simulated feedback. The data thus produced
can be used for evaluating/training personaliza-
tion systems. Using our proposed method, given
a user’s training data, we can produce synthetic
implicit feedback data - simulated feedback data
on the fly. We also propose a novel user browsing
model which extends the high performing cascade
model of (Craswell et al., 2008). Our Patience pa-
rameter can be used to build more complex user
browsing models to bring the whole process of
generating implicit feedback data a step nearer to
the real world mechanisms.

In section 3, we describe our approach to gener-
ate simulated feedback data. In sections 3.2.3 and
3.2.4, we describe the process of browsing results
and generating clicks which form the crux of our
approach. We evaluate our system and prove the
usefulness of it in section 4. Section 5 and 6 give
an account of our experiments and the study of
works related to ours already present in the litera-
ture. We conclude that our proposed approach can
be highly useful in personalization research and
give an account of our future directions in section
7.

Figure 1: System architecture

3 Proposed Approach

Simulated feedback is a new type of feedback
similar to implicit and explicit relevance feedback.
Simulated feedback is created by observing and
analyzing real world search log data. We propose
a two phase process to create simulated relevance
feedback as follows: In phase 1, we process real
world click-through data of a search engine and
build user profiles using the data. In phase 2, we
simulate a user’s search process and emulate their
actions based on their profile. We call this process
as “Prognostic Search”.

3.1 Creating Profiles

After closely examining and analyzing the seman-
tics of the query log, we have chosen the following
parameters to characterize a user: an anonymous
user-id, perceived relevance threshold, patience,
previous queries issued and search history of the
user.

A user-id is used to distinguish and uniquely
identify each and every user. Perceived relevance
is the relevance estimate of the result according
to the user on examining the title, snippet and the
url of the result. And Perceived relevance thresh-
old is the threshold limit of perceived relevance
of a result for the user to click it. Patience of the
user is the trait which determines the number of
clicks and the depth to which the user examines
the results. We explain the process of comput-
ing a user’s patience parameter in detail in section
3.2.3. We stored the previous queries and clicks
of the user to capture the preferences of the user.

To make use of the search history, we used
the previous queries issued and previous results
clicked by the user. We store the titles and snip-
pets of those results to capture the interests of the

598



user. Here, our aim is to generate implicit rel-
evance feedback which is very close to the real
world data. To generate synthetic relevance feed-
back, we instantiate these parameters with appro-
priate values using real world data.

3.2 Prognostic Search
Prognostic search is simulation of a user’s search
process and emulating their actions based on
their interests and preferences captured in their
user profile. Simulating search process involves
four steps viz., i)Query formulation, ii)Searching,
iii)Browsing results and iv)Generating Clicks.
Each of these processes are explained below.

3.2.1 Query Formulation
Query formulation involves cognitive process

of the user and requires background knowledge
about the user like their interests, preferences and
their knowledge base. It is highly impossible to
capture the cognitive thought process of a user and
emulate their method of generating a query. To
solve this problem, we randomly select a search
session from a user’s history and send all the
queries in it sequentially to the search engine.
This helps us to preserve the inter query rela-
tions that naturally exist between the subsequent
queries in a session.

3.2.2 Searching
This step involves retrieving documents rele-

vant to the query generated in the previous step.
We used yahoo search engine which is very much
similar to the search engine from which the train-
ing data is collected.

3.2.3 Browsing results
In this step, we simulate the manner in which a

user browses the results in the real world. Based
on the observations in (Granka et al., 2004; Filip
and Joachims, 2005), we assume that the user
in the real world follows the browsing model
explained in Algorithm 1. In real world, a user
may follow more complex browsing models,
but presently we have considered this browsing
model to simplify things.

Accordingly, to simulate the browsing process
of the user explained in algorithm 1, we followed

Algorithm 1 User browsing model in real world
Step1: Start browsing with the top-most result.
Step2: Examine title, snippet and URL of the re-
sult.
Step3: Click if the result looks promising.
Step4: If(user has patience) go to step 5, else go
to step 6.
Step5: Select next result and go to step 2.
Step6: Start examining the clicked results.
Step7: If(information need satisfied) end the pro-
cess, else go to step 8.
Step8: Reformulate the query and go to step 1.

the Algorithm 2.

Algorithm 2 Simulated User browsing model
Step 1: Determine the number of results to be
browsed based on patience parameter.
Step 2: Browse the results in increasing order of
their ranks and examine them.
Step 3: Compute the perceived relevance score of
the results.
Step 4: In the same order, generate clicks based
on the perceived relevance scores of the results.
Step 5: If(session has more queries) go to step 6,
else end the process.
Step 6: Select next query in the session and go to
step 1.

Thus based on the patience parameter, we
determine the number of results that the user
browses. In our analysis of query log parame-
ters, we learned that the patience value of a user
can be characterized by the following parameters:
number of clicks per session, maximum rank of
the result clicked in a session, time spent in a ses-
sion, the number of queries issued per second and
the average semantic relevance of the top ten re-
sults of that session to the user. We found out
that the patience of the user is directly propor-
tional to the maximum rank of the result he has
clicked in a session. We also found out that the
number of clicks a user generates is inversely pro-
portional to the number of queries he issues per
second and directly proportional to the amount of
time he spends per session. Thus, a user with
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more patience tends to examine more search re-
sults and thus generate more clicks based on their
relevance. We explain these dependencies in de-
tail in the experiments section. So in order to learn
the Patience parameter of the user, we devised the
following formula:

Patience = α× (MR× T × C × Sqi)
Q

(1)

Here MR denotes the average of maximum rank
of the results clicked by the user in a session, T
denotes the average time spent in a session, C is
the average number of clicks in a session and Q
denotes the average number of queries issued per
session and Sqi is the average semantic distance
of the top ten results of the query ‘q′i. Here, “α′′ is
an equalization constant.

3.2.4 Generating clicks
This is the most important step in our simula-

tion process. Typically, a user observes the visual
information viz., title, snippet and the URL of a
result(Joachims et al., 2005). Then based on their
interests, they choose the results relevant to them.
Similarly, we closely examine the results selected
in the previous step and then score them according
to their relevance to the user. We consider the title,
snippet and the page-rank of the result and deter-
mine its relevance to the user known as perceived
relevance score.

We first compute the semantic distance between
the title and snippet of the present result from the
titles and snippets of previously clicked results of
the user. The results already clicked by the user
serve as a knowledge base of the interests and
preferences of the user. Thus, the semantic dis-
tance between the present result and the previous
result gives us an account of the relevance that the
present result carries to the user.

We used latent semantic analysis (LSA) to com-
pute the semantic distance between the results.
LSA does not take the dictionary meaning of the
words as input; it rather extracts the contextual
meaning of the word with respect to all other
words in semantic space(Landauer et al., 2007).
This property of LSA is very much useful in the
present context. A particular word may have a
lot of meanings but we are concerned about only

those meanings of the word which the user inter-
prets, which are captured in the sentences present
in the user’s click history. Hence, we used LSA
to compute the semantic distance between the re-
sults.

We also consider the page-rank of the result,
which has proven to be an important factor in
making the decision of a click. In our study,
we found that for about 89% of the queries with
clicks, the top ranked document has been clicked
and for 56% of the queries second ranked docu-
ment has been clicked. In Figure 3, we show the
click ratio for each of the top ten ranked docu-
ments1. Thereby, we derive that the rank of the
result is also a very important factor in deciding
whether a result has to be clicked or not. We also
consider the distance of the present result from
the previous click of the user. In (Joachims et
al., 2005), it is shown that the user is more bi-
ased to click the result that immediately follows
the result he previously clicked. In our simula-
tion process, if this distance for any result exceeds
10, then we terminate the browsing process and
reformulate the query. We believe that when this
distance exceeds 10, it signifies that the quality of
the results is low and hence can be ignored.

We used the bayesian probabilistic techniques
to calculate the probability of the user clicking a
result based on the above discussed factors. Hence
Click being a Bernoulli variable, we have

P (c/R, q, u) = αcR,q,u (1− αR,q,u)1−c (2)

Where αR,q,u is the probability that user ‘u’
clicks the result ‘R’ for a query ‘q’. We model
the probability of a click, P (c/R, q, u) as a joint
probability of P(c,r,Rel,D) where ‘r’ denotes the
rank of the result, ‘Rel’ denotes the semantic rel-
evance score of the result to the user – precisely
to his previous clicks – and ‘D’ denotes the dis-
tance of the previous click of the user. We use this
probability of the result as the Perceived relevance
score of the result. Thus, we have:

1In figure 3, we have normalized the clicks statistics with
the number of clicks for top ranked document. So, the click-
ratio for the top ranked document will be 1.
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Figure 2: Graph showing Precision and Recall of
generating clicks for a particular user

Perceived relevance = P (c/R, q, u) =

P (c/r,Rel,D) ∝ ln [P (r/c)] +

ln [P (Rel/c)] + ln [P (D/c)] + ln [P (ci+1)] (3)

Here, ’r’ denotes the rank of the result, ’Rel’
denotes the perceived relevance of the result to
the user and ’D’ denotes the distance of the re-
sult from the user’s previous clicked result. Prior
probablities of each of these factors are calculated
from the data stored in the user profile. We used
Laplace smoothing techniques to deal with zero
probability entries. P (ci+1) is the probability that
the user may click a result after clicking ‘i’ re-
sults. We also believe that the behaviour of the
user changes with each click he generates in a ses-
sion. Hence we used the factor P (ci+1) in de-
termining the probability of the click2. Then, we
compare this score with the Perceived relevance
threshold of the user and generate the clicks ac-
cordingly.
Computing Perceived Relevance Threshold: Us-
ing the above formula, we generated clicks for
different values of Perceived Relevance Threshold
for a user. Figure 2 show the precision and recall
values of generating clicks for different values of
Perceived Relevance Threshold of a user. Thus,
we plot the accuracy of our system for different
values of Patience Relevance Threshold and ac-
cordingly set the threshold selecting the best val-
ues for precision and recall of the system.

4 Experiments

Clickthrough data is a valuable source of user
information. In our statistical analysis of click-

2We used laplace smoothing technique to negate the ef-
fect of zero probability instances.

Figure 3: Ranks Vs Clicks-ratio

through data, we have found that the page-rank of
a result can highly influence the user to make a
click which can be seen in figure 3.

In our definition of Patience, we termed it as
parameter to denote the depth to which the user
examines the results and the number of clicks he
generates. In equation 1, we show that the pa-
tience value is inversely proportinal to the number
of queries the user issues in a session. To prove
this fact, we made a statistical analysis on the real
world querlogs3. From the graphs shown in fig-
ure 4, it can be clearly seen that the Patience of the
user is inversely proportional to the user’s number
of Queries/sec. These graphs show the influence
of the factor Queries/sec on the number of clicks
the user generates for a query and the maximum
rank clicked by the user in a session. We drew the
graphs averaging the different queries/sec value of
a user in a session for each value of MR and num-
ber of clicks respectively. It is evident that both
the graphs are weakly decreasing functions. Since
maximum rank clicked and the number of clicks
per session directly affect the Patience parameter,
we can say that Queries/sec is inversely propor-
tional to the Patience of the user.

Both the graphs show occasional phases of in-
creasing behaviour which can be attributed to a
variety of reasons. While plotting the graphs, for
a given value of MR/number of clicks, we take
observations from numerous sessions of the user
and average the queries/sec value. Thus, presence
of some outlier values may affect the overall out-

3We performed these experiments on the query log data
of a popular commerical search engine. The data consists of
21 million web queries collected from 650,000 users. The
query log data consists of anonymous id given to the user,
query, the time at which the query was posed, rank of the
clicked URL (if any) and the URL of the document clicked
by the user (if any).
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Figure 4: Clicks Vs Queries/sec and MR Vs
Queries/sec

put of the graph. It can also be attributed to the
low quality of results that the search engine might
have returned due to various reasons.

5 Related Work

Although simulation-based methods have been
used to test query modification techniques (Har-
man, 1988) or to detect shifts in the interests
of computer users (Mostafa et al., 2003), to our
knowledge not much research went into creat-
ing relevance feedback for web search based on
search simulations.

Searcher simulations were created by White et
al (Mostafa et al., 2003; White et al., 2005), for
evaluating implicit feedback models. The simula-
tions assume the role of a searcher, browsing the
results of a retrieval. It is assumed that the ac-
tual relevant and irrelevant documents for a query
are given. The system creates simulations of
searchers by simulating relevance paths i.e., how
the user would traverse results of retrieval. Dif-
ferent strategies were experimented like, the users
only view relevant/non-relevant information, i.e.,
follow relevant paths from only relevant or only
non-relevant documents, or they view all rele-
vant or all non-relevant information, i.e., follow
all relevance paths from top-ranked relevant doc-

uments or top-ranked non-relevant documents etc.
Their research tries to model only certain phases
of the search process like clicking the results and
to some extent the process of looking and identi-
fying the results to click. It also does not consider
modeling the nature of the searcher in context and
also does not calculate the relevance of a docu-
ment for a user. The search process is not com-
plete without discussing or characterizing the user
that participates in the search and computing the
relevance of a document for a user.

In (Agichtein et al.,, 2006), they show that
clickthrough data and other implicit data of a
user can be used to build user models to effec-
tively personalize the search results. Craswell et
al (Craswell et al., 2008) have also done some
good work in this area. They try to model the re-
sults browsing pattern of the user. (Craswell et
al., 2008) brings out the position bias in the user’s
click-decision making process. It provides some
interesting browsing models which can be used in
our prognostic search process. We used the cas-
cade model – best performing model – proposed
by them to compare the effectiveness of our ap-
proach.

In our approach, we address some of these is-
sues to improve the reliability of the simulated
feedback and the scalability of the simulations.
We first identify certain parameters that are nat-
ural to the search process on the whole and are
generic to hold well across search engines and
users. Wherever applicable we try to characterize
these parameters as probabilistic distributions, us-
ing large volumes of data from existing search en-
gine clickthrough logs. We then instantiate these
parameters by drawing values from these proba-
bilistic distributions. This ensures that the simu-
lated feedback resembles as closely as possible to
the real world scenario and thus is of high qual-
ity. We can easily run the simulations on large
sets of documents to create large amounts of sim-
ulated feedback, as there are no interventions of a
human to provide any kind of extra information or
relevance information on the document set.

6 Evaluation

In this section, we present the evaluation proce-
dure of our approach. We first collected query
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Table 1: System Configurations
System Patience Clicks

System1 Random Random

System2 Random Proposed method

System3 Proposed method Proposed method

log data of 60 users using a browser plug-in for
two months. Our query log data consists user-id,
queries and the time at which they are entered, list
of search results – rank, title, snippet and url of
the result –4 and the results clicked by the user.
We used 70% of this query log data to build pro-
files of the searchers and the rest of the data is
used for evaluation purpose. Using the rest of the
query log data, we initiated the prognostic search
process giving the queries sequentially in the or-
der given by the user. We compared the simu-
lated clicks with the clicks already generated by
the user. We found that the data generated by us
is 77% accurate and its recall5 value is 68%. We
measured the accuracy of our system as follows.

Accuracy =

No. of simulated clicks clicked by the user
Total no. of results clicked by the user

(4)

We also built two more systems which we con-
sidered as the baseline systems. The first system
gives a random value for the patience value of
the user – random value is used to determine the
number of documents to be browsed during the
prognostic search process – and random value is
given for the user’s Perceived relevance threshold
parameter. The second system generates the pa-
tience value of the user according to the process
described by us in section 3.2.3 and gives a ran-
dom value for the Perceived relevance threshold
value of the user. Systems built by us can be sum-
marized as shown in table 1:

Figure 5 shows a comparision of the accuracies
of the three systems. Here, we can see that the

4A typical search engine query log does not contain the
snippets of the results and the whole list of search results. It
only contains the link clicked by the user and the rank of that
result.

5Recall is the fraction of results clicked for this query and
simulated successfully

Figure 5: Results comparision

baseline 1 which uses random values for patience
and generating clicks is only 10% accurate in gen-
erating clickthrough data. However, with the ad-
dition of our generating clicks approach to the
baseline 1, the performance increased by 200%.
And the system 3 which uses our proposed models
for both patience and generating clicks generates
77% accurate data which is a 670% improvement
over the baseline 1.

We also performed manual evaluation of our
system. Since manual evaluation requires a lot
of effort, we performed it using 25 judges. We
randomly selected 25 users from our query log
data and used their data to build profiles. Then
we showed the clicks generated by our system to
these users. Based on their judgements, we found
our system to be 79.5% accurate6. Figure 6 shows
the accuracy levels of our system according to dif-
ferent judges. We also studied the reason behind
the increase in accuracy of our system during hu-
man evaluation. We re-examined the clicks gener-
ated by the users and found that the users selected
the results which they have not selected during
their regular search. And the reasons behind these
extra clicks are: they have missed examining these
results or they have already reached their desired
document. Thus it certifies that our system is able
to personalize the results and the perceived rele-
vance technique can be used to re-rank the results
to personalize them.

As the cascade model is the best performing
model in (Craswell et al., 2008), we evaluated our
system on that model for comparision. We found
our system to be 96% accurate. We used the data
collected in our clickthrough logs for evaluating

6We took the average of the accuracies of our system for
each of these judges/users.
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Figure 6: Accuracy based on human judge evalu-
ation

our system using this model.

7 Conclusion and Future work

In this paper, we proposed Simulated Feedback
based on insights from clickthrough data and us-
ing prognostic search methods to generate feed-
back. There is a lot of scope for interesting fu-
ture directions to the current work. It would be
an interesting experiment to see the use of the
simulated feedback in evaluation of personalized
search algorithms. Consider a personalized search
algorithm, and use it to learn a user model from
existing explicit/implicit feedback data. Learn a
user model using the same algorithm from simu-
lated feedback and compare the results. We plan
to pursue the same in future.

As an extension to the current work, we aim
to improve the web search process especially the
query formulation step with insights from a user
study. We are working towards incorporating
much richer and complex models for query for-
mulation like HMMs etc. Ability of the system to
automatically create query reformulations of the
original when no clicks are found is another in-
teresting future work. We also plan to dig more
information about the user by analysing the query
log data. For example, the difference in the time
between the clicks and the distance between the
clicks can be used to analyze the browsing be-
haviour of the user. These observations can inturn
be used in generation of simulated feedback thus
reducing its gap with real world implicit feedback.
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Abstract

This paper presents the novel task of best
topic word selection, that is the selection
of the topic word that is the best label for
a given topic, as a means of enhancing the
interpretation and visualisation of topic
models. We propose a number of features
intended to capture the best topic word,
and show that, in combination as inputs to
a reranking model, we are able to consis-
tently achieve results above the baseline of
simply selecting the highest-ranked topic
word. This is the case both when training
in-domain over other labelled topics for
that topic model, and cross-domain, us-
ing only labellings from independent topic
models learned over document collections
from different domains and genres.

1 Introduction

In the short time since its inception, topic mod-
elling (Blei et al., 2003) has become a main-
stream technique for tasks as diverse as multi-
document summarisation (Haghighi and Vander-
wende, 2009), word sense discrimination (Brody
and Lapata, 2009), sentiment analysis (Titov and
McDonald, 2008) and information retrieval (Wei
and Croft, 2006). For many of these tasks, the
multinomial topics learned by the topic model can
be interpreted natively as probabilities, or mapped
onto a pre-defined discrete class set. However,
for tasks where the learned topics are provided
to humans as a first-order output, e.g. for use in
document collection analysis/navigation, it can be
difficult for the end-user to interpret the rich sta-
tistical information encoded in the topics. This
research is concerned with making topics more
readily human interpretable, by selecting a single
term with which to label the topic.

Although topics are formally a multinomial dis-
tribution over terms, with every term having finite
probability in every topic, topics are usually dis-
played by printing the top-10 terms (i.e. the 10
most probable terms) in the topic. These top-10
terms typically account for about 30% of the topic
mass for reasonable setting of number of topics,
and usually provide sufficient information to de-
termine the subject area and interpretation of a
topic, and distinguish one topic from another.

Our research task can be illustrated via the top-
10 terms in the following topic, learned from a
book collection. Terms wi are presented in de-
scending order of P (wi|tj) for the topic tj :

trout fish fly fishing water angler stream rod
flies salmon

Clearly the topic relates to fishing, and indeed,
the fourth term fishing is an excellent label for the
topic. The task is thus termed best word or most
representative word selection, as we are selecting
the label from the closed set of the top-N topic
words in that topic.

Naturally, not all topics are equally coherent,
however, and the lower the topic coherence, the
more difficult the label selection task becomes.
For example:

oct sept nov aug dec july sun lite adv globe

appears to conflate months with newspaper
names, and no one of these topic words is able to
capture the topic accurately. As such, our method-
ology presupposes an automatic means of rating
topics for coherence. Fortunately, recent research
by Newman et al. (2010) has shown that this is
achievable at levels approaching human perfor-
mance, meaning that this is not an unreasonable
assumption.

Labelling topics has applications across a di-
verse range of tasks. Our original interest in the
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problem stems from work in document collection
visualisation/navigation, and the realisation that
presenting users with topics natively (e.g. as rep-
resented by the top-N terms) is ineffective, and
would be significantly enhanced if we could au-
tomatically predict succinct labels for each topic.
Another application area where labelling has been
shown to enhance the utility of topic models is se-
lectional preference learning via topic modelling
(Ritter et al., to appear). Here, topic labelling via
taxonomic classes (e.g. WordNet synsets) can lead
to better topic generalisation, in addition to better
human readability.

This paper is based around the assumption that
an appropriate label for a topic can be found
among the high-ranking (high probability) terms
in that topic. We assess the suitability of each term
by way of comparison with other high-ranking
terms in that same topic, using simple pointwise
mutual information and conditional probabilities.
We first experiment with a simple ranking method
based on the component scores, and then move
on to using those scores, along with features from
WordNet and from the original topic model, in a
ranking support vector regression (SVR) frame-
work. Our experiments demonstrate that we are
able to perform the task significantly better than
the baseline of selecting the topic word of high-
est marginal probability, including when training
the ranking model on labelled topics from other
document collections.

2 Related Work

Predictably, there has been significant work on in-
terpreting topics in the context of topic modelling.
Topic are conventionally interpreted via the top-
N words in each topic (Blei et al., 2003; Grif-
fiths and Steyvers, 2004), or alternatively by post-
hoc manual labelling of each topic based on do-
main knowledge and subjective interpretation of
each topic (Wang and McCallum, 2006; Mei et
al., 2006).

Mei et al. (2007) proposed various approaches
for automatically suggesting phrasal labels for
topics, based on first extracting phrases from the
document collection, and subsequently ranking
the phrases based on KL divergence with a given
topic.

Magatti et al. (2009) proposed a method for la-
belling topics induced by hierarchical topic mod-
elling, based on ontological alignment with the
Google Directory (gDir) hierarchy, and optionally
expanding topics based on a thesaurus or Word-
Net. Preliminary experiments suggest the method
has promise, but the method crucially relies on
both a hierarchical topic model and a pre-existing
ontology, so has limited applicability.

Over the general task of labelling a learned se-
mantic class, Pantel and Ravichandran (2004) pro-
posed the use of lexico-semantic patterns involv-
ing each member of that class to learn a (usu-
ally hypernym) label. The proposed method was
shown to perform well over the semantically ho-
mogeneous, fine-grained clusters learned by CBC
(Pantel and Lin, 2002), but for the coarse-grained,
heterogeneous topics learned by topic modelling,
it is questionable whether it would work as well.

The first works to report on human scoring of
topics were Chang et al. (2009) and Newman et
al. (2010). The first study used a novel but syn-
thetic intruder detection task where humans eval-
uate both topics (that had an intruder word), and
assignment of topics to documents (that had an in-
truder topic). The second study had humans di-
rectly score topics learned by a topic model. This
latter work introduced the pointwise mutual infor-
mation (PMI) score to model human scoring. Fol-
lowing this work, we use PMI as features in the
ranking SVR model.

3 Methodology

Our task is to predict which words annotators
tend to select as most representative or best words
when presented with a list of ten words. Since
annotators are not generally unanimous in their
choice of best word, we formulate this as a rank-
ing task, and treat the top-1, 2 and 3 system-
ranked items as the best words, and compare that
to the top-1, 2 and 3 words chosen most frequently
by annotators. In this section, we describe the fea-
tures that may be useful for this ranking task. We
start with features motivated by word association.

An obvious idea is that the most representative
word should be readily evoked by other words
in the topic. For example, given a list of words
〈space, earth, moon, nasa, mission〉, which is a
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Space Exploration topic, space could arguably be
the most representative word. This is because
it is natural to think about the word space after
seeing the words earth, moon and nasa individ-
ually. A good candidate for best word could be
the word that has high average conditional proba-
bility given each of the other words. To calculate
conditional probability, we use word counts from
the entire collection of English Wikipedia articles.
Conditional probability is defined as:

P (wi|wj) =
P (wi, wj)

P (wj)
,

where i �= j and P (wi, wj) is the probability of
observing both wi and wj in the same sliding win-
dow, and P (wi) is the overall probability of word
wi in the corpus. In the above example, evoked by
means that space would fill the slot of wi. The av-
erage conditional probability for word wi is given
by:

avg-CP1(wi) =
1

9

∑

j

P (wi|wj),

for j = 1 . . . 10, j �= i (this range of indices ap-
plies to all following average quantities).

In other cases, we have the flip situation, where
the most representative word may evoke (rather
than be evoked by) other words in the list of ten
words. Imagine a NASCAR Racing topic, which
has a list of words 〈race, car, nascar, driver, rac-
ing〉. Given the word nascar, words from the list
such as race, car, racing and driver might come
to mind because nascar is heavily associated with
these words. Therefore, a good candidate, wi,
might also correlate with high P (wj |wi). As be-
fore, the average conditional probability (here de-
noted with CP2) for word wi is given by:

avg-CP2(wi) =
1

9

∑

j

P (wj |wi).

Another approach to measuring word associa-
tion is by calculating pointwise mutual informa-
tion (PMI) between word pairs. Unlike condi-
tional probability, PMI is symmetric and thus the
order of words in a pair does not matter. We
calculate PMI using word counts from English

Wikipedia as follows:

PMI(wi, wj) = log
P (wi, wj)

P (wi)P (wj)
.

The average PMI for word wi is given by:

avg-PMI(wi) =
1

9

∑

j

PMI(wi, wj).

The topic model produces an ordered list of
words for each topic, and the ordering is given by
the marginal probability of each word given that
topic, P (wi|tj). The ranking of words based on
these probabilities indicates the importance of a
word in a topic, and it is also a feature that we use
for predicting the most representative word.

We also observe that sometimes the most repre-
sentative words are generalized concepts of other
words. As such, hypernym relations could be an-
other feature that may be relevant to predicting the
best word. To this end, we use WordNet to find
hypernym relations between pairs of words in a
topic and obtain a set of boolean-valued relation-
ships for each topic word.

Our last feature is the distributional similar-
ity scores of Pantel et al. (2009), as trained over
Wikipedia.1 This takes the form of representing
the distributional similarity between each pairing
of terms sim(wi|wj); if wi is not in the top-200
most similar terms for a given wj , we assume it to
have a similarity of 0.

While the above features can be used alone
to get a ranking on the ten topic words, we can
also use various combinations of features in a
reranking model such as support vector regres-
sion (SVMrank: Joachims (2006)). Applying the
features described above — conditional probabil-
ities, PMI, WordNet hypernym relations, the topic
model word rank, and Pantel’s distributional simi-
larity score — as features for SVMrank, a ranking
of words is produced and candidates for the most
representative word are selected by choosing the
top-ranked words.
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NEWS stock market investor fund trading investment firm exchange ...
police gun officer crime shooting death killed street victim ...
food restaurant chef recipe cooking meat meal kitchen eat...
patient doctor medical cancer hospital heart blood surgery ...

BOOKS loom cloth thread warp weaving machine wool cotton yarn ...
god worship religion sacred ancient image temple sun earth ...
crop land wheat corn cattle acre grain farmer manure plough ...
sentence verb noun adjective grammar speech pronoun ...

Figure 1: Selected topics from the two collections
(each line is one topic, with fewer than ten topic
words displayed because of limited space)

4 Datasets

We used two collections of text documents from
different genres for our experiments. The first col-
lection (NEWS) was created by selecting 55,000
news articles from the LDC Gigaword corpus.
The second collection (BOOKS) was 12,000 En-
glish language books selected from the Inter-
net Archive American Libraries collection. The
NEWS and BOOKS collections provide a diverse
range of content for topic modeling. In the first
case – news articles from the past decade written
by journalists — each article usually attempts to
clearly and concisely convey information to the
reader, and hence the learned topics tend to be
fairly interpretable. For BOOKS (with publication
dates spanning more than a century), the writing
style often uses lengthy and descriptive prose, so
one sees a different style to the learned topics.

The input to the topic model is a bag-of-words
representation of the collection of text documents,
where word counts are preserved, but word order
is lost. After performing fairly standard tokeniza-
tion and limited lemmatisation, and creating a vo-
cabulary of terms that occurred at least ten times,
each corpus was converted into its bag-of-words
representation. We learned topic models for the
two collections, choosing a setting of T = 200
topics for NEWS and T = 400 topics for BOOKS.
After computing the PMI-score for each topic (ac-
cording to Newman et al. (2010)), we selected 60
topics with high PMI-score, and 60 topics with
low PMI-score, from both corpora, resulting in a
total of 240 topics for human evaluation.

The 240 topics selected for human scoring were
1Accessed from http://demo.patrickpantel.

com/Content/LexSem/thesaurus.htm.

Features Description
PMI Pointwise mutual information
CP1 Conditional probability P (wi|∗)
CP2 Conditional probability P (∗|wi)
TM Rank Original topic model word rank
Hypernym WordNet hypernym relationships
PDS Pantel distributional similarity score

Table 1: Description of feature sets

each evaluated by between 10 and 20 users. For
the two topic models, we used the conventional
approach of displaying each topic with its top-10
terms. In a typical survey, a user was asked to
evaluate anywhere from 60 to 120 topics. The in-
structions asked the user to perform the following
tasks, for each topic in the survey: (a) score the
topic for “usefulness” or “coherence” on a scale
of 1 to 3; and (b) select the single best word that
exemplifies the topic (when score=3).

From both NEWS and BOOKS, the 40 topics
with the highest average human scores had rela-
tively complete data for the ’best word’ selection
task (i.e. every time a user gave a topics score=3,
they also selected a ’best word’). The remain-
der of this paper is concerned with the 40 NEWS

topics and 40 BOOKS topics where we had ’best
word’ data from the annotators. Sample topics
from these two sets are given in Figure 1.

To measure presentational bias (i.e. the extent
to which annotators tend to choose a word seen
earlier rather than later, particularly when armed
with the knowledge that words are presented in or-
der of probability), we reissued a survey using the
40 NEWS topics to ten additional annotators, but
this time the top-10 topic words were presented
in random order. Again, these ten new annotators
were asked to select the best word.

5 Experiments

We used average PMI and conditional probabili-
ties, CP1 and CP2, to rank the ten words in each
topic. Candidates for the best words were selected
by choosing the top-1, 2 and 3 ranked words.

We used the following weighted scoring func-
tion for evaluation:

Best-N score =

∑N
i=1 n(wrevi)∑N
i=1 n(wi)
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Features Best-1 Best-2 Best-3
Baseline 0.35 0.50 0.59

PMI 0.25 0.38 0.49
CP1 0.30 0.42 0.51
CP2 0.15 0.27 0.45

Upper bound 0.48 — —

Table 2: Best-1,2,3 scores for ranking with single
feature sets (PMI and both conditional probabili-
ties) for NEWS

Features Best-1 Best-2 Best-3
Baseline 0.38 0.48 0.60
PMI 0.25 0.38 0.49
CP1 0.30 0.38 0.47
CP2 0.15 0.30 0.49
Upper bound 0.64 — —

Table 3: Best-1,2,3 scores for ranking with single
feature sets (PMI and both conditional probabili-
ties) for BOOKS

where wrevi is the ith term ranked by the system
and wi is the ith most popular term selected by
annotators; revi gives the index of the word wi

in the annotator’s list; and n(w) is the number of
votes given by annotators for word w.

The baseline is obtained using the original word
rank produced by the topic model based on topic
word probabilities P (wi|tj). An upperbound is
calculated by evaluating the decision of an annota-
tor against others for each topic. This upperbound
signifies the maximum accuracy for human anno-
tators on average; since the annotators were asked
to pick a single best word in the survey, only the
Best-1 upperbound can be obtained.

The Best-1/2/3 results are summarized in Ta-
ble 2 for NEWS and Table 3 for BOOKS. These
Best-N scores are computed just using the single
feature of PMI, CP1 and CP2 (each in turn) to rank
the words in each topic. None of these features
alone produces a result that exceeds baseline per-
formance.

To make better use of all the features described
in Section 3, namely the PMI score, conditional
probabilities (both directions), topic model word
rank, WordNet Hypernym relationships and Pan-
tel’s distributional similarity score, we build a
ranking classifier using SVMrank and evaluating

Feature Set Best-1 Best-2 Best-3
Baseline 0.35 0.50 0.59
All Features 0.43 0.56 0.62
−PMI 0.45 (+0.02) 0.52 (−0.04) 0.62 (±0.00)

−CP1 0.35 (−0.08) 0.49 (−0.07) 0.57 (−0.05)

−CP2 0.40 (−0.03) 0.50 (−0.06) 0.61 (−0.01)

−TM Rank 0.40 (−0.03) 0.52 (−0.04) 0.57 (−0.05)

−Hypernym 0.43 (±0.00) 0.57 (+0.01) 0.62 (±0.00)

−PDS 0.43 (±0.00) 0.53 (−0.03) 0.62 (±0.00)

Upper bound 0.48 — —

Table 4: SVR-based best topic word results for
NEWS for all six feature types, and feature abla-
tion over each (numbers in brackets show the rel-
ative change over the full feature set)

Feature Set Best-1 Best-2 Best-3
Baseline 0.38 0.48 0.60
All Features 0.40 0.51 0.62
−PMI 0.38 (−0.02) 0.51 (±0.00) 0.63 (+0.01)

−CP1 0.33 (−0.07) 0.47 (−0.04) 0.56 (−0.06)

−CP2 0.40 (±0.00) 0.50 (−0.01) 0.64 (+0.02)

−TM Rank 0.35 (−0.05) 0.49 (−0.02) 0.63 (+0.01)

−Hypernym 0.40 (±0.00) 0.50 (−0.01) 0.61 (−0.01)

−PDS 0.45 (+0.05) 0.48 (−0.03) 0.67 (+0.05)

Upper bound 0.64 — —

Table 5: SVR-based best topic word results for
BOOKS for all six feature types, and feature abla-
tion over each (numbers in brackets show the rel-
ative change over the full feature set)

using 10-fold cross validation. Our first approach
is to use the entire set of features to train the clas-
sifier. Following this, we also measure the effect
of each feature by ablating (removing) one fea-
ture at a time. The drop in Best-N score indicates
which features are the strongest predictors of the
best words (a larger drop in score indicates that
feature is more important). The results for Best-1,
Best-2 and Best-3 scores are summarized in Ta-
ble 4 for NEWS, and Table 5 for BOOKS (averaged
across the 10 iterations of cross validation).

We then produced a condensed set of features,
consisting of the conditional probabilities, the
original topic model word rank and the WordNet
hypernym relationships. This “best” set of fea-
tures is used to make predictions of best words.
Results are improved in most cases, and are sum-
marized in Table 6 for both NEWS and BOOKS.
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Dataset Best-1 Best-2 Best-3

NEWS
Baseline 0.35 0.50 0.59

Best Feat. Set 0.45 0.50 0.65
Upper bound 0.48 — —

BOOKS
Baseline 0.38 0.48 0.60

Best Feat. Set 0.48 0.56 0.66
Upper bound 0.64 — —

Table 6: Results with the best feature set com-
pared to the baseline

Dataset Best-1 Best-2 Best-3
NEWS baseline 0.35 0.50 0.59

BOOKS → NEWS 0.38 0.56 0.62
NEWS upper bound 0.48 — —

BOOKS baseline 0.38 0.48 0.60
NEWS → BOOKS 0.48 0.56 0.65

BOOKS upper bound 0.64 — —

Table 7: Results for cross-domain learning

We also tested whether the SVM classifier
could be trained using data from one domain, and
run on data from another domain. Using our two
datasets as these different domains, we trained a
model using BOOKS data and made predictions
for NEWS, and then we trained a model using
NEWS data and made predictions for BOOKS.

The results, shown in Table 7, indicate that
we are still able to outperform the baseline, even
when the ranking classifier is trained on a differ-
ent domain. In fact, when we trained a model
using NEWS, we saw almost no drop in perfor-
mance for predicting best words for BOOKS, and
improvement is seen for Best-2 score from NEWS.
This implies that the SVM classifier generalizes
well across domains and suggests the possibility
of having a fixed training model to predict best
words for any data.

In these experiments, topic words are presented
in the original order that the topic model produces,
i.e. in descending order of probability of a word
under a topic P (wi|tj). We noticed that the first
words of the topics are frequently selected as the
best words by annotators, and suspected that this
was introducing a bias towards the first word. As
our baseline scores are derived from this topic
word ordering, such a bias could give rise to an
artificially high baseline.

To investigate this effect, we ran a second anno-

Word Order Best-1 Best-2 Best-3
Original 0.35 0.50 0.59

Randomized 0.23 0.33 0.46

Table 8: Reduction of baseline scores for NEWS

when words are presented in random order to an-
notators.
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Figure 2: Bias for humans selecting the best word,
when the topic words are presented in their origi-
nal ordering (ordered) or randomised (random)

tation exercise over the same set of topics (but dif-
ferent annotators), to obtain a new set of best word
annotations for NEWS, with the topic words pre-
sented in random order. In Figure 2, we plot the
cumulative proportion of words selected as best
word by the annotators across the topics, in the
case of the random topic word order, mapping the
topic words back onto their original ranks in the
topic model. A slight drop can be observed in the
proportion of first- and second-ranked topic words
being selected when we randomise the topic word
order. When we recalculate the baseline accuracy
for NEWS on the basis of the new set of annota-
tions, we observe an appreciable drop in the scores
(see Table 8).

6 Discussion

From the experiments in Section 5, perhaps the
first thing to observe is: (a) the high performance
of the baseline, and (b) the relatively low (Best-
1) upper bound accuracy for the task. The first is
perhaps unsurprising, given that it represents the
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topic model’s own interpretation of the word(s)
which are most representative of that topic. In this
sense, we have set our sights high in attempting to
better the baseline. The upper bound accuracy is
a reflection of both the inter-annotator agreement,
and the best that we can meaningfully expect to
do for the task. That is, any result higher than this
would paradoxically suggest that we are able to do
better at a task than humans, where we are evalu-
ating ourselves relative to the labellings of those
humans. The upper bound for NEWS was slightly
less than 0.5, indicating that humans agree on the
best topic word only 50% of the time. To better
understand what is happening here, consider the
following topic from Figure 1:

health drug patient medical doctor hospital
care cancer treatment disease

This is clearly a coherent topic, but at least two
topic words suggest themselves as labels: health
and medical. By way of having between 10 and 20
annotators (uniquely) label a given topic, and in-
terpreting the multiple labellings probabilistically,
we are side-stepping the inter-annotator agree-
ment issue, but ultimately, for the Best-1 evalu-
ation, we are forced to select one term only, and
consider any alternative to be wrong. Because an-
notators selected only one best topic word, we un-
fortunately have no way of performing Best-2 or
Best-3 upper bound evaluation and deal with top-
ics such as this, but would expect the numbers to
rise appreciably.

Looking at the original feature rankings in Ta-
bles 2 and 3, no clear picture emerges as to which
of the three methods (PMI, CP1 and CP2) was
most successful, but there were certainly clear dif-
ferences in the relative numbers for each, point-
ing to possible complementarity in the scoring.
This expectation was born out in the results for
the reranking model in Tables 4 and 5, where the
combined feature set surpassed the baseline in all
cases, and feature ablation tended to lead to a drop
in results, with the single most effective feature set
being CP1 (P (wi|∗)), followed by CP2 (P (∗|wi))
and topic model rank. The lexical semantic fea-
tures of WordNet hypernymy and PDS (Pantel’s
distributional similarity) were the worst perform-
ers, often having no or negative impact on the re-
sults.

Comparing the best results for the SVR-based
reranking model and the upper bound Best-1
score, we approach the upper bound performance
for NEWS, but are still quite a way off with
BOOKS when training in-domain. This is encour-
aging, but a slightly artificial result in terms of the
broader applicability of this research, as what it
means in practical terms is that if we can access
multi-annotator best word labelling for the ma-
jority of topics in a given topic model, we can
use those annotations to predict the best word for
the remainder of the topics with reasonably suc-
cess. When we look to the cross-domain results,
however, we see that we almost perfectly replicate
the best-achieved Best-1, Best-2 and Best-3 in-
domain results for BOOKS by training on NEWS

(making no use of the annotations for BOOKS).
Applying the annotations for BOOKS to NEWS is
less successful in terms of Best-1 accuracy, but we
actually achieve higher Best-2, and largely mir-
ror the Best-3 results as compared to the best of
the in-domain results in Table 6. This leads to
the much more compelling conclusion that we can
take annotations from an independent topic model
(based on a completely unrelated document col-
lection), and apply them to successfully model the
best topic word for a new topic model, without
requiring any additional annotation. As we now
have two sets of topics multiply-annotated for best
words, this result suggests that we can perform the
best topic word selection task with high success
over novel topic models.

We carried out manual analysis of topics where
the model did particularly poorly, to get a sense
for how and where our model is being led astray.
One such example is the topic:

race car nascar driver racing cup winston team
gordon season

where the following topic words were selected by
our annotators: nascar (8 people), race (2 peo-
ple), and racing (2 people). First, we observe the
split between race and racing, where more judi-
cious lemmatisation/stemming would make both
the annotation easier and the evaluation cleaner.
The SVR model tends to select more common,
general terms, so in this case chose race as the
best word, and ranked nascar third. This is one
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instance were nascar evokes all of the other words
effectively, but not conversely (racing is asso-
ciated with many events/sports beyond nascar,
e.g.).

Another topic where our model had difficulty
was:

window nave aisle transept chapel tower arch
pointed arches roof

where our best model selected nave, while the hu-
man annotators selected chapel (6 people), arch
(2 people), nave, roof , tower and transept (1 per-
son each). Clearly, our annotators struggled to
come up with a best word here, despite the topic
again being coherent. This is an obvious candi-
date for labelling with a hypernym/holonym of
the topic words (e.g. church or church architec-
ture), and points to the limitations of best word la-
belling — there are certainly many topics where
best word labelling works, as our upper bound
analysis demonstrated, but there are equally many
topics where the most natural label is not found
in the top-ranked topic words. While this points
to slight naivety in the current task set up — we
are forcing annotators to label words with topic
words, where we know that this is sub-optimal
for a significant number of topics — we contend
that our numbers suggest that: (a) consistent best
topic word labelling is possible at least 50% of
the time; and (b) we have developed a method
which is highly adept at labelling these topics. As
a way forward, we intend to relax the constraint
on the topic label needing to be based on a topic
word, and explore the possibility of predicting
which topics are best labelled with topic words,
and which require independent labels. For topics
which can be labelled with topic words, we can
use the methodology developed here, and for top-
ics where this is predicted to be sub-optimal, we
intend to build on the work of Mei et al. (2007),
Pantel and Ravichandran (2004) and others in se-
lecting phrasal/hypernym labels for topics. We are
also interested in applying the methodology pro-
posed herein to the closely-related task of intruder
word, or worst topic word, detection, as proposed
by Chang et al. (2009).

Finally, looking to the question of the impact of
the presentation order of the topic words on best

word selection, it would appear that our baseline
is possibly an over-estimate (based on Table 8).
Having said that, the flipside of the bias is that it
leads to more consistency in the annotations, and
tends to help in tie-breaking of examples such as
race and racing from above, for example. In sup-
port of this claim, the upper bound Best-1 accu-
racy of the randomised annotations, relative to the
original gold-standard is 0.44, slightly below the
original upper bound for NEWS. More work is
needed to determine the real impact of this bias
on the overall task setup and evaluation.

7 Conclusion

This paper has presented the novel task of best
topic word selection, that is the selection of the
topic word that is the best label for a given topic.
We proposed a number of features intended to
capture the best topic word, and demonstrated
that, while they were relatively unsuccessful in
isolation, in combination as inputs to a rerank-
ing model, we were able to consistently achieve
results above the baseline of simply selecting the
highest-ranked topic word, both when training in-
domain over other labelled topics for that topic
model, and cross-domain, using only labellings
from independent topic models learned over docu-
ment collections from different domains and gen-
res.

Acknowledgements
NICTA is funded by the Australian government as repre-
sented by Department of Broadband, Communication and
Digital Economy, and the Australian Research Council
through the ICT centre of Excellence programme. DN has
also been supported by a grant from the Institute of Museum
and Library Services, and a Google Research Award.

References
Blei, D.M., A.Y. Ng, and M.I. Jordan. 2003. Latent

Dirichlet allocation. Journal of Machine Learning
Research, 3:993–1022.

Brody, S. and M. Lapata. 2009. Bayesian word sense
induction. In Proceedings of the 12th Conference
of the EACL (EACL 2009), pages 103–111, Athens,
Greece.

Chang, J., J. Boyd-Graber, S. Gerrish, C. Wang, and
D. Blei. 2009. Reading tea leaves: How humans
interpret topic models. In Proceedings of the 23rd

612



Annual Conference on Neural Information Process-
ing Systems (NIPS 2009), pages 288–296, Vancou-
ver, Canada.

Griffiths, T. and M. Steyvers. 2004. Finding scien-
tific topics. Proceedings of the National Academy
of Sciences, 101:5228–5235.

Haghighi, A. and L. Vanderwende. 2009. Explor-
ing content models for multi-document summariza-
tion. In Proceedings of the North American Chapter
of the Association for Computational Linguistics –
Human Language Technologies 2009 (NAACL HLT
2009), pages 362–370, Boulder, USA.

Joachims, T. 2006. Training linear SVMs in lin-
ear time. In Proceedings of the ACM Conference
on Knowledge Discovery and Data Mining (KDD),
pages 217–226, Philadelphia, USA.

Magatti, D., S. Calegari, D. Ciucci, and F. Stella. 2009.
Automatic labeling of topics. In Proceedings of the
International Conference on Intelligent Systems De-
sign and Applications, pages 1227–1232, Pisa, Italy.

Mei, Q., C. Liu, H. Su, and C. Zhai. 2006. A prob-
abilistic approach to spatiotemporal theme pattern
mining on weblogs. In Proceedings of the 15th
International World Wide Web Conference (WWW
2006), pages 533–542.

Mei, Q., X. Shen, and C. Zhai. 2007. Automatic la-
beling of multinomial topic models. In Proceedings
of the 13th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining (KDD
2007), pages 490–499, San Jose, USA.

Newman, D., J.H. Lau, K. Grieser, and T. Baldwin.
2010. Automatic evaluation of topic coherence.
In Proceedings of Human Language Technologies:
The 11th Annual Conference of the North American
Chapter of the Association for Computational Lin-
guistics (NAACL HLT 2010), pages 100–108, Los
Angeles, USA.

Pantel, P. and D. Lin. 2002. Discovering word
senses from text. In Proceedings of the 8th ACM
SIGKDD International Conference on Knowledge
Discovery and Data Mining, pages 613–619, Ed-
monton, Canada.

Pantel, P. and D. Ravichandran. 2004. Automati-
cally labeling semantic classes. In Proceedings of
the 4th International Conference on Human Lan-
guage Technology Research and 5th Annual Meet-
ing of the NAACL (HLT-NAACL 2004), pages 321–
328, Boston, USA.

Pantel, P., E. Crestan, A. Borkovsky, A-M. Popescu,
and V. Vyas. 2009. Web-scale distributional sim-
ilarity and entity set expansion. In Proceedings of

the 2009 Conference on Empirical Methods in Nat-
ural Language Processing (EMNLP 2009), pages
938–947, Singapore.

Ritter, A, Mausam, and O Etzioni. to appear. A la-
tent Dirichlet allocation method for selectional pref-
erences. In Proceedings of the 48th Annual Meeting
of the ACL (ACL 2010), Uppsala, Sweden.

Titov, I. and R. McDonald. 2008. Modeling on-
line reviews with multi-grain topic models. In Pro-
ceedings of the 17th International World Wide Web
Conference (WWW 2008), pages 111–120, Beijing,
China.

Wang, X. and A. McCallum. 2006. Topics over time:
A non-Markov continuous-time model of topical
trends. In Proceedings of the 12th ACM SIGKDD
International Conference on Knowledge Discovery
and Data Mining (KDD 2006), pages 424–433,
Philadelphia, USA.

Wei, S. and W.B. Croft. 2006. LDA-based document
models for ad-hoc retrieval. In Proceedings of 29th
International ACM-SIGIR Conference on Research
and Development in Information Retrieval (SIGIR
2006), pages 178–185, Seattle, USA.

613



Coling 2010: Poster Volume, pages 614–622,
Beijing, August 2010

A Linguistically Grounded Graph Model for Bilingual Lexico n
Extraction

Florian Laws, Lukas Michelbacher, Beate Dorow, Christian Scheible,
Ulrich Heid, Hinrich Sch ütze
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Abstract

We present a new method, based on
graph theory, for bilingual lexicon ex-
traction without relying on resources with
limited availability like parallel corpora.
The graphs we use represent linguis-
tic relations between words such as ad-
jectival modification. We experiment
with a number of ways of combining
different linguistic relations and present
a novel method, multi-edge extraction
(MEE), that is both modular and scalable.
We evaluate MEE on adjectives, verbs
and nouns and show that it is superior
to cooccurrence-based extraction (which
does not use linguistic analysis). Finally,
we publish a reproducible baseline to es-
tablish an evaluation benchmark for bilin-
gual lexicon extraction.

1 Introduction

Machine-readable translation dictionaries are an
important resource for bilingual tasks like ma-
chine translation and cross-language information
retrieval. A common approach to obtaining bilin-
gual translation dictionaries isbilingual lexicon
extraction from corpora. Most work has used
parallel text for this task. However, parallel cor-
pora are only available for few language pairs and
for a small selection of domains (e.g., politics).
For other language pairs and domains, monolin-
gual comparable corpora and monolingual lan-
guage processing tools may be more easily avail-
able. This has prompted researchers to investigate
bilingual lexicon extraction based on monolingual
corpora (see Section 2) .

In this paper, we present a new graph-theoretic
method for bilingual lexicon extraction. Two
monolingual graphs are constructed based on syn-
tactic analysis, with words as nodes and relations

(such as adjectival modification) as edges. Each
relation acts as a similarity source for the node
types involved. All available similarity sources
interact to produce one final similarity value for
each pair of nodes. Using a seed lexicon, nodes
from the two graphs can be compared to find a
translation.

Our main contributions in this paper are: (i) we
present a new method, based on graph theory,
for bilingual lexicon extraction without relying
on resources with limited availability like paral-
lel corpora; (ii) we show that with this graph-
theoretic framework, information obtained by lin-
guistic analysis is superior to cooccurrence data
obtained without linguistic analysis; (iii) we ex-
periment with a number of ways of combining dif-
ferent linguistic relations in extraction and present
a novel method, multi-edge extraction, which is
both modular and scalable; (iv) progress in bilin-
gual lexicon extraction has been hampered by the
lack of a common benchmark; we therefore pub-
lish a benchmark and the performance of MEE as
a baseline for future research.

The paper discusses related work in Section 2.
We then describe our translation model (Sec-
tion 3) and multi-edge extraction (Section 4). The
benchmark we publish as part of this paper is de-
scribed in Section 5. Section 6 presents our ex-
perimental results and Section 7 analyzes and dis-
cusses them. Section 8 summarizes.

2 Related Work

Rapp (1999) uses word cooccurrence in a vector
space model for bilingual lexicon extraction. De-
tails are given in Section 5.

Fung and Yee (1998) also use a vector space
approach, but use TF/IDF values in the vector
components and experiment with different vec-
tor similarity measures for ranking the translation
candidates. Koehn and Knight (2002) combine
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a vector-space approach with other clues such as
orthographic similarity and frequency. They re-
port an accuracy of .39 on the 1000 most frequent
English-German noun translation pairs.

Garera et al. (2009) use a vector space model
with dependency links as dimensions instead of
cooccurring words. They report outperforming
a cooccurrence vector model by 16 percentage
points accuracy on English-Spanish.

Haghighi et al. (2008) use a probabilistic model
over word feature vectors containing cooccur-
rence and orthographic features. They then use
canonical correlation analysis to find matchings
between words in a common latent space. They
evaluate on multiple languages and report high
precision even without a seed lexicon.

Most previous work has used vector spaces and
(except for Garera et al. (2009)) cooccurrence
data. Our approach uses linguistic relations like
subcategorization, modification and coordination
in a graph-based model. Further, we evaluate our
approach on different parts of speech, whereas
some previous work only evaluates on nouns.

3 Translation Model

Our model has two components: (i) a graph repre-
senting words and the relationships between them
and (ii) a measure of similarity between words
based on these relationships. Translation is re-
garded as cross-lingual word similarity. We rank
words according to their similarity and choose the
top word as the translation.

We employ undirected graphs with typed nodes
and edges. Node types represent parts of speech
(POS); edge types represent different kinds of re-
lations. We use a modified version of SimRank
(Jeh and Widom, 2002) as a similarity measure
for our experiments (see Section 4 for details).

SimRank is based on the idea that two nodes
are similar if their neighbors are similar. We ap-
ply this notion of similarity across two graphs. We
think of two words as translations if they appear
in the same relations with other words that are
translations of each other. Figure 1 illustrates this
idea with verbs and nouns in the direct object rela-
tion. Double lines indicateseedtranslations, i.e.,
known translations from a dictionary (see Sec-
tion 5). The nodesbuyandkaufenhave the same

house

magazine

book

thought

buy

read

Haus

Zeitschrift

Buch

Gedanke

kaufen

lesen

Figure 1: Similarity through seed translations

objects in the two languages; one of these (maga-
zine – Zeitschrift) is a seed translation. This re-
lationship contributes to the similarity ofbuy –
kaufen. Furthermore,bookandBuchare similar
(because ofread – lesen) and this similarity will
be added tobuy – kaufenin a later iteration. By
repeatedly applying the algorithm, the initial sim-
ilarity introduced by seeds spreads to all nodes.

To incorporate more detailed linguistic infor-
mation, we introduce typed edges in addition to
typed nodes. Each edge type represents a linguis-
tic relation such as verb subcategorization or ad-
jectival modification. By designing a model that
combines multiple edge types, we can compute
the similarity between two words based onmul-
tiple sourcesof similarity. We superimpose dif-
ferent sets of edges on a fixed set of nodes; a node
is not necessarily part of every relation.

The graph model can accommodate any kind of
nodes and relations. In this paper we use nodes
to represent content words (i.e., non-function
words): adjectives (a), nouns (n) and verbs (v).
We extracted three types of syntactic relations
from a corpus: see Table 1.

Nouns participate in two bipartite relations
(amod, dobj) and one unipartite relation (ncrd).
This means that the computation of noun similar-
ities will benefit from three different sources.

Figure 2 depicts a sample graph with all node
and edge types. For the sake of simplicity, a
monolingual example is shown. There are four
nouns in the sample graph all of which are (i)
modified by the adjectivesinterestingand polit-
ical and (ii) direct objects of the verbslike and
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relation entities description example

used in this paper
amod a, n adjectival modification afast car
dobj v, n object subcategorizationdrive acar
ncrd n, n noun coordination cars andbusses

other possible relations
vsub v, n subject subcategorization aman sleeps
poss n, n possessive thechild’s toy
acrd a, a adjective coordination red or bluecar

Table 1: Relations used in this paper (top) and
possible extensions (bottom).

dobj
amod
ncrd

verb

adjective

noun

like promote

idea
article book

magazine

interesting political

Figure 2: Graph snippet with typed edges

promote. Based on amod and dobj, the four nouns
are equally similar to each other. However, the
greater similarity ofarticle, book, andmagazine
to each other can be deduced from the fact that
these three nouns also occur in the relation ncrd.
We exploit this information in the MEE method.

Data and Preprocessing. Our corpus in this
paper is the Wikipedia. We parse all German
and English articles with BitPar (Schmid, 2004)
to extract verb-argument relations. We extract
adjective-noun modification and noun coordina-
tions with part-of-speech patterns based on a
version of the corpus tagged with TreeTagger
(Schmid, 1994). We use lemmas instead of sur-
face forms. Because we perform the SimRank
matrix multiplications in memory, we need to fil-
ter out rare words and relations; otherwise, run-
ning SimRank to convergence would not be feasi-
ble. For adjective-noun pairs, we apply a filter on

pair frequency (≥ 3). We process noun pairs by
applying a frequency threshold on words (≥ 100)
and pairs (≥ 3). Verb-object pairs (the smallest
data set) were not frequency-filtered. Based on
the resulting frequency counts, we calculate asso-
ciation scores for all relationships using the log-
likelihood measure (Dunning, 1993). For noun
pairs, we discard all pairs with an association
score< 3.84 (significance atα = .05). For all
three relations, we discard pairs whose observed
frequency was smaller than their expected fre-
quency (Evert, 2004, p. 76). As a last step,
we further reduce noise by removing nodes of de-
gree1. Key statistics for the resulting graphs are
given in Table 2.

We have found that accuracy of extraction is
poor if unweighted edges are used. Using the
log-likelihood score directly as edge weight gives
too much weight to “semantically weak” high-
frequency words likeput and take. We there-
fore use the logarithms of the log-likelihood score
as edge weights in all SimRank computations re-
ported in this paper.

nodes n a v
de 34,545 10,067 2,828
en 22,257 12,878 4,866

edges ncrd amod dobj
de 65,299 417,151 143,906
en 288,889 686,073 510,351

Table 2: Node and edge statistics

4 SimRank

Our work is based on the SimRank graph similar-
ity algorithm (Jeh and Widom, 2002). In (Dorow
et al., 2009), we proposed a formulation of Sim-
Rank in terms of matrix operations, which can be
applied to (i) weighted graphs and (ii) bilingual
problems. We now briefly review SimRank and
its bilingual extension. For more details we refer
to (Dorow et al., 2009).

The basic idea of SimRank is to consider two
nodes as similar if they have similar neighbor-
hoods. Node similarity scores are recursively
computed from the scores of neighboring nodes:
the similaritySij of two nodesi andj is computed

616



as the normalized sum of the pairwise similarities
of their neighbors:

Sij =
c

|N(i)| |N(j)|
∑

k∈N(i),l∈N(j)

Skl.

whereN(i) andN(j) are the sets ofi’s and j’s
neighbors. As the basis of the recursion,Sij is set
to 1 if i andj are identical (self-similarity). The
constantc (0 < c < 1) dampens the contribution
of nodes further away. Following Jeh and Widom
(2002), we usec = 0.8. This calculation is re-
peated until, after a few iterations, the similarity
values converge.

For bilingual problems, we adapt SimRank for
comparison of nodes across two graphsA andB.
In this case,i is a node inA andj is a node inB,
and the recursion basis is changed toS(i, j) = 1 if
i andj are a pair in a predefined set of node-node
equivalences (seed translation pairs).

Sij =
c

|NA(i)| |NB(j)|
∑

k∈NA(i),l∈NB(j)

Skl.

Multi-edge Extraction (MEE) Algorithm To
combine different information sources, corre-
sponding to edges of different types, in one Sim-
Rank computation, we use multi-edge extrac-
tion (MEE), a variant of SimRank (Dorow et al.,
2009). It computes an aggregate similarity matrix
after each iteration by taking the average similar-
ity value over all edge typesT :

Sij =
c

|T |
∑

t∈T

1

f(|NA,t(i)|)f(|NB,t(j)|)
∑

k∈NA,t(i),

l∈NB,t(j)

Skl.

f is a normalization function (eitherf = g,
g(n) = n as before or the normalization discussed
in the next section).

While we have only reviewed the case of un-
weighted graphs, the extended SimRank can also
be applied to weighted graphs. (See (Dorow et
al., 2009) for details.) In what follows, all graph
computations are weighted.

Square Root Normalization Preliminary ex-
periments showed that SimRank gave too much
influence to words with few neighbors. We there-
fore modified the normalization functiong(n) =

n. To favor words with more neighbors, we want
f to grow sublinearly with the number of neigh-
bors. On the other hand, it is important that,
even for nodes with a large number of neigh-
bors, the normalization term is not much smaller
than|N(i)|, otherwise the similarity computation
does not converge. We use the functionh(n) =√

n∗
√

maxk(|N(k)|). h grows quickly for small
node degrees, while returning values close to the
linear term for large node degrees. This guaran-
tees that nodes with small degrees have less influ-
ence on final similarity scores. In all experiments
reported in this paper, the matrices̃A, B̃ are nor-
malized withf = h (rather than using the stan-
dard normalizationf = g). In one experiment,
accuracy of the top-ranked candidate (acc@1) was
.52 for h and .03 forg, demonstrating that the
standard normalization does not work in our ap-
plication.

Threshold Sieving For larger experiments,
there is a limit to scalability, as the similarity ma-
trix fills up with many small entries, which take up
a large amount of memory. Since these small en-
tries contribute little to the final result, Lizorkin et
al. (2008) proposedthreshold sieving: an approxi-
mation of SimRank using less space by deleting
all similarity values that are below a threshold.
The quality of the approximation is set by a pa-
rameterδ that specifies maximum acceptable dif-
ference of threshold-sieved similarity and the ex-
act solution. We adapted this to the matrix formu-
lation by integrating the thresholding step into a
standard sparse matrix multiplication algorithm.

We verified that this approximation yields use-
ful results by comparing the ranks of exact and ap-
proximate solutions. We found that for the high-
ranked words that are of interest in our task, siev-
ing with a suitable threshold does not negatively
affect results.

5 Benchmark Data Set

Rapp’s (1999) original experiment was carried out
on newswire corpora and a proprietary Collins
dictionary. We use the free German (280M to-
kens) and English (850M tokens) Wikipedias as
source and target corpora. Reinhard Rapp has
generously provided us with his100 word test set
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n a v
training set .61 .31 .08
TS100 .65 .28 .07
TS1000 .66 .14 .20

Table 3: Percentages of POS in test and training

(TS100) and given us permission to redistribute
it. Additionally, we constructed a larger test set
(TS1000) consisting of the1000 most frequent
words from the English Wikipedia. Unlike the
noun-only test sets used in other studies, (e.g.,
Koehn and Knight (2002), Haghighi et al. (2008)),
TS1000 also contains adjectives and verbs. As
seed translations, we use a subset of the dict.cc
online dictionary. For the creation of the sub-
set we took raw word frequencies from Wikipedia
as a basis. We extracted all verb, noun and ad-
jective translation pairs from the original dictio-
nary and kept the pairs whose components were
among the5,000 most frequent nouns, the3,500
most frequent adjectives and the500 most fre-
quent verbs for each language. These numbers are
based on percentages of the different node types
in the graphs. The resulting dictionary contains
12,630 pairs:7,767 noun,3,913 adjective and950
verb pairs. Table 3 shows the POS composition of
the training set and the two test sets. For experi-
ments evaluated on TS100 (resp. TS1000), the set
of 100 (resp. 1000) English words it contains and
all their German translations are removed from the
seed dictionary.

Baseline. Our baseline is a reimplementation
of the vector-space method of Rapp (1999). Each
word in the source corpus is represented as a word
vector, the dimensions of which are words of seed
translation pairs. The same is done for corpus
words in the target language, using the translated
seed words as dimensions. The value of each di-
mension is determined by association statistics of
word cooccurrence. For a test word, a vector is
constructed in the same way. The labels on the
dimensions are then translated, yielding an input
vector in the target language vector space. We
then find the closest corpus word vector in the tar-
get language vector space using the city block dis-
tance measure. This word is taken as the transla-
tion of the test word.

We went to great lengths to implement Rapp’s
method, but omit the details for reasons of space.
Using the Wikipedia/dict.cc-based data set, we
achieve50% acc@1 when translating words from
English to German. While this is somewhat lower
than the performance reported by Rapp, we be-
lieve this is due to Wikipedia being more hetero-
geneous and less comparable than news corpora
from identical time periods used by Rapp.

Publication. In conjunction with this paper we
publish the benchmark for bilingual lexicon ex-
traction described. It consists of (i) two Wikipedia
dumps from October 2008 and the linguistic re-
lations extracted from them, (ii) scripts to recre-
ate the training and test sets from the dict.cc
data base, (iii) the TS100 and TS1000 test sets,
and (iv) performance numbers of Rapp’s system
and MEE. These can serve as baselines for fu-
ture work. Note that (ii)–(iv) can be used in-
dependently of (i) – but in that case the effect
of the corpus on performance would not be con-
trolled. The data and scripts are available at
http://ifnlp.org/wiki/extern/WordGraph

6 Results

In addition to the vector space baseline experi-
ment described above, we conducted experiments
with the SimRank model. Because TS100 only
contains one translation per word, but words can
have more than one valid translation, we manu-
ally extended the test set with other translations,
which we verified using dict.cc and leo.org. We
report the results separately for the original test set
(“strict”) and the extended test set in Table 4. We
also experimented withsingle-edge models con-
sisting of three separate runs on each relation.

The accuracy columns report the percentage of
test cases where the correct translation was found
among the top 1 (acc@1) or top 10 (acc@10)
candidate words found by the translation mod-
els. Some test words are not present in the data at
all; we count these as 0s when computing acc@1
and acc@10. The acc@10 measure is more use-
ful for indicating topical similarity while acc@1
measures translation accuracy.

MRR is Mean Reciprocal Rank of correct trans-
lations: 1

n

∑n
i

1
ranki

(Voorhees and Tice, 1999).
MRR is a more fine-grained measure than acc@n,
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TS100, strict TS100, extended TS1000
acc@1 acc@10 MRR acc@1 acc@10 MRR acc@1 acc@10 MRR

baseline .50 .67 .56 .54 .70 .60 .33 .56 .41
single .44 .67 .52 .49 .68 .56 .40‡ .70‡ .50
MEE .52 .79† .62 .58 .82† .68 .48‡ .76‡ .58

Table 4: Results compared to baseline∗

e.g., it will distinguish ranks 2 and 10. All MRR
numbers reported in this paper are consistent with
acc@1/acc@10 and support our conclusions.

The results for acc@1, the measure that most
directly corresponds to utility in lexicon extrac-
tion, show that the SimRank-based models out-
perform the vector space baseline – only slightly
on TS100, but significantly on TS1000. Using the
various relations separately (single) already yields
a significant improvement compared to the base-
line. Using all relations in the integrated MEE
model further improves accuracy. With an acc@1
score of0.48, MEE outperforms the baseline by
.15 compared to TS1000. This shows that a com-
bination of several sources of information is very
valuable for finding the correct translation.

MEE outperforms the baseline on TS1000 for
all parts of speech, but performs especially well
compared to the baseline for adjectives and verbs
(see Table 5). It has been suggested that vector
space models perform best for nouns and poorly
for other parts of speech. Our experiments seem to
confirm this. In contrast, MEE exhibits good per-
formance for nouns and adjectives and a marked
improvement for verbs.

On acc@10, MEE is consistently better than the
baseline, on both TS100 and TS1000. All three
differences are statistically significant.

6.1 Relation Comparison

Table 5 compares baseline, single-edge and MEE
accuracy for the three parts of speech covered.
Each single-edge experiment can compute noun
similarity; for adjectives and verbs, only amod,
dobj and MEE can be used.

Performance for nouns varies greatly depend-
ing on the relation used in the model. ncrd per-

∗We indicate statistical significance at theα = 0.05 (†)
and0.01 level (‡) when compared to the baseline. We did
not calculate significance for MRR.

forms best, while dobj shows the worst perfor-
mance. We hypothesize that dobj performs badly
because (i) many verbs are semantically non-
restrictive with respect to their arguments, (e.g.,
use, contain or include) and as a result seman-
tically unrelated nouns become similar because
they share the same verb as a neighbor; (ii) light
verb constructions (e.g.,take a walkor give an ac-
count) dilute the extracted relations; and (iii) dobj
is the only relation we extracted with a syntac-
tic parser. The parser was trained on newswire
text, a genre that is very different from Wikipedia.
Hence, parsing is less robust than the relatively
straightforward POS patterns used for the other
relations.

Similarly, many semantically non-restrictive
adjectives such asfirst and new can modify vir-
tually any noun, diluting the quality of the amod
source. We conjecture that ncrd exhibits the best
performance because there are fewer semantically
non-restrictive nouns than non-restrictive adjec-
tives and verbs.

MEE performance for nouns (.45) is signifi-
cantly better than that of the single-edge models.
The information about nouns that is contained in
the verb-object and adjective-noun data is inte-
grated in the model and helps select better trans-
lations. This, however, is only true for the noun

noun adj verb all
TS100 baseline .55 .43 .29 .50

amod .15 .71 - .30
ncrd .34 - - .22
dobj .02 - .43 .04
MEE .45 .71 .43 .52

TS1000 baseline .42 .26 .18 .33
MEE .53 .55 .27 .48

Table 5: Relation comparison, acc@1
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source acc@1 acc@10
dobj .02 .10
amod .15 .37
amod+dobj .22 .43
ncrd+dobj .32 .65
ncrd .34 .60
ncrd+amod .49 .74
MEE .45 .77

Table 6: Accuracy of sources for nouns

node type, the “pivot” node type that takes part in
edges of all three types. For adjectives and verbs,
the performance of MEE is the same as that of the
corresponding single-edge model.

We ran three additional experiments each of
which combines only two of the three possible
sources for noun similarity, namely ncrd+amod,
ncrd+dobj and amod+dobj and performed strict
evaluation (see Table 6). We found that in gen-
eral combination increases performance except
for ncrd+dobj vs. ncrd. We attribute this to the
lack of robustness of dobj mentioned above.

6.2 Comparison MEE vs. All-in-one

An alternative to MEE is to use untyped edges in
one large graph. In thisall-in-one model (AIO),
we connect two nodes with an edge if they are
linked by any of the different linguistic relations.
While MEE consists of small adjacency matrices
for each type, the two adjacency matrices for AIO
are much larger. This leads to a much denser sim-
ilarity matrix taking up considerably more mem-
ory. One reason for this is that AIO contains simi-
larity entries between words of different parts of
speech that are 0 (and require no memory in a
sparse matrix representation) in MEE.

Since AIO requires more memory, we had to
filter the data much more strictly than before to be
able to run an experiment. We applied the follow-
ing stricter thresholds on relationships to obtain
a small graph:5 instead of3 for adjective-noun

MEE small AIO small

acc@1 .51 .52
acc@10 .72 .75
MRR .62 .59

Table 7: MEE vs. AIO

pairs, and3 instead of0 for verb-object pairs,
thereby reducing the total number of edges from
2.1M to 1.4M. We also applied threshold sieving
(see Section 4) withδ = 10−10 for AIO. The re-
sults on TS100 (strict evaluation) are reported in
Table 7. For comparison, MEE was also run on
the smaller graph. Performance of the two models
is very similar, with AIO being slightly better (not
significant). The slight improvement does not jus-
tify the increased memory requirements. MEE is
able to scale to more nodes and edge types, which
allows for better coverage and performance.

7 Analysis and Discussion

Error analysis. We examined the cases where a
reference translation was not at the top of the sug-
gested list of translation candidates. There are a
number of elements in the translation process that
can cause or contribute to this behavior.

Our method sometimes picks a cohyponym of
the correct translation. In many of these cases, the
correct translation is in the top10 (together with
other words from the same semantic field). For
example, the correct translation ofmoon, Mond, is
second in a list of words belonging to the semantic
field of celestial phenomena:Komet (comet), Mond

(moon), Planet (planet), Asteroid (asteroid), Stern (star),

Galaxis(galaxy), Sonne(sun), . . . While this behavior
is undesirable for strict lexicon extraction, it can
be exploited for other tasks, e.g. cross-lingual se-
mantic relatedness (Michelbacher et al., 2010).

Similarly, the method sometimes puts the
antonym of the correct translation in first place.
For example, the translation forswift (schnell) is
in second place behindlangsam(slow). Based
on the syntactic relations we use, it is difficult to
discriminate between antonyms and semantically
similar words if their syntactic distributions are
similar.

Ambiguous source words also pose a problem
for the system. The correct translation ofsquare
(the geometric shape) isQuadrat. However,8 out
of its top 10 translation candidates are related to
thelocationsense ofsquare. The other two are ge-
ometric shapes,Quadratbeing listed second. This
is only a concern for strict evaluation, since cor-
rect translations of a different sense were included
in the extended test set.
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bed is also ambiguous (piece of furniture vs.
river bed). This introduces translation candidates
from the geographical domain. As an additional
source of errors, a number ofbed’s neighbors
from the furniture sense have the German transla-
tion Bankwhich is ambiguous between the furni-
ture sense and the financial sense. This ambiguity
in the target language German introduces spurious
translation candidates from the financial domain.

Discussion. The error analysis demonstrates
that most of the erroneous translations are words
that are incorrect, but that are related, in some ob-
vious way, to the correct translation, e.g. by co-
hyponymy or antonymy. This suggests another
application for bilingual lexicon extraction. One
of the main challenges facing statistical machine
translation (SMT) today is that it is difficult to
distinguish between minor errors (e.g., incorrect
word order) and major errors that are completely
implausible and undermine the users’ confidence
in the machine translation system. For example,
at some point Google translated “sarkozy sarkozy
sarkozy” into “Blair defends Bush”. Since bilin-
gual lexicon extraction, when it makes mistakes,
extracts closely related words that a human user
can understand, automatically extracted lexicons
could be used to discriminate smaller errors from
grave errors in SMT.

As we discussed earlier, parallel text is not
available in sufficient quantity or for all impor-
tant genres for many language pairs. The method
we have described here can be used in such cases,
provided that large monolingual corpora and ba-
sic linguistic processing tools (e.g. POS tagging)
are available. The availability of parsers is a more
stringent constraint, but our results suggest that
more basic NLP methods may be sufficient for
bilingual lexicon extraction.

In this work, we have used a set of seed trans-
lations (unlike e.g., Haghighi et al. (2008)). We
believe that in most real-world scenarios, when
accuracy and reliability are important, seed lexica
will be available. In fact, seed translations can be
easily found for many language pairs on the web.
Although a purely unsupervised approach is per-
haps more interesting from an algorithmic point
of view, the semisupervised approach taken in this
paper may be more realistic for applications.

In this paper, we have attempted to reimplement
Rapp’s system as a baseline, but have otherwise
refrained from detailed comparison with previous
work as far as the accuracy of results is concerned.
The reason is that none of the results published so
far are easily reproducible. While previous publi-
cations have tried to infer from differences in per-
formance numbers that one system is better than
another, these comparisons have to be viewed with
caution since neither the corpora nor the gold stan-
dard translations are the same. For example, the
paper by Haghighi et al. (2008) (which demon-
strates how orthography and contextual informa-
tion can be successfully used) reports 61.7% ac-
curacy on the 186 most confident predictions of
nouns. But since the evaluation data sets are not
publicly available it is difficult to compare other
work (including our own) with this baseline. We
simply do not know how methods published so far
stack up against each other.

For this reason, we believe that a benchmark
is necessary to make progress in the area of bilin-
gual lexicon extraction; and that our publication of
such a benchmark as part of the research reported
here is an important contribution, in addition to
the linguistically grounded extraction and the new
graph-theoretical method we present.

8 Summary

We have presented a new method, based on graph
theory, for bilingual lexicon extraction without re-
lying on resources with limited availability like
parallel corpora. We have shown that with this
graph-theoretic framework, information obtained
by linguistic analysis is superior to cooccurrence
data obtained without linguistic analysis. We have
presented multi-edge extraction (MEE), a scalable
graph algorithm that combines different linguis-
tic relations in a modular way. Finally, progress
in bilingual lexicon extraction has been hampered
by the lack of a common benchmark. We publish
such a benchmark with this paper and the perfor-
mance of MEE as a baseline for future research.
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Abstract 

Statistical word alignment often suffers 

from data sparseness. Part-of-speeches 

are often incorporated in NLP tasks to 

reduce data sparseness. In this paper, 

we attempt to mitigate such problem by 

reflecting alignment tendency between 

part-of-speeches to statistical word 

alignment. Because our approach does 

not rely on any language-dependent 

knowledge, it is very simple and purely 

statistic to be applied to any language 

pairs. End-to-end evaluation shows that 

the proposed method can improve not 

only the quality of statistical word 

alignment but the performance of sta-

tistical machine translation. 

1 Introduction 

Word alignment is defined as mapping corre-

sponding words in parallel text. A word 

aligned parallel corpora are very valuable re-

sources in NLP. They can be used in various 

applications such as word sense disambigua-

tion, automatic construction of bilingual lexi-

con, and statistical machine translation (SMT). 

In particular, the initial quality of statistical 

word alignment dominates the quality of SMT 

(Och and Ney 2000; Ganchev et al., 2008); 

almost all current SMT systems basically refer 

to the information inferred from word align-

ment result. 

One of the widely used approaches to statis-

tical word alignment is based on the IBM 

models (Brown et al., 1993). IBM models are 

constructed based on words’ co-occurrence 

and positional information. If sufficient train-

ing data are given, IBM models can be suc-

cessfully applied to any language pairs. How-

ever, for minority language pairs such as Eng-

lish-Korean and Swedish-Japanese, it is very 

difficult to obtain large amounts of parallel 

corpora. Without sufficient amount of parallel 

corpus, it is very difficult to learn the correct 

correspondences between words that infre-

quently occur in the training data. 

Part-of-speeches (POS), which represent 

morphological classes of words, can give valu-

able information about individual words and 

their neighbors. Identifying whether a word is 

a noun or a verb can let us predict which words 

are likely to be mapped in word alignment and 

which words are likely to occur in its vicinity 

in target sentence generation. 

Many studies incorporate POS information 

in SMT. Some researchers perform POS tag-

ging on their bilingual training data (Lee et al., 

2006; Sanchis and Sánchez, 2008). Some of 

them replace individual words as new words, 

such as in “word/POS” form, producing new, 

extended vocabulary. The advantage of this 

approach is that POS information can help to 

resolve lexical ambiguity and thus improve 

translation quality. 

On the other hand, Koehn et al. (2007) pro-

pose a factored translation model that can in-

corporate any linguistic factors including POS 

information in phrase-based SMT. The model 

provides a generalized representation of a 

translation model, because it can map multiple 

source and target factors. 

Although all of these approaches are shown 

to improve SMT performance by utilizing POS 

information, we observe that the influence is 

virtually marginal in two ways: 
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1) The POS information tagged to each word 

may help to disambiguate in selecting 

word correspondences, but the increased 

vocabulary can also make the training data 

more sparse. 

2) The factored translation model may help to 

effectively handle out-of-vocabulary 

(OOV) by incorporating many linguistic 

factors, but it still crucially relies on the in-

itial quality of word alignment that will 

dominate the translation probabilities. 

This paper focuses on devising a better 

method for incorporating POS information in 

word alignment. It attempts to answer the fol-

lowing questions: 

1) Can the information regarding POS align-

ment tendency affect the post-processing 

of word alignment? 

2) Can the result of word alignment affected 

by such information help improving the 

quality of SMT? 

2 POS Alignment Tendency 

Despite the language pairs, words with similar 

POSs often correspond to each other in statisti-

cal word alignment. Similarly, words with dif-

ferent POSs are seldom aligned. For example, 

Korean proper nouns very often align with 

English proper nouns very often but seldom 

align with English adverbs. We believe that 

this phenomenon occurs not only on English-

Korean pairs but also on most of other lan-

guage pairs.  

Thus, in this study we hypothesize that all 

source language (SL) POSs have some rela-

tionship with target language (TL) POSs. Fig-

ure 1 exemplifies some results of using the 

IBM Models in English-Korean word align-

ment. As can be seen in the figure, the English 

word “visiting” is incorrectly and excessively 

aligned to four Korean morphemes “maejang”, 

“chat”, “yeoseong”, and “gogaek”. One reason 

for this is the sparseness of the training data; 

the only correct Korean morpheme “chat” does 

not sufficiently co-occur with “visiting” in the 

training data. However, it is generally believed 

that an English verb is more likely aligned to a 

Korean verb rather than a Korean noun. Like-

wise, we suppose that among many POSs, 

there are strong relationships between similar 

POSs and relatively weak relationships be-

tween different POSs. We hypothesize that the 

discovery of such relationships in advance can 

lead to better word alignment results. 

 In this paper, we propose a new method to 

obtain the relationship from word alignment 

results. The relationships among POSs, hence-

forth the POS alignment tendency, can be 

identified by the probability of the given POS 

pairs’ alignment result where the source lan-

guage POS and the target language POS co-

occur in bilingual sentences. We formulate this 

idea using the maximum likelihood estimation 

as follows: 

     (          |   ( )    ( ))   
 

    
     (              ( )    ( ))

∑      (           ( )    ( ))  *          +

 
 

where f and e denote source word and target 

word respectively. count() is a function that 

returns the number of co-occurrence of f and e 

when they are aligned (or not aligned). Then, 

we adjust the formula with the existing align-

ment score between f and e. 

     (   )        (   )   

             (   ) (          |   ( )    ( )) 
 

where )|( efPIBM
 indicates the alignment prob-

ability estimated by the IBM models.   is a 

weighting parameter to interpolate the reliabili-

ties of both alignment factors. In the expe-

 
Figure 1. An example of inaccurate word alignment 
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riment,   is empirically set to improve the 

word alignment performance ( =0.5).  

3 Modifying Alignment 

Based on the new scoring scheme as intro-

duced in the previous section, we modify the 

result of the initial word alignment. The modi-

fication is performed in the following proce-

dure: 

1. For each source word f that has out-bound 

alignment link other than null, 

2. Find the target word e that has the maxi-

mum alignment score according to the 

proposed alignment adjustment measure, 

and change the alignment result by map-

ping f to e. 

This modification guarantees that the number 

of alignment does not change; the algorithm is 

designed to minimize the risk by maintaining 

the fertility of a word estimated by the IBM 

Model. Figure 2 illustrates the result before 

and after the alignment modification. Incor-

rectly links from e1 and e3 are deleted and 

missing links from e2 and e4 are generated dur-

ing this alignment modification. 

The alignment modification through the re-

flection of POS alignment tendency is per-

formed on both e-to-f and f-to-e bidirectional 

word alignments. The bidirectional word 

alignment results are then symmetrized. 

4 Experiments 

In this paper, we attempt to reflect the POS 

alignment tendency in improving the word 

alignment performance. This section provides 

the experimental setup and the results that 

demonstrate whether the proposed approach 

can improve the statistical word alignment per-

formance. 

We collected bilingual texts from major bi-

lingual news broadcasting sites. 500K sentence 

pairs are collected and refined manually to 

construct correct parallel sentences pairs. The 

same number of monolingual sentences is also 

used from the same sites to train Korean lan-

guage. We also prepared a subset of the bilin-

gual text with the size of 50K to show that the 

proposed model is very effective when the 

training set is small. 

In order to evaluate the performance of 

word alignment, we additionally constructed a 

reference set with 400 sentence pairs. The 

evaluation is performed using precision, recall, 

and F-score. We use the GIZA++ toolkit for 

word alignment as well as four heuristic sym-

metrizations: intersection, union, grow-diag-

final, and grow-diag (Och, 2000).  

4.1 Word Alignment 

We now evaluate the effectiveness of the pro-

posed word alignment method. Table 1 and 2 

report the experimental results by adding POS 

information to the parallel corpus. “Lexical” 

denotes the result of conventional word align-

ment produced by GIZA++. No pre-processing 

or post-processing is applied in this result. 

“Lemma/POS” is the result of word alignment 

with the pre-processing introduced Lee et al. 

(2006). Compared to the result, lemmatized 

lexical and POS tags are proven to be useful 

information for word alignment. “Lemma/POS” 

consistently outperforms “Lexical” despite the 

symmetrization heuristics in terms of precision, 

recall and F-score. We expect this improve-

ment is benefited from the alleviated data 

sparseness by using lemmatized lexical and 

POS tags rather than using the lexical itself. 

 

 
Figure 2. An example of word alignment modification 
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 Alignment heuristic Precision Recall F-score 

Lexical 

Intersection 94.0% 50.8% 66.0% 

Union 53.2% 81.2% 64.3% 

Grow-diag-final 54.6% 80.9% 65.2% 

Grow-diag 60.9% 67.2% 63.9% 

Lemma/POS 

Intersection 95.8% 55.3% 70.1% 

Union 58.1% 83.3% 68.4% 

Grow-diag-final 59.7% 83.0% 69.5% 

Grow-diag 67.0% 71.6% 69.2% 

Lemma/POS 

+ POS alignment 

tendency 

Intersection 96.1% 63.5% 76.5% 

Union 67.4% 85.1% 75.2% 

Grow-diag-final 69.8% 84.9% 76.6% 

Grow-diag 80.0% 77.0% 78.5% 
Table 1. The performance of word alignment using small training set (50k pairs) 

 

Experimental Setup Alignment heuristic Precision Recall F-score 

Lexical 

Intersection 96.8% 64.9% 77.7% 

Union 66.6% 87.4% 75.6% 

Grow-diag-final 67.8% 87.1% 76.2% 

Grow-diag 74.4% 79.2% 76.7% 

Lemma/POS 

Intersection 97.3% 66.2% 78.8% 

Union 70.7% 89.0% 78.8% 

Grow-diag-final 72.1% 88.8% 79.6% 

Grow-diag 78.8% 80.5% 79.7% 

Lemma/POS 

+ POS alignment 

tendency 

Intersection 97.2% 69.3% 80.9% 

Union 73.9% 86.7% 79.8% 

Grow-diag-final 75.6% 86.4% 80.7% 

Grow-diag 85.2% 81.5% 83.4% 
Table 2. The performance of word alignment using a large training set (500k pairs) 

 

Experimental Setup Symmetrization Heuristic BLEU(50k) BLEU (500k) 

Lexical 

Intersection 20.1% 29.2% 

Union 18.6% 27.2% 

Grow-diag-final 19.9% 27.7% 

Grow-diag 20.2% 29.4% 

Lemma/POS 

Intersection 20.3% 26.4% 

Union 18.5% 27.8% 

Grow-diag-final 20.1% 29.2% 

Grow-diag 20.4% 30.8% 

Factored Model 

(Lemma, POS) 

Intersection 20.5% 30.0% 

Union 18.1% 27.5% 

Grow-diag-final 20.3% 28.2% 

Grow-diag 20.9% 31.1% 

Lemma/POS 

+ POS alignment 

tendency 

Intersection 21.8% 29.3% 

Union 19.5% 27.2% 

Grow-diag-final 21.3% 28.4% 

Grow-diag 20.8% 29.1% 

Table  3. The performance of translation 
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Since lemmatized lexical and POS tags are 

shown to be useful, our post-processing meth-

od is applied to “Lemma/POS”. 

The experimental results show that the pro-

posed method consistently improves word 

alignment in terms of F-score. It is interesting 

that the proposed method improves the recall 

of the intersection result and the precision of 

the union result. Thus, the proposed method 

achieves the best alignment performance. 

As can be seen in Table 1 and 2, our method 

consistently improves the performance of word 

alignment despite the size of training data. In a 

small data set, the improvement of our method 

is much higher than that in a large set. This 

implies that our method is more helpful when 

the training data set is insufficient.  

We investigate whether the proposed meth-

od actually alleviates the data sparseness prob-

lem by analyzing the aligned word pairs of low 

co-occurrence frequency. There are multiple 

word pairs that share the same number of co-

occurrence in the corpus. For example, let us 

assume that “report-bogoha”, “newspaper-

sinmun” and “China-jungguk” pairs are co-

occurred 1,000 times. We can calculate the 

mean of their individual recalls. We refer to 

this new measurement as average recall. The 

average recalls of these pairs are relatively 

higher than those of pairs with low co-

occurrence frequency such as “food-jinji” and 

“center-chojeom” pairs. These pairs are diffi-

cult to be linked, because the word alignment 

model suffers from data sparseness when esti-

mating their translation probability.  

Figure 3 shows the average recall according 

to the number of co-occurrence. We can ob-

serve that the word alignment model tends to 

link word pairs more correctly if they are more 

frequently co-occurred. Both “Lemma/POS” 

and our method consistently show higher aver-

age recall throughout all frequencies, and the 

proposed method shows the best performance. 

It is also notable that the both “Lemma/POS” 

and our method achieve much more improve-

ment for low co-occurrence frequencies (e.g., 

11~40). This implies that the proposed method 

incorporates POS information more effectively 

than the previous method, since the proposed 

method achieves much higher average recall. 

4.2 Statistical Machine Translation 

Next, we examine the effect of the improve-

ment of the word alignment on the translation 

quality. For this, we built some SMT systems 

with the word alignment results. We use the 

Moses toolkit for translation (Koehn et al., 

2007). Moses is an implementation of phrase-

based statistical machine translation model that 

has shown a state-of-the-art performance in 

various evaluation sets. We also perform the 

evaluation of the Factored model (Koehn et al., 

2007) using Moses.  

To investigate how the improved word 

alignment affect the quality of machine trans-

lation, we calculate the BLEU score for trans-

lation results with different word alignment 

settings as shown in Table 3. First of all, we 

can easily conclude that the quality of the 

translation is strongly dominated by the size of 

the training data. We can also find that the 

quality of the translation is correlated to the 

performance of the word alignment. 

For a small test set, the proposed method 

achieved the best performance in terms of 

BLEU (21.8%). For a larger test set, however, 

the proposed method could not improve the 

performance of the translation with better word 

alignment. It is not feasible to investigate the 

factors that affect this deterioration, since Mo-

ses is a black box module to our system. The 

training of the phrase-based SMT model in-

volves the extraction of phrases, and the result 

of word alignment is reflected within this pro-

cess. When the training data is small, the num-

ber of extracted phrases is also apparently 

small. However, abundant phrases are extract-

ed from a large amount of training data. In this 

case, we hypothesize that the most plausible 

 
Figure 3. Average recall of word alignment pairs 

according to the number of their co-occurrence 
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phrases are already obtained, and the effect of 

more accurate word alignment seems insignifi-

cant. More thorough analysis of this is re-

mained as future work. 

4.3 Acquisition of Bilingual Dictionary 

One of the most applications of word align-

ment is the construction of bilingual dictionar-

ies. By using word alignment, we can collect a 

(ranked) list of bilingual word pairs. Table 4 

reports the top 10 translations (the most ac-

ceptable target words to align) for Korean 

word “bap” (food). The table contains the 

probabilities estimated by the IBM Models, the 

adjusted scores, and the number of co-

occurrence, respectively. Italicized translations 

are in fact incorrect translations. Highlighted 

ones are new translation candidates that are 

correct. As can be seen in the table, the pro-

posed approach shows a positive effect of rais-

ing new and better candidates for translation. 

For example, “bread” and “breakfast” have 

come up to the top 10 translations. This 

demonstrates that the low co-occurrences of 

“bap” with “bread” and “breakfast” are not 

suitably handled by alignments solely based on 

lexicals. However, the proposed approach 

ranks them at higher positions by reflecting the 

alignment tendency of POSs. 

5 Conclusion 

In this paper, we propose a new method for 

incorporating the POS alignment tendency to 

improve traditional word alignment model in 

post processing step. Experimental results 

show that the proposed method helps to allevi-

ate the data sparseness problem especially 

when the training data is insufficient. 

It is still difficult to conclude that better 

word alignment always leads to better transla-

tion. We plan on investigating the effective-

ness of the proposed method using other trans-

lation system, such as Hiero (Chiang et al., 

2005). We also plan to incorporate our method 

into other effective models, such as Factored 

translation model. 
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Abstract

We describe a new information fusion 
approach to integrate facts extracted 
from cross-media objects (videos and 
texts) into a coherent common represen-
tation including multi-level knowledge 
(concepts, relations and events). Beyond 
standard information fusion, we ex-
ploited video extraction results and sig-
nificantly improved text Information Ex-
traction. We further extended our meth-
ods to multi-lingual environment (Eng-
lish, Arabic and Chinese) by presenting 
a case study on cross-lingual comparable 
corpora acquisition based on video com-
parison.

1 Introduction 

An enormous amount of information is widely 
available in various data modalities (e.g. speech, 
text, image and video). For example, a Web 
news page about “Health Care Reform in 
America” is composed with texts describing 
some events (e.g., Final Senate vote for the 
reform plans, Obama signs the reform 
agreement), images (e.g., images about various 
government involvements over decades) and 
videos/speech (e.g. Obama’s speech video about 
the decisions) containing additional information 
regarding the real extent of the events or 
providing evidence corroborating the text part. 
These cross-media objects exist in redundant 
and complementary structures, and therefore it 
is beneficial to fuse information from various 
data modalities. The goal of our paper is to 
investigate this task from both mono-lingual and 
cross-lingual perspectives. 

  The processing methods of texts and 
images/videos are typically organized into two 
separate pipelines. Each pipeline has been 
studied separately and quite intensively over the 
past decade. It is critical to move away from 
single media processing, and instead toward 
methods that make multiple decisions jointly 
using cross-media inference. For example, video 
analysis allows us to find both entities and 
events in videos, but it’s very challenging to 
specify some fine-grained semantic types such 
as proper names (e.g. “Obama Barack”) and 
relations among concepts; while the speech 
embedded and the texts surrounding these 
videos can significantly enrich such analysis. On 
the other hand, image/video features can 
enhance text extraction.  For example, entity 
gender detection from speech recognition output 
is challenging because of entity mention 
recognition errors. However, gender detection 
from corresponding images and videos can 
achieve above 90% accuracy (Baluja and Rowley, 
2006). In this paper, we present a case study on 
gender detection to demonstrate how text and 
video extractions can boost each other. 
  We can further extend the benefit of cross-
media inference to cross-lingual information 
extraction (CLIE). Hakkani-Tur et al. (2007) 
found that CLIE performed notably worse than 
monolingual IE, and indicated that a major 
cause was the low quality of machine translation 
(MT). Current statistical MT methods require 
large and manually aligned parallel corpora as 
input for each language pair of interest. Some 
recent work (e.g. Munteanu and Marcu, 2005; Ji, 
2009) found that MT can benefit from multi-
lingual comparable corpora (Cheung and Fung, 
2004), but it is time-consuming to identify pairs 
of comparable texts; especially when there is 

630



lack of parallel information such as news release 
dates and topics. However, the images/videos 
embedded in the same documents can provide 
additional clues for similarity computation 
because they are ‘language-independent’. We 
will show how a video-based comparison 
approach can reliably build large comparable 
text corpora for three languages: English, 
Chinese and Arabic. 

2 Baseline Systems 

We apply the following state-of-the-art text and 
video information extraction systems as our 
baselines. Each system can produce reliable 
confidence values based on statistical models. 

2.1 Video Concept Extraction 

The video concept extraction system was 
developed by IBM for the TREC Video 
Retrieval Evaluation (TRECVID-2005) 
(Naphade et al., 2005). This system can extract 
2617 concepts defined by TRECVID, such as 
"Hospital", "Airplane" and "Female-Person". It 
uses support vector machines to learn the 
mapping between low level features extracted 
from visual modality as well as from transcripts 
and production related meta-features. It also 
exploits a Correlative Multi-label Learner (Qi et 
al., 2007), a Multi-Layer Multi-Instance Kernel 
(Gu et al., 2007) and Label Propagation through 
Linear Neighborhoods (Wang et al., 2006) to 
extract all other high-level features. For each 
classifier, different models are trained on a set 
of different modalities (e.g., the color moments, 
wavelet textures, and edge histograms), and the 
predictions made by these classifiers are 
combined together with a hierarchical linearly-
weighted fusion strategy across different 
modalities and classifiers. 

2.2 Text Information Extraction 

We use a state-of-the-art IE system (Ji and 
Grishman, 2008) developed for the Automatic 
Content Extraction (ACE) program1 to process 
texts and automatic speech recognition output. 
The pipeline includes name tagging, nominal 
mention tagging, coreference resolution, time 
expression extraction and normalization, rela-
tion extraction and event extraction. Entities 

1 http://www.nist.gov/speech/tests/ace/ 

include coreferred persons, geo-political entities 
(GPE), locations, organizations, facilities, vehi-
cles and weapons; relations include 18 types 
(e.g. “a town some 50 miles south of Salzburg”
indicates a located relation.); events include the 
33 distinct event types defined in ACE 2005 
(e.g. “Barry Diller on Wednesday quit as chief 
of Vivendi Universal Entertainment.” indicates a 
“personnel-start” event). Names are identified 
and classified using an HMM-based name tag-
ger. Nominals are identified using a maximum 
entropy-based chunker and then semantically 
classified using statistics from ACE training 
corpora. Relation extraction and event extraction 
are also based on maximum entropy models, 
incorporating diverse lexical, syntactic, semantic 
and ontological knowledge. 

3 Mono-lingual Information Fusion 
and Inference 

3.1 Mono-lingual System Overview 

                                                 

                        

                         

Figure 1. Mono-lingual Cross-Media  
Information Fusion and Inference Pipeline 

Figure 1 depicts the general procedure of our 
mono-lingual information fusion and inference 

Multi-media  
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Entities/ 
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Partitioning 
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approach. After we apply two baseline systems 
to the multi-media documents, we use a novel 
multi-level concept fusion approach to extract a 
common knowledge representation across texts 
and videos (section 3.2), and then apply a global 
inference approach to enhance fusion results 
(section 3.3). 

3.2 Cross-media Information Fusion 

• Concept Mapping 
For each input video, we apply automatic speech 
recognition to obtain background texts. Then we 
use the baseline IE systems described in section 
2 to extract concepts from texts and videos. We 
construct mappings on the overlapped facts 
across TRECVID and ACE. For example, 
“LOC.Water-Body” in ACE is mapped to 
“Beach, Lakes, Oceans, River, River_Bank” in 
TRECVID.
  Due to different characteristics of video clips 
and texts, these two tasks have quite different 
granularities and focus. For example, 
“PER.Individual” in ACE is an open set includ-
ing arbitrary names, while TRECVID only cov-
ers some famous proper names such as 
“Hu_Jintao” and “John_Edwards”. Geopolitical 
entities appear very rarely in TRECVID because 
they are more explicitly presented in back-
ground texts. On the other hand, TRECVID de-
fined much more fine-grained nominals than 
ACE, for example, “FAC.Building-Grounds” in 
ACE can be divided into 52 possible concept
types such as “Conference_Buildings” and 
“Golf_Course” because they can be more easily 
detected based on video features. We also notice 
that TRECVID concepts can include multiple 
levels of ACE facts, for example 
“WEA_Shooting” concept can be separated into 
“weapon” entities and “attack” events in ACE. 
These different definitions bring challenges to 
cross-media fusion but also opportunities to ex-
ploit complementary facts to refine both pipe-
lines. We manually resolved these issues and 
obtained 20 fused concept sets. 
• Time-stamp based Multi-level Projection 
After extracting facts from videos and texts, we 
conduct information fusion at all possible levels: 
name, nominal, coreference link, relation or 
event mention. We rely on the timestamp infor-
mation associated with video keyframes or shots 

(sequential keyframes) and background speech 
to align concepts. During this fusion process, we 
compare the normalized confidence values pro-
duced from two pipelines to resolve the follow-
ing three types of cases:
• Contradiction – A video fact contradicts a 

text fact; we only keep the fact with higher 
confidence.

• Redundancy – A video fact conveys the 
same content as (or entails, or is entailed by) 
a text fact; we only keep the unique parts of 
the facts. 

• Complementary – A video fact and a text 
fact are complementary; we merge these 
two to form more complete fact sets. 

• A Common Representation 
In order to effectively extract compact informa-
tion from large amounts of heterogeneous data, 
we design an integrated XML format to repre-
sent the facts extracted from the above multi-
level fusion. We can view this representation as 
a set of directed “information graphs” G={Gi
(Vi, Ei)}, where Vi is the collection of concepts 
from both texts and videos, and Ei is the collec-
tion of edges linking one concept to the other, 
labeled by relation or event attributes. An exam-
ple is presented in Figure 2. This common rep-
resentation is applied in both mono-lingual and 
multi-lingual information fusion tasks described 
in next sections. 

Figure 2. An example for cross-media common 
fact representation  

3.3 Cross-media Information Inference 

• Uncertainty Problem in Cross-Media Fu-
sion

However, such a simple merging approach usu-
ally leads to unsatisfying results due to uncer-
tainty. Uncertainty in multimedia is induced 
from noise in the data acquisition procedure 
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(e.g., noise in automatic speech recognition re-
sults and low-quality camera surveillance vid-
eos) as well as human errors and subjectivity. 
Unstructured texts, especially those translated 
from foreign languages, are difficult to interpret. 
In addition, automatic IE systems for both vid-
eos and texts tend to produce errors.  
• Case Study on Mention Gender Detection 
We employ cross-media inference methods to 
reduce uncertainty. We will demonstrate this 
approach on a case study of gender detection for 
persons. Automatic gender detection is crucial 
to many natural language processing tasks such 
as pronoun reference resolution (Bergsma, 
2005). Gender detection for last names has 
proved challenging; Gender for nominals can be 
highly ambiguous in various contexts. Unfortu-
nately most state-of-the-art approaches discover 
gender information without considering specific 
contexts in the document. The results were 
stored either as a knowledge base with prob-
abilities (e.g. Ji and Lin, 2009) or as a static 
gazetteer (e.g. census data). Furthermore, speech 
recognition normally performs poorly on names, 
which brings more challenges to gender detec-
tion for mis-spelled names.   
  We consider two approaches as our baselines. 
The first baseline is to discover gender knowl-
edge from Google N-grams using specific lexi-
cal patterns (e.g. “[mention] and 
his/her/its/their”) (Ji and Lin, 2009). The other 
baseline is a gazetteer matching approach based 
on census data including person names and gen-
der information, as used in typical text IE sys-
tems.  
  We introduce the third method based on 
male/female concept extraction from associated 
background videos. These concepts are detected 
from context-dependent features (e.g. face rec-
ognition). If there are multiple persons in one 
snippet associated with one shot, we propagate 
gender information to all instances.
  We then linearly combine these three methods 
based on confidence values. For example, the 
confidence of predicting a name mention n as a 
male (M) can be computed by combining prob-
abilities P(n, M, method):
confidence(n,male)= 1*P(n,M,ngram)+

2*P(n,M,census) + 3*P(n,M,video)

  In this paper we used 1=0.1, 2=0.1 
and 3=0.8 which are optimized from a devel-
opment set. 

4 Cross-lingual Comparable Corpora 
Acquisition

In this section we extend the information fusion 
approach to a task of discovering comparable 
corpora.

4.1 Comparable Documents  

Figure 3 presents an example of cross-lingual 
comparable documents. They are both about the 
rescue activities for the Haiti earthquake. 

Figure 3. An example for cross-lingual  
multi-media comparable documents 

Figure 4. Cross-lingual Comparable Text  
Corpora Acquisition based on
Video Similarity Computation 
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  Traditional text translation based methods tend 
to miss such pairs due to poor translation quality 
of informative words (Ji et al., 2009). However, 
the background videos and images are language-
independent and thus can be exploited to iden-
tify such comparable documents. This provides 
a cross-media approach to break language bar-
rier.

4.2 Cross-lingual System Overview 

Figure 4 presents the general pipeline of discov-
ering cross-lingual comparable documents based 
on background video comparison. The detailed 
video similarity computation method is pre-
sented in next section. 

4.3 Video Concept Similarity Computation 

Most document clustering systems use represen-
tations built out of the lexical and syntactic at-
tributes. These attributes may involve string 
matching, agreement, syntactic distance, and 
document release dates. Although gains have 
been made with such methods, there are clearly 
cases where shallow information will not be suf-
ficient to resolve clustering correctly. Therefore, 
we should therefore expect a successful docu-
ment comparison approach to exploit world 
knowledge, inference, and other forms of se-
mantic information in order to resolve hard 
cases. For example, if two documents include 
concepts referring to male-people, earthquake 
event, rescue activities, and facility-grounds 
with similar frequency information, we can de-
termine they are likely to be comparable. In this 
paper we represent each video as a vector of 
semantic concepts extracted from videos and 
then use standard vector space model to com-
pute similarity.  
  Let A=(a1, …a| |) and B=(b1, …b| |) be such 
vectors for a pair of videos, then we use cosine 
similarity to compute similarity: 

| |

1

| | | |2 2
1 1

cos( , ) i ii

i ii i

a b
A B

a b

=

= =

= ,

where | | contains all possible concepts. We 
use traditional TF-IDF (Term Frequency-Inverse 
Document Frequency) weights for the vector 
elements ai and bi. Let C be a unique concept, V

is a video consisting of a series of k shots V = 
{S1, …, Sk}, then: 

1
( , ) ( , )k

ii
tf C V tf C S k

=
=

Let p(C, Si) denote the probability that C is ex-
tracted from Si, we define two different ways to 
compute term frequency tf (C, Si):

(1) ( , ) ( , )i itf C S confidence C S=
and
(2) ( , )( , ) iconfidence C S

itf C S α=

Where Confidence (C, Si) denotes the probabil-
ity of detecting a concept C in a shot Si:

( , ) ( , )i iconfidence C S p C S= if ( , )ip C S δ> ,
                                       otherwise 0. 

Let: ( , ) 1idf C S = if ( , )ip C S δ> , otherwise 0, 
assuming there are j shots in the entire corpus, 
we calculate idf as follows: 

1

( , ) log / ( , )
j

i
i

idf C V j df C S
=

=

5 Experimental Results 

This section presents experimental results of all 
the three tasks described above. 

5.1 Data

We used 244 videos from TRECVID 2005 data 
set as our test set. This data set includes 133,918 
keyframes, with corresponding automatic 
speech recognition and translation results (for 
foreign languages) provided by LDC.   

5.2 Information Fusion Results 

Table 1 shows information fusion results for 
English, Arabic and Chinese on multiple levels. 
It indicates that video and text extraction pipe-
lines are complementary – almost all of the 
video concepts are about nominals and events; 
while text extraction output contains a large 
amount of names and relations. Therefore the 
results after information fusion produced much 
richer knowledge. 
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Annotation Lev-
els English Chinese Arabic 

# of videos 104 84 56 
Video Concept 250880 221898 197233 

Name 17350 22154 20057 
Nominal 31528 21852 16253 
Relation 9645 20880 16584 Text

Event 31132 10348 7148 

Table 1. Information Fusion Results  

  It’s also worth noting that the number of con-
cepts extracted from videos is similar across 
languages, while much fewer events are ex-
tracted from Chinese or Arabic because of 
speech recognition and machine translation er-
rors. We took out 1% of the results to measure 
accuracy against ground-truth in TRECVID and 
ACE training data respectively; the mean aver-
age precision for video concept extraction is 
about 33.6%. On English ASR output the text-
IE system achieved about 82.7% F-measure on 
labeling names, 80.5% F-measure on nominals 
(regardless of ASR errors), 66% on relations 
and 64% on events. 

5.3 Information Inference Results 

From the test set, we chose 650 persons (492 
males and 158 females) to evaluate gender dis-
covery. For baselines, we used Google n-gram 
(n=5) corpus Version II including 1.2 billion 5-
grams extracted from about 9.7 billion sentences 
(Lin et al., 2010) and census data including  
5,014 person names with gender information. 
  Since we only have gold-standard gender in-
formation on shot-level (corresponding to a 
snippet in ASR output), we asked a human an-
notator to associate ground-truth with individual 
persons. Table 2 presents overall precision (P), 
recall (R) and F-measure (F).  

Methods P R F 
Google N-gram 89.1% 70.2% 78.5%

Census 96.2% 19.4% 32.4%
Video Extraction 88.9% 73.8% 80.6%

Combined 89.3% 80.4% 84.6%

Table 2.  Gender Discovery Performance 

  Table 2 shows that video extraction based ap-
proach can achieve the highest recall among all 
three methods. The combined approach 
achieved statistically significant improvement 
on recall. 
  Table 3 presents some examples (“F” for fe-
male and “M” for male). We found that most 
speech name recognition errors are propagated 
to gender detection in the baseline methods, for 
example, “Sala Zhang” is mis-spelled in speech 
recognition output (the correct spelling should 
be “Sarah Chang”) and thus Google N-gram 
approach mistakenly predicted it as a male. 
Many rare names such as “Wu Ficzek”, 
“Karami” cannot be predicted by the baselines,  
  Error analysis on video extraction based ap-
proach showed that most errors occur on those 
shots including multiple people (males and fe-
males). In addition, since the data set is from 
news domain, there were many shots including 
reporters and target persons at the same time. 
For example, “Jiang Zemin” was mistakenly 
associated with a “female” gender because the 
reporter is a female in that corresponding shot. 

5.4 Comparable Corpora Acquisition Re-
sults

For comparable corpora acquisition, we meas-
ured accuracy for the top 50 document pairs. 
Due to lack of answer-keys, we asked a bi-
lingual human annotator to judge results manu-
ally. The evaluation guideline generally fol-
lowed the definitions in (Cheung and Fung, 
2004). A pair of documents is judged as compa-
rable if they share a certain amount of informa-
tion (e.g. entities, events and topics). 

Without using IDF, for different parameter 
and δ in the similarity metrics, the results are 
summarized in Figure 5. For comparison we 
present the results for mono-lingual and cross- 
lingual separately. Figure 5 indicates that as the 
threshold and normalization values increase, the 
accuracy generally improves. It’s not surprising 
that mono-lingual results are better than cross-
lingual results, because generally more videos 
with comparable topics are in the same language.   
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Mention Google
N-gram Census Video

Extraction
Correct
Answer Context Sentence 

Zhang
Sala

M: 1 
F: 0 - F: 0.699 

M: 0.301 F
World famous meaning violin soloist 
Zhang Sala recently again to Toronto sym-
phony orchestra... 

Peter M: .979 
F: 0.021 M: 1 M: 0.699 

F: 0.301 M Iraq, there are in Lebanon Paris pass Peter
after 10 five Dar exile without peace... 

Wu
Ficzek - M: 0.699 

F: 0.301 M If you want to do a good job indeed Wu
Ficzek

President M: .953 
F: 0.047 - M: 0.704 

F: 0.296 M
Labor union of Arab heritage publishers 
president to call for the opening of the 
Arab Book Exhibition. 

Jiang
Zemin 

M: 1 
F: 0 - F: 0.787 

M: 0.213 M It has never stopped the including the for-
mer CPC General Secretary Jiang Zemin… 

Karami M: 1 
F: 0 - M: 0.694 

F: 0.306 M

all the Gamal Ismail introduced the needs 
of the Akkar region, referring to the desire 
on the issue of the President Karami to 
give priority disadvantaged areas 

Table 3. Examples for Mention Gender Detection 

Figure 5. Comparable Corpora Acquisition  
without IDF 

  We then added IDF to the optimized threshold 
and obtained results in Figure 6. The accuracy 
for both languages was further enhanced. We can 
see that under any conditions our approach can 
discover comparable documents reliably. In or-
der to measure the impact of concept extraction 
errors, we also evaluated the results for using 
ground-truth concepts as shown in Figure 6. Sur-
prisingly it didn’t provide much higher accuracy 
than automatic concept extraction, mainly be-
cause the similarity can be captured by some 
dominant video concepts. 

Figure 6. Comparable Corpora Acquisition with 
IDF (δ=0.6)

6 Related Work 

A large body of prior work has focused on multi-
media information retrieval and document classi-
fication (e.g. Iria and Magalhaes, 2009).  State-
of-the-art information fusion approaches can be 
divided into two groups: formal “top-down” 
methods from the generic knowledge fusion 
community and quantitative “bottom-up” tech-
niques from the Semantic Web community (Ap-
priou et al., 2001; Gregoire, 2006). However, 
very limited research methods have been ex-
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plored to fuse automatically extracted facts from 
texts and videos/images. Our idea of conducting 
information fusion on multiple semantic levels is 
similar to the kernel method described in (Gu et 
al., 2007). 
  Most previous work on cross-media information 
extraction focused on one single domain (e.g. e-
Government (Amato et al., 2010); soccer game 
(Pazouki and Rahmati, 2009)) and struc-
tured/semi-structured texts (e.g. product cata-
logues (Labsky et al., 2005)). Saggion et al. 
(2004) described a multimedia extraction ap-
proach to create composite index from multiple 
and multi-lingual sources. We expand the task to 
the more general news domain including unstruc-
tured texts and use cross-media inference to en-
hance extraction performance. 
  Some recent work has exploited analysis of as-
sociated texts to improve image annotation (e.g. 
Deschacht and Moens, 2007; Feng and Lapata, 
2008). Some recent research demonstrated cross-
modal integration can provide significant gains 
in improving the richness of information. For 
example, Oviatt et al. (1997) showed that speech 
and pen-based gestures can provide complemen-
tary capabilities because basic subject, verb, and 
object constituents almost always are spoken, 
whereas those describing locative information 
invariably are written or gestured. However, not 
much work demonstrated an effective method of 
using video/image annotation to improve text 
extraction. Our experiments provide some case 
studies in this new direction. Our work can also 
be considered as an extension of global back-
ground inference (e.g. Ji and Grishman, 2008) to 
cross-media paradigm. 
  Extensive research has been done on video clus-
tering. For example, Cheung and Zakhor (2000)
used meta-data extracted from textual and hyper-
link information to detect similar videos on the 
web; Magalhaes et al. (2008) described a seman-
tic similarity metric based on key word vectors 
for multi-media fusion. We extend such video 
similarity computing approaches to a multi-
lingual environment. 

7 Conclusion and Future Work 

Traditional Information Extraction (IE) ap-
proaches focused on single media (e.g. texts), 
with very limited use of knowledge from other 
data modalities in the background. In this paper 

we propose a new approach to integrate informa-
tion extracted from videos and texts into a coher-
ent common representation including multi-level 
knowledge (concepts, relations and events). Be-
yond standard information fusion, we attempted 
global inference methods to incorporate video 
extraction and significantly enhanced the per-
formance of text extraction. Finally, we extend 
our methods to multi-lingual environment (Eng-
lish, Arabic and Chinese) by presenting a case 
study on cross-lingual comparable corpora acqui-
sition.
  We used a dataset which includes videos and 
associated speech recognition output (texts), but 
our approach is applicable to any cases in which 
texts and videos appear together (from associated 
texts, captions etc.). The proposed common rep-
resentation will provide a framework for many 
byproducts. For example, the monolingual fused 
information graphs can be used to generate ab-
stractive summaries. Given the fused information 
we can also visualize the facts from background 
texts effectively. We are also interested in using 
video information to discover novel relations and 
events which are missed in the text IE task. 
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Abstract 

In this paper, we present an unsuper-
vised hybrid model which combines sta-
tistical, lexical, linguistic, contextual, 
and temporal features in a generic EM-
based framework to harvest bilingual 
terminology from comparable corpora 
through comparable document align-
ment constraint. The model is configur-
able for any language and is extensible 
for additional features. In overall, it pro-
duces considerable improvement in per-
formance over the baseline method. On 
top of that, our model has shown prom-
ising capability to discover new bilin-
gual terminology with limited usage of 
dictionaries. 

1 Introduction 

Bilingual terminology extraction or term align-
ment has been well studied in parallel corpora. 
Due to the coherent nature of parallel corpora, 
various statistical methods, like EM algorithm 
(Brown et. al., 1993) have been proven to be 
effective and have achieved excellent perform-
ance in term of precision and recall. The limita-
tion of parallel corpora in all domains and lan-
guages has led some researchers to explore 
ways to automate the parallel sentence extrac-
tion process from non-parallel corpora 
(Munteanu and Marcu, 2005; Fung and Cheung, 
2004) before proceeding to the usual term 
alignment extraction using the existing tech-
niques for parallel corpora. Nevertheless, the 
coverage is limited since parallel sentences in 
non-parallel corpora are minimal. 

Meanwhile, some researchers have started to 
exploit comparable corpora directly in a new 
manner. The motivations for such an approach 
are obvious: comparable corpora are abundantly 
available, from encyclopedia to daily newspa-
pers, and the human effort is reduced in either 
generating or collecting these corpora. If bilin-
gual terminology can be extracted directly from 
these corpora, evolving or emerging terminol-
ogies can be captured much faster than lexicog-
raphy and this would facilitate many tasks and 
applications in accessing cross-lingual informa-
tion. 

There remain challenges in term alignment 
for comparable corpora. The structures of texts, 
paragraphs and sentences can be very different. 
The similarity of content in two documents var-
ies through they talk about the same subject 
matter. Recent research in using transliteration 
(Udupa et. al., 2008; Knight and Graehl, 1998), 
context information (Morin et. al., 2007; Cao 
and Li, 2002; Fung, 1998), part-of-speech tag-
ging, frequency distribution (Tao and Zhai, 
2005) or some hybrid methods (Klementiev and 
Roth, 2006; Sadat et. al., 2003) have shone 
some light in dealing with comparable corpora. 
In particular, context information seems to be 
popular since it is ubiquitous and can be re-
trieved from corpora easily. 

In this paper, we propose an EM-based hy-
brid model for term alignment to address the 
issue. Through this model, we hope to discover 
new bilingual terminology from comparable 
corpora without supervision. In the following 
sections, the model will be explained in details. 
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2 System Architecture 

It is expensive and challenging to extract bilin-
gual terminologies from a given set of compa-
rable corpora if they are noisy with very diverse 
topics. Thus the first thing we do is to derive the 
document association relationship between two 
corpora of different languages. To do this, we 
adopt the document alignment approach pro-
posed by Vu et. al. (2009) to harvest compara-
ble news document pairs. Their approach is re-
lying on 3 feature scores, namely Title-n-
Content (TNC), Linguistic Independent Unit 
(LIU), and Monolingual Term Distribution 
(MTD). In the nutshell, they exploit common 
words, numbers and identical strings in titles 
and contents as well as their distribution in time 
domain. Their method is shown to be superior 
to Tao and Zai (2005) which simply make use 
of frequency correlation of words. 

After we have retrieved comparable docu-
ment pairs, we tokenize these documents with 
prominent monolingual noun terms found 
within. We are interested only in noun terms 
since they are more informative and more im-
portantly they are more likely not to be covered 
by dictionary and we hope to find their transla-
tions through comparable bilingual corpora. We 
adopt the approach developed by Vu et. al. 
(2008). They first use the state-of-the-art C/NC-
Value method (Frantzi and Ananiadou, 1998) to 
extract terms based on the global context of the 
corpus, follow by refining the local terms for 
each document with a term re-extraction process 
(TREM) using Viterbi algorithm. 

 

 
Figure 1. The procedure of bilingual terminol-
ogy extraction from comparable documents.  
 

After these preprocesses, we have a set of 
comparable bilingual document pairs and a set 
of prominent monolingual noun terms for each 
monolingual document. The aim of our term 
alignment model is to discover new bilingual 
terminology formed from these monolingual 
terms across aligned document pairs (Figure.1). 

Like other approaches to comparable corpora, 
there exist many challenges in aligning bilingual 
terms due to the presence of noises and the sig-
nificant text-structure disparity across the com-
parable bilingual documents. To overcome this, 
we propose using both corpus-driven and non-
corpus-driven information, from which we draw 
various features and derive our hybrid model. 
These features are used to make initial guess on 
the alignment score of term pair candidates. Fig-
ure 2 shows the overall process of our term 
alignment model on comparable corpora. This 
model is language independent and it comprises 
several main components: 

• EM algorithm 
• Term alignment initialization 
• Mutual information (MI) & TScore res-

coring 

 
Figure 2. Term alignment model.  D = docu-
ment alignment score, L = lexical similarity, N 
= named entity similarity, C = context similar-
ity, T = temporal similarity, R = related term 
similarity. 
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3 EM Algorithm 

We make two assumptions on the preprocesses 
that the extracted monolingual terms are good 
representatives of their source documents, and 
the document alignment scores derived from 
document alignment process are good indicators 
of how well the contents of various documents 
align. Hence, the logical implication suggests 
that the extracted terms from both well aligned 
documents could well be candidates of aligned 
term pairs. 

By reformulating the state-of-the-art EM-
based word alignment framework IBM model 1 
(Brown et. al., 1993), we can derive a term 
alignment model easily. In IBM word alignment 
model 1, the task is to find word alignment by 
using parallel sentences. In the reformulated 
model for term alignment, parallel sentences are 
replaced by comparable documents, character-
ized by document alignment score and their rep-
resentative monolingual terms. 

The significant advantage over the original 
IBM model 1 is the relaxation of parallel sen-
tences or parallel corpora, by incorporating an 
additional feature of document alignment score. 
We initialize the term alignment score of the 
corresponding term pair candidates with the 
document alignment score to reflect the confi-
dence level of document alignment. Other than 
that, we also employ a collection of feature 
similarity score: lexical similarity, named entity 
similarity, context similarity, temporal similar-
ity, and related term similarity, to term align-
ment initialization. We will explain this further 
in the next section. 

As we know, IBM model 1 will converge to 
the global maximum regardless of the initial 
assignment. This is truly good news for parallel 
corpora, but not for comparable corpora which 
contains a lot of noises. To prevent IBM model 
1 from overfitting, we choose to run ten itera-
tions (each iteration consists of one E-step and 
one M-step) for each cycle of EM in both e-f 
and f-e directions.  

After each cycle of EM process, we simply 
filter off the weak term alignment pairs of both 
directions with a high threshold (0.8) and popu-
late the lexicon database with the remaining 
pairs and use it to start another cycle of EM. 
The process repeats until no new term align-

ment pair is found. The EM algorithm for term 
alignment is shown as follow: 

 
Figure 3. EM algorithm for e-f direction, where 
e[k] = k-th aligned source document, f[k] = k-th 
aligned target document, e[k,i] = i-th term in 
e[k], f[k,j] = j-th term in f[k], a[i,j,k] = probabil-
ity of alignment from f[k,j] to e[k,i], t(f|e) = 
probability of alignment from term e to term f. 

4 Term Alignment Initialization 

We retrieve term alignment candidates by pair-
ing all possible combinations of extracted 
monolingual source terms and target terms 
across the aligned document pairs. Before each 
cycle of EM, we assign an initial term align-
ment score, t(f|e) to each of these term pair can-
didates. Basically, we initialize the term align-
ment score t(f|e) based on document alignment 
score (D), lexical similarity (L), named entity 
similarity (N), context similarity (C), temporal 
similarity (T), and related term similarity (R). 
The similarity calculations of the corpus-driven 
features (D, C, T, R) are derived directly from 
the corpus and require limited lexical resource. 
The non-corpus-driven features (L, N) make use 
of a small word based bilingual dictionary to 
measure their lexical relevancy. That makes our 
model not resource-demanding and it shows that 
our model can work under limited resource 
condition. 

All the above features contribute to the term 
alignment score t(f|e) independently, and we 
formulate their cumulative contributions as the 
following: 

Initialize t(f|e). 
for (iteration = 1 to 10) 
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where, 
e = source term 
f  = target term 
E  = source document 
F   = target document 
D   = document alignment score 
L   = lexical similarity 
N   = named entity similarity 
C  = context similarity 
T   = temporal similarity 
R   = related term similarity 

  

 (1) 

 
This formula allows us to extend the model with 
additional features without affecting the existing 
configuration. 

4.1 Document Alignment Score (D) 

As explained in the Section 3, the relaxation on 
the requirement of parallel corpora in the new 
EM model leads to the incorporation of 
document alignment score. To indicate the 
confidence level of document alignment, we 
credit every aligned term pair candidate formed 
across the aligned documents with the 
corresponding document alignment score.  
Although it is not necessary, document 
alignment score is first normalized to the range 
of [0,1], with 1 indicates parallel alignment. 

4.2 Lexical Similarity (L) 

We design a simple lexical similarity measure-
ment of two terms based on word translation. 
Term pairs that share more than 50% of word 
translation pairs will be credited with lexical 
similarity of L0, where L0 is configurable con-
tribution weightage of lexical similarity. This 
provides us a primitive hint on term alignment 
without resorting to exhaustive dictionary 
lookup. 
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where L0 > 1 and  TW(f|e) is word translation 
score.  

(2)

 

4.3 Named Entity Similarity (N) 

Named entity similarity is a measure of prede-
fined category membership likelihood, such as 
person, location and organization. Term pairs 
that belong to the same NE categories will be 
credited with named entity similarity of N0, 
where N0 is a configurable weightage of named 
entity similarity. We use this similarity score to 
discover bilingual terms of same NE categories, 
yet not covered by bilingual dictionary. 
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where N0 > 1. 

(3)

 

4.4 Context Similarity (C) 

We assume that terms with similar contexts are 
likely to have similar meaning. Thus, we make 
use of context similarity to measure semantic 
similarity. Here, only k nearest content words 
(verbs, nouns, adjectives and adverbs) before or 
after the terms within the sentence boundary are 
considered as its contexts. The following shows 
the calculation of context similarity of two 
terms based on cosine similarity between their 
context frequency vectors before scaling to the 
range of [1, C0], where C0 is a configurable con-
tribution weightage of context similarity. As 
shown in the formula, the t(f’|e’) accounts for 
the translation probability from the source con-
text word to the target context word, hence the 
cosine similarity calculation is carried out in the 
target language domain. 
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where C0 > 1. 

(4)

  

4.5 Temporal Similarity (T) 

In temporal similarity, we make use of date in-
formation which is available in some corpus 
(e.g. news). We assume aligned terms are syn-
chronous in time, this is especially true for com-
parable news corpora (Tao and Zai, 2005). We 
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use Discrete Fourier Transform (DFT) to trans-
form the distribution function of a term in dis-
crete time domain to a representative function in 
discrete frequency domain, which is usually 
known as “spectrum”. We then calculate the 
power spectrum, which is defined as magnitude 
square of a spectrum. Power spectrum is sensi-
tive to the relative spacing in time (or frequency 
component), yet invariant to the shifting in time, 
thus it is most suitably to be used for pattern 
matching of time distribution. The temporal 
similarity is calculated based on cosine similar-
ity between the power spectrums of the two 
terms before scaling to the range of [1, T0], 
where T0 is a configurable contribution weight-
age of temporal similarity. 
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4.6 Related Term Similarity (R) 

Related terms are terms that correlate statisti-
cally in the same documents and they can be 
found by using mutual information or t-test in 
the monolingual corpus. Basically, related term 
similarity is a measure of related term likeli-
hood. Aligned terms are assumed to have simi-
lar related terms, hence related term similarity 
contributes to semantic similarity. The related 
term similarity is calculated based on weighted 
contribution from the related terms of the source 
term before scaling to the range of [1, R0], 
where R0 is a configurable contribution weight-
age of related terms similarity. 
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 vote(f|e’) is initialized to 1 before it is com-

puted iteratively until it converges. R(e) is the 
set of related term of e and Tr(e) is the set of 
translated term of e. 

5 MI & TScore Rescoring 

We design the MI & TScore rescoring process 
to enhance the alignment score t(f|e) of e-f term 
pairs that have significant co-occurrence fre-
quencies in aligned document pairs, based on 
pointwise mutual information and TScore (or 
commonly known as t-test) of the terms. By 
using both measures concurrently, the associa-
tion relationship of a term pair can be assumed 
with higher confidence. On top of that, the asso-
ciation of a term pair can also be suggested by a 
much higher TScore value alone. In this rescor-
ing process, we scale up the alignment score 
t(f|e) of any term pair which is strongly associ-
ated by a constant factor. The following shows 
the mathematical expressions of what has been 
described, with M0 as the configurable scaling 
factor. 
 
Rescoring condition: 
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6 Experiment and Evaluation 

We conduct the experiment on articles from 
three newspapers of different languages pub-
lished by Singapore Press Holding (SPH), 
namely Straits Times1 (English), ZaoBao2 (Chi-
nese) and Berita Harian3 (Malay), in June 2006. 
There are 3187 English articles, 4316 Chinese 
articles and 1115 Malay articles. English is cho-
sen to be the source language and the remaining 
two languages as target languages. To analyze 
the effect of the quality of comparable docu-
ment in our term alignment model, we prepare 
two different input sets of document alignment, 
namely golden document alignment and auto-
mated document alignment for each source-
target language pair. The former is retrieved by 
linguistic experts who are requested to read the 
contents of the articles in the source and the tar-
get languages, and then match the articles with 
similar contents (e.g. news coverage on same 
story), while the latter is generated using unsu-
pervised method proposed by Vu et. al. (2009), 
mentioned in Section 2. 

In both cases of document alignments, only 
monolingual noun terms extracted automatically 
by program (Vu et. al., 2008) will be used as 
basic semantic unit. There are 23,107 unique 
English noun terms, 31,944 unique Chinese 
noun terms and 8,938 unique Malay noun terms 
extracted in overall. In average, there are 17.3 
noun term tokens extracted for each English 
document, 16.9 for Chinese document and 13.0 
for Malay document. Also note that the term 
alignment reference list is constructed based on 
these extracted monolingual terms under the 
constraints of document alignment. In other 
words, the linguistic experts are requested to 
match the extracted terms across aligned docu-
ment pairs (for both golden document alignment 
and automated document alignment sets respec-
tively). The numbers of comparable document 
pairs and the corresponding unique term align-
ment reference pairs are shown in Table 2. 
                                                 
1 http://www.straitstimes.com/ an English news 
agency in Singapore. Source © Singapore Press 
Holdings Ltd. 
2 http://www.zaobao.com/ a Chinese news agency in 
Singapore. Source © Singapore Press Holdings Ltd. 
3 http://cyberita.asia1.com.sg/ a Malay news agency 
in Singapore. Source © Singapore Press Holdings 
Ltd. 

In the experiment, we will conduct the named 
entity recognition (NER) by using the devel-
oped system from the Stanford NLP Group, for 
English, and an in-house engine, for Chinese. 
Currently, there is no available NER engine for 
Malay.  
 

Dictionary E-C C-E E-M M-E 
Entry 23,979 71,287 28,496 18,935 

Table 1. Statistics of dictionaries, where E = English, 
C = Chinese, M = Malay. 
 

GoldenDocAlign AutomatedDocAlign 
Corpus Doc 

Align  
Term 

Align Ref 
Doc 

Align 
Term 

Align Ref 
ST-ZB 90 313 899 777 
ST-BH 42 113 475 358 

Table 2. Statistics of comparable document align-
ment pairs and term alignment reference pairs. 
 

For baseline, we make use of IBM model 1, 
modified in the same way which has been de-
scribed in the section 3, except that we treat all 
comparable documents as parallel sentences, i.e. 
document alignment score is 1. Precision and 
recall are used to evaluate the performance of 
the system. To achieve high precision, high 
thresholds are used in the system and they are 
kept constant throughout the experiments for 
consistency. To evaluate the capability of dis-
covering new bilingual terminology, we design 
a novelty metric, which is the ratio of the num-
ber of correct out-of-dictionary term alignment 
over the total number of correct term alignment. 
 

C
NNovelty

G
CRecall

T
CPrecision ===          (8) 

where, 
C = total number of correct term alignment result. 
T = total number of term alignment result. 
G = total number of term alignment reference. 
N     = total number of correct term alignment result 

that are out-of-dictionary. 
 

Table 3 shows the evaluation result of term 
alignment using EM algorithm with incremental 
feature setting. The particular order of setting is 
due to the implementation sequences and it is 
not expected to affect the result of analysis. 

We observe that the precision, recall and 
novelty of the system are comparatively higher 
when the golden document alignment is used 
instead of the automated document alignment.  
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Table 3. Performance of term alignment using EM algorithm with incremental feature setting, where D = 
document alignment, L = lexical similarity, R = related term similarity, M = MI & TScore rescoring, N = 
named entity similarity, C = context similarity, T = temporal similarity.
 

This is expected since the golden document 
alignment provides document pairs with 
stronger semantic bonding. This also suggests 
that improving on the document alignment 
would further improve the term alignment re-
sult. 

It is noteworthy observation that the imple-
mented features improve the system precision 
and recall under various scenarios, although the 
degree of improvement varies from case to case. 
This shows the effectiveness of these features in 
the model.  

On the other hand, the novelty of the system 
is around 40%+ and 50%+ for ST-ZB and ST-
BH respectively (except for the automated 
document alignment in ST-BH scenarios). This 
suggests that the system can discover quite a 
large percentage of the correct bilingual termi-
nologies that do not exist in the lexicon initially. 

Compared with the baseline IBM model 1, 
there is an increase of 14.5% in precision, 
3.51% in recall and 2.9% in novelty for ST-ZB, 
using the golden document alignment. For ST-
BH, there is an even larger increase: 50% in 
precision, 7.96% in recall and 60% in novelty. 

7 Conclusion 

We have proposed an unsupervised EM-based 
hybrid model to extract bilingual terminology 
from comparable corpora through document 
alignment constraint. Our strategy is to make 
use of various information (corpus-driven and 
non-corpus-driven) to make initial guess on the 
semantic bonding of the term alignment candi-
dates before subjecting them to document 
alignment constraint through EM algorithm. 
The hybrid model allows inclusion of additional 
features without reconfigurations on existing 
features, this make it practically attractive. 
Moreover, the proposed system can be easily 
deployed in any language with minimal con-
figurations. 

We have successfully conducted the experi-
ments in English-Chinese and English-Malay 
comparable news corpora. The features em-
ployed in the model have shown incremental 
improvement in performance over the baseline 
method. In particular, the system shows im-
provement in the capability to discover new bi-
lingual terminology from comparable corpora 
even with limited usage of dictionaries. 

From the experiments, we have found that the 
quality of comparable bilingual documents is a 

GoldenDocAlign AutomatedDocAlign corpora Setting Precision Recall Novelty Precision Recall Novelty 
IBM 1 75.0% 1.92%  50.0% 22.2% 0.26% 50.0% 
(D) 75.0% 1.92% 50.0% 22.2% 0.26% 50.0% 
(D,L) 81.8% 2.88% 55.6% 33.3% 0.52% 25.0% 
(D,L,R) 81.8% 2.88% 55.6% 33.3% 0.52% 25.0% 
(D,L,R,M) 78.6% 3.51% 63.6% 35.7% 0.64% 40.0% 
(D,L,R,M,N) 88.2% 4.79% 53.3% 35.7% 0.64% 40.0% 
(D,L,R,M,N,C) 89.5% 5.43% 52.9% 33.3% 0.64% 40.0% 

ST-ZB 

(D,L,R,M,N,C,T) 89.5% 
(17/19) 

5.43% 
(17/313) 

52.9% 
(9/17) 

37.5% 
(6/16) 

0.77% 
(6/777) 

16.7%   
(1/6) 

IBM 1 33.3% 0.89% 0.00% 33.3% 0.78% 0.00% 
(D) 33.3% 0.89% 0.00% 33.3% 0.78% 0.00% 
(D,L) 75.0% 5.31% 50.0% 50.0% 1.94% 0.00% 
(D,L,R) 75.0% 5.31% 50.0% 50.0% 1.94% 0.00% 
(D,L,R,M) 75.0% 5.31% 50.0% 54.5% 2.33% 0.00% 
(D,L,R,M,N) 75.0% 5.31% 50.0% 54.5% 2.33% 0.00% 
(D,L,R,M,N,C) 83.3% 8.85% 60.0% 50.0% 1.94% 0.00% 

ST-BH 

(D,L,R,M,N,C,T) 83.3% 
(10/12) 

8.85% 
(10/113) 

60.0% 
(6/10) 

50.0% 
(5/10) 

1.94% 
(5/258) 

0.00% 
(0/5) 
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major limiting factor to achieve good perform-
ance. In future, we want to explore ways to im-
prove on this. 
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Abstract

This paper introduces several extractive
approaches for automatic image tagging,
relying exclusively on information mined
from texts. Through evaluations on two
datasets, we show that our methods ex-
ceed competitive baselines by a large mar-
gin, and compare favorably with the state-
of-the-art that uses both textual and image
features.

1 Introduction

With continuously increasing amounts of images
available on the Web and elsewhere, it is impor-
tant to find methods to annotate and organize im-
age databases in meaningful ways. Tagging im-
ages with words describing their content can con-
tribute to faster and more effective image search
and classification. In fact, a large number of ap-
plications, including the image search feature of
current search engines (e.g., Yahoo!, Google) or
the various sites providing picture storage services
(e.g., Flickr, Picasa) rely exclusively on the tags
associated with an image in order to search for rel-
evant images for a given query.

However, the task of developing accurate and
robust automatic image annotation models entails
daunting challenges. First, the availability of large
and correctly annotated image databases is cru-
cial for the training and testing of new annotation
models. Although a number of image databases
have emerged to serve as evaluation benchmarks
for different applications, including image anno-
tation (Duygulu et al., 2002), content-based im-
age retrieval (Li and Wang, 2008) and cross
language information retrieval (Grubinger et al.,
2006), such databases are almost exclusively cre-
ated by manual labeling of keywords, requiring
significant human effort and time. The content of
these image databases is often restricted only to a

few domains, such as medical and natural photo
scenes (Grubinger et al., 2006), and specific ob-
jects like cars, airplanes, or buildings (Fergus et
al., 2003). For obvious practical reasons, it is im-
portant to develop models trained and evaluated
on more realistic and diverse image collections.

The second challenge concerns the extraction
of useful image and text features for the construc-
tion of reliable annotation models. Most tradi-
tional approaches relied on the extraction of image
colors and textures (Li and Wang, 2008), or the
identification of similar image regions clustered as
blobs (Duygulu et al., 2002) to derive correlations
between image features and annotation keywords.
In comparison, there are only a few efforts that
leverage on the multitude of resources available
for natural language processing to derive robust
linguistic-based image annotation models. One
of the earliest efforts involved the use of captions
for face recognition in photographs through the
construction of a specific lexicon that integrates
linguistic and photographic information (Srihari
and Burhans, 1994). More recently, several ap-
proaches have proposed the use of WordNet as
a knowledge-base to improve content-based im-
age annotation models, either by removing noisy
keywords through semantic clustering (Jin et al.,
2005) or by inducing a hierarchical classification
of candidate labels (Srikanth et al., 2005).

In this paper, we explore the use of several natu-
ral language resources to construct image annota-
tion models that are capable of automatically tag-
ging images from unrestricted domains with good
accuracy. Unlike traditional image annotation
methodologies that generate tags using image-
based features, we propose to extract them in a
manner analogous to keyword extraction. Given a
target image and its surrounding text, we extract
those words and phrases that are most likely to
represent meaningful tags. More importantly, we
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are interested to investigate the potential of such
linguistic-based models on image annotation ac-
curacy and reliability. Our work is motivated by
the need for annotation models that can be effi-
ciently applied on a very large scale (e.g. har-
vesting images from the web), which are required
in applications that cannot afford the complexity
and time associated with current image process-
ing techniques.

The paper makes the following contributions.
We first propose a new evaluation framework for
image tagging, which is based on an analogy
drawn between the tasks of image labeling and
lexical substitution. Next, we present three extrac-
tive approaches for the task of image annotation.
The methods proposed are based only on the text
surrounding an image, without the use of image
features. Finally, by combining several orthogo-
nal methods through machine learning, we show
that it is possible to achieve a performance that is
competitive to a state-of-the-art image annotation
system that relies on visual and textual features,
thus demonstrating the effectiveness of text-based
extractive annotation models.

2 Related Work

Several online systems have sprung into exis-
tence to achieve annotation of real world images
through human collaborative efforts (Flickr) and
stimulating competition (von Ahn and Dabbish,
2004). Although a large number of image tags can
be generated in short time, these approaches de-
pend on the availability of human annotators and
are far from being automatic. Similarly, research
in the other direction via text-to-image synthesis
(Li and Fei-Fei, 2008; Collins et al., 2008; Mi-
halcea and Leong, 2009) has also helped to har-
vest images, mostly for concrete words, by refin-
ing image search engines.

Most approaches to automatic image annota-
tion have focused on the generation of image la-
bels using annotation models trained with image
features and human annotated keywords (Barnard
and Forsyth, 2001; Jeon et al., 2003; Makadia et
al., 2008; Wang et al., 2009). Instead of predict-
ing specific words, these methods generally target
the generation of semantic classes (e.g. vegeta-
tion, animal, building, places etc), which they can
achieve with a reasonable amount of success. Re-
cent work has also considered the generation of
labels for real-world images (Li and Wang, 2008;
Feng and Lapata, 2008). To our knowledge, we
are unaware of any other work that performs ex-

tractive annotation for images from unrestricted
domains through the exclusive use of textual fea-
tures.

3 Dataset

As the methods we propose are extractive, stan-
dard image databases with no surrounding text
such as Corel (Duygulu et al., 2002) are not suit-
able, nor are they representative for the challenges
associated with raw data from unrestricted do-
mains. We thus create our own dataset using im-
ages randomly extracted from the Web.

To avoid sparse searches, we use a list of the
most frequent words in the British National Cor-
pus as seed words, and query the web using the
Google Image API. A webpage is randomly se-
lected from the query results if it contains a single
image in the specified size range (width and height
of 275 to 1000 pixels1) and its text contains more
than 10 words. Next, we use a Document Object
Model (DOM) HTML parser2 to extract the con-
tent of the webpage. Note that we do not perform
manual filtering of our images except where they
contain undesirable qualities (e.g. porn, corrupted
or blank images).

In total, we collected 300 image-text pairs from
the web. The average image size is 496 pixels
width and 461 pixels height. The average text
length is 278 tokens and the average document ti-
tle length is 6 tokens. In total, there are 83,522
words and the total vocabulary is 8,409 words.

For each image, we also create a gold stan-
dard of manually assigned tags, by using the la-
bels assigned by five human annotators. The im-
age annotation is conducted via Amazon Mechan-
ical Turk, which was shown in the past to produce
reliable annotations (Snow et al., 2008). For in-
creased annotation reliability, we only accept an-
notators with an approval rating of 98%.

Given an image, an annotator extracts from
the associated text a minimum of five words or
collocations.Annotators can choose words freely
from the text, while collocation candidates are re-
stricted to a fixed set obtained from the n-grams (n
≤ 7) in the text that also appear as article names or
surface forms in Wikipedia. Moreover, when in-
terpreting the image, the annotators are instructed
to focus on both the denotational and conotational
attributes present in the image3.

1Empirically determined to filter advertisements, banners
and undersized images.

2http://search.cpan.org/dist/HTML-ContentExtractor/
3Annotation instructions, dataset and gold standard can
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Normal Image Mode Image

Gold standard czech (5), festival (5), oklahoma (4), yukon (4),
october (4), web page (2), the first (2), event (2),
success (1), every (1), year (1)

train (5), station (4), steam (4), trans siberian (4),
steam train (4), travel (3), park (3), siberian (3),
old (3), photo (1), trans (2), yekaterinburg (2),
the web (2), photo host (1)

Table 1: Two sample images. The number besides each label indicates the number of human annotators
agreeing on that label. Note that the mode image has a tag (i.e.“train”) in the gold standard set most
frequently selected by the annotators

4 A New Evaluation Framework : Image
Tagging as Lexical Substitution

While evaluations of previous work in image an-
notation were often based on labels provided with
the images, such as tags or image captions, in our
dataset such annotations are either missing or un-
reliable. We rely instead on human-produced ex-
tractive annotations (as described in the previous
section), and formulate a new evaluation frame-
work based on the intuition that an image can be
substituted with one or more tags that convey the
same meaning as the image itself. Ideally, there is
a single tag that “best” describes the image over-
all (i.e. the gold standard tag agreed by the major-
ity of human annotators), but there are also mul-
tiple tags that describe the fine-grained concepts
present in the image. Our evaluation framework
is inspired by the lexical substitution task (Mc-
Carthy and Navigli, 2007), where a system at-
tempts to generate a word (or a set of words) to
replace a target word, such that the meaning of
the sentence is preserved.

Given this analogy, the evaluation metrics used
for lexical substitution can be adapted to the eval-
uation of image tagging. Specifically, we measure
the precision and the recall of a tagging method
using four subtasks:best normal: provides preci-
sion and recall for the top-ranked tag returned by a
method;best mode: provides precision and recall
only if the top-ranked tag by a method matches the
tag in the gold standard that was most frequently
selected by the annotators;out of ten (oot) nor-

be downloaded at
http://lit.csci.unt.edu/index.php/Downloads

mal: provides precision and recall for the top ten
tags by the system; andout of ten (oot) mode:
similar to best mode, but it considers the top ten
tags returned by the system instead of one. Table
1 show examples of a normal and a mode image.

Formally, let us assume thatH is the set
of annotators, namely{h1, h2, h3, ...}, and I,
{i1, i2, i3, ...} is the set of images for which each
human annotator provide at least five tags. For
eachij, we calculatemj, which is the most fre-
quent tag for that image, if available. We also col-
lect all rkj, which is the set of tags for the image
ij from the annotatorhk.

Let the set of those images where there is a tag
agreed upon by the most annotators (i.e. the im-
ages with a mode) be denoted byIM, such that
IM ⊆ I. Also, letA ⊆ I be the set of images for
which the system provides more than one tag. Let
the corresponding set for the images with modes
be denoted byAM, such thatAM ⊆ IM. Let aj ∈ A
be the set of system’s extracted tags for the image
ij.

Thus, for each imageij, we have the set of tags
extracted by the system, and the set of tags from
the human annotators. As the next step, the multi-
set union of the human tags is calculated, and the
frequencies of the unique tags is noted. Therefore,
for imageij, we calculateRj, which is

∑
rkj, and

the individual unique tag inRj, sayres, will have
a frequency associated with it, namelyfreqres.

Given this setting, the precision (P ) and recall
(R) metrics we use are defined below.

649



Best measures:

P =

∑
aj :ij∈A

∑
res∈aj

freqres

|aj |
|Rj |

|A|

R =

∑
aj :ij∈I

∑
res∈aj

freqres

|aj |
|Rj |

|I|

modeP =

∑
bestguessj∈AM

(1if best guess = mj)

|AM |

modeR =

∑
bestguessj∈IM

(1if best guess = mj)

|IM |

Out of ten (oot) measures:

P =

∑
aj :ij∈A

∑
res∈aj

freqres

|Rj |

|A|

R =

∑
aj :ij∈I

∑
res∈aj

freqres

|Rj |

|I|

modeP =

∑
aj :ij∈AM

(1if any guess ∈ aj = mj)

|AM |

modeR =

∑
aj :ij∈IM

(1if any guess ∈ aj = mj)

|IM |

As a simplified example (with less tags), con-
siderij showing a picture of a Chihuahua being
labeled by five annotators with the following tags :

Annotator Tags
1 dog,pet
2 chihuahua
3 animal,dog
4 dog,chihuahua
5 dog

In this case,r1j = {dog,pet}, r2j = {chihuahua},
r3j = {animal,dog} and so on. The tag “dog” ap-
pears the most frequent among the five annotators,
hencemj = {dog}. Rj={dog, dog, dog, dog, chi-
huahua, chihuahua, animal, pet}. The res with
associated frequencies would be dog 4, chihuahua
2, animal 1, pet 1. If the system’s proposed tag for
ij is {dog, animal}, then the numerator of P and

R for best subtask would be
4+1
2
8

= 0.313. Simi-
larly, the numerator of P and R for oot subtask is
4+1
8

= 0.625.

5 Extractive Image Annotation

The main idea underlying our work is that we can
perform effective image annotation using infor-
mation drawn from the associated text. Follow-
ing (Feng and Lapata, 2008), we propose that an
image can be annotated with keywords capturing
the denotative (entities or objects depicted) and
connotative (semantics or ideologies interpreted)
attributes in the image. For instance, a picture
showing a group of athletes and a ball may also be
tagged with words like “soccer,” or “sports activ-
ity.” Specifically, we use a combination of knowl-
edge sources to model the denotative quality of a
word as its picturability, and the connotative at-
tribute as its saliency. The idea of visualness and
salience as textual features for discovering named
entities in an image was first pursued by (De-
schacht and Moens, 2007), using data from the
news domain. In contrast, we are able to per-
form annotation of images from unrestricted do-
mains using content words (nouns, verbs and ad-
jectives). In the following, we first describe three
unsupervised extractive approaches for image an-
notation, followed by a supervised method using a
re-ranking hypothesis that combines all the meth-
ods.

5.1 Flickr Picturability

Featuring a repository of four billion images,
Flickr (http://www.flickr.com) is one of the most
comprehensive image resources on the web. As a
photo management and sharing application, it pro-
vides users with the ability to tag, organize, and
share their photos online. Interestingly, an inspec-
tion of Flickr tags for randomly selected images
reveal that users tend to describe the denotational
attributes of images, using concrete and picturable
words such ascat, bug, car etc. This observation
lends evidence to Flickr’s suitability as a resource
to model the picturability of words.

Given the text (T ) of an image, we can use
thegetRelatedTags API to retrieve the most fre-
quent Flickr tags associated with a given word,
and use them as corpus evidence to filter or pro-
mote words in the text. In the filtering phase
we ignore any words that return an empty list of
Flickr’s related tags, based on the assumption that
these words are not used in the Flickr tags repos-
itory. We also discard words with a length that is
less than three characters (α=3). In the promotion
phase, we reward any retrieved tags that appear as
surface forms in the text. This reward is propor-
tional to the term frequency of these tags in the
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Algorithm 1 Flickr Picturability Algorithm
Start : L[]=φ , TF[]=tf of each word in T
for each word in Tdo

if length(word) ≥ α then
RelatedTags=getRelatedTags(word);
if size(RelatedTags) > 0 then

L[word]+=β*TF[word]
for each tag in RelatedTagsdo

if exists TF [tag] then
L[tag]+=TF[tag]

end if
end for

end if
end if

end for

text. Additionally, we also include in the final la-
bel set any word that returns a non-empty related
tags set with a discounted weight (β=0.5) of its
term frequency, to the end of enriching our labels
set while assuring more credit are given to the pic-
turable words.

To extract multiword labels, we locate all n-
grams formed exclusively from our extracted set
of possible labels. The subsequent score for each
of these n-grams is:

L[wi..wi+k] = (

j=i+k∑

j=i

L[wj])/k

By reverse sorting the associative array inL, we
can retrieve the topK words to label the image.
For illustration, let us consider the following text
snippet.

On the Origin of Species, published by
Charles Darwin in 1859, is considered
to be the foundation of evolutionary bi-
ology.

After removing stopwords, we consider the re-
maining words as candidate labels. For each
of these candidateswi (i.e. origin, species,
published, charles, darwin, foundation,
evolutionary, andbiology), we query Flickr and
obtain their related tag setRi. origin, published,
and foundation return an empty set of related
tags and hence are removed from our set of can-
didate labels, leavingspecies, charles, darwin,
evolutionary, andbiology as possible annotation
keywords with the initial score of 0.5. In the pro-
motion phase, we score eachwi based on the num-
ber of votes it receives from the remainingwj

(Figure 1). Each vote represents an occurrence
of the candidate tagwi in the related tag setRj

of the candidate tagwj . For example,darwin
appeared in the Flickr related tags forcharles,
evolutionary, andbiology, hence it has a weight
of 3.5. The final list of candidate labels are shown
in Table 2.

... Species, published by Charles Darwin … founda!on of evolu!onary biology

Figure 1: Flickr Picturability Labels

Label S(wi)
darwin 3.5
charles darwin 2.5
charles 1.5
biology 1.5
evolutionary biology 1.0
evolutionary 0.5
species 0.5

Table 2: Candidate labels obtained for a sample
text using the Flickr model

5.2 Wikipedia Salience

We hypothesize that an image often describes the
most important concepts in the associated text.
Thus, the keywords selected from a text could be
used as candidate labels for the image. We use
a graph-based keyword extraction method similar
to (Mihalcea and Tarau, 2004), enhanced with a
semantic similarity measure. Starting with a text,
we extract all the candidate labels and add them as
vertices in the graph. A measure of word similar-
ity is then used to draw weighted edges between
the nodes. Using the PageRank algorithm, the
words are assigned with a score indicating their
salience within the given text.

To determine the similarity between words, we
use a directed measure of similarity. Most word
similarity metrics provide a single-valued score
between a pair of wordsw1 and w2 to indicate
their semantic similarity. Intuitively, this is not al-
ways the case, asw1 may be represented by con-
cepts that are entirely embedded in other concepts,
represented byw2. In psycholinguistics terms, ut-
teringw1 may bring to mindw2, while the appear-
ance ofw2 without any contextual clues may not
associate withw1. For example,Obama brings
to mind the concept ofpresident, butpresident
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may trigger other concepts such asWashington,
Lincoln, Ford etc., depending on the existing
contextual clues. Thus, the degree of similarity
of w1 with respect tow2 should be separated from
that ofw2 with respect tow1. Specifically, we use
the following measure of similarity, based on the
Explicit Semantic Analysis (ESA) vectors derived
from Wikipedia (Gabrilovich and Markovitch,
2007):

DSim(wi, wj) =
Cij

Ci
∗ Sim(wi, wj)

whereCij is the count of articles in Wikipedia
containing wordswi andwj , Ci is the count of ar-
ticles containing wordswi, and Sim(wi, wj) is the
cosine similarity of the ESA vectors representing
the input words.Thedirectional weight(Cij /Ci)
amounts to the degree of association ofwi with re-
spect towj . Using the directional inferential sim-
ilarity scores as directed edges and distinct words
as vertices, we obtain a graph for each text. The
directed edges denotes the idea of “recommenda-
tion” where we sayw1 recommendsw2 if and
only if there is a directed edge fromw1 tow2, with
the weight of the recommendation being the direc-
tional similarity score. Starting with this graph,
we use the graph iteration algorithm from (Mi-
halcea and Tarau, 2004) to calculate a score for
each vertex in the graph. The output is a sorted
list of words in decreasing order of their ranks,
which are used as candidate labels to annotate the
image. This is achieved by usingCj instead ofCi

for the denominator in the directional weight. As
an example, consider the text snippet :

Microsoft Corporation is a multina-
tional computer technology corporation
that develops, manufactures, licenses,
and supports a wide range of software
products for computing devices

after stopword removal, the list of nouns ex-
tracted isMicrosoft, computer, corporation, de-
vices, products, technology, software. Note that
the top-ranked word must infer some or all of the
words in the text. In this case, the wordMicrosoft
infers the termscomputer, technologyand soft-
ware.

To calculate the semantic relatedness between
two collocations, we use a simplified version of
the text-to-text relatedness technique proposed by
and (Mihalcea et al., 2006) that incorporate the
directional inferential similarity as an underlying
semantic metric.

5.3 Topical Modeling

Intuitively, every text is written with a topic in
mind, and the associated image serves as an illus-
tration of the text meaning. In this paper, we in-
vestigate the effect of topical modeling on image
annotation accuracy directly. We use the Pachinko
Allocation Model (PAM) (Li and McCallum,
2006) to model the topics in a text, where key-
words forming the dominant topic are assumed as
our set of annotation keywords. Compared with
previous topic modeling approaches, such as La-
tent Dirichlet allocation (LDA) or its improved
variant Correlated Topic Model (CTM) (Blei and
Lafferty, 2007), PAM captures correlations be-
tween all the topic pairs using a directed acyclic
graph (DAG). It also supports finer-grained topic
modeling, and has state-of-the-art performance on
the tasks of document classification and topical
keyword coherence. Given a text, we use the PAM
model to infer a list ofsuper-topicsandsub-topics
together with words weighted according to the
likelihood that they belong to each of these topics.
For each text, we retrieve the top words belong-
ing to the dominant super-topic and sub-topic. We
use 50 super-topics and 100 sub-topics as operat-
ing parameters for PAM, since these values were
found to provide good results in previous work on
topic modeling. Default values are used for other
parameters in the model.

5.4 Supervised Learning

The three tagging methods target different aspects
of what constitutes a good label for an image. We
use them as features in a machine learning frame-
work, and introduce a final rank attribute S(tj),
which is a linear combination of the reciprocals of
the rank of each tag as given by each method,

S(tj) =
∑

m∈methods

λm
1

rm
tj

whererm
tj is the rank for tagtj given by method

m. The weight of each methodλm is estimated
from the training set using information gain val-
ues. Since our predicted variable (modeprecision
or recall) is continuous, we use the Support Vec-
tor Algorithm (nu-SVR) implementation of SVM
(Chang and Lin, 2001) to perform regression anal-
ysis on the weights for each method via a radial
basis function kernel. A ten-fold cross-validation
is applied on the entire dataset of 300 images.
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Best out-of-ten (oot)
Normal Mode Normal Mode

Models P R P R P R P R
Flickr picturability 6.32 6.32 78.57 78.57 35.61 35.61 92.86 92.86
Wikipedia Salience 6.40 6.40 7.14 7.14 35.19 35.19 92.86 92.86
Topic modeling 5.99 5.99 42.86 42.86 37.13 37.13 85.71 85.71
Combined (SVM) 6.87 6.87 67.49 67.49 37.85 37.85 100.00 100.00
Doc Title 6.40 6.40 75.00 75.00 18.97 18.97 82.14 82.14
tf * idf 5.94 5.94 14.29 14.29 38.40 38.40 78.57 78.57
Random 3.76 3.76 3.57 3.57 30.20 30.20 50.00 50.00
Upper bound (human) 12.23 12.07 81.48 81.48 82.44 81.55 100.00 100.00

Table 3: Results obtained on the Web dataset

6 Experiments and Evaluations

We evaluate the performance of each of the three
tagging methods separately, followed by an eval-
uation of the combined method. Each system pro-
duces a ranked list ofK words or collocations
as tags assigned to a given image. A system can
discretionary generate less (but not more) thanK
tags, depending on its confidence level.

For comparison, we implement three baselines:
tf*idf , Doc Title andRandom. For tf*idf , we use
the British National Corpus to calculate theidf
scores, while the frequency of a term is calcu-
lated from the entire text associated with an im-
age. TheDoc Titlebaseline is similar, except that
the term frequency is calculated based on the title
of the document. TheRandombaseline randomly
selects words from a co-occurrence window of
size K before and after an image as its annota-
tion. Following other tagging methods, we apply a
pre-processing stage, where we part-of-speech tag
the text (to retain only nouns), followed by stem-
ming. We also determine an upper bound, which
is calculated as follows. For each image, the la-
bels assigned by each of the five annotators are
in turn evaluated against a gold standard consist-
ing of the annotations of the other four annotators.
The best performing annotator is then recorded.
This process is repeated for each of the 300 im-
ages, and the average precision and recall are cal-
culated. This represents an upper bound, as it is
the best performance that a human can achieve on
this dataset. Table 3 shows our experimental re-
sults.

Among the individual methods, the method im-
plementing Flickr picturability has the highest in-
dividual score forbestand oot modes, yielding
a precision and recall of 78.57% and 92.86% re-
spectively. The Wikipedia Saliency method also
scores the highest (jointly with Flickr) in theoot
mode, but for thebestmode achieves a score only
marginally better than the random baseline. A
plausible explanation is that it tends to favor “all-

inferring” over-specific labels, while the most fre-
quently selected tags in mode pictures are typi-
cally more “picturable” than being specific (e.g.
“train” for the mode picture in Table 1). The topic
modeling method has mixed results: its scores
for oot normal and mode are somewhat compet-
itive with tf*idf , but it scores consistently lower
than the DocTitle in thebest subtask, possibly
due to the absence of a more sophisticated re-
ranking algorithm tailored for the image annota-
tion task other than the intrinsic ranking mecha-
nism in PAM. It is worth noting that the combined
supervised system provides the overall best results
(6.87%) on thebestnormal, and achieves a perfect
precision and recall (100%) foroot mode, which
means perfect agreement with the human tagging.

7 Comparison with Related Work

We also compare our work against (Feng and Lap-
ata, 2008) as it allows for a direct comparison with
models using both image and textual features un-
der a standard evaluation framework. We obtained
the BBC dataset used in their experiments, which
consists of 3121 training and 240 testing images.
In this dataset, images are implicitly tagged with
captions by the author of the corresponding BBC
article. The evaluations are run against these cap-
tions.

In their experiments, Feng and Lapata created
four annotation models. The first two (tf*idf and
Document Title) are the same as used in our base-
line experiments. The third model (Lavrenko03)
is an application of the continuous relevance
model in (Jeon et al., 2003), trained with the BBC
image features and captions. Finally, the forth
(ExtModel) is an extension of the relevance model
using additional information in auxiliary texts.
Briefly, the model assumes a multiple Bernoulli
distribution for words in a caption, and generates
tags for a test image using a weighted combina-
tion of the accompanying document, caption and
image features learned during training.
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Top 10 Top 15 Top 20
Models P R F1 P R F1 P R F1
tf*idf 4.37 7.09 5.41 3.57 8.12 4.86 2.65 8.89 4.00
DocTitle 9.22 7.03 7.20 9.22 7.03 7.20 9.22 7.03 7.20
Lavrenko03 9.05 16.01 11.81 7.73 17.87 10.71 6.55 19.38 9.79
ExtModel 14.72 27.95 19.82 11.62 32.99 17.18 9.72 36.77 15.39
Flickr picturability 12.13 22.82 15.84 9.52 26.82 14.05 8.23 29.80 12.90
Wikipedia Salience 11.63 21.89 15.18 9.28 26.20 13.70 7.81 29.41 12.35
Topic Modeling 11.42 21.49 14.91 9.28 26.20 13.70 7.86 29.57 12.42
Combined (SVM) 13.38 25.17 17.47 11.08 31.29 16.37 9.50 35.76 15.01

Table 4: Results obtained on the BBC dataset used in (Feng and Lapata, 2008)

The experimental setup is similar to the earlier
section, but a few modifications are made for a fair
and direct comparison. First, we extend our mod-
els coverage to include content words (i.e. nouns,
verbs, adjectives) determined using the Tree Tag-
ger (Schmid, 1994). Second, no collocations are
used. Third, we adopt the evaluation framework
used by Feng and Lapata to extract the top 10, 15
and 20 tags. Note that in our methods, the extrac-
tion of tags for a test image is only done on the
document surrounding the image, after excluding
the caption. As the number of negative examples
(words not present in the caption) greatly outnum-
ber the positive instances, we employ an under-
sampling method (Kubat and Matwin, 1997) to
balance the dataset for training.

The results are shown in Table 4. Interest-
ingly, all our unsupervised extraction-based mod-
els perform consistently above the supervised
Lavrenko03 model, indicating that textual fea-
tures are more informative than captions and im-
age features taken together. Comparing with mod-
els using significantly less document informa-
tion (tf*idf and Doc title), our models gain even
greater advantage. Note that the title of any BBC
article does not exceed 10 words, hence compar-
ison is only meaningful given the top 10 tags re-
trieved.

Feng and Lapata used LDA to perform rerank-
ing of final candidates in their ExtModel. How-
ever, when used as a model alone, the PAM topic
model achieved promising scores in all the cate-
gories, performing best for top 10 keywords (F1
of 14.91%). Flickr picturability stands out as
the best performing unsupervised method, scor-
ing the highest precision (12.13%, top 10), recall
(29.80%, top 20) and F1 (15.84%, top 10).

Overall, this comparative evaluation yields
some important insights. First, our combined
model using SVM is statistically better (p<0.1 for
top 10, 15, 20) than the Laverenko03 model, but
not statistically different from the ExtModel. This
demonstrates the effectiveness of textual-based

models over traditional models trained with im-
age features and captions. While it is intuitively
clear that image features help in improving tag-
ging performance, we show that mining only the
text surrounding an image, where it exists, can
yield a performance that is comparable to a state-
of-the-art system that uses both textual and vi-
sual features. Moreover, an increase in complex-
ity of a model by using more features may hinder
its applicability to large datasets, but not neces-
sarily improving annotation performance (Maka-
dia et al., 2008). On this, text-based annotation
models can provide a desirable compromise. For
instance, our unsupervised models implementing
Flickr picturability and Wikipedia Salience are
able to extract annotations from a BBC article (av-
erage 133.85 tokens) in approximately 1 second
and 20 seconds respectively.

8 Conclusions and Future Work

In this paper, we introduced several text-based ex-
tractive approaches for automatic image annota-
tion and showed that they compare favorably with
the state-of-the-art in image annotation using both
text and image features. We believe our work
has practical applications in mining and annotat-
ing images over the Web, where texts are nat-
urally associated with images, and scalability is
important. Our next direction seeks to derive ro-
bust annotation models using additional ontolog-
ical knowledge-bases. We would also like to ad-
vance the the state-of-the-art by augmenting cur-
rent textual models with image features.
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Abstract

An unsupervised discriminative training
procedure is proposed for estimating a
language model (LM) for machine trans-
lation (MT). An English-to-English syn-
chronous context-free grammar is derived
from a baseline MT system to capture
translation alternatives: pairs of words,
phrases or other sentence fragments that
potentially compete to be the translation
of the same source-language fragment.
Using this grammar, a set of impostor
sentences is then created for each En-
glish sentence to simulate confusions that
would arise if the system were to process
an (unavailable) input whose correct En-
glish translation is that sentence. An LM
is then trained to discriminate between
the original sentences and the impostors.
The procedure is applied to the IWSLT
Chinese-to-English translation task, and
promising improvements on a state-of-
the-art MT system are demonstrated.

1 Discriminative Language Modeling

A language model (LM) constitutes a crucial com-
ponent in many tasks such as machine translation
(MT), speech recognition, information retrieval,
handwriting recognition, etc. It assigns a pri-
ori probabilities to word sequences. In general,
we expect a low probability for an ungrammat-
ical or implausible word sequence. The domi-
nant LM used in such systems is the so-called
n-gram model, which is typically derived from a
large corpus of target language text via maximum
likelihood estimation, mitigated by some smooth-
ing or regularization. Due to the Markovian as-
sumptions implicit in n-gram models, however,
richer linguistic and semantic dependencies are

not well captured. Rosenfeld (1996) and Khu-
danpur and Wu (2000) address such shortcom-
ing by using maximum entropy models with long-
span features, while still working with a locally
normalized left-to-right LM. The whole-sentence
maximum entropy LM of Rosenfeld et al. (2001)
proposes a globally normalized log-linear LM in-
corporating several sentence-wide features.

The n-gram as well as the whole-sentence
model are generative or descriptive models of
text. However, in a task like Chinese-to-English
MT, the de facto role of the LM is to discriminate
among the alternative English translations being
contemplated by the MT system for a particular
Chinese input sentence. We call the set of such
alternative translations a confusion set. Since a
confusion set is typically a minuscule subset of
the set of all possible word sequences, it is ar-
guably better to train the LM parameters so as to
make the best candidate in the confusion set more
likely than its competitors, as done by Roark et al.
(2004) for speech recognition and by Li and Khu-
danpur (2008) for MT. Note that identifying the
best candidate requires supervised training data—
bilingual text in case of MT—which is expensive
in many domains (e.g. weblog or newsgroup) and
for most language pairs (e.g. Urdu-English).

We propose a novel discriminative LM in this
paper: a globally normalized log-linear LM that
can be trained in an efficient and unsupervised
manner, using only monolingual (English) text.

The main idea is to exploit (translation) un-
certainties inherent in an MT system to de-
rive an English-to-English confusion grammar
(CG), illustrated in this paper for a Hiero sys-
tem (Chiang, 2007). From the bilingual syn-
chronous context-free grammar (SCFG) used in
Hiero, we extract a monolingual SCFG, with rules
of the kind, X → 〈strong tea, powerful tea〉 or
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X → 〈in X1, in the X1〉. Thus our CG is also an
SCFG that generates pairs of English sentences
that differ from each other in ways that alterna-
tive English hypothesis considered during transla-
tion would differ from each other. This CG is then
used to “translate” each sentence in the LM train-
ing corpus into what we call its confusion set — a
set of other “sentences” with which that sentence
would likely be confused by the MT system, were
it to be the target translation of a source-language
sentence. Sentences in the training corpus, each
paired with its confusion set, are then used to train
a discriminative LM to prefer the training sen-
tences over the alternatives in their confusion sets.

Since the monolingual CG and the bilingual
Hiero grammar are both SCFGs, the confusion
sets are isomorphic with translation hypergraphs
that are used by supervised discriminative train-
ing. The confusion sets thus simulate the super-
vised case, with a key exception: lack of any
(Chinese) source-language information. There-
fore, only target-side “language model” probabil-
ities may be estimated from confusion sets.

We carry out this discriminative training proce-
dure, and empirically demonstrate promising im-
provements in translation quality.

2 Discriminative LM Training

2.1 Whole-sentence Maximum Entropy LM
We aim to train a globally normalized log-linear
language model pθ(y) of the form

pθ(y) = Z−1 ef(y)·θ (1)

where y is an English sentence, f(y) is a vector
of arbitrary features of y, θ is the (weight) vec-
tor of model parameters, and Z def

=
∑

y′ e
f(y′)·θ is

a normalization constant. Given a set of English
training sentences {yi}, the parameters θ may be
chosen to maximize likelihood, as

θ∗ = argmax
θ

∏

i

pθ(yi). (2)

This is the so called whole-sentence maximum
entropy (WSME) language model1 proposed by

1Note the contrast with the maximum entropy n-gram
LM (Rosenfeld, 1996; Khudanpur and Wu, 2000), where the
normalization is performed for each n-gram history.

Rosenfeld et al. (2001). Training the model of
(2) requires computing Z, a sum over all possible
word sequences y′ with any length, which is com-
putationally intractable. Rosenfeld et al. (2001)
approximate Z by random sampling.

2.2 Supervised Discriminative LM Training

In addition to the computational disadvantage, (2)
also has a modeling limitation. In particular, in
a task like MT, the primary role of the LM is to
discriminate among alternative translations of a
given source-language sentence. This set of alter-
natives is typically a minuscule subset of all pos-
sible target-language word sequences. Therefore,
a better way to train the global log-linear LM,
given bilingual text {(xi, yi)}, is to generate the
real confusion set N (xi) for each input sentence
xi using a specific MT system, and to adjust θ to
discriminate between the reference translation yi
and y′ ∈ N (xi) (Roark et al., 2004; Li and Khu-
danpur, 2008).

For example, one may maximize the condi-
tional likelihood of the bilingual training data as

θ∗ = argmax
θ

∏

i

pθ(yi |xi) (3)

= argmax
θ

∏

i

ef(xi,yi)·θ∑
y′∈N (xi)

ef(xi,y′)·θ
,

which entails summing over only the candidate
translations y′ of the given input xi. Furthermore,
if the features f(xi, y) are depend on only the out-
put y, i.e. on the English-side features of the bilin-
gual text, the resulting discriminative model may
be interpreted as a language model.

Finally, in a Hiero style MT system, if f(xi, y)
depends on the target-side(s) of the bilingual rules
used to construct y from xi, we essentially have a
syntactic LM.

2.3 Unsupervised Discriminative Training
using Simulated Confusion Sets

While the supervised discriminative LM training
has both computational and modeling advantages
over the WSME LM, it relies on bilingual data,
which is expensive to obtain for several domains
and language pairs. For such cases, we propose
a novel discriminative language model, which is
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still a global log-linear LM with the modeling ad-
vantage and computational efficiency of (3) but re-
quires only monolingual text {yi} for training θ.
Specifically, we propose to modify (3) as

θ∗ = argmax
θ

∏

i

pθ(yi | N (yi)) (4)

= argmax
θ

∏

i

ef(yi)·θ∑
y′∈N (yi)

ef(y′)·θ
,

where N (yi) is a simulated confusion set for yi
obtained by applying a confusion grammar to yi,
as detailed in Section 3. Our hope is that N (yi)
resembles the actual confusion set N (xi) that an
MT system would generate if it were given the in-
put sentence xi.

Like (3), the maximum likelihood training of
(4) does not entail the expensive computation of a
global normalization constant Z, and is therefore
very efficient. Unlike (3) however, where the input
xi for each output yi is needed to create N (xi),
the model of (4) can be trained in an unsupervised
manner with only {yi}.

3 Unsupervised Discriminative Training
of the Language Model for MT

The following is thus the proposed procedure for
unsupervised discriminative training of the LM.

1. Extract a confusion grammar (CG) from the
baseline MT system.

2. “Translate” each English sentence in the LM
training corpus, using the CG as an English-
to-English translation model, to generate a
simulated confusion set.

3. Train a discriminative language model on the
simulated confusion sets, using the corre-
sponding original English sentences as the
training references.

The trained model may then be used for actual MT
decoding. We next describe each step in detail.

3.1 Extracting a Confusion Grammar

We assume a synchronous context free grammar
(SCFG) formalism for the confusion grammar
(CG). While the SCFG used by the MT system

is bilingual, the CG we extract will be monolin-
gual, with both the source and target sides being
English. Some example CG rules are:

X → 〈 strong tea , powerful tea 〉 ,
X → 〈X0 at beijing , beijing ’s X0 〉 ,
X → 〈X0 of X1 , X0 of the X1 〉 ,
X → 〈X0 ’s X1 , X1 of X0 〉 .

Like a regular SCFG, a CG contains rules with
different “arities” and reordering of the nontermi-
nals (as shown in the last example) capturing the
confusions that the MT system encounters when
choosing word senses, reordering patterns, etc.

3.1.1 Extracting a Confusion Grammar from
the Bilingual Grammar

The confusion grammar is derived from the MT
system’s bilingual grammar. In Hiero, the bilin-
gual rules are of the form X → 〈c, e〉, where
both c and e may contain (a matched number of)
nonterminal symbols. For every c which appears
on the source-side of two different Hiero rules
X → 〈c, e1〉 and X → 〈c, e2〉, we extract two CG
rules, X → 〈e1, e2〉 and X → 〈e2, e1〉, to capture
the confusion the MT system would face were it
to encounter c in its input. For each Hiero rule
X → 〈c, e〉, we also extract X → 〈e, e〉, the iden-
tity rule. Therefore, if a pattern c appears with |E|
different translation options, we extract |E|2 dif-
ferent CG rules from c. In our current work, the
rules of the CG are unweighted.

3.1.2 Test-set Specific Confusion Grammars
If the bilingual grammar contains all the rules

that are extractable from the bilingual training cor-
pus, the resulting confusion grammar is likely to
be huge. As a way of reducing computation, the
bilingual grammar can be restricted to a specific
test set, and only rules used by the MT system for
translating the test set used for extracting the CG.2

To economize further, one may extract a CG
from the translation hypergraphs that are gener-
ated for the test-set. Recall that a node in a hy-
pergraph corresponds to a specific source (Chi-
nese) span, and the node has many incident hy-
peredges, each associated with a different bilin-

2Test-set specific CGs are of course only practical for off-
line applications.
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gual rule. Therefore, all the bilingual rules asso-
ciated with the incoming hyperedges of a given
node translate the same Chinese string. At each
hypergraph node, we extract CG rules to represent
the competing English sides as described above.
Note that even though different rules associated
with a node may have different “arity,” we extract
CG rules only from pairs of bilingual rules that
have the same arity.

A CG extracted from only the bilingual rule
pairs incident on the same node in the test hy-
pergraphs is, of course, much smaller than a CG
extracted from the entire bilingual grammar. It
is also more suitable for our task, since the test
hypergraphs have already benefited from a base-
line n-gram LM and pruning, removing all confu-
sions that are easily resolved (rightly or wrongly)
by other system components.

3.2 Generating Simulated Confusion Sets

For each English sentence y in the training cor-
pus, we use the extracted CG to produce a simu-
lated confusion set N (y). This is done like a reg-
ular MT decoding pass, because we can treat the
CG as a Hiero style “translation” grammar3 for an
English-to-English translation system.

Since the CG is an SCFG, the confusion set
N (y) generated for a sentence y is a hypergraph,
encoding not only the alternative sentences y′ but
also the hierarchical derivation tree for each y′

from y (e.g., which phrase in y has been re-
placed with what in y′). As usual, many differ-
ent derivation trees d may correspond to the same
string/sentence y′ due to spurious ambiguity. We
use D(y) to denote the set of derivations d, which
is a hypergraph representation of N (y).

Figure 1 presents an example confusion hy-
pergraph for the English sentence y =“a cat on
the mat,” containing four alternative hypotheses:

3To make sure that we produce at least one derivation tree
for each y, we need to add to the CG the following two glue
rules, as done in Hiero (Chiang, 2007).

S → 〈X0 , X0 〉 ,
S → 〈S0 X1 , S0 X1 〉 .

We also add an out of vocabulary rule X → 〈word, oov〉 for
each word in y and set the cost of this rule to a high value so
that the OOV rule will get used only when the CG does not
know how to “translate” the word.

X → 〈 a cat , the cat 〉
X → 〈 the mat , the mat 〉
X → 〈X0 on X1 , X0 X1 〉
X → 〈X0 on X1 , X0 ’s X1 〉
X → 〈X0 on X1 , X1 on X0 〉
X → 〈X0 on X1 , X1 of X0 〉
S → 〈X0 , X0 〉

(a) An example confusion grammar.

a0  cat1                    on2         the3 mat4

S→〈X0,X0〉

X 0,5

X 0,2
X 3,5

X → 〈 a cat , the cat 〉 X → 〈 the mat , the mat 〉

X → 〈X0 on X1 , X0 X1 〉
X → 〈X0 on X1 , X0 ’s X1 〉

X → 〈X0 on X1 , X1 of X0 〉

X → 〈X0 on X1 , X1 on X0 〉

S 0,5

(b) An example hypergraph generated by the confusion
grammar of (a) for the input sentence “a cat on the mat.”

Figure 1: Example confusion grammar and simulated
confusion hypergraph. Given an input sentence y = “a cat
on the mat,” the confusion grammar of (a) generates a hyper-
graph D(y) shown in (b), which represents the confusion set
N (y) containing four alternative sentences y′.

N (y) = { “the cat the mat,” “the cat ’s the mat,”
“the mat of the cat,” “the mat on the cat”}.

Notice that each competitor y′ ∈ N (y) can be
regarded as the result of a “round-trip” translation
y → x → y′, in which we reconstruct a possible
Chinese source sentence x that our Hiero bilin-
gual grammar could translate into both y and y′.4

We will train our LM to prefer y, which was ac-
tually observed. Our CG-based round-trip forces
x→ y′ to use the same hierarchical segmentation
of x as y → x did. This constraint leads to effi-
cient training but artificially reduces the diversity

4This is because of the way we construct our CG from the
Hiero grammar. However, the identity and glue rules in our
CG allow almost any portion of y to be preserved untrans-
lated through the entire y → x → y′ process. Much of y
will necessarily be preserved in the situation where the CG is
extracted from a small test set and hence has few non-identity
rules. See (Li, 2010) for further discussion.
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ofN (y). In other recent work (Li et al., 2010), we
have taken the round-trip view more seriously, by
imputing likely source sentences x and translating
them back to separate, weighted confusion forests
N (y), without any same-segmentation constraint.

3.3 Confusion-based Discriminative Training
With the training sentences yi and their simulated
confusion sets N (yi) — represented as hyper-
graphs D(yi)) — we can perform the discrimi-
native training using any of a number of proce-
dures such as MERT (Och, 2003) or MIRA as
used by Chiang et al. (2009). In our paper, we
use hypergraph-based minimum risk (Li and Eis-
ner, 2009),

θ∗ = argmin
θ

∑

i

Riskθ(yi) (5)

= argmin
θ

∑

i

∑

d∈D(yi)

L(Y(d), yi)pθ(d |D(yi)),

where L(y′, yi) is the loss (e.g negated BLEU) in-
curred by producing y′ when the true answer is yi,
Y(d) is the English yield of a derivation d, and
pθ(d |D(yi)) is defined as,

pθ(d |D(yi)) =
ef(d)·θ∑

d∈D(yi)
ef(d)·θ

, (6)

where f(d) is a feature vector over d. We will
specify the features in Section 5, but in general
they should be defined such that the training will
be efficient and the actual MT decoding can use
them conveniently.

The objective of (5) is differentiable and thus
we can optimize θ by a gradient-based method.
The risk and its gradient on a hypergraph can
be computed by using a second-order expectation
semiring (Li and Eisner, 2009).

3.3.1 Iterative Training
In practice, the full confusion set N (y) defined

by a confusion grammar may be too large and we
have to perform pruning when training our model.
But the pruning itself may depend on the model
that we aim to train. How do we solve this circu-
lar dependency problem? We adopt the following
procedure. Given an initial model θ, we generate a
hypergraph (with pruning) for each y, and train an

optimal θ∗ of (5) on these hypergraphs. Then, we
use the optimal θ∗ to regenerate a hypergraph for
each y, and do the training again. This iterates un-
til convergence. This procedure is quite similar to
the k-best MERT (Och, 2003) where the training
involves a few iterations, and each iteration uses a
new k-best list generated using the latest model.

3.4 Applying the Discriminative LM
First, we measure the goodness of our language
model in a simulated task. We generate simulated
confusion sets N (y) for some held out English
sentences y, and test how well pθ(d |D(y)) can
recover y from N (y). This is merely a proof of
concept, and may be useful in deciding which fea-
tures f(d) to employ for discriminative training.

The intended use of our model is, of course, for
actual MT decoding (e.g., translating Chinese to
English). Specifically, we can add the discrimina-
tive model into an MT pipeline as a feature, and
tune its weight relative to other models in the MT
system, including the baseline n-gram LM.

4 Related and Similar Work

The detailed relation between the proposed pro-
cedure and other language modeling techniques
has been discussed in Sections 1 and 2. Here, we
review two other methods that are related to our
method in a broader context.

4.1 Unsupervised Training of Global
Log-linear Models

Our method is similar to the contrastive estimation
(CE) of Smith and Eisner (2005) and its succes-
sors (Poon et al., 2009). In particular, our confu-
sion grammar is like a neighborhood function in
CE. Also, our goal is to improve both efficiency
and accuracy, just as CE does. However, there
are two important differences. First, the neigh-
borhood function in CE is manually created based
on human insights about the particular task, while
our neighborhood function, generated by the CG,
is automatically learnt (e.g., from the bilingual
grammar) and specific to the MT system being
used. Therefore, our neighborhood function is
more likely to be informative and adaptive to the
task. Secondly, when tuning θ, CE uses the maxi-
mum likelihood training, but we use the minimum
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risk training of (5). Since our training uses a task-
specific loss function, it is likely to perform better
than maximum likelihood training.

4.2 Paraphrasing Models

Our method is also related to methods for train-
ing paraphrasing models (Quirk et al., 2004; Ban-
nard and Callison-Burch, 2005; Callison-Burch et
al., 2006; Madnani et al., 2007). Specifically, the
form of our confusion grammar is similar to that
of the paraphrase model they use, and the ways
of extracting the grammar/model are also similar
as both employ a second language (e.g., Chinese
in our case) as a pivot. However, while a “trans-
lation” rule in a paraphrase model is expected to
contain a pair of phrases that are good alterna-
tives for each other, a confusion rule in our CG
is based on an MT system processing unseen test
data and contains pairs of phrases that are typi-
cally bad (and only rarely good) alternatives for
each other.

The motivation and goal are also different. For
example, the goal of Bannard and Callison-Burch
(2005) is to extract paraphrases with the help of
parallel corpora. Callison-Burch et al. (2006) aim
to improve MT quality by adding paraphrases in
the translation table, while Madnani et al. (2007)
aim to improve the minimum error rate training by
adding the automatically generated paraphrases
into the English reference sets. In contrast, our
motivation is to train a discriminative language
model to improve MT (by using the confusion
grammar to decide what alternatives the model
should learn to discriminate).

5 Experimental Results

We have applied the confusion-based discrimina-
tive language model (CDLM) to the IWSLT 2005
Chinese-to-English text translation task5 (Eck and
Hori, 2005). We see promising improvements
over an n-gram LM for a solid Joshua-based
baseline system (Li et al., 2009).

5.1 Data Partitions for Training & Testing

Four kinds of data are used for CDLM training:
5This is a relatively small task compared to, say, the NIST

MT tasks. We worked on it for a proof-of-concept. Having
been successful, we are now investigating larger MT tasks.

# sentencesData Usage
ZH EN

Set1 TM & LM training 40k 40k
Set2 Min-risk training 1006 1006×16
Set3 CDLM training — 1006×16
Set4 Test 506 506×16

Table 1: Data sets used. Set1 contains translation-equivalent
Chinese-English sentence pairs, while for each Chinese sen-
tence in Set2 and Set4, there are 16 English translations. Set3
happens to be the English side of Set2 due to lack of ad-
ditional in-domain English text, but this is not noteworthy;
Set3 could be any in-domain target-language text corpus.

Set1 a bilingual training set on which 10 individ-
ual MT system components are trained,

Set2 a small bilingual, in-domain set for tuning
relative weights of the system components,

Set3 an in-domain monolingual target-language
corpus for CDLM training, and

Set4 a test set on which improvements in MT per-
formance is measured.

We partition the IWSLT data into four such sub-
sets as listed in Table 1.

5.2 Baseline MT System

Our baseline translation model components are
estimated from 40k pairs of utterances from the
travel domain, called Set1 in Table 1. We use a 5-
gram language model with modified Kneser-Ney
smoothing (Chen and Goodman, 1998), trained on
the English side of Set1, as our baseline LM.

The baseline MT system comprises 10 com-
ponent models (or “features”) that are standard
in Hiero (Chiang, 2007), namely the baseline
language model (BLM) feature, three baseline
translation model features, one word-insertion
penalty (WP) feature, and five arity features —
three to count how many rules with an arity of
zero/one/two are used in a derivation, and two
to count how many times the unary and binary
glue rules are used in a derivation. The rela-
tive weights of these 10 features are tuned via
hypergraph-based minimum risk training (Li and
Eisner, 2009) on the bilingual data Set2.

The resulting MT system gives a BLEU score of
48.5% on Set4, which is arguably a solid baseline.
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5.3 Unsupervised Training of the CDLM

We extract a test-set specific CG from the hyper-
graphs obtained by decoding Set2 and Set4, as de-
scribed in Section 3.1.2. The number of rules in
the bilingual grammar and the CG are about 167k
and 1583k respectively. The CG is used as the
“translation” model to generate confusion hyper-
graphs for sentences in Set3.

Two CDLMs, corresponding to different fea-
ture sets f(d) in equation (6), were trained.

Only n-gram LM Features: We consider a
CDLM with only two features f(d): a base-
line LM feature (BLM) that equals the 5-
gram probability of Y(d) and a word penalty
feature (WP) equal to the length of Y(d).

Target-side Rule Bigram Features6: For each
CG rule used in d, we extract counts of bi-
grams that appear on the target-side of the
CG rule. For example, if the confusion rule
X → 〈X0 of X1 , X0 of the X1 〉 is used in
d, the bigram features in f(d) whose counts
are incremented are: “X of,” “of the” and
“the X .”7 Note that the indices on the non-
terminals in the rule have been removed. To
avoid very rare features, we only consider
the 250 most freqent terminal symbol (En-
glish words) in the English of Set1 and map
all other terminal symbols into a single class.
Finally, we replace the identities of words
with their dominant POS tags. These restric-
tions result in 525 target-side rule bigram
(TsRB) features f(d) in the model of (6).

For each choice of the feature vector f(d), be it
2- or 527-dimensional, we use the training proce-
dure of Section 3.3.1 to iteratively minimize the
objective of (5) and get the CDLM parameter θ∗.

Note that each English sentence in Set3 has 15
other paraphrases. We generate a separate confu-
sion hypergraph D(y) for each English sentence
y, but for each such hypergraph we use both y
and its 15 paraphrases as “reference translations”
when computing the risk L(Y(d), {y}) in (5).8

6Note that these features are novel in MT.
7With these target-side rule-based features, our LM is es-

sentially a syntactic LM, not just an LM on English strings.
8We take unfair advantage of this unusual dataset to com-

5.4 Results on Monolingual Simulation

We first probe how our novel CDLM performs as
a language model itself. One usually uses the per-
plexity of the LM on some unseen text to measure
its goodness. But since we did not optimize the
CDLM for likelihood, we instead examine how
it performs in discriminating between a good En-
glish sentence and sentences with which the MT
system may confuse that sentence. The test is per-
formed as follows. For each test English sentence
y of Set4, the confusion grammar defines a full
confusion set N (y) via a hypergraph D(y). We
use a LM to pick the most likely y∗ from N (y),
and then compute its BLEU score by using y and
its 15 paraphrase sentences as references. The
higher the BLEU, the better is the LM in picking
out a good translation from N (y).

Table 2 shows the results9 under a regular n-
gram LM and the two CDLMs described in Sec-
tion 5.3.

The baseline LM (BLM) entails no weight op-
timization a la (5) on Set3. The CDLM with the
BLM and word pentaly (WP) features improves
over the baseline LM. Compared to either of them,
the CDLM with the target-side rule bigram fea-
tures (TsRB) performs dramatically better.

5.5 Results on MT Test Data

We now examine how our CDLM performs during
actual MT decoding. To incorporate the CDLM
into MT decoding, we add the log-probability (6)
of a derivation d under the CDLM as an additional
bat an unrelated complication—a seemingly problematic in-
stability in the minimum risk training procedure.

As an illustration of this problem, we note that in super-
vised tuning of the baseline MT system (|f(d)|=10) with
500 sentences from Set2, the BLEU score on Set4 varies from
38.6% to 44.2% to 47.8% if we use 1, 4 and 16 reference
translations during the supervised training respectively. We
choose a system tuned on 16 references on Set2 as our base-
line. In order not to let the unsupervised CDLM training
suffer from this unrelated limitation of the tuning procedure,
we give it too the benefit of being able to compute risk on
Set3 using y plus its 15 paraphrases.

We wish to emphasize that this trait of Set3 having 15
paraphrases for each sentence is otherwise unnecessary, and
does not detract much from the main claim of this paper.

9Note that the scores in Table 2 are very low compared to
scores for actual translation from Chinese shown in Table 3.
This is mainly because in this monolingual simulation, the
LM is the only model used to rank the y′ ∈ N (y). Said dif-
ferently, y∗ is being chosen in Table 2 entirely for its fluency
with no consideration whatsoever for its adequacy.
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LM used for Features used BLEU

rescoring BLM WP TsRB on Set4
Baseline LM X 12.8
CDLM X X 14.2
CDLM X X X 25.3

Table 2: BLEU scores in monolingual simulations. Rescor-
ing the confusion sets of English sentences created using the
CG shows that the CDLM with TsRB features recovers hy-
potheses much closer to the sentence that generated the con-
fusion set than does the baseline n-gram LM.

Model used Features used BLEU

for rescoring 10 models TsRB on Set4
Joshua X 48.5
+ CDLM X X 49.5

Table 3: BLEU scores on the test set. The baseline MT sys-
tem has ten models/features, and the proposed system has
one additional model, the CDLM. Note that for the CDLM,
only the TsRB features are used during MT decoding.

feature, on top of the 10 features already present
in baseline MT system (see Section 5.2). We then
(re)tune relative weights for these 11 features on
the bilingual data Set2 of Table 1.

Note that the MT system also uses the BLM and
WP features whose weights are now retuned on
Set2. Therefore, when integrating a CDLM into
MT decoding, it is mathematically equivalent to
use only the TsRB features of the CDLM, with
the corresponding weights as estimated alongside
its “own” BLM and WP features during unsuper-
vised discriminative training on Set3.

Table 3 reports the results. A BLEU score im-
provement of 1% is seen, reinforcing the claim
that the unsupervised CDLM helps select better
translations from among the system’s alternatives.

5.6 Goodness of Simulated Confusion Sets

The confusion set N (y) generated by applying
the CG to an English sentence y aims to simulate
the real confusion set that would be generated by
the MT system if the system’s input was the Chi-
nese sentence whose English translation is y. We
investigate, in closing, how much the simulated
confusion set resembles to the real one. Since
we know the actual input-output pairs (xi, yi) for
Set4, we generate two confusion sets: the simu-
lated set N (yi) and the real one N (xi).

One way to measure the goodness of N (yi) as
a proxy for N (xi), is to extract the n-gram types

n-gram Precision Recall
unigram 36.5% 48.2%
bigram 10.1% 12.8%
trigram 3.7% 4.6%
4-gram 2.0% 2.4%

Table 4: n-gram precision and recall of simulated con-
fusion sets relative to the true confusions when translating
Chinese sentences. The n-grams are collected from k-best
strings in both cases, with k = 100. The precision and recall
change little when varying k.

witnessed in the two sets, and compute the ratio of
the number of n-grams in the intersection to the
number in their union. Another is to measure the
precision and recall of N (yi) relative to N (xi).

Table 4 presents such precision and recall fig-
ures. For convenience, the n-grams are collected
from the 100-best strings, instead of the hyper-
graph D(yi) and D(xi). Observe that the sim-
ulated confusion set does a reasonably good job
on the real unigram confusions but the simulation
needs improving for higher order n-grams.

6 Conclusions

We proposed a novel procedure to discrimina-
tively train a globally normalized log-linear lan-
guage model for MT, in an efficient and unsu-
pervised manner. Our method relies on the con-
struction of a confusion grammar, an English-to-
English SCFG that captures translation alterna-
tives that an MT system may face when choosing
a translation for a given input. For each English
training sentence, we use this confusion gram-
mar to generate a simulated confusion set, from
which we train a discriminative language model
that will prefer the original English sentence over
sentences in the confusion set. Our experiments
show that the novel CDLM picks better alterna-
tives than a regular n-gram LM from simulated
confusion sets, and improves performance in a
real Chinese-to-English translation task.
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Abstract 

This paper presents a novel feature-
based semantic role labeling (SRL) 
method which uses both constituent 
and dependency syntactic views. Com-
paring to the traditional SRL method 
relying on only one syntactic view, the 
method has a much richer set of syn-
tactic features. First we select several 
important constituent-based and de-
pendency-based features from existing 
studies as basic features. Then, we pro-
pose a statistical method to select dis-
criminative combined features which 
are composed by the basic features. 
SRL is achieved by using the SVM 
classifier with both the basic features 
and the combined features. Experimen-
tal results on Chinese Proposition Bank 
(CPB) show that the method outper-
forms the traditional constituent-based 
or dependency-based SRL methods. 

1 Introduction 

Semantic role labeling (SRL) is a major me-
thod in current semantic analysis which is im-
portant to NLP applications. The SRL task is 
to identify semantic roles (or arguments) of 
each predicate and then label them with their 
functional tags, such as 'Arg0' and 'ArgM' in 
PropBank (Palmer et al., 2005), or 'Agent' and 
'Patient' in FrameNet (Baker et al., 1998).  

The significance of syntactic analysis in 
SRL has been proven by (Gildea and Palmer, 
2002; Punyakanok et al., 2005), and syntactic 
parsing has been applied by almost all current 
studies. In terms of syntactic representations, 
the SRL approaches are mainly divided into 
three categories: constituent-based, chunk-
based and dependency-based. Constituent-
based SRL has been studied intensively with 
satisfactory results. Chunk-based SRL has 
been found to be less effective than the con-
stituent-based by (Punyakanok et al., 2005). In 
recent years, the dependency-based SRL has 
been greatly promoted by the CoNLL shared 
tasks on semantic parsing (Hajic et al., 2009). 
However, there is not much research on com-
bined use of different syntactic views (Pradhan 
et al., 2005), on the feature level of SRL.  

This paper introduces a novel method for 
Chinese SRL utilizing both constituent-based 
and dependency-based features. The method 
takes constituent as the basic unit of argument 
and adopts the labeling of PropBank. It follows 
the prevalent feature-based SRL methods to 
first turn predicate-argument pairs into flat 
structures by well-defined linguistic features, 
and then uses machine learning methods to 
predict the semantic labels. The method also 
involves two classification phases: semantic 
role identification (SRI) and semantic role 
classification (SRC). In addition, a heuristic-
based pruning preprocessing (Xue and Palmer, 
2004) is used to filter out a lot of apparently 
inappropriate constituents at the beginning.  
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And it has been widely reported that, in fea-
ture-based SRL, the performance can be im-
proved by adding several combined features 
each of which is composed by two single fea-
tures (Xue and Palmer, 2004; Toutanova et al., 
2005; Zhao et al., 2009). Thus, in this work, 
we exploit combined use of both constituent-
based and dependency-based features in addi-
tion to using features of singular types of syn-
tactic view. We propose a statistical method to 
select effective combined features using both 
constituent-based and dependency-based fea-
tures to make full use of two syntactic views. 

2 Related Work 

In recent years, many advances have been 
made on SRL using singular syntactic view, 
such as constituent (Gildea and Jurafsky, 2002; 
Xue and Palmer, 2004; Surdeanu et al., 2007), 
dependency (Hacioglu, 2004; Johansson and 
Nugues, 2008; Zhao et al., 2009), and CCG 
(Chen and Rambow, 2003; Boxwell et al, 
2009). However, there are few studies on the 
use of multiple syntactic views. We briefly 
review the relevant studies of SRL using 
multiple syntactic views as follows. 

Pradhan et al. (2005) built three semantic 
role labelers using constituent, dependency and 
chunk syntactic views, and then heuristically 
combined them at the output level. The method 
was further improved in Pradhan et al. (2008) 
which trains two semantic role labelers for 
constituents and dependency separately, and 
then uses the output of the two systems as ad-
ditional features in another labeler using chunk 
parsing. The result shows an improvement to 
each labeler alone. A possible reason for the 
improvement is that the errors caused by dif-
ferent syntactic parsers are compensated. Yet, 
the features of different syntactic views can 
hardly complement each other in labeling. And 
the complexity of using multiple syntactic 
parsers is extremely high. Hacioglu (2004) 
proposed a SRL method to combine constitu-
ent and dependency syntactic views where the 
dependency parses are ob-tained through auto-
matic mapping of constitu-ent parses. It uses 
the constituent parses to get candidates and 
then, the dependency parses to label them.  

Boxwell et al. (2009) proposed a SRL me-
thod using features of three syntactic views: 

CCG, CFG and dependency. It primarily uses 
CCG-based features associated with 4 CFG-
based and 2 dependency-based features. The 
combination of these syntactic views leads to a 
substantial performance improvement. Nguyen 
et al. (2009) proposed a composite kernel 
based on both constituent and dependency syn-
tactic views and achieved a significant im-
provement in a relation extraction application. 

3 
Compared to related work, the proposed me-
thod integrates the constituent and dependency 
views in a collaborative manner. First, we de-
fine a basic feature set containing features 
from constituent and dependency syntactic 
views. Then, to make better use of two syntac-
tic views, we introduce a statistical method to 
select effective combined features from the 
basic feature set. Finally we use both the basic 
features and the combined features to identify 
and label arguments. One of the drawbacks of 
the related work is the considerable complexity 
caused by multiple syntactic parsing processes. 
In our method, the cost of syntactic parsing 
will increase only slightly as we derive de-
pendency parsing from constituent parsing us-
ing a constituent-to-dependency converter in-
stead of using an additional dependency parser. 

In our method, the feature set used for SRL 
consists of two parts: the basic feature set and 
the combined feature set built upon the basic 
feature set. The basic feature set can be further 
divided into constituent-based features and 
dependency-based features. Constituent fea-
tures focus on hierarchical relations between 
multi-word constituents whereas dependency 
features focus on dependencies between indi-
vidual words, as shown in Figure 1. Take the 
predicate '提高' (increased) as an example, in 
Figure 1(a), the NP constituent '中国的地位' 
(China's position) is labeled as 'Arg0'. The ar-
gument and the predicate are connected by the 
path of node types: 'NP-IP-VP-VP'. But in 
Figure 1(b), the individual word '地位' (posi-
tion) is labeled as 'Arg0'. And the connection 
between the argument and the predicate is only 
one edge with the relation 'nsubj', which is 
more explicit than the path in the constituent 
structure. So the two syntactic views can com-
plement each other on different linguistic units. 

Design Principle and Basic Features 
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3.1 Constituent-Based Features 

As a prevalent syntactic feature set for SRL, 
constituent-based features have been 
extensively studied by many researchers. In 
this work, we simply take 26 constituent-based 
features tested by existing studies, and add 8 
new features define by us. Firstly, the 26 
constituent-based features used by others are: 
 The seven "standard" features: predicate (c1), 
path (c2), phrase type (c3), position (c4), 
voice (c5), head word (c6) and predicate 
subcategorization (c7) features proposed by 
(Gildea and Jurafsky, 2002). 

 Syntactic frame (c8) feature from (Xue and 
Palmer, 2004). 

 Head word POS (c9), partial path (c10), 
first/last word in constituent (c11/c12), 
first/last POS in constituent (c13/c14), 
left/right sibling constituent (c15/c16), 
left/right sibling head (c17/c18), left/right 
sibling POS (c19/c20), constituent tree dis-
tance (c21) and temporal cue words (c22) 
features from (Pradhan et al., 2004). 

 Predicate POS (c23), argument's parent 
constituent (c24), argument's parent con-
stituent head (c25) and argument's parent 
constituent POS (c26) inspired by (Pradhan 
et al., 2004). 
Secondly, the 8 new features that we define 

are (we take the 'Arg0' node in Figure 1(a) as 
the example to illustrate them): 
 Locational cue words (c27): a binary feature 
indicating whether the constituent contains 
location cue words, similar to the temporal 
cue words (c22). This feature is defined to 
distinguish the arguments with the 'ArgM-
LOC' type from others. 

 POS pattern of argument's children (c28): 
the left-to-right chain of the POS tags of the 
argument's children, e.g. 'NR-DEG-NN'. 

 Phrase type pattern of argument's children 
(c29): the left-to-right chain of the phrase 
type labels of the argument's children, simi-
lar with the POS pattern of argument's chil-
dren (c28), e.g. 'DNP-NP'. 

 Type of LCA and left child (c30): The phrase 
type of the Lowest Common Ancestor (LCA) 
combined with its left child, e.g. 'IP-NP'. 

 Type of LCA and right child (c31): The 
phrase type of the LCA combined with its 
right child, e.g. 'IP-VP'. 

Three features: bag of words of path (c32), 
bag of words of POS pattern (c33) and bag of 
words of type pattern (c34), for generalizing 
three sparse features: path (c2), POS pattern of 
argument's children (c28) and phrase type pat-
tern of argument's children (c29) by the bag-
of-words representation. 

3.2 Dependency-Based Features 

The dependency parse can effectively repre-
sent the head-dependent relationship between 
words, yet, it lacks constituent information. If 
we want to label constituents using depend-
ency-based features, we should firstly map 
each constituent to one or more appropriate 
words in the dependency tree. In this paper, we 
use the head word of a constituent to represent 
the constituent in the dependency parses.  

The selection method of dependency-based 
features is similar to the method of constitu-
ent-based features. The 35 selected dependen-
cy-based features include: 
 Predicate/Argument relation type (d1/d2), 
relation path (d3), POS pattern of predi-
cate’s children (d4) and relation pattern of 
predicate’s children (d5) features from (Ha-
cioglu, 2004). 

 Child relation set (d6), child POS set (d7), 
predicate/argument parent word (d8/d9), 
predicate/argument parent POS (d10/d11), 
left/right word (d12/d13), left/right POS 
(d14/d15), left/right relation (d16/d17), 
left/right sibling word (d18/d19), left/right 
sibling POS (d20/d21) and left/right sibling 
relation (d22/d23) features as described in 
(Johansson and Nugues, 2008). 

 Dep-exists (d24) and dep-type (d25) features 
from (Boxwell et al., 2009). 

 POS path (d26), POS path length (d27), REL 
path length (d28) from (Che et al., 2008). 

 High/low support verb (d29/d30), high/low 
support noun (d31/d32) features from (Zhao 
et al., 2009). 

  LCA’s word/POS/relation (d33/d34/d35) 
inspired by (Toutanova et al., 2005). 
To maintain the consistency between two 

syntactic views, the dependency parses are 
generated by a constituent-to-dependency con-
verter (Marneffe et al., 2006), which is suitable 
for semantic analysis as it retrieves the seman-
tic head rather than the general syntactic head, 
using a set of modified Bikel's head rules.  

667



4 Selection of Combined Features 

The combined features, each of which consists 
of two different basic features, have proven to 
be positive for SRL. Several combined features 
have been widely used in SRL, such as 'predi-
cate+head word' and 'position+voice'. But to 
our knowledge, there is no prior report about 
the selection method of combined features for 
SRL. The common entropy-based criteria are 
invalid here because the combined features 
always take lots of distinct values. And the 
greedy method is too complicated to be practi-
cal due to the large number of combinations. 

In this paper, we define two statistical crite-
ria to efficiently estimate the classification per-
formance of each combined feature on the cor-
pus. Inspired by Fisher Linear Discriminant 
Analysis (FLDA) (Fisher, 1938) in which the 
separation of two classes is defined as the ratio 
of the variance between the classes to the vari-
ance within the classes, namely larger ratio can 
lead to better separation between two classes, 
and the discriminant plane can be achieved by 
maximizing the separation. Therefore, in this 
paper, we adopt the ratio of inter-class distance 
to intra-class distance to measure to what ex-
tent a combined feature can partition the data.  

Initially, the feature set contains only the N  
basic features. We construct one combined 
feature abf  at each iteration by combining two 
basic features af  and bf , where , [1, ]a b N∈  
and a b≠ . We push abf  into the feature set and 
take it as the 1N + th feature. Then, all the 
training instances are represented by feature 
vectors using the new feature set, and we then 
quantize the feature vectors of positive and 
negative data orderly to keep their intrinsic 
statistical difference. If the training dataset is 
denoted as :{ , }pos negD D D , then the separation 
criterion, namely the ratio of inter-class to in-
tra-class distance for feature if  can be given as 
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where the inter-class and the intra-class dis-
tance between posD  and negD  for feature if  are 
specified by (2) and (3), respectively. 
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Essentially, the inter-class distance reflects 
the distance between the center of positive da-
taset and the center of negative dataset, and the 
intra-class distance indicates the intensity of all 
instances relative to the corresponding center. 
Therefore, larger ratio will lead to a better par-
tition for a feature, as has been pointed out by 
FLDA. In order to compare the ratio between 
different combined features, we further stan-
dardize the value of ( )ig f  by computing its z-
score ( )iZ f  which indicates how many stan-
dard deviations between a sample and its mean, 
as given in (6). 
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where ( )ig f  represents the sample mean as 
given in (7), and GS  represents the sample 
standard deviation of the sequence ( )ig f  
where i  ranges from 1 to N+1 as given in (8).  
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After figuring out the ( )aZ f  and ( )bZ f  for 
the basic feature af  and bf , and ( )abZ f  for the 
combined feature abf  by (6), we define the 
other criterion, namely the improvement 

( )abI f  of the combined feature, as the smaller 
difference between the z-score of the combined 
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feature and its two corresponding basic fea-
tures as given in (9). 

( )( ) ( ) Max ( ),  ( )ab ab a bI f Z f Z f Z f= −  (9)

Finally, the combined feature with a nega-
tive ( )abI f  value is eliminated. Then, we will 
rank the combined features in terms of their z-
score, and use the top N of them for later clas-
sification. The selection method based on the 
two criteria can effectively filter out combined 
features whose means have no significant dif-
ference between positive and negative data, 
and hence retain the potentially useful com-
bined features for the separation. Meanwhile, it 
has a relatively fast speed when dealing with a 
large number of features in comparison to the 
greedy method due to its simplicity. 

5 Performance Evaluation 

5.1 Experimental Setting 

In our experiments, we adopt the three-step 
strategy proposed by (Xue and Palmer, 2004). 
First, argument candidates are generated from 
the input constituent parse tree using the preva-
lent heuristic-based pruning algorithm in (Xue 
and Palmer, 2004). Then, each predicate-
argument pair is converted to a flat feature 
structure by which the similarity between two 
instances can be easily measured. Finally we 
employ the Support Vector Machines (SVM) 
classifier to identify and classify the arguments. 
It is noteworthy that we use the same basic 
features, but different combined features for 
the identification and classification of argu-
ments. We present the result comparison be-
tween using gold-standard parsing and auto-
matic parsing, and also offer an analysis of the 
contribution of the combined features.  

To evaluate the proposed method and com-
pare it with others, we use the most commonly 
used corpus in Chinese SRL, Chinese Proposi-
tion Bank (CPB) version 1.0, as the dataset. 
The CPB corpus contains 760 documents, 
10,364 sentences, 37,183 target predicates and 
88,134 arguments. In this paper, we focus on 
six main types of semantic roles: Arg0, Arg1, 
Arg2, ArgM-ADV, ArgM-LOC and ArgM-
TMP. The number of semantic roles of the six 
types accounted for 95% of all the semantic 
roles in CPB. For SRC, we use the one-versus-

all approach, in which six SVMs will be 
trained to separate each semantic type from the 
remaining types. We divide the corpus into 
three parts: the first 99 documents 
(chtb_001.fid to chtb_099.fid) serve as the test 
data, the last 32 documents (chtb_900.fid to 
chtb_931.fid) serve as the development data 
and the left 629 documents (chtb_100.fid to 
chtb_899.fid) serve as the training data.  

We use the SVM-Light Toolkit version 6.02 
(Joachims, 1999) for the implementation of 
SVM, and use the Stanford Parser version 1.6 
(Levy and Manning, 2003) as the constituent 
parser and the constituent-to-dependency con-
verter. In classifications, we employ the linear 
kernel for SVM and set the regularization pa-
rameter to the default value which is the recip-
rocal of the average Euclidean norm of training 
data. The performance metrics are: accuracy 
(A), precision (P), recall (R) and F-score (F). 

5.2 Combined Feature Selection 

First, we select the combined features for clas-
sifications of SRI and SRC using the method 
described in Section 4 on the training data with 
gold-standard parse trees. Due to the limit of 
this paper, we only list the top-10 combined 
features for SRI and SRC for the 6 different 
types, as shown in Table 1 in which each com-
bined feature is expressed by the IDs of its two 
basic features with a plus sign between them. 

Rank SRI ARG0 ARG1 ARG2 ADV LOC TMP

1 c1+c6 c1+c6 c1+c6 c1+c6 c1+c6 c5+c27 c1+c6 

2 c1+d3 c32+c30 c30+d31 c1+d1 c30+d27 c9+d17 c22+c27

3 d25+d14 c7+c6 c30+d32 c1+c7 c30+d28 c9+d13 c7+c6 

4 c4+d25 c1+c2 c5+c30 c7+c6 c1+c11 c9+c2 d26+d27

5 d25+d22 c1+c12 c30+d24 c1+c5 c24+d33 c23+c27 d26+d28

6 d25+d20 c23+c6 c30+c21 c1+c23 c30+d25 c9+c20 c23+d26

7 d25+d21 c1+c3 c5+c4 c23+c6 c24+d9 c14+c32 c5+d26 

8 d25+d18 c10+d35 c1+c10 c1+c3 c27+c2 c14+c10 d26+d31

9 d25+d19 c10+d1 c30+d10 c5+c6 c22+c2 c9+c26 d26+d32

10 d25+d35 c10+d28 c4+c6 c1+d5 c24+d13 c14+c2 c23+c6 

Table 1. Top-10 combined features for SRI and 
SRC ranked by z-score 

Table 1 shows that the commonly used 
combined features, such as 'predicate+head 
word' (c1+c6) and 'position+voice' (c4+c5) 
proposed by (Xue and Palmer, 2004) are also 
included. In particular, the 'predicate+head 
word' feature takes first place in all semantic 
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categories except LOC, in which the combina-
tion of the new feature 'locational cue words' 
(c27) and the 'voice (c5)' feature performs the 
best. The results also show that the most fre-
quently occurred basic features in the com-
bined set are 'predicate' (c1), 'head word' (c6), 
'type of LCA and left child' (c30), 'dep-type' 
(d25) and 'POS path' (d26). These basic fea-
tures should be more discriminative when 
combined with others. Additionally, we find 
some other latent effective combined features, 
such as 'predicate subcategorization+head 
word' (c7+c6), 'predicate POS+head word' 
(c23+c6) and 'predicate+phrase type' (c1+c3), 
whose performance will be further validated 
and analyzed later in this section. It is obvious 
that the obtained combined features for SRI 
and SRC are different, and the obtained com-
bined features for each type are also different 
as our selection method is based on positive 
and negative data which are completely differ-
ent for each argument type. In SRI phase, we 
will use the combined features for all the six 
semantic types (after removing duplicates). 

Then, we evaluate the performance of SRL 
based on the top-N combined features. The 
preliminary evaluation on the development set 
suggests that the performance becomes stable 
when N exceeds 20. Therefore, we vary the 
value of N to 5, 10 and 20 in the experiments 
to evaluate the performance of combined fea-
tures. Corresponding to the three different val-
ues of N, we finally obtained 28, 60 and 114 
combined features for the SRL, respectively. 

5.3 SRL Using Gold Parses  

To illustrate each component of the method, 
we constructed 6 SRL systems using 6 differ-
ent feature sets: 'Constituent Only' (CO) - uses 
the constituent-based features, as presented in 
Section 3.1; 'Dependency Only' (DO) - uses 
the dependency-based features, as presented in 
Section 3.2; 'CD' - uses both the constituent-
based features and the dependency-based fea-
tures, but no combined features; 'CD+Top5' - 
obtained by adding the top-5 combined fea-
tures to the 'CD' system; and similarly for the 
'CD+Top10' and the 'CD+Top20' systems. And 
'CO' serves as the baseline in our experiments. 

First, we evaluate the performance of SRI 
using the held-out test set with gold-standard 

constituent parse trees. The corresponding de-
pendency parse trees are automatically gener-
ated by the constituent-to-dependency con-
verter included in the Stanford Parser. The 
testing results of the six systems on the SRI 
phase are shown in Table 2. 

System A (%) P (%) R (%) F (%)
CO 97.87 97.04 97.30 97.17
DO 92.76 92.90 84.19 88.33
CD 97.98 97.44 97.25 97.34

CD+Top5 98.12 97.56 97.58 97.57
CD+Top10 98.15 97.61 97.62 97.61
CD+Top20 98.18 97.68 97.64 97.66

Table 2. Results of SRI using gold parses 
It can be seen from Table 2 that 'CD' and 

'CD+Top20' give only slightly improvement 
over 'CO' by less than 1% point. In other words, 
feature combinations do not seem to be very 
effective for SRI. Then we label all recognized 
constituents in the SRI phase with one of the 
six semantic role types. Table 3 displays the F-
score of each semantic type and the overall 
SRC on the test set with gold-standard parses. 

System Arg0 Arg1 Arg2 ADV LOC TMP ALL

CO 92.40 90.57 59.98 96.25 86.80 98.14 91.23 

DO 90.70 88.22 56.95 94.54 81.23 97.37 89.14 

CD 92.85 91.29 63.35 96.55 87.55 98.32 91.86 

CD+Top5 93.96 92.79 73.48 97.13 88.63 98.31 93.22*1

CD+Top10 94.15 93.23 74.18 97.42 87.17 98.57 93.41*

CD+Top20 94.10 93.19 75.13 97.23 88.05 98.48 93.46*

Table 3. Results of SRC using gold parses  
Table 3 shows that the proposed method 

performs much better in SRC. It improves the 
constituent-based method by more than 2% in 
SRC. The effectiveness of combined features 
can also be clearly seen because the overall F-
scores of the three systems using combined 
features all exceed 93%, significant greater 
than the systems using singular features. The 
improvement is noticeable for all semantic role 
types except the 'TMP' type. It means that the 
dependency parses cannot provide additional 
information to the labeling of this type. The 
results of Table 2 and Table 3 together show 

                                                 
1 The F-score value with an asterisk (*) indicates 
that there is a statistically significant difference 
between this system and the baseline ('CO') using 
the chi-square test (p<0.05). 
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that our method using combined features can 
effectively improve the performance of SRL 
on the SRC phases, when using gold parses.  

5.4 SRL Using Automatic Parses  

To measure the performance of the algorithm 
in practical conditions, we replicate the above 
experiments using Stanford Parser on the raw 
texts of the test set, without segmentation or 
POS tagging. The dependency parses are also 
generated from the automatic constituent 
parses, as described in Section 5.3. The results 
are shown in Table 4. 

System A (%) P (%) R (%) F (%)
CO 71.54 68.72 70.62 69.66
DO 68.86 65.06 60.68 62.79
CD 73.53 70.63 72.75 71.67*

CD+Top5  73.62 70.69 72.98 71.82*

CD+Top10 73.65 70.71 73.08 71.88*

CD+Top20 73.67 70.70 73.16 71.91*

Table 4. Results of SRI using automatic parses 
Table 4 shows that the proposed method is 

also effective when using automatic parses 
despite the dramatic decrease in F-scores in 
comparison to using gold-standard parses. The 
decline is mainly caused by the heuristic-based 
pruning strategy in which a number of real ar-
guments are pruned when using the constituent 
parses with errors. Further analysis shows that, 
in SRI using gold parses, the ratio of incor-
rectly pruned arguments to the total is less than 
2%, but the ratio jumps to 17% when using 
automatic parses. Next, on the basis of the SRI 
results, we test the performance of SRC using 
the automatic parses, as shown in Table 5. 

System Arg0 Arg1 Arg2 ADV LOC TMP ALL

CO 89.20 88.90 54.47 93.93 81.80 94.38 88.24

DO 88.79 89.32 50.21 91.27 78.26 93.86 87.63

CD 89.75 89.87 57.71 95.28 84.22 94.71 89.16*

CD+Top5 90.75 90.97 65.64 95.53 84.45 94.45 90.16*

CD+Top10 90.96 91.37 67.25 95.31 84.49 94.61 90.45*

CD+Top20 90.94 91.29 67.42 95.22 84.39 94.65 90.42*

Table 5. Results of SRC using auto parses 
Table 5 shows only a slight decline in com-

parison with the result of using gold-standard 
parses, and it maintains the same trend of per-
formance for each semantic role in the Table 3, 
which proves the validity of the proposed me-
thod when using automatic parses. Table 6 

shows the F-score of the overall SRL on both 
the gold-standard and the automatic parse data. 

System Gold Parse (F%) Auto Parse (F%)
CO 89.29 63.13 
DO 82.69 60.34 
CD 90.01 65.56* 

CD+Top5 91.47* 66.37* 
CD+Top10 91.68* 66.61* 
CD+Top20 91.76* 66.61* 

Table 6. Results of overall SRL 
Table 6 shows that the F-score of the 

'CD+Top20' surpasses that of the 'CO' system 
by more than 2% on the gold parses, and more 
than 3% on the automatic parse. In other words, 
the method using constituent and dependency 
syntactic views performs even more effective 
for the automatic parses. The last three rows of 
Table 6 shows that the top-10 combined fea-
tures perform better than the top-5 features by 
adding 32 more features, but the top-20 com-
bined features obtain similar results to the top-
10 features by adding 54 more features. It sug-
gests that only several salient combined fea-
tures can actually improve the performance.  

5.5 Combined Feature Performance 

To evaluate the performance of each combined 
feature to identify the salient combined fea-
tures for SRL, we rank the 60 combined fea-
tures used by the 'CD+Top10' system on the 
test data with gold-standard parses, according 
to the F-score improvement achieved by each 
combined feature. Here we list the top 20 of 
them which are shown in Table 7.  

Rank Feature Δ F(%) Rank Feature Δ F(%)
1 c1+c6 0.611 11 c10+d1 0.413
2 c1+c10 0.593 12 c5+d26 0.404
3 c4+c6 0.557 13 c24+d9 0.395
4 c9+c20 0.503 14 d25+d35 0.395
5 c23+c6 0.494 15 c30+d24 0.377
6 c1+c3 0.458 16 c9+c26 0.377
7 c9+d13 0.449 17 c10+d28 0.368
8 c14+c10 0.431 18 c30+d29 0.365
9 c1+c5 0.422 19 c30+d30 0.361

10 c24+d33 0.413 20 c7+c6 0.361

Table 7. Top-20 combined features 
As can be seen from Table 7, a half of com-

bined features are composed by constituent 
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features only, and the other half contain at least 
one dependency-based feature. This indicates 
that dependency features can be helpful to con-
struct combined features for SRL. Through 
analyzing the performance of each combined 
features, we have obtained some new and ef-
fective combined features which were not rec-
ognized before, such as 'predicate+partial 
path' (c1+c10), 'position+head word' (c4+c6), 
'Head word POS+right sibling POS' (c9+c20). 
Observation from these combined features 
suggests that not all combined features are 
composed by two significant basic features. 
Some not significant ones, such as 'partial 
path' (c10) and 'Head word POS' (c9) can also 
produce salient combined features. 

Furthermore, we find that the relative order 
of the combined features in Table 7 is not ex-
actly consistent with their orders in Table 1. 
The inconsistency indicates that the estimation 
criteria used for combined features selection is 
not perfect. In estimation, the effect of com-
bined features is evaluated simply based on the 
distance between the positive and the negative 
dataset by considering the efficiency. But in 
practice, the effects of them are determined 
through one-by-one classification. 

5.6 Comparison to Other Work 

Finally, we compare the proposed method with 
other four representative Chinese SRL systems. 
First, the 'Xue1' system (Xue and Palmer, 2005) 
is a typical feature-based system using 9 basic 
features, 2 combined features and the Maxi-
mum Entropy (ME) classifier. Second, the 'Liu' 
system (Liu et al. 2007) which uses 19 basic 
features, 10 combined features and also the 
ME classifier. Third, the 'Che' (Che, 2008) sys-
tem use a hybrid convolution tree kernel to 
directly measure the similarity between two 
constituent structures. Fourth, the 'Xue2' sys-
tem described in (Xue, 2008), which is similar 
to 'Xue1' on basic framework, but using a new 
feature set. The 'Xue2' system evaluates the 
SRL of the verbal predicates and the nominal-
ized predicates separately, and offers no con-
solidated evaluation in (Xue, 2008). So in the 
comparison, we refer to its performance on the 
verbal predicates and the nominalized predi-
cates as 'Xue21' and 'Xue22'. 

All the four systems mentioned above use 
the constituent as the labeling unit and use the 

CPB corpus as the data set, the same as our 
method. And we use the same training and test 
data splits as in the 'Xue1' and 'Che' systems. 
Table 8 shows the comparison results in terms 
of F-score on both gold parses and auto parses.  

System Gold Parse (F%) Auto Parse (F%)
Xue22 69.6 57.3 
Xue1 91.3 61.3 
Liu 91.31 — 
Che 91.67 65.42 
Ours 91.76 66.61 
Xue21 92.0 66.8 

Table 8. Comparison to other work 
Table 8 shows that our method performs 

better than the 'Xue1', 'Liu' and 'Che' systems 
on both gold parses and automatic parses. It is 
only slightly worse than the 'Xue21', namely the 
verbal predicates part of the 'Xue2' system. But 
for the other part of the 'Xue2' system for the 
nominalized predicates, namely the 'Xue22', our 
method performs much better than it. The re-
sults further verify the validity of the method. 

6 Conclusions 

This paper presents a novel feature-based SRL 
approach for Chinese. Compared to the tradi-
tional feature-based methods, the method can 
effectively integrate the constituent and the 
dependency syntactic views at the feature level. 
The method provides an effective way to con-
nect two syntactic views by a statistical selec-
tion method of combined features to substan-
tially improve the feature-based SRL method. 
The complexity of the method will not increase 
significantly compared to the method using 
one syntactic view as we use a constituent-to-
dependency conversion rather than additional 
dependency parsing. The effectiveness of the 
method has been proven by the experiments on 
CPB using SVM classifier with linear kernel.  
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Abstract 

As one of the important tasks of 
SemEval Evaluation, Frame Semantic 
Structure Extraction based on the Fra-
meNet has received much more atten-
tion in NLP field. This task is often di-
vided into three sub-tasks: recognizing 
target words which are word expres-
sions that evoke semantic frames, as-
signing the correct frame to them, name-
ly, Frame Identification (FI), and for 
each target word, detecting and labeling 
the corresponding frame elements prop-
erly. Frame identification is the founda-
tion of this task. Since the existence of 
links between frame semantics and syn-
tactic features, we attempt to study FI on 
the basis of dependency syntax. There-
fore, we adopt a tree-structured condi-
tional random field (T-CRF) model to 
solve Chinese frame identification based 
on Dependency Parsing. 7 typical lexi-
cal units which belong to more than one 
frame in Chinese FrameNet were se-
lected to be researched. 940 human an-
notated sentences serve as the training 
data, and evaluation on 128 test data 
achieved 81.46% precision. Compared 
with previous works, our result shows 
obvious improvement. 

1 Introduction 

In recent years, semantic research has roused 
great interest in NLP field. With the progress of  

many semantic lexicons, this research gradually 
becomes promising and exciting. As one of the 
tasks of SemEval Evaluation, Frame Semantic 
Structure Extraction based on the FrameNet 
grows to be highlighted for special attention. 

Given a sentence, the task of Frame Semantic 
Structure Extraction consists of the following 
three parts: recognizing the word expressions 
(target words) that evoke semantic frames; dis-
criminating the word sense (frame) of each 
evoking expression; for each target word, label-
ing its syntactic dependents with regard to 
which roles in that frame they fill (Baker et al., 
2006). Among of these three components, frame 
identification is the fundamental and key prob-
lem. However, current research of this task in 
Chinese is only focused on semantic role label-
ing based on the given target words and their 
corresponding frames (Xue, 2008). We insist 
that whether target words can be assigned cor-
rect frames in context is a crucial problem de-
manding prompt solution in this task. 

Chinese FrameNet (CFN) (You and Liu, 
2005), developed by Shanxi University, is an 
ongoing effort of building a semantic lexicon 
for Chinese based on the theory of Frame Se-
mantics (Fillmore, 1982), referencing the Fra-
meNet(Baker et al., 1998) and supported by 
corpus evidence. The CFN project currently 
contains more than 2100 lexical units, more 
than 300 semantic frames, and has exemplified 
more than 21600 annotated sentences. The ulti-
mate goal of this project is to generate informa-
tion about the articulation of the semantic and 
syntactic requirements of Chinese lexical items 
and presents this information in a variety of 
web-based reports and represents the lexical 
semantics of all the sentences in a Chinese text. 
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According to statistics, there are 332 lexical 
units belonging to more than one frame in the 
current CFN databases. For example, lexical 
unit “ 表 示 ”can evoke the following three 
frames: “表达 (Expressing_publicly) ”, “陈述

(Statement) ” and “代表(representative) ”. In 
order to extract the semantic structure of a sen-
tence containing ambiguous target words, the 
first step is to assign the correct frame to the 
target words in a given context. 

This task is similar with the word sense dis-
ambiguation (WSD) task to a certain extent 
(Katrin Erk, 2005). WSD is to resolve the inher-
ent polysemia of words by determining the ap-
propriate sense for each ambiguous word in a 
given text, while frame identification is assign-
ing a correct frame for the ambiguous target 
word in the current sentence context. Neverthe-
less, essential difference exists between them. 
WSD prefers to disambiguation on static sense, 
whereas based on the frame semantics, frame 
identification lays particular emphasis on con-
sistency between sentence scene and the dy-
namic scene described by the candidate frames.  

Since the existence of links between frame 
semantics and syntactic features, we adopt a 
tree-structured conditional random field (T-CRF) 
model to solve Chinese frame identification 
based on Dependency Parsing. 7 typical lexical 
units which belong to more than one frame in 
CFN were selected to be researched. 940 human 
annotated sentences were collected for the train-
ing data, and 128 for test data. 

The rest of this paper is organized as follows. 
Section 2 introduces some related work. Section 
3 gives a simple system description. Section 4 
describes Chinese frame identification using T-
CRF model. Section 5 presents our experimen-
tal results and some analysis. Section 6 is the 
conclusions. 

2 Related Work 

With the development and improvement of 
FrameNet, the research based on this lexical 
resource is increasing gradually. Frame 
Semantic Structure Extraction based on 
FrameNet is such hot topics. One sub-tasks of 
this research is frame identification, which is the 
research problem in this paper. 

At present, there are some but not much work 
on frame identification. Main works are as fol-

lows: CL Research participated in the SemEval-
2007 task for Frame Semantic Structure Extrac-
tion. They integrated the use of FrameNet in the 
Text Parser component of the CL Research 
KMS. In particular, they created a FrameNet 
dictionary from the FrameNet databases with 
the CL Research DIMAP dictionary software 
and used this dictionary as a lexical resource. 
The current FrameNet DIMAP dictionary con-
tains 7575 entries, with many entries having 
multiple senses. For each sense, the FrameNet 
part of speech, the definition, the frame name, 
the ID number, and the definition source (identi-
fied as FN or COD) are captured from the Fra-
meNet files. When a lexical unit is recognized 
in processing the text, the first step is to retrieve 
the entry for that item in the dictionary and use 
the frame element realization patterns to disam-
biguate among the senses. A score is computed 
for each sense and the score with the highest 
sense was selected. They evaluated on three 
texts and the best result is 66.10% precision 
(Litkowski, 2007).  

Adrian Bejan and Hathaway (2007) selected 
from the FN lexicon 556 target words that 
evoke at least two semantic frames and have at 
least five sentences annotated for each frame. 
And then they assembled a multi-class classifier 
using two types of models: SVM and Maximum 
Entropy for each ambiguous target word. They 
extracted features used in word sense disam-
biguation (Florain et al., 2002), lexical features 
of the target word, and NAMED ENTITY 
FLAGS associated with the root vertex in a syn-
tactic parse tree. For the rest of the ambiguous 
target words that have less than five sentences 
annotated, they randomly chose a frame as be-
ing the correct frame in a given context. For FI 
sub-task, they obtained 76.71% accuracy com-
pared to a baseline of 60.72% accuracy that al-
ways predicts the most annotated frame for each 
of the 556 target words. 

Johansson and Nugues (2007) firstly used 
some filtering rules to detect target words, and 
for the target words left after the filtering, they 
trained a disambiguating SVM classifier on all 
ambiguous words listed in FrameNet. The clas-
sifier used the following features: target lemma, 
target word, sub categorization frame, the set of 
dependencies of the target, the set of words of 
the child vertexes, and the parent word of the 
target. Its accuracy was 84% on the ambiguous 
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words, compared to a first-sense baseline score 
of 74%. 

The above researches focused on English 
based on FrameNet. To our knowledge, there 
exists no work for Chinese by far. Most meth-
ods mentioned above treat the frame identifica-
tion as an independent classification problem 
for each ambiguous target word in a sentence. 
However, because of neglecting the relations 
between the candidate frames, the resulting 
frame assignment may be semantically inconsis-
tent over the sentence. 

3 System Description 

Our system consists of three stages. The first 
is corpus construction of our experiments. We 
selected 7 typical lexical units from the current 
CFN lexicon which can evoke at least two se-
mantic frames. They are “ 表

示”,“想”,“有”,“叫”,“倒”,“下降”,“装载”, re-
spectively. For each of them, we collected sen-
tences containing this word from Sogou Corpus 
and CCL Contemporary Chinese Corpus of Bei-
jing University. Through a series of refining, 
940 sentences annotated correct frame for each 
target word comprise a standard corpus as the 
training data. Another 128 sentences serve as 
the test data. 

 The second stage is dependency parsing. We 
used LTP of Information Retrieval Research 
Center, Harbin Institute of Technology (HIT-
CIR) to POS tagging and dependency parsing 
the training and test sentences. For the obvious 
lexical and syntax errors in the outputs, manu-
ally corrected was conducted. 

At last, Chinese frame identification task is 
regarded as a labeling task on the dependency 
tree structure. By using T-CRF, we can model 
this as the maximization of the probability of 
word sense (frame) trees, given the scores for 
vertexes and edges. In the training phase, ap-
propriate features of vertex and edge are ex-
tracted, and the weight vectors are optimized 
over the training data.  

Figure 1 gives an illustration of the system. 

Figure 1.  Framework of the system 

4 Chinese Frame Identification 

Given a sentence, frame identification is to 
determine an appropriate frame for each of 
target words by comparing consistency between 
sentence context and the dynamic scene 
described by their candidate frames. Currently, 
most researchers addressed this task as an 
independent classification problem for each 
target word in a sentence. Consequently, the 
resulting frame assignment for each target word 
may be semantically inconsistent over the 
sentence. 

We regard Chinese frame identification prob-
lem as a labeling task on the dependency tree 
structure due to the links between syntactic fea-
tures and frame semantics. Our empirical study 
shows that the frame of target word not only 
influenced by the adjacent words in position but 
also its governor and dependents words in syn-
tactic structure. Therefore, we try to solve this 
problem based on dependency parsing. T-CRF 
model is a special CRF model, which is differ-
ent from widely used linear-chain CRFs, in 
which the random variables are organized in a 
tree structure. As we can see, it should be feasi-
ble and reasonable to adopt a T-CRF model to 
frame identification after parsing the sentence.  

In this section, we firstly introduce the linear-
chain CRFs briefly, and then explain the T-CRF 
model for Chinese frame identification, espe-
cially the feature selection and parameter esti-
mation.   

4.1 Tree-Structured Conditional Random 
Field（T-CRF） 

Conditional Random Fields (CRFs) are undi-
rected graphical models (Lafferty et al, 2001). 
For the observation sequence 

1 2 3 nX x x x x= and its corresponding label 
sequence 1 2 3 nY y y y y=  , CRF defines the 
conditional probability as: 
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where X  is the observation sequence, and 
iy is the label at position i  in label sequence Y . 
( )kf ⋅ and ( )kg ⋅ are feature functions. 

kλ and kμ are the weight vectors. ( )Z X  is the 
normalization factor. CRFs are state-of-the-art 
methods for sequence labeling problem in many 
NLP tasks.  

Tree-Structured Conditional Random Field 
(Tang et al., 2006) is a particular case of CRFs, 
which can model dependencies across hierar-
chically laid-out information, such as depend-
ency syntactic relations between words in a sen-
tence.  

The graphical structure of T-CRF is a tree, in 
which three main relations exist for a vertex: 
parent-child, child-parent and sibling vertexes. 
In our experiments, we only used parent-child 
edges and child-parent edges. The sibling-
vertexes edges were ignored because of weak 
dependency syntactic relation between words in 
a sentence. So the probability distribution in our 
T-CRF model can be written as below. 
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where F 、 G 、 S  represent the feature 
functions of current vertex, feature functions of 
parent vertex of current vertex and feature func-
tions of child vertexes of current vertex, respec-
tively. v  is a word corresponding to the vertex 
in the tree, 'v is the parent vertex of v and ''v are 
the child vertexes of v . 

In Chinese frame identification, the observa-
tion x in T-CRF corresponds to a word in the 
current sentence. The label y thus corresponds 
to the frame name for the word. In the experi-

mental corpus, for the target word, y is anno-
tated its correct frame name, while for the other 
words left, y is annotated tag “null”. These tar-
get words are the 7 lexical units we selected and 
their frames come from the current CFN lexicon. 
At present, only the frame identification of tar-
get word was studied, the disambiguation of the 
other multi-senses words in the sentence was 
not being processed. 

Although T-CRFs are relatively new models, 
they have already been applied to several NLP 
tasks, such as semantic role labeling, semantic 
annotation, word sense disambiguation, image 
modeling.(Cohn and Blunsom, 2005; Tang et al., 
2006; Jun et al., 2009; Awasthi et al., 2007). All 
these works proved this model to be useful in 
modeling the semantic structure in a sentence or 
a text. Our study is the first application of T-
CRFs to frame identification.  

4.2 Feature Selection 

In order to apply T-CRF model, it is neces-
sary to represent the sentence with a hierarchi-
cal structure. We used LTP of HIT-CIR to POS 
tagging and dependency parsing the training and 
test sentences. To facilitate the description of 
feature selection based on the dependency tree 
structure, figure 2 gives the dependency output 
of an example. 

 
                   拍 
       SBV 

                ADV       ADV        VOB 
他              VV 

 
一直                         想            电影                                                  

有 
ADV  

           ADV  VOB  VOB 
今天 

 
终于             机会           实现 

                                        
VOB      MT 

          
梦想             了 

Figure 2.  Example of a dependency parsed sen-
tence.  

This example sentence is:”他一直想拍电

影，今天终于有机会实现梦想了”. In English, 
it reads “He has been want to make films, and 
finally has the opportunity to realize his dream 
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today”. In the dependency tree structure, arrow 
points from the parent vertex to child vertex, the 
label on a arc is the type of dependency relation 
between the parent and the child vertex. 

Feature selection is a core problem in se-
quence labeling model. In our experiments, 18 
template settings were conducted to discover the 
best features for frame identification. During 
this process, we considered two main factors: 
firstly, the number of features should not be too 
large so as to avoid the over-fitting phenomenon; 
secondly, the selected features should be able to 
provide enough information conditioned on tol-
erated computation, for the purpose of improv-
ing the performance of system. With the in-
creasing of the number of features and the cost 
of the system, if the performance of system can 
not be improved obviously, we stopped to add 
features and regard the parameter of current 
template as the best. At this moment, a good 
balance between the performance and cost of 
computation was achieved. 

We experimented with two different types of 
feature settings. One we used was the very basic 
feature sets based on the words and Part of 
Speech (POS) and their bigram features. In or-
der to see the effectiveness of dependency fea-
tures, the other type of feature settings include 
more informative tree features. These features 
capture information about a vertex’s parent, its 
children and the relation with its parent and 
children. These features are semantically and 
structurally very informative and we expect to 
improve our performance with them. The base 
and tree features we used are listed in table 1. 

In these features, the setting of basic features 
is fundamental and meaningful because it can 
be used to compare T-CRF and linear chain 
CRF. For the tree features, given the i -th vertex 
in the observation ix , ( , )p cf y y and 

( , )c pf y y represent whether the current vertex 
has a parent-child dependency with a parent 
vertex and whether it has a parent-child depend-
ency with a child vertex, respectively. In de-
pendency grammars (Igor' A. Melchuk, 1988), 
every vertex has only one parent as its governor, 
and may have more than one child as its de-
pendents. Words in a sentence through certain 
syntactic relations form the semantic structure 
of this sentence. Therefore, we argue that the  

Table 1.  Base Features & Tree Features 
words that have syntactic dependency rela-
tions with the target word are more impor-
tant than the ones neighboring with it in posi-
tion for frame identification. For this reason, we 
added the parent vertex and children vertexes 
into the tree features. With respective to the re-
lation type, we used the annotation sets defined 
by HIT-CIR in LTP, which contain 24 kinds of 
dependency relation types. One thing should be 
concerned is that we don’t consider all types of 
children vertexes. This is because that according 
to our empirical study, not all of the children 
have strong dependencies with the target word. 
On the contrary, more features would bring 
the noise and affect the efficiency seriously.  
Hence, we chose 4 types of children relation 
from the linguistic point of view. They are, 
“SBV(subject-verb)” representing “主谓关系”, 
“VOB(verb-object)” representing “动宾关系”, 
“ADV(adverbial)”  representing “状中结构” 
and “ATT(attribute) ” representing “定中关系”. 
From the point of grammars and semantics, 
these four relations are more influenced on the 
words in a sentence. As we know, the subject, 
predicate and object constitute the semantic core 
of a sentence. The good news is that experimen-
tal results proved this hypothesis relatively cor-
rect. 

Category Features 
Base 

features
Word and bigram of word,  
POS and bigram of POS 

Parent vertex of current 
word 

The edge between cur-
rent word and its par-

ent 
( , )p cf y y

 The dependency rela-
tion type between cur-
rent word and its par-

ent 
child vertex of current 

word 
The edge between cur-
rent word and its child

Tree 
features

( , )c pf y y
 The dependency rela-

tion type between  cur-
rent word and its child
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4.3 Parameter Estimation 

The parameter estimation is to optimize the pa-
rameters { }1, 2,...; 1, 2,...θ λ λ μ μ= from train-

ing data { }( 1, 1), ( 2, 2),...D x y x y with empirical 

distribution ( ),p x y . Nowadays, the commonly 
used method for parameter estimation is maxi-
mum likelihood function. That is  

argmax log( ( / ))i i
i

L p y xθ θ= ∑  given the 

observation sequences { }1 2, ,...x x and label se-

quences{ }1 2, ,...y y . 
In this paper, the conventional L-BFGS me-

thod was used to estimate the optimal parame-
ters { }1, 2,...; 1, 2,...θ λ λ μ μ= (Jorge Nocedal 
and Stephen J. Wright. 1999). 

5 Experiments   

5.1 Data preparation  

So far, there has no research on Chinese frame 
identification, thus it is unfeasible to do experi-
ments based on readily available corpus. Ac-
cordingly, preparing a good and reasonable 
training and test data is our fundamental task.       

At present, there are 332 lexical units that can 
evoke at least two frames in the CFN lexicon. In 
this paper, we selected 7 typical ambiguous lex-
ical units to be researched. They are “ 表

示”,“想”,“有”,“叫”,“倒”,“下降”,“装载”. The 
selection principle is following: first of all, it is 
time-consuming to construct corpus for all of 
the 332 lexical units, so currently we just stud-
ied part of them to prove the validity of the 
method we proposed. Secondly, the frames 
evoked by these lexical units should be distin-
guished clearly by human annotators. For ex-
ample, lexical unit “高兴” can evoke these three 
frames: “心理刺激(Experiencer_obj)”, “情感体

验 (Experiencer_subj)” and “ 情 感 反 应
(Emotion_directed)”. All these frames describe 
a tender feeling in psychology, so it is difficult 
to discriminate among them and thus hard to 
annotate sentences correctly. Thirdly, these 7 
lexical units are high frequency words so it is 
easier to collect sentences and make the ex-
periments more practical. 

For each of 7 lexical units, we collected sen-
tences containing this word from Sogou Corpus 
and Contemporary Chinese Corpus of Beijing 
University. After a preliminary screening, about 
1000 sentences compose the original and coarse 
corpus.  

Although these sentences were complete and 
relatively standard, some of them didn’t meet 
the criterion of Chinese frame identification 
research. Such cases mainly include three as-
pects. For one thing, the correct frame of am-
biguous target word is difficult to decide by 
human annotator. For the other, the meaning of 
target word can’t correspond to any frame defi-
nition in current CFN version. For example, 
lexical unit “想” can express the meaning of 
opinion and wish which have the corresponding 
frames in CFN, while the meaning of thinking 
and memory did not. Lastly, some words 
couldn’t evoke frames though their word forms 
are the same as lexical unit. We removed the 
sentences belonging to the above situations and 
got a refined corpus containing 940 sentences 
for training data and 128 for test data. And then, 
we used LTP to POS tagging and dependency 
parsing the training and test sentences. 

5.2 Experimental Results and Analysis 

For the linear-chain CRF, we defined the fea-
tures based on the words, POS of words and 
their bigram features as the base features. For T-
CRF, we used the base features and tree features. 
Six different types of template settings on these 
features are listed in table 2. 

template features 
T1 Base features 

T2 Add edge  between current word 
and its parent on T1 

T3 Add dependency type between 
current word and its parent  on T2

T4 
Add edge between current word 
and its four types children ver-
texes  on T1 

T5 
Add dependency type between 
current word and its four types 
children vertexes on T4 

T6 Add all these tree features  on T1
Table 2. Template settings on different features 

 For each of these template settings, we ex-
perimented on different observation window 
size of 1, 2 and 3, which represents one word, 
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two words and three words previous and next to 
the current word respectively.  

   We use the
nprecision
s

= to evaluate our sys-

tem, where n is the number of target words la-
beled correctly, and s is the total number of tar-
get words need to be labeled. In our 128 test 
sentences, there are 151 target words because 
there are some sentences containing more than 
one ambiguous target word. Experimental re-
sults on 18 templates are listed in table 3. 

From the table 3, we can get four conclusions. 
Firstly, the best performance 81.46% in T-CRF 
model increases about 5% over the best per-
formance 76.82% in CRF model. This suggests 
the dependencies on the tree structure can cap-
ture more important characteristics than those 
on the linear chains do. Secondly, when we 
added the edge feature between current word 
and its parent, the performance declined unex-
pectedly. This can be explained in linguistics: in 
a dependency parsed sentence, the clique of a 
governor and its dependents forms “a small 
world” which can express partial meaning of the 
sentence, while the parent of current vertex (ex-
cept the root vertex which has no parent) can 
not influence much on it because its parent has 
its own clique, and current word is just a tiny 
fragment of the clique of its parent, on the con-
trary, the parent vertex feature will bring nega-
tive effect on the current word. For example, the 
target word “有” in figure 2 can illustrate this 
case clearly. Thirdly, when we added the chil-
dren vertexes, the performance increased, that is 
because current word and its dependents to-
gether can form a semantic clique of the sen-
tence. Lastly, when we added the dependency 
relation type on the features of parent-child 
edge and child-parent edge, the performance 
improved slightly because the relation type of 
edge is coarser than the edge between parent 
and child. There are only 24 kinds of depend-

ency types but exist hundreds of edge combina-
tion possibilities between parent and child. Thus, 
this feature relived the data sparseness problem 
to a certain extent.  
    There are two main types of errors in the re-
sults: one is that the labeling frames of target 
words are not correct. For example, in the sen-
tence “白洁异常强硬地表示，“不获全胜决不

收兵”。” , the correct frame of “表示”should 
be “ 表达 ” instead of “ 陈述 ”, because it 
described the attitude of “白洁” not declared a 
fact or a phenomena. However, this kind of 
deep semantics of sentence couldn’t be capured 
by T-CRF model based on the dependency 
syntax. The other is that the labeling frames of 
some target words are tag “null”. The reason is 
that some lexical units can’t evoke a frame 
sometimes, so in the training data, these words 
are annotated “null”. 

5.3 Contrast Experiments 

Qu (2008) argues that any words in a sentence 
has a certain attraction between each other and 
thus constitute the grammars and semantic 
structure of the sentence. Based on this cogni-
tion, he proposed a generalized collocation the-
ory, which includes fixed collocation, loose col-
location and Co-occurrence collocation.  Ac-
cording to this theory, a context computing 
model RFR_SUM was presented to deal with 
the WSD task. 

In essence, frame identification also belongs 
to context computing, so it should be reasonable 
to solve this problem with the generalized col-
location theory. However, our current corpus is 
too insufficient to reflect all these three colloca-
tions in the statistical sense. Hence, we pro-
posed a method named compatibility of lexical 
unit based on the Co-occurrence collocation to 
identify frame for ambiguous target word. 

 
 

Precision Window 
size T1 T2 T3 T4 T5 T6 

1 0.7682 0.7219 0.7351 0.8013 0.8146 0.7947 
2 0.7682 0.7152 0.6887 0.7881 0.8146 0.7947 
3 0.7417 0.6623 0.6689 0.7351 0.8013 0.7616 

Table 3. Precisions of different templates based on three types of window size 
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The connotation of compatibility of lexical 
unit is as follows. In the CFN frame database, 
every frame defines a lexical units set, in 
which each of lexical unit can evoke this 
frame.  When one of these lexical units serves 
as the target word in a sentence, we can use 
the compatibilities of other lexical units in this 
set with the sentence to reflect the consistency 
between this frame and current sentence. The 
compatibility of lexical unit with the sentence 
is computed by the Co-occurrence frequency 
of lexical unit and the notional words in the 
sentence in a large corpus. The calculation is 
as below.  

Suppose il in the lexical units set 

{ }1 2, ,... ,...,i mL l l l l= serves as the target word 
in the sentence S . The words in S except the 
functional words and il constitute a word 

set { }1 2, ,..., nW w w w= . And the compatibil-
ity of L  with S  is denoted as C . 

1 2( , ) ( , ) ... ( , )mc l W c l W c l WC
m

+ +
= , 

where m  is the number of lexical units in L .   
1 2( , ) ( , ) ... ( , )

( , ) j j j n
j

f l w f l w f l w
c l W

n
+ + +

= , 

where n is the number of words in W . 
( , )

( , ) j k
j k

count l w
f l w

sum
= , where 

( , )j kcount l w  represents the number of sen-

tences, in which jl and kw  occur together, and 
these sentences come from the corpus of Pe-
king University People's Daily, January 1998. 
sum  is the total number of sentences in the 
same People's Daily corpus. 

In this way, the consistency between a 
frame and the current sentence is scored by 
the compatibility of L belonging to the candi-
date frame with this sentence, and the one 
with highest score is regarded as the correct 
frame. For our test data, 71.73% precision 
based on this method was obtained. 

This model displayed a decline in precision 
of about 10% over the T-CRF. Analysis of the 
results found that the compatibility based on 
Co-occurrence collocation can only reflect a 
weak correlation between words, neglecting 

the position and syntactic structure informa-
tion in a sentence. 

In addition, we used the most-frequency-
frame experiment as the baseline. In the cor-
pus consisted of 940 training sentences and 
128 test sentences, the frequency of each 
frame was counted for ranking. The result of 
this method obtained 61.23% precision, which 
proved that T-CRF model performed obvious 
improvement. 

6 Conclusions 

In this paper, we investigated the problem of 
Frame Identification in Chinese which is the 
first work on Chinese FrameNet. A tree-
structured conditional random field (T-CRF) 
model was applied to this task based on the 
dependency syntactic structure. This model 
provides a way to incorporating the long-
distance dependencies between target words 
and the syntactic related words with it. In our 
experiments, the syntactic dependency fea-
tures were shown to work effectively for 
Frame Identification, with 71.73%, 76.82%, 
and 81.46% precision for compatibility of lex-
ical unit, CRF and T-CRF, respectively.  

Although a relatively good performance 
was achieved on the test data, the small-scale 
and simplicity of sentence structure in corpus 
cannot be ignored compared with the Frame-
Net corpus. However, the experimental results 
that we gained is still promising, suggesting 
that our model is comparatively appropriate to 
the Frame Identification task and still has a 
great potential for improvement. The next 
work will focus on the three aspects: firstly, 
build a larger corpus containing various sen-
tence structures in Chinese; the other is that 
more semantic features will be tried to add in 
the T-CRF model, such as the frame elements 
and the semantic relations between frames, 
finally, we will try to identify frames of target 
words using other machine learning methods 
which has been proved high performance in 
this task. 
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Abstract

We investigate the effectiveness of differ-
ent linguistic cues for distinguishing lit-
eral and non-literal usages of potentially
idiomatic expressions. We focus specif-
ically on features that generalize across
different target expressions. While id-
ioms on the whole are frequent, instances
of each particular expression can be rela-
tively infrequent and it will often not be
feasible to extract and annotate a suffi-
cient number of examples for each expres-
sion one might want to disambiguate. We
experimented with a number of different
features and found that features encoding
lexical cohesion as well as some syntac-
tic features can generalize well across id-
ioms.

1 Introduction

Nonliteral expressions are a major challenge in
NLP because they are (i) fairly frequent and (ii)
often behave idiosyncratically. Apart from typi-
cally being semantically more or less opaque, they
can also disobey grammatical constraints (e.g., by
and large, lie in wait). Hence, idiomatic expres-
sions are not only a problem for semantic anal-
ysis but can also have a negative effect on other
NLP applications (Sag et al., 2001), such as pars-
ing (Baldwin et al., 2004).

To process non-literal language correctly, NLP
systems need to recognise such expressions au-
tomatically. While there has been a significant
body of work on idiom (and more generally multi-
word expression) detection (see Section 2), un-
til recently most approaches have focused on
a type-based classification, dividing expressions
into “idiomatic” or “not idiomatic” irrespective of
their actual use in a discourse context. However,

while some expressions, such as by and large, al-
ways have a non-compositional, idiomatic mean-
ing, many other expressions, such as break the ice
or spill the beans, can be used literally as well as
idiomatically and for some expressions, such as
drop the ball, the literal usage can even dominate
in some domains. Consequently, those expres-
sions have to be disambiguated in context (token-
based classification).

We investigate how well models for distin-
guishing literal and non-literal use can be learned
from annotated examples. We explore different
types of features, such as the local and global con-
text, syntactic properties of the local context, the
form of the expression itself and properties re-
lating to the cohesive structure of the discourse.
We show that several feature types work well for
this task. However, some features can generalize
across specific idioms, for instance features which
compute how well an idiom “fits” its surrounding
context under a literal or non-literal interpretation.
This property is an advantage because such fea-
tures are not restricted to training data for a spe-
cific target expression but can also benefit from
data for other idioms. This is important because,
while idioms as a general linguistic class are rela-
tively frequent, instances of each particular idiom
are much more difficult to find in sufficient num-
bers. The situation is exacerbated by the fact the
distributions of literal vs. non-literal usage tend
to be highly skewed, with one usage (often the
non-literal one) being much more frequent than
the other. Finding sufficient examples of the mi-
nority class can then be difficult, even if instances
are extracted from large corpora. Furthermore, for
highly skewed distributions, many more majority
class examples have to be annotated to obtain an
acceptable number of minority class instances.

We show that it is possible to circumvent this
problem by employing a generic feature space that
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looks at the cohesive ties between the potential id-
iom and its surrounding discourse. Such features
generalize well across different expressions and
lead to acceptable performance even on expres-
sions unseen in the training set.

2 Related Work

Until recently, most studies on idiom classifi-
cation focus on type-based classification; sofar
there are only comparably few studies on token-
based classification. Among the earliest studies
on token-based classification were the ones by
Hashimoto et al. (2006) on Japanese and Katz
and Giesbrecht (2006) on German. Hashimoto et
al. (2006) present a rule-based system in which
lexico-syntactic features of different idioms are
hard-coded in a lexicon and then used to distin-
guish literal and non-literal usages. The features
encode information about the passivisation, argu-
ment movement, and the ability of the target ex-
pression to be negated or modified. Katz and
Giesbrecht (2006) compute meaning vectors for
literal and non-literal examples in the training set
and then classify test instances based on the close-
ness of their meaning vectors to those of the train-
ing examples. This approach was later extended
by Diab and Krishna (2009), who take a larger
context into account when computing the feature
vectors (e.g., the whole paragraph) and who also
include prepositions and determiners in addition
to content words.

Cook et al. (2007) and Fazly et al. (2009) take a
different approach, which crucially relies on the
concept of canonical form (CForm). It is as-
sumed that for each idiom there is a fixed form
(or a small set of those) corresponding to the syn-
tactic pattern(s) in which the idiom normally oc-
curs (Riehemann, 2001).The canonical form al-
lows for inflectional variation of the head verb but
not for other variations (such as nominal inflec-
tion, choice of determiner etc.). It has been ob-
served that if an expression is used idiomatically,
it typically occurs in its canonical form (Riehe-
mann, 2001). Cook et al. exploit this behaviour
and propose an unsupervised method in which an
expression is classified as idiomatic if it occurs in
canonical form and literal otherwise. Canonical
forms are determined automatically using a statis-

tical, frequency-based measure.
Birke and Sarkar (2006) model literal vs. non-

literal classification as a word sense disambigua-
tion task and use a clustering algorithm which
compares test instances to two seed sets (one with
literal and one with non-literal expressions), as-
signing the label of the closest set.

Sporleder and Li (2009) propose another un-
supervised method which detects the presence or
absence of cohesive links between the component
words of the idiom and the surrounding discourse.
If such links can be found the expression is clas-
sified as literal otherwise as non-literal. Li and
Sporleder (2009) later extended this work by com-
bining the unsupervised classifier with a second-
stage supervised classifier.

Hashimoto and Kawahara (2008) present a su-
pervised approach to token-based idiom distinc-
tion for Japanese, in which they implement several
features, such as features known from other word
sense disambiguation tasks (e.g., collocations)
and idiom-specific features taken from Hashimoto
et al. (2006). Finally, Boukobza and Rappoport
(2009) also experimented with a supervised clas-
sifier, which takes into account various surface
features.

In the present work, we also investigate super-
vised models for token-based idiom detection. We
are specifically interested in which types of fea-
tures (e.g., local context, global context, syntac-
tic properties) perform best on this task and more
specifically which features generalize across id-
ioms.

3 Data

We used the data set created by Sporleder and Li
(2009), which consists of 13 English expressions
(mainly V+PP or V+NP) that can be used both
literally and idiomatically, such as break the ice
or play with fire.1 To create the data set all in-
stances of the target expressions were extracted
from the Gigaword corpus together with five para-
graphs of context and then labelled manually as
’literal’ or ’non-literal’. Overall the data set con-
sists of just under 4,000 instances. For most ex-

1We excluded four expressions from the original data set
because their number of literal examples was very small (<
2).
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pressions the distribution is heavily skewed to-
wards the idiomatic interpretation, however for
some, like drop the ball, the literal reading is more
frequent. The number of instances varies, rang-
ing from 15 for pull the trigger to 903 for drop
the ball. While the instances were extracted from
a news corpus, none of them are domain-specific
and all expressions also occur in the BNC, which
is a balanced, multi-domain corpus.

To compute the features which we extract in
the next section, all instances in our data sets
were part-of-speech tagged by the MXPOST tag-
ger (Ratnaparkhi, 1996), parsed with the Malt-
Parser2, and named entity tagged with the Stan-
ford NE tagger (Finkel et al., 2005). The lemma-
tization was done by RASP (Briscoe and Carroll,
2006).

4 Indicators of Idiomatic and Literal
Usage

In this study we are particularly interested in
which linguistic indicators work well for the task
of distinguishing literal and idiomatic language
use. The few previous studies have mainly looked
at the lexical context in which and expression
occurs (Katz and Giesbrecht, 2006; Birke and
Sarkar, 2006). However, other properties of the
linguistic context might also be useful. We dis-
tinguish these features into different groups and
discuss them in the following sections.

4.1 Global Lexical Context (glc)

That the lexical context might be a good indica-
tor for the usage of an expression is obvious when
one looks at examples as in (1) and (2), which sug-
gest that literal and non-literal usages of a specific
idiom co-occur with different sets of words. Non-
literal uses of break the ice (1), for instance, tend
to occur with words like discuss, bilateral or re-
lations, while literal usages (2) predictably occur
with, among others, frozen, cold or water. What
we are looking at here is the global lexical context
of an expression, i.e., taking into account previ-
ous and following sentences. We are specifically
looking for words which are either semantically
related (in a wide sense) to the literal or the non-

2http://maltparser.org/index.html

literal sense of the target expression. The presence
or absence of such words can be a good indicator
of how the expression is used in a context.

(1) ”Gujral will meet Sharif on Monday and dis-
cuss bilateral relations,” the Press Trust of India
added. The minister said Sharif and Gujral would
be able to ”break the ice” over Kashmir.

(2) Meanwhile in Germany, the cold penetrated
Cologne cathedral, where worshippers had to
break the ice on the frozen holy water in the font.

We implemented two sets of features which en-
code the global lexical context: salient words and
related words as described in Li and Sporleder
(2009). The former feature uses a variant of
tf.idf to identify words that are particulary salient
for different usages. The latter feature identifies
words which are most strongly related to the com-
ponent words of the idiom.

We notice that sometimes several idioms co-
occur within the same instance. This is to say that
nonliteral usages may be indicators of each other
since authors may put them in a same context to
convey a specific opinion (e.g., irony). Due to this,
global lexical context features may also generalize
across idioms to some extend.

4.2 Local Lexical Context (locCont)

In addition to the global context, the local lex-
ical context, i.e., the words preceding and fol-
lowing the target expression, might also provide
important information. One obvious local clue
are words like literally or metaphorically speak-
ing, which when preceding or following an ex-
pression might indicate its usage. Unfortunately,
such clues are not only very rare (we only found
a handful in nearly 4,000 annotated examples) but
also not always reliable. For instance, it is not
difficult to find examples like (3) and (4) where
the word literally is used even though the idiom
clearly has a non-literal meaning.

(3) In the documentary the producer literally
spills the beans on the real deal behind the movie
production.

(4) The new philosophy is blatantly permissive and lit-
erally passes the buck to the House’s other com-
mittees.
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However, there are other local cues. For exam-
ple, we found that the word just before get ones
feet wet tends to indicate non-literal usage as in
(5). Non-literal usage can also be indicated by the
occurrence of the prepositions over or between af-
ter break the ice as in (1) and (6). While such
cues are not perfect they often make one usage
more likely than the other. Unlike the semanti-
cally based global cues, many local clues are more
rooted in syntax, i.e., local cues work because spe-
cific constructions tend to be more frequent for
one or the other usage.

(5) The wiki includes a page of tasks suitable for those
just getting their feet wet.

(6) Would the visit of the minister help break the ice
between India and Pakistan?

Another type of local cues involves selectional
preferences. For example, idiomatic usage is
probable if the subject of play with fire is a coun-
try as in (7) or if break the ice is followed by a
with-PP whose NP refers to a person (8).

(7) Dudayev repeated his frequent warnings that Rus-
sia was playing with fire.

(8) Edwards usually manages to break the ice with the
taciturn monarch.

Based on those observations, we encode which
words occur in a ten word window around the tar-
get expression, five pre-target words and five post-
target words, as the locCont features.

4.3 Discourse Cohesion (dc)
We implemented two features, related score and
discourse connectivity, which take into account
the cohesive structure of an expression in its con-
text as described by Li and Sporleder (2009).
In addition, we also included the prediction of
the cohesion graph proposed by Sporleder and Li
(2009) as an additional feature. These features
look at the lexical cohesion between an expression
and the surrounding discourse, so they are more
likely to generalize across different idioms.

4.4 Syntactic Structure (allSyn)
To capture syntactic effects, we encoded infor-
mation of the head node (heaSyn) of the tar-
get expression in the dependency tree (e.g., break

may:ROOT

visit:SUB

the:NMOD of:NMOD

minister:PMOD

the:NMOD

break:VMOD

ice:OBJ

the:NMOD between

...

Figure 1: Dependency tree for a nonliteral exam-
ple of break the ice (The visit of the minister may
break the ice between India and Pakistan.)

in the dependency tree in Figure 1). The syn-
tactic features we encoded are the parent node
(parSyn), sibling nodes (sibSyn) and children
nodes (chiSyn) of the head node. These nodes in-
clude the following type of syntactic information:

Dependency Relation of the Verb Phrase The
whole idiomatic expression used as an object of
a preposition can be an indicative factor of id-
iomatic usage (see Example 9). This property is
captured by the heaSyn feature.

(9) Ross headed back last week to Washington to brief
president Bill Clinton on the Hebron talks after
achieving a breakthrough in breaking the ice in the
Hebron talks by arranging an Arafat-Netanyahu
summit .

Modal Verbs usually appear in the parent posi-
tion of the head verb (parSyn). Modals can be an
indicator of idiomatic usage such as may in Figure
1. In contrast, the modal had to is indicative that
the same phrase is used literally (Example 10).

(10) Dad had to break the ice on the chicken troughs.

Subjects can also provide clues about the usage
of an expression, e.g., if selectional preferences
are disobeyed. For instance, visit as a subject of
the verb phrase break the ice is an indicator of id-
iomatic usage (see Figure 1). Subjects typically
appear in the children position of the head verb
(chiSyn), but sometimes may appear in the sibling
position (sibSyn) as in Figure 1 .

Verb Subcat We also encode the arguments of
the head verb of the target expression. These ar-
guments can be, for example, additional PPs. This
feature encodes syntactic constraints and attempts
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to model selectional restrictions. The likelihood
of subcategorisation frames may differ for the two
usages of an expression, e.g., non-literal expres-
sions often tend to have a shorter argument list.
For instance, the subcat frame <PP-on, PP-for>
intuitively seems more likely for literal usages of
the expression drop the ball (see Example 11)
than for non-literal ones, for which <PP-on> is
more likely (12). To capture subcategorisation be-
haviour, we encode the children nodes of the head
node (chiSyn).

(11) US defender Alexi Lalas twice went close to forc-
ing an equaliser , first with a glancing equaliser
from a Paul Caligiuri free kick and then from a
Wynalda corner when Prunea dropped the ball [on
the ground] only [for Tibor Selyme to kick fran-
tically clear] .

(12) “Clinton dropped the ball [on this],” said John
Parachini.

Modifiers of the verb can also be indicative of
the usage of the target expression. For example,
in 13, the fact that the phrase get one’s feet wet is
modified by the adverb just suggest that it is used
idiomatically. Similar to verb subcat, modifiers
are often appear in the children position (chiSyn).

(13) The wiki includes a page of tasks suitable for those
just getting their feet wet.

Coordinated Verb Which verbs are coordi-
nated with the target expression, if any, can also
provide cues for the intended interpretation. For
example, in (14), the fact that break the ice is co-
ordinated with fall suggest that it is used literally.
The coordinated verb can appear at the sibling po-
sition, children position, or some other position of
the head verb depending on the parser. The Malt-
parser tends to put the coordinated verbs in the
children position (chiSyn).

(14) They may break the ice and fall through.

4.5 Other Features
Named Entities (ne) can also indicate the us-
age of an expression. For instance, a country
name in the subject position of the target expres-
sion break the ice is a strong indicator of this
phrase being used idiomatically (see Example 7).
Diab and Bhutada (2009) find that NE-features
perform best. They used a commercial NE-tagger

with 19 classes. We used the Stanford NE tag-
ger (Finkel et al., 2005), and encoded three named
entity classes (“person”, “location”, “organisza-
tion”) in the feature vector.

Indicative Terms (iTerm) Some words such as
literally, proverbially are also indicative of literal
or idiomatic usages. We encoded the frequencies
of those indicative terms as features.

Scare Quotes (quote) This feature encodes
whether the idiom is marked off by scare quotes,
which often indicates non-literal usage (15).

(15) Do consider “getting your feet wet” online, using
some of the technology that is now available to us.

5 Experiments

In the previous section we discussed different lin-
guistic cues for idiom usage. To determine which
of these cues work best for the task and which
ones generalize across different idioms, we car-
ried out three experiments. In the first one (Sec-
tion 5.1) we trained one model for each idiom (see
Section 3) and tested the predictiveness of each
feature type individually as well as all features to-
gether. In the second experiment (Section 5.2), we
trained one generic model for all idioms and deter-
mined how the performance of this model differs
from the idiom-specific models. Specifically we
wanted to know whether the model would bene-
fit from the additional training data available by
combining information from several idioms. Fi-
nally (Section 5.3), we tested the generic model on
unseen idioms to determine whether these could
be classified based on generic properties even if
training data for the target expressions had not
been seen.

5.1 Idiom Specific Models

The first question we wanted to answer was how
difficult token-based idiom classification is and
which of the features we defined in the previous
section work well for this task. We implemented
a specific classifier for each of the idioms in the
data set. We trained one model for all features
in combination and one for each individual fea-
ture. Because the data set is not very big we de-
cided to run these experiments in 10-fold stratified
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cross-validation mode. We used the SVM classi-
fier (SMO) from Weka.3

Table 1 shows the results. We report the pre-
cision (Prec.), recall (Rec.) and F-Score for the
literal class, as well as the accuracy. Note that due
to the imbalance in the data set, accuracy is not a
very informative measure here; a classifier always
predicting the majority class would already obtain
a relatively high accuracy. The literal F-Score ob-
tained for individual idioms varies from 38.10%
for bite one’s tongue to 96.10% for bounce of the
wall. However, the data sets for the different id-
ioms are relatively small and it is impossible to
say whether performance differences on individ-
ual idioms are accidental, or due to differences
in training set size or due to some inherent dif-
ficulty of the individual idiom. Thus we chose not
to report the performance of our models on indi-
vidual idioms but on the whole data set for which
the numbers are much more reliable. The final
performance confusion matrix is the sum over all
individual idiom confusion matrices.

Avg. literal Avg.
feature Prec. Rec. F-Score Acc.
all 89.84 77.06 82.96 93.36
glc+dc 90.42 76.44 82.85 93.36
allSyn 76.30 86.13 80.92 91.48
heaSyn 76.64 85.77 80.95 91.53
parSyn 76.43 88.34 81.96 91.84
chiSyn 76.49 88.22 81.94 91.84
sibSyn 76.27 88.34 81.86 91.78
locCont 76.51 88.34 82.00 91.86
ne 76.49 88.22 81.94 91.84
iTerm 76.51 88.34 82.00 91.86
quote 76.51 88.34 82.00 91.86
Basemaj 76.71 88.34 82.00 91.86

Table 1: Performance of idiom-specific models
(averaged over different idioms), 10-fold stratified
cross-validation.

The Baseline (Base) is built based on predict-
ing the majority class for each expression. This
means predicting literal for the expressions which
consist of more literal examples and nonliteral for
the expressions consisting of more nonliteral ex-

3http://www.cs.waikato.ac.nz/ml/weka/

amples. We notice the baseline gets a fairly high
performance (Acc.=91.86%).

The results show that the expressions can be
classified relatively reliably by the proposed fea-
tures. The performance beats the majority base-
line statistically significantly (p = 0.01, χ2 test).
We noticed that parSyn, chiSyn, locCont, iTerm
and quote features are too sparse. These indi-
vidual features cannot guide the classifier. As
a result, the classifier only predicts the majority
class which results in a performance similar to
the baseline. Some of the syntactic features are
less sparse and they get different results from the
baseline classifier, however, the performances of
these features are actually worse than the baseline.
This may be due to the relatively small training
size in each idiom specific model. When adding
those features together with statistical-based fea-
tures (glc+dc), the performance of the literal class
can be improved slightly. However, we did not ob-
serve any performance increase on the accuracy.

5.2 Generic Models
Having verified that literal and idiomatic usages
can be distinguished with some success by train-
ing expression-specific models, we carried out
a second experiment in which we merged the
data sets for different expressions and trained one
generic model. We wanted to see whether a
generic model, which has access to more training
data, performs better and whether some features,
e.g., the cohesion features profit more from this.
The experiment was again run in 10-fold stratified
cross-validation mode (using 10% from each id-
iom in the test set in each fold).

Table 2 shows the results. The baseline classi-
fier always predict the majority class ‘nonliteral’.
Note that the result of this baseline is different
from the majority baseline in the idiom specific
model. In the idiom specific model, there are three
expressions 4 for which the majority class is ‘lit-
eral’.

Unsurprisingly, the F-Score and accuracy of the
combined feature set drops a bit. However, the
performance still statistically significantly beats
the majority baseline classifier (p << 0.01,
χ2 test). Similar to previous observation, the

4I.e., bounce off the wall, drop the ball, pull the trigger
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Avg. literal Avg.
feature Prec. Rec. F-Score Acc.
all 89.59 65.77 73.22 89.90
glc+dc 82.53 60.86 70.06 89.08
allSyn 50.83 59.88 54.99 79.42
heaSyn 50.57 59.88 54.83 79.29
sibSyn 33.33 0.86 1.67 78.83
ne 62.45 20.00 30.30 80.69
iTerm 40.00 0.25 0.49 78.99
Basemaj – – – 79.01

Table 2: Performance of the generic model (av-
eraged over different idioms), 10-fold stratified
cross-validation.

statistical-based features (glc+dc) work the best,
while the syntactic features are also helpful. How-
ever, the local context, iTerm, quote features are
very sparse and, as in the idiom-specific experi-
ments, the performances of these features are sim-
ilar to the majority baseline classifier. We ex-
cluded them from the Table 2.

The numbers show that the syntactic features
help more in this model compared with the idiom-
specific model. When including these features, lit-
eral F-Score increases by 3.16% while accuracy
increases by 0.9%. It seems that the syntactic
features benefit from the increased training set.
This is evidence that these features can generalize
across idioms. For instance, the phrase “The US”
on the subject position may be not only indicative
of the idiomatic usage of break the ice, but also of
idiomatic usage of drop the ball.

We found that the indicative terms are rare in
our corpus. This is the reason why the recall rate
of the indicative terms is very low (0.25%). The
indicative terms are not very predictive of literal or
non-literal usage, since the precision rate is also
relatively low (40%), which means those words
can be used in both literal and nonliteral cases.

5.3 Unseen Idioms

In our final experiment, we tested whether a
generic model can also be applied to completely
new expressions, i.e., expressions for which no
instances have been seen in the data set. Such a
behaviour would be desireable for practical pur-
poses as it is unrealistic to label training data for

each idiom the model might possibly encounter in
a text. To test whether the generic model does in-
deed generalize to unseen expressions, we test it
on all instances of a given expression while train-
ing on the rest of the expressions in the dataset.
That is, we used a modified cross-validation set-
ting, in which each fold contains instances from
one expression in the test set. Since our dataset
contains 13 expressions, we run a 13-fold cross
validation. The final confusion matrix is the sum
over each confusion matrix in each round.

Avg. literal Avg.
feature Prec. Rec. F-Score Acc.
all 96.70 81.65 88.54 95.41
glc+dc 96.93 77.00 85.83 94.48
allSyn 52.54 58.77 55.48 79.52
heaSyn 51.35 59.47 55.11 78.96
sibSyn 55.56 2.32 4.46 78.38
ne 61.89 19.05 29.13 79.87
iTerm 66.67 0.7 1.38 78.36
Basemaj – – – 79.01

Table 3: Performance of the generic model on un-
seen idioms (cross validation, instances from each
idiom are chosen as test set for each fold)

The results are shown in Table 3. Similar to the
generic model, we found that the cohesion fea-
tures and syntactic features do generalize across
expressions. Statistical features (glc+dc) perform
well in this experiment. When including more
linguistically orientated features, the performance
can be further increased by almost 1%. In line
with former observations, the sparse features men-
tioned in the former two experiments also do not
work for this experiments. We also excluded them
from the table.

One interesting finding about this experiment of
this model is that the F-Score is higher than for the
“generic model”. This is counter-intuitive, since
in the generic model, each idiom in the testing set
has examples in the training set, thus, we might
expect the performance to be better due to the fact
that instances from the same expression appear-
ing in the training set are more informative com-
pared with instances from different idioms. Fur-
ther analysis revealed that there are some expres-
sions for which it may actually be beneficial to
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train on other expressions, as the evidence of some
features may be misleading.

literal F-S. Acc.
feature Spe. Gen. Spe. Gen.
all 86.85 91.79 80.67 88.37
glc+dc 86.75 88.84 80.67 84.61
allSyn 85.71 71.94 75.28 61.13
heaSyn 85.79 71.94 75.39 61.13

Table 4: Comparing the performance of the idiom
drop the ball on the idiom specific model (Spe.)
and generic model (Gen.)

Table 4 shows the comparison of the perfor-
mance of drop the ball on the idiom specific
model and the generic model on unseen idioms.
It can be seen that the statistical features (glc+dc)
work better for the model that is trained on the in-
stances from other idioms than the model which
is trained on the instances of the target expression
itself. We found this is due to the fact that drop the
ball is especially difficult to classify with the dis-
course cohesion features (dc). The literal cases are
often found in a context containing words, such
as fault, mistake, fail, and miss, which are used
to describe a scenario in a baseball game,5 while,
on the other hand, those context words are also
closely semantically related to the idiomatic read-
ing of drop the ball. This means the classifier can
be mislead by the cohesion features of the literal
instances of this idiom in the training set, since
they exhibit strong idiomatic cohesive links with
the target expression. When excluding drop the
ball from the training set, the cohesive links in
the training data are less noisy. Thus, the perfor-
mance increases. Unsurprisingly, the performance
of syntactic features works better for the idiom
specific model compared with the unseen idiom
model.

6 Conclusion

Idioms on the whole are frequent but instances of
each particular idiom can be relatively infrequent
(even for common idioms like “spill the beans”).
The classes can also be fairly imbalanced, with
one class (typically the nonliteral interpretation)

5The corpus contains many sports news text

being much more frequent than the other. This
causes problems for training data generation. For
idiom specific classifiers, it is difficult to obtain
large data sets even when extracting from large
corpora and it is even more difficult to find suf-
ficient examples of the minority class. In order
to address this problem, we looked for features
which can generalize across idioms.

We found that statistical features (glc+dc) work
best for distinguishing literal and nonliteral read-
ings. Certain linguistically motivated features can
further boost the performance. However, those
linguistic features are more likely to suffer from
data sparseness, as a result, they often only predict
the majority class if used on their own. We also
found that some of the features that we designed
generalize well across idioms. The cohesion fea-
tures have the best generalization ability, while
syntactic features can also generalize to some ex-
tent.
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Abstract

The potential benefit of integrating con-
textual information for recommendation
has received much research attention re-
cently, especially with the ever-increasing
interest in mobile-based recommendation
services. However, context based recom-
mendation research is limited due to the
lack of standard evaluation data with con-
textual information and reliable technol-
ogy for extracting such information. As
a result, there are no widely accepted con-
clusions on how, when and whether con-
text helps. Additionally, a system of-
ten suffers from the so called cold start
problem due to the lack of data for train-
ing the initial context based recommenda-
tion model. This paper proposes a novel
solution to address these problems with
automated information extraction tech-
niques. We also compare several ap-
proaches for utilizing context based on
a new data set collected using the pro-
posed solution. The experimental results
demonstrate that 1) IE-based techniques
can help create a large scale context data
with decent quality from online reviews,
at least for restaurant recommendations;
2) context helps recommender systems
rank items, however, does not help pre-
dict user ratings; 3) simply using context
to filter items hurts recommendation per-
formance, while a new probabilistic latent
relational model we proposed helps.

1 Introduction

In the information retrieval community, one ma-
jor research focus is developing proactive re-
trieval agent that acts in anticipation of informa-
tion needs of a user and recommends information
to the user without requiring him/her to issue an
explicit query. The most popular examples of such
kind of proactive retrieval agent are recommender
systems. Over the last several years, research
in standard recommender systems has been im-
proved significantly, largely due to the availability
of large scale evaluation data sets such as Netflix.
The current research focus goes beyond the stan-
dard user-item rating matrix. As researchers start
to realize that the quality of recommendations de-
pends on time, place and a range of other rele-
vant users’ context, how to integrate contextual
information for recommendation is becoming an
ever increasingly important topic in the research
agenda (Adomavicius and Ricci, 2009).

One major challenge in context-aware recom-
mendation research is the lack of large scale an-
notated data set. Ideally, a good research data
set should contain contextual information besides
users’ explicit ratings on items. However, such
kinds of data sets are not readily available for
researchers. Previous research work in context
based recommendation usually experiments on a
small data set collected through user studies. Al-
though undoubtedly useful, this approach is lim-
ited because 1) user studies are usually very ex-
pensive and their scales are small; 2) it is very hard
for the research community to repeat such study;
and 3) a personalized contextual system may not
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1 I was very excited to try this place and my wife took me here on my birthday. . .
We ordered a side of the brussell sprouts and they were the highlight of the night.

2 A friend of mine suggested we meet up here for a night of drinks. . . This actually
a restaurant with a bar in it, but when we went it was 10pm and . . .

Table 1: Examples of the restaurant reviews

succeed until a user has interacted with it for a
long period of time to enable context based rec-
ommendation models well trained.

On the other hand, a large amount of re-
view documents from web sites such as tri-
padvisor.com, yelp.com, cnet.com, amazon.com,
are available with certain contextual information,
such as time and companion, implicitly in the re-
views (see Table 1 for examples). This offers us an
opportunity to apply information extraction tech-
niques for obtaining contextual information from
the review texts. Together with users’ explicit rat-
ings on items, this might lead to a large research
data set for context based recommendation and
consequently address the cold start issue in the
recommender systems. This paper describes the
methods that extract the contextual information
from online reviews and their impact on the rec-
ommendation quality at different accuracy levels
of the extraction methods.

Another challenge is how to integrate contex-
tual information into existing recommendation al-
gorithms. Existing approaches can be classified
into three major categories: pre-filtering, post-
filtering and the modeling based approaches (Oku
et al., 2007; Adomavicius and Tuzhilin, 2008).
Pre-filtering approaches utilize contextual infor-
mation to select data for that context, and then pre-
dict ratings using a traditional recommendation
method on the selected data (Adomavicius et al.,
2005). Post-filtering approaches first predict rat-
ings on the whole data using traditional methods,
then use the contextual information to adjust re-
sults. Both methods separate contextual informa-
tion from the rating estimation process and leads
to unsatisfying findings. For example, Adomavi-
cious et al. (2005) found neither standard col-
laborative filtering nor contextual reduction-based
methods dominate each other in all the cases. In
the modeling based approaches, contextual infor-
mation is used directly in the rating prediction

process. For example, Oku et al. (2007) propose
a context-aware SVM-based predictive model to
classify restaurants into “positive” and “negative”
classes, and contextual information is included as
additional input features for the SVM classifier.
However, treating recommendation as classifica-
tion is not a common approach, and does not take
advantage of the state of art collaborative filtering
techniques. In this paper, we propose a new prob-
abilistic model to integrate contextual information
into the state of art factorization based collabora-
tive filtering approach, and compare it with sev-
eral baselines.

2 Mining Contextual Information from
Textual Opinions

The context includes any information that can be
used to characterize the situation of entities. Ex-
amples of context are: location, identity and state
of people, companions, time, activities of the cur-
rent user, the devices being used etc. (Lee et
al., 2005). Without loss of generality, we looked
into widely available restaurant review data. More
specifically, we investigated four types of contex-
tual information for a dining event, as they might
affect users’ dining decisions, and they have not
been studied carefully before. The four types of
contextual information are: Companion (whether
a dining event involves multiple people), Occa-
sion (for what occasions the event is), Time (what
time during the day) and Location (in which city
the event happens).

2.1 Text Mining Approaches
We developed a set of algorithms along with exist-
ing NLP tools (GATE (Cunningham et al., 2002)
etc.) for this task. More detailed description of
these algorithms is given below.

Time: we classified the meal time into the
following types: “breakfast”, “lunch”, “dinner”,
“brunch”, “morning tea”, “afternoon tea”. We
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compiled a list of lexicons for these different types
of meal times, and used a string matching method
to find the explicit meal times from reviews. Here,
the meal time with an expression, such as “6pm”,
was extracted using ANNIE’s time named entity
recognition module from the GATE toolkit. For
example, if a user says, “When we went there, it
was 10pm”, we infer that it was for dinner.

Occasion: The ANNIE’s time named en-
tity recognition module recognizes certain special
days from text. We augmented ANNIE’s lookup
function with a list of holidays in the United States
from Wikipedia1 as well as some other occasions,
such as birthdays and anniversaries.

Location: Ideally, a location context would be
a user’s departure location to the selected restau-
rant. However, such information rarely exists in
the review texts. Therefore, we used the location
information from a user’s profile to approximate.

Companion: Extracting a companion’s infor-
mation accurately from review data is more diffi-
cult. We utilized two methods to address the chal-
lenge:

Companion-Baseline: This is a string match-
ing based approach. First, we automatically gen-
erated a lexicon of different kinds of compan-
ion words/phrases by using prepositional patterns,
such as “with my (our) NN (NNS)”. We extracted
the noun or noun phrases from the prepositional
phrases as the companion terms, which were then
sorted by frequency of occurrence and manually
verified. This led to a lexicon of 167 entries.
Next, we grouped these entries into 6 main cate-
gories of companions: “family”, “friend”, “cou-
ple”, “colleague”, “food-buddy” and “pet”. Fi-
nally, the review is tagged as one or more of the
companion categories if it contains a correspond-
ing word/phrase in that lexicon.

Companion-Classifier: In order to achieve bet-
ter precision, we sampled and annotated 1000
sentences with companion terms from the corpus
and built three classifiers: 1) a MaxEnt classi-
fier with bag-of-words features, 2) a rule-based
classifier, 3) a hybrid classifier. For the rule-
based classifier, we looked into the structural as-
pects of the window where companion terms oc-

1http://en.wikipedia.org/wiki/List of holidays by
country#United States of America

curred, specifically, the adjacent verbs and prepo-
sitions associated with those terms. We collected
high frequency structures including verbs, verb-
proposition combinations, and verb-genitive com-
binations from the whole corpus, and then con-
structed a list of rules to decide whether a compan-
ion context exists based on these structures. For
the hybrid classifier, we used the patterns identi-
fied by the rule-based classifier as features for the
MaxEnt model (Ratnaparkhi, 1998). To train the
classifier, we also included features such as POS
tags of the verb and of the candidate companion
term, the occurrence of a meal term (e.g. “lunch”,
“dinner”), the occurrence of pronouns (e.g. “we”
or “us”) and the genitive of the companion term.
Based on the evaluation results (using 5-fold cross
validation) shown in Table 2, the hybrid classifier
is the best performing classifier and it is used for
the subsequent experiments in the paper.

Words Rule Hybrid
Precision 0.7181 0.7238 0.7379

Recall 0.8962 0.8947 0.9143
F-Score 0.7973 0.8003 0.8167

Table 2: Evaluation results for the bag-of-words-
based classifier (Words), the rule-based classifier
(Rule) and the hybrid classifier (Hybrid)

3 Recommendation based on Contextual
Information

Next we consider how to integrate various con-
textual information into recommender systems.
Assume there are N items and M users. Each
user reviews a set of items in the system. The
data set can be represented as a set of quadruplet
D = (y, i, j, c), where i is the index of user, j is
the index of item, c is a vector describing the con-
text of this rating data, and y is the rating value.
Let c = (c1, ..., ck), where each component ck
represents a type of context, such as “dinner time”
or “location=San Jose”. The observed features
(meta data) of user i and item j are represented
as vectors fi and fj respectively, where each com-
ponent in the vector represents a type of feature,
such as “gender of the user” or “price range of
the restaurant”. In the rest of this paper, we in-
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tegrate context c into the user’s observed features
fi. This makes fi a dynamic feature vector, which
will change with different context. The goal is
to predict ratings for candidate items given user i
and context c, and recommend the top items. We
present two recommendation models for integrat-
ing contextual information in this section.

3.1 Boolean Model
The Boolean Model filters out items that do not
match the context. The Boolean model itself re-
turns an item set instead of a ranked list. We fur-
ther rank the items by predicted rating values. We
score items by the Boolean model as follows:

s(j) =

{
sm(j) if item j matches the context
−∞ otherwise

(1)
where sm(j) is the predicted rating computed us-
ing a rating prediction method m, such as a Col-
laborative Filtering model without using context.

3.2 Probabilistic Latent Relational Model
We propose a novel Probabilistic Latent Rela-
tional Model (PLRM) for integrating contextual
information. In a context-aware recommender
system, a user’s interest for item is influenced by
two factors: (1) the user’s long-term preference,
which can be learned from users’ rating history;
(2) the current context (how the item matches the
current context). To capture the two factors si-
multaneously, we introduce a new probabilistic
model by assuming the rating value yi,j,c follows
a Gaussian distribution with mean ui,j,c and vari-
ance 1/λ(y):

yi,j,c ∼ N (ui,j,c, 1/λ
(y)) (2)

ui,j,c = uTi Avj + (Wufi)
T (Wvfj) (3)

where ui and vj are the hidden representations of
user i and item j to be learned from rating data,
and Wu and Wv are feature transformation matri-
ces for users and items respectively. In Equation
(3), the first term uTi Avj is the estimation based
on user’ long term preferences, where A = {a} is
a matrix modeling the interaction between ui and
vj .2 The second term (Wufi)

T (Wvfj) is the esti-
2We introduce A matrix so that the model can also

be used to model multiple different types of relation-

mation based on current context and the observed
features of users and items, since the context c is
integrated into user’s observed features fi.
{U, V,A,W} are the parameters of the model

to be estimated from the training data set D,
where W = {Wu,Wv} = {w} , U =
{u1,u2, ...uN} and V = {v1,v2, ...vM}. We as-
sume the prior distribution of the parameters fol-
low the Gaussian distributions centered on 0. We
use 1/λ(u),1/λ(v), 1/λ(w) and 1/λ(a) to represent
the variance of the corresponding Gaussian distri-
butions. The effect of the prior distribution is sim-
ilar to the ridge regression (norm-2 regularizer)
commonly used in machine learning algorithms to
control model complexity and avoid overfitting.

The proposed model is motivated by well per-
forming recommendation models in the literature.
It generalizes several existing models. If we set A
to the identity matrix and Wu,Wv to zero matri-
ces, the model presented in Equation (3) is equiv-
alent to the well known norm-2 regularized singu-
lar value decomposition, which performs well on
the Netflix competition(Salakhutdinov and Mnih,
2007). If we set A to zero matrix and Wu to iden-
tity matrix, the Model (3) becomes the bilinear
model that works well on Yahoo news recommen-
dation task (Chu and Park, 2009).

Based on the above model assumption, the joint
likelihood of all random variables (U , V , A, W
and D) in the system is:

P (U, V,A,W,D) =∏

(i,j,c,y)∈D
P (yi,j,c|ui,vj , fi, fj , A,Wu,Wv)

∏

i

P (ui)
∏

j

P (vj)P (A)P (Wu)P (Wv)(4)

3.3 Parameter Estimation

We use a modified EM algorithm for parame-
ter estimation to find the posterior distribution of
(U, V ) and max a posterior (MAP) of (A,W ).
The estimation can be used to make the final pre-

ships/interactions jointly, where each type of relationship
corresponds to a different A matrix. For the task in this pa-
per, A is not required and can be set to the identity matrix
for simplicity. However, we leave A as parameters to be es-
timated in the rest of this paper for generality.
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dictions as follows:

ŷi,j,c =

∫

ui,vj

P (ui)P (vj)(u
T
i Avj

+(Wufi)
TWvfj)duidvj

E Step: the Variational Bayesian approach is used
to estimate the posterior distributions of U and V .
Assuming (A,W ) are known, based on Equation
4, we have

P (U, V |A,W,D) ∝
∏

(y,i,j,c)∈D
N (uTi Avj + (Wufi)

TWvfj , 1/λ
(y))

×
M∏

i=1

N (ui|0, 1/λ(u)I)
N∏

j=1

N (vj |0, 1/λ(v)I)

Deriving the exact distribution and use it to predict
y will result in intractable integrals. Thus we ap-
proximate the posterior with a variational distribu-
tion Q(U, V ) =

∏M
i=1Q(ui)

∏N
j=1Q(vj). Q(ui)

and Q(vj) are restricted to Gaussian distributions
so that predicting y using Bayesian inference with
Q(U, V ) will be straightforward. Q(U, V ) can be
estimated by minimizing the KL-divergence be-
tween it and P (U, V |A,W,D). Since Q(U, V ) is
factorized into individual Q(ui) and Q(vj), we
can first focus on one Q(ui) (or Q(vj)) at a time
by fixing/ignoring other factors. For space consid-
erations, we omit the derivation in this paper. The
optimal Q(ui) is N (ūi,Σi), where ūi = Σidi,

Σ−1i =
∑

(y,i,j,c)∈D
λ(y)A(v̄jv̄

T
j + Ψj)A

T

+ λ(u)I

di =
∑

(y,i,j,c)∈D
λ(y)ỹAv̄j

Similarly, the optimal Q(vj) isN (v̄j,Ψj), where
v̄j = Ψjej ,

Ψ−1j =
∑

(y,i,j,c)∈D
λ(y)AT (ūiū

T
i + Σi)A

+ λ(v)I

ej =
∑

(y,i,j,c)∈D
λ(y)ỹAT v̄j

M Step: Based on the approximate pos-
terior estimation Q(U, V ) derived in the E

step, the maximum a posteriori estimation
of {A,W} can be found by maximizing
the expected posterior likelihood {Â, Ŵ} =
argmaxA,W EQ(U,V )(logP (A,W,U, V |D)).
This can be done using the conjugate gradient
descent method, and the gradient of A,Wu,Wv

can be calculated as follows:

∂Φ

∂A
=

∑

(y,i,j,c)∈D
λ(y)((ŷ − y)ūiv̄

T
j

+ ūiū
T
i AΨj + ΣiAv̄jv̄

T
j + ΣiAΨj)

+ λ(a)A
∂Φ

∂Wu
=

∑

(y,i,j,c)∈D
λ(y)(ŷ − y)Wvfjf

T
i

+ λ(w)Wu

∂Φ

∂Wv
=

∑

(y,i,j,c)∈D
λ(y)(ŷ − y)Wufif

T
j

+ λ(w)Wv

where Φ = EQ(U,V )(logP (A,W,U, V |D)) and
ŷ = ūT

i Av̄j + (Wufi)
TWvfj .

4 Experimental Methodology

4.1 Data Collection

We collected an evaluation data set from a pop-
ular review web site where users review ser-
vices/products and provide integer ratings from 1
to 5. The user profile and the description of items,
such as user gender and the category of restau-
rants are also collected. The data set used in this
paper includes the restaurants in Silicon Valley
(Bay area) and the users who ever reviewed these
restaurants. We extract context from the review
texts. The four kinds of context considered in our
paper are described in Section 2.1. For each type
of context, we create a subset, in which all reviews
contain the corresponding contextual information.
Finally we construct four sub data sets and each
data set is described by the corresponding con-
text type: Time, Location, Occasion and Compan-
ion. We use “All” to represent the whole data set.
Statistics about each data set are described in Ta-
ble 3.
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(a) Time (b) Location (c) Occasion

(d) Companion (e) All

Figure 1: Performance on the top-K recommendation task. The plots focus on the top 20% ranking
region.

Dataset #Ratings #Users #Items
All 756,031 82,892 12,533

Location 583,051 56,026 12,155
Time 229,321 49,748 10,561

Occasion 22,732 12,689 4,135
Companion 196,000 47,545 10,246

Table 3: Statistics of data

4.2 Experimental Setup

We design the experiments to answer the follow-
ing questions: 1) Does including contextual in-
formation improve the recommendation perfor-
mance? 2) How does the probabilistic latent re-
lational modeling approach compare with pre-
filtering or post-filtering approaches? 3) How
does the extraction quality of the contextual infor-
mation affect the recommendation performance?

To answer the first question, we compare the
performance of the Probabilistic Latent Relational
Model on a standard collaborative filtering setting
where only rating information is considered, in-
dicated by Nocontext. We also evaluate the per-
formance of the Probabilistic Latent Relational
Model when integrating contextual information,
indicated by Context-X, where X represents the

type of contextual information considered. To
answer the second question, we compare the
performance of Context-X with the pre-filtering
Boolean Model, which first uses the context to se-
lect items and then ranks them using scores com-
puted by Nocontext. To answer the third question,
we compare the recommendation performance for
different extraction precision. The performance
on the following two recommendation tasks are
reported in this paper:

Top-K Recommendation: We rank the items
by the predicted rating values and retrieve the top
K items. This task simulates the scenario where
a real recommender system usually suggests a list
of ranked K items to a user. To simulate the sce-
nario that we only want to recommend the 5-star
items to users, we treat 5-star rating data in testing
data as relevant. Ideally, classic IR measures such
as Precision and Recall are used to evaluate the
recommendation algorithms. However, without
complete relevance judgements, standard IR eval-
uation is almost infeasible. Thus we use a varia-
tion of the evaluation method proposed by Koren
(Koren, 2008).

Rating Prediction: Given an active user i and a
target item j, the system predicts the rating of user
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Training on Sub Data set Training on the Whole Data set
Testing Data ItemAvg Nocontext Context ItemAvg Nocontext Context

Time 1.1517 1.0067 1.0067 1.1052 0.9829 0.9822
Companion 1.2657 1.0891 1.0888 1.2012 1.0693 1.0695

Occasion 1.2803 1.1381 1.1355 1.2121 1.0586 1.0583
Location 1.1597 1.0209 1.0206 1.1597 1.0183 1.0183

All context - - - 1.1640 1.0222 1.0219

Table 4: RMSE on the rating prediction task

Time CompanionBaseline CompanionClassifier Occasion
#Reviews 300 300 300 200
#Contexts 115 148 114 207
Precision 84.4% 62.2% 77.1% -

Recall 80.2% 95.8% 91.7% -
F-Score 82.2% 75.4% 83.8% Accuracy 78.3%

Table 5: Performance of the context extraction module

i on item j. The prediction accuracy is measured
by Root Mean Square Error (RMSE), which is
commonly used in collaborative filtering research.
This task simulates the scenario that we need to
guess a user’s rating about an item, given that the
user has already purchased/selected the item.

For each data set (Time, Companion, Location,
Occasion and All), we randomly sample 10% for
testing, 80% for training and 10% for validation.

5 Experimental Results

5.1 Performance on Top-K Recommendation
Figure 1(a)-(e) shows the ranking performance on
each data set. The x-axis is the rank and the y-axis
is the portion of relevant products covered by this
level of rank. The results across all data sets are
consistent. With contextual information, PLRM
Context-X outperforms Nocontext, whereas using
context to pre-filter items (Boolean) does not help.
It means that contextual information can help if
used appropriately, however improperly utilizing
context, such as simply using it as a boolean filter,
may hurt the recommendation performance. Our
proposed PLRM is an effective way to integrate
contextual information.

5.2 Performance on Rating Prediction Task
Table 4 summaries the RMSE results of differ-
ent approaches on the rating prediction task. The

RMSE of simply using item’s average rating value
as the prediction is also reported as a reference
since it is a commonly used approach by non per-
sonalized recommender systems. For each con-
text, we can either train the model only on the sub-
set that consists of rating data with related context,
or train on a bigger data set by adding the rating
data without related context. The results on both
settings are reported here. Table 4 shows that uti-
lizing context does not affect the prediction accu-
racy. We may wonder why the effects of adding
context is so different on the rating task compared
with the ranking task. One possible explanation
is that the selection process of a user is influenced
by context, while how the user rates an item after
selecting it is less relevant to context. For exam-
ple, when a user wants to have a breakfast, he may
prefer a cafeteria rather than a formal restaurant.
However, how the user rates this cafeteria is more
based on user’s experiences in the cafeteria, such
as quality of services, food, price, environment,
etc.

5.3 How does Text Mining Accuracy Affect
Recommendation

To evaluate the extraction performance on “Com-
panion”, “Time” and “Occasion”, we randomly
sample some reviews and evaluate the perfor-
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mance on the samples3. The results are shown in
Table 5. Compared with other contexts, the ex-
traction of companion context is more challenging
and the string matching baseline algorithm pro-
duces significantly inferior results. However, by
using a MaxEnt classifier with features selection,
we can boost the precision of the companion con-
text extraction to a level comparable to other con-
texts.

To further investigate the relationship between
the quality of the extracted context and the perfor-
mance of the recommender system, we compare
the recommendation performance of Companion-
Baseline and Companion-Classifier in Figure
1(d). It shows that improving the quality of the
extraction task leads to a significant improvement
on the recommender systems’ top-K ranking task.

6 Conclusions

Reviews widely available online contain a large
amount of contextual information. This paper
proposes to leverage information extraction tech-
niques to help recommender systems to train
better context-aware recommendation models by
mining reviews. We also introduce a probabilis-
tic latent relation model for integrating the cur-
rent context and the user’s long term preferences.
This model takes the advantages of traditional col-
laborative filtering approaches (CF). It also cap-
tures the interaction between contextual informa-
tion and item characteristics. The experimental
results demonstrate that context is an important
factor that affects user choices. If properly used,
contextual information helps ranking based rec-
ommendation systems, probably because context
influences users’ purchasing decisions. Besides,
more accurate contextual information leads to bet-
ter recommendation models. However, contextual
information does not help the user rating predic-
tion task significantly, probably because context
doesn’t matter much given the user has already
chosen a restaurant.

As the first step towards using the information

3We sample 300 reviews for “Time” and “Companion”
evaluation. Due to the extremely low probability of occur-
rence of Occasion context, we futher sample 200 reviews
containing Occasion-related expressions and only evaluate
extraction accuracy on these samples

extraction techniques to help contextual recom-
mendation, the techniques used in this paper are
far from optimal. In the future, we will research
more effective text mining techniques for contex-
tual extraction(Mazur and Dale, 2008; McCallum
et al., 2000; Lafferty et al., 2001) at the same time
increasing the amount of annotated review data
for better classifier performance through actively
learning (Laws and Schütze, 2008). We also plan
to work towards a better understanding of con-
textual information in recommender systems, and
explore other types of contextual information in
different types of recommendation tasks besides
restaurant recommendations.
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Abstract 

Various strategies have been proposed 
to enhance web search through utiliz-
ing individual user information. How-
ever, considering the well acknowl-
edged recurring queries and repetitive 
clicks among users, it is still an open 
issue whether using individual user in-
formation is a proper direction of ef-
forts in improving the web search. In 
this paper, we first quantitatively dem-
onstrate that individual user informa-
tion is more beneficial than common 
user information. Then we statistically 
compare the benefit of individual and 
common user information through 
Kappa statistic. Finally, we calculate 
potential for personalization to present 
an overview of what queries can bene-
fit more from individual user informa-
tion. All these analyses are conducted 
on both English AOL log and Chinese 
Sogou log, and a bilingual perspective 
statistics consistently confirms our 
findings. 

1 Introduction 

Most of traditional search engines are designed 
to return identical result to the same query 
even for different users. However, it has been 
found that majority of queries are quite ambi-
guous (Cronen-Townsend et al., 2002) as well 
as too short (Silverstein et al., 1999) to de-
scribe the exact informational needs of users. 

Different users may have completely different 
information needs under the same query (Jan-
sen et al., 2000). For example, when users is-
sue a query “Java” to a search engine, their 
needs can be something ranging from a pro-
gramming language to a kind of coffee. 

In order to solve this problem, personalized 
search is proposed, which is a typical strategy 
of utilizing individual user information. Pitkow 
et al. (2002) describe personalized search as 
the contextual computing approach which fo-
cuses on understanding the information con-
sumption patterns of each user, the various 
information foraging strategies and applica-
tions they employ, and the nature of the infor-
mation itself. After that, personalized search 
has gradually developed into one of the hot 
topics in information retrieval. As for various 
personalization models proposed recently, Dou 
et al. (2007), however, reveal that they actually 
harms the results for certain queries while im-
proving others. This result based on a large-
scale experiment challenges not only the cur-
rent personalization methods but also the mo-
tivation to improve web search by the persona-
lized strategies. 

In addition, the studies on query logs rec-
orded by search engines consistently report the 
prevailing repeated query submissions by large 
number of users (Silverstein et al., 1999; Spink 
et al., 2001). It is reported that the 25 most fre-
quent queries from the AltaVista cover 1.5% 
of the total query submissions, despite being 
only 0.00000016% of unique queries (Silvers-
tein et al., 1999). As a result, the previous us-
ers’ activities may serve as valuable informa-
tion, and technologies focusing on common 
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user information, such as collaborative filter-
ing (or recommendation) may be a better reso-
lution to web search. Therefore, the justifica-
tion of utilizing individual user information 
deserves further discussion. 

To address this issue, this paper conducts a 
bilingual perspective of survey on two large-
scale query logs publically available: the AOL 
in English and the Sogou1 in Chinese. First we 
quantitatively investigate the evidences for 
exploiting common user information and indi-
vidual user information in these two logs. Af-
ter that we introduce Kappa statistic to meas-
ure the consistency of users’ implicit relevance 
judgment inferred from clicks. It is tentatively 
revealed that using individual user information 
is what requires web search to face with after 
common user information is well exploited. 
Finally, we study the distribution of potential 
for personalization over the whole logs to gen-
erally disclose what kind of query deserves for 
individual user information. 

The remainder of this paper is structured as 
follows. Section 2 introduces previous me-
thods employing individual and common user 
information. In Section 3, we quantitatively 
compare the evidences for exploiting common 
user information and individual user informa-
tion. In Section 4, we introduce Kappa statistic 
to measure the consistency of users’ clicks on 
the same query and try to statistically present 
the development direction of current web 
search. Section 5 figures out utilizing individu-
al user information as a research issue after 
well exploiting common user information. Sec-
tion 6 presents the potential for personalization 
curve, trying to outline which kind of queries 
benefit the most from individual user informa-
tion. Conclusions and future work are detailed 
in Section 7. 

2 Related Work 

With the rapid expansion of World Wide Web, 
it becomes more and more difficult to find re-
levant information through one-size-fits-all 
information retrieval service provided by clas-
sical search engines. Two kinds of user infor-
mation are mainly used to enhance search en-

                                                 
1 A famous Chinese search engine with a large number of 
Chinese web search users. 

gines: common user information and individu-
al user information. We separately review the 
previous works focusing on using these two 
kinds of information. 

Among various attempts to improve the per-
formance of search engine, collaborative web 
search is the one to take advantage of the repe-
tition of users’ behaviors, which we call com-
mon user information. Since there is no unified 
definition on collaborative web search, in this 
paper, we believe that the collaborative web 
search assumes that community search activi-
ties can provide valuable search knowledge, 
and sharing this knowledge facilitates improv-
ing traditional search engine results (Smyth, 
2007). An important technique of collaborative 
web search is Collaborative Filtering (CF, also 
known as collaborative recommendation), in 
which, items are recommended to an active 
user based on historical co-occurrence data 
between users and items (Herlocker et al., 
1999). A number of researchers have explored 
algorithms for collaborative filtering and the 
algorithms can be categorized into two classes: 
memory-based CF and model-based CF. 
Memory-based CF methods apply a nearest-
neighbor-like scheme to predict a user’s rat-
ings based on the ratings given by like-minded 
users (Yu et al., 2004). The model-based ap-
proaches expand memory-based CF to build a 
descriptive model of group-based user prefe-
rences and use the model to predict the ratings. 
Examples of model-based approaches include 
clustering models (Kohrs et al., 1999) and as-
pect models (J. Canny, 2002). 

The other way to improve web search is per-
sonalized web search, focusing on learning the 
individual preferences instead of others’ beha-
viors, which is called individual user informa-
tion. Early works learn user profiles from the 
explicit description of users to filter search re-
sults (Chirita et al., 2005). However, most of 
users are not willing to provide explicit feed-
back on search results and describe their inter-
ests (Carroll et al., 1987). Therefore, recent 
researches on the personalized search focus on 
modeling user preference from different types 
of implicit data, such as query history (Speretta 
et al., 2005), browsing history (Sugiyama et al., 
2004), clickthrough data (Sun et al., 2005), 
immediate search context (Shen et al., 2005) 
and other personal information (Teevan et al., 
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2005). So far, there is still no proper compari-
son between the two solutions. It is still an 
open question which kind of information is 
more effective to build the web search model. 

Considering the difficulty in collecting pri-
vate information, using individual user infor-
mation seems less promising as the cost-
effective solution to web search. To address 
this issue, some researches about the value of 
personalization have been conducted. Teevan 
et al. (2007) have done a ground breaking job 
to quantify the benefit for the search engines if 
search results were tailored to satisfy each user. 
The possible improvement by the personalized 
search, named potential for personalization, is 
measured by a gap between the relevance of 
individualized rankings and group ranking 
based on NDCG. However, it is less touched 
for the position of individual user information 
in contrast with common user information in 
large scale query log and how to balance the 
usage of common and individual information 
in information retrieval model. 

This paper tentatively examines individual 
user information against common user infor-
mation on two large-scale search engine logs 
in following aspects: the evidence from clicks 
on the same query, Kappa statistic for the 
whole queries, and overall distribution of que-
ries in terms of number of submissions and 
Kappa value. The bilingual statistics consis-
tently reveals the tendency of using individual 
user information as an equally important issue 
as (if not more than) using common user in-
formation) issue for researches on web search. 

3 Quantitative Evidences for Using 
Common or Individual User Infor-
mation 

To quantitatively investigate the value of 
common user information and individual user 
information in query log, we discriminate the 
evidence for using the two different types of 
user information as follows: 

(1) Evidence for using common user infor-
mation: if there were multiple users who have 
exactly the same click sets on one query, we 
suppose those clicks sets, together with the 
query, as the evidence for exploiting common 
user information. It is clear that such queries 
are able to be better responded with other’s 

search results. Note that common user infor-
mation is hard to be clearly defined, in order to 
simplify the quantitative statistics we give a 
strict definition. Further analysis will be shown 
in following sections. 

(2) Evidence for using individual user in-
formation: if a user’s click set on a query was 
not the same as any other’s, for that query, the 
search intent of the user who issue that query 
can be better inferred from his/her individual 
information than common user information. 
We suppose this kind of clicks, together with 
the related queries, as the evidence for exploit-
ing individual user information. 

Since users may have different search in-
tents when they issue the same query, a query 
can be an evidence for using both common and 
individual user information. In our statistics, if 
a query has both duplicate click sets and 
unique click set, the query is not only counted 
by the first category but also the second cate-
gory.  

The statistics of the two categories are con-
ducted in the query log of both English and 
Chinese search engines. We use a subset of 
AOL Query Log from March 1, 2006 to May 
31, 2006 and Sogou Query Log from March 1, 
2007 to March 31, 2007. The basic statistics of 
AOL and Sogou log are shown in Table 1. No-
tice that the queries in raw AOL and Sogou log 
without clicks are removed in this study. 

 
Item AOL Sogou 

#days 92 31 
#users 6,614,960 7,488,754 

#queries 7,840,348 8,019,229 
#unique queries 4,811,649 4,580,836 

#clicks 12,984,610 17,607,808 

Table 1: Basic statistics of AOL & Sogou log 
 

Table 2 summarizes the statistics of differ-
ent evidence categories over AOL and Sogou 
log. Note that click set refers to the set of 
clicks related to a query submission instead of 
a unique query. As for evidence for using 
common and individual user information, there 
is no clear distinction in terms of number of 
records, number of users in two logs. However, 
in terms of unique query and distinct click set, 
one can’t fail to find that evidence for using 
individual user information clearly exceeds  
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Log 
The Condition Number 

Repeated queries Click Records User Unique 
Query 

Distinct 
Click Set 

AOL 
3,745,088 

(47.77% of total 
query submissions) 

Same 2,438,284 277,416 382,267 461,460 

Different 2,563,245 343,846 542,593 1,349,892 

Sogou 
4,252,167 

(53.02% of total 
query submissions) 

Same 2,469,363 1,380,951 228,315 358,346 

Different 5,481,832 1,545,817 752,047 2,171,872 
 

Table 2: Different click behaviors on repeated queries 

that for using common user information, espe-
cially in Sogou log. Therefore, though making 
use of common and individual user informa-
tion can address equally well for half users and 
half visits to the search engine, the fact that  
much more unique queries and click sets ac-
tually claims the significance of needing indi-
vidual user information to personalize web 
results. And methods exploiting individual us-
er information provide a much more challeng-
ing task in terms of problem space, though one 
may argue utilizing common user information 
is much easier to attack. 

4 Kappa Statistics for Individual and 
Common user information 

Section 3 has shown the evidence for using 
individual user information is prevailing than 
common user information in quantity for the 
unique queries in search engines. However, 
these counts deserve a further statistical cha-
racterization. In this section, we introduce 
Kappa statistic to depict the overall consisten-
cy of users’ clicks in query logs. 

4.1 Kappa 

Kappa is a statistical measure introduced to 
access the agreement among different raters. 
There are two types of Kappa. One is Cohen’s 
Kappa (Cohen, 1960), which measures only 
the degree of agreement between two raters. 
The other is Fleiss’s Kappa (Fleiss, 1971), 
which generalizes Cohen’s Kappa to measure 
agreement among more than two raters, de-
noted as: 

e

e

P
PP

−
−

=
1

κ  

where, P is the probability that a randomly 
selected rater agree with another on a random-
ly selected subject. eP is the expected probabil-
ity of agreement if all raters made ratings by 
chance. If we use Kappa to measure the consis-
tency of relevance judgment by different raters, 
P can be interpreted as the probability that 
two random selected raters consistently rate a 
random selected search result as relevant or 
non-relevant one. Similarly, eP can also be 
construed as the expected probability of iden-
tical relevance judgment rated by different ra-
ters all by chance.  

Teevan et al. (2008) used Fleiss’s Kappa to 
measure the inter-rater reliability of different 
raters’ explicit relevance judgments. We ex-
pand their work and employ Fleiss’s Kappa to 
measure the consistency of implicit relevance 
judgments by users on the same query2. Here 
clicks are treated as a proxy for relevance: 
documents clicked by a user are judged as re-
levant and those not clicked as non-relevant 
(Teevan et al., 2008). As we all know that the 
result set of one query may change over time, 
so we select the longest time span to calculate 
Kappa value of a query, during which the re-
sult set of it preserves unchanged. From Kappa 
value of each query, we can statistically interp-
ret to which extent users share consistent intent 
on the same query according to Table 3 (Lan-
dis and Koch, 1977). Though the interpretation 
in Table 3 is not accepted with no doubt, it can 
give us an intuition about what extent of 
agreement consistency is. In other words, 
Kappa is a measure with statistical sense. 
Meanwhile, Kappa values of queries with  
                                                 
2 There may be more than two users who submitted the 
same query. 
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                                       (a). AOL                                                                  (b). Sogou 
 

Figure 1: Number of unique queries and query submissions as a function of Kappa value. 
 

κ Interpretation 
< 0 No agreement 

0.0 – 0.20 Slight agreement 
0.21 – 0.40 Fair agreement 
0.41 – 0.60 Moderate agreement 
0.61 – 0.80 Substantial agreement 
0.81 – 1.00 Almost perfect agreement 

Table 3:  Kappa Interpretation 
 

various sizes of click sets are also comparable. 
That is also the reason we choose Kappa to 
measure consistency. 

4.2 Distribution of Kappa 

As introduced in Section 2, common user in-
formation is supposed to be the repetition of 
users’ behaviors. We consider that the amount 
of repetition of users’ clicks on one query is 
quantified by the consistency of its clicks. To 
statistically present the scale of repetition in 
current query log, we try to give an overview 
of consistency level of two commercial query 
logs. 

Figure 1 plots distribution of Kappa value of 
the two logs in the coordinate with logarithmic 
Y-axis. About 34.5% unique queries (44.0% 
query submissions) in AOL log and only 
13.9% unique queries (15.2% query submis-
sions) in Sogou log have high Kappa values 
above 0.6. According to Table 3, click sets of 
these queries can be regarded as somewhat 
consistent. These queries can be roughly re-
solved by using common user information. On 
the other hand, for the rest of queries which 
constitute majority of the logs, users’ click sets 
are rather diversified, which are hard to be sa-
tisfied by returning the same result list to them. 

As a whole, the queries in both AOL and So-
gou can be characterized as less consistently in 
the clicks according to Kappa value, which is a 
statistical support for exploiting individual user 
information. 

5 Individual or Common user infor-
mation: A Tendency View 

The above analyses quantitative analyses have 
shown that the repetition of search is not the 
statistically dominant factor, with the impres-
sion that employing individual user informa-
tion is equally, if not more, important than 
common user information. This section tries to 
further reveal this issue so as to balance the 
position of individual user information and 
common user information from a research 
point. 

Intuitively, a query can be characterized by 
the number of people issuing it, i.e. query fre-
quency if we remove the resubmissions of one 
query by the same people. We try to depict the 
above mentioned query submissions and Kap-
pa values as a function of number of people 
who issue the queries in Figure 2. In Figure 2, 
different numbers of users who issue the same 
query are shown on the x-axis, and the y-axis 
represents the number of different entities (left 
scale) and the average Kappa value (right scale) 
of the queries. We find that the number of que-
ries becomes very small when the number of 
users in a group grows over 10, so we set a 
variant step length for them: with the length 
step of the group size falling between 2 and 10 
set as 1, between 11 and 100 as 10, between 
101 and 1000 as 100 and above 1000 as 1000. 
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                                     (a). AOL                                                                      (b). Sogou 
 

Figure 2: Average Kappa value of queries as a function of number of people in a group who issue 
the same query (line) and the number of submissions of the queries issued by the same size of 
group (dark columns). 
 

According to Figure 2(a), Kappa values of 
the queries in AOL log with more than 20 us-
ers are above 0.6, which indicates rather con-
sistent clicks for them, accounting for about  
29.4% of all query submissions. While for 
those queries visited by less than 20 users, the 
Kappa value declines gradually from 0.6 with 
the drop of users. For these queries occupying 
majority of query submissions, exploiting in-
dividual user information is supposed to be a 
better solution since the clicks on them are ra-
ther individualized. 

According to Figure 2(b), though Kappa 
values of queries increase similarly with 
people submitting them in AOL, the overall 
consistency of the queries in Sogou log is 
much lower: with a Kappa value below 0.6 
even for the queries visited by a large number 
of users. This fact indicates that Chinese users 
may be less consistent in their search intents, 
or partially reflects that the Chinese as a non-
inflection language has more ambiguity, which 
can also be implied from Table 2. Therefore, 
individual user information may be more ef-
fective than common user information in So-
gou log. 

Summarized from Figure 2, it is sensible 
that common user information is appropriate 
for the queries in the right-most of X-axis. 
With most number of visiting people, such 
queries bear rather consistent clicks though 
covering only a small proportion of the distinct 
query set. Moving from the right to the left, we 
can find the majority of queries yield a less 
Kappa value, for which the individualized 

clicks require individual user information to 
meet the needs of each user. In this sense, how 
to exploit individual user information is pre-
destined as the next issue of information re-
trieval if common user information was to be 
well utilized. 

6 Queries for Personalization 

Since using individual user information is a 
non-negligible issue in IR research, a subse-
quent issue is what queries can benefit in what 
extent from individual user information. In this 
section, we try to give an overview for this 
issue via a measure named potential for perso-
nalization. 

6.1 Potential for Personalization 

Potential for personalization proposed by Tee-
van et al. (2007) is used to measure the norma-
lized Discounted Cumulative Gain (NDCG) 
improvement between the best ranking of the 
results to a group and individuals. NDCG is a 
well-known measure of the quality of a search 
result (Järvelin and Kekäläinen, 2000). 

The best ranking of the results to a group is 
the ranking with highest NDCG based on re-
levance judgments of the users in the group. 
For the queries with explicit judgments, the 
best ranking can be generated as follows: re-
sults that all raters thought were relevant are 
ranked first, followed by those that most 
people thought were relevant but a few people 
thought were irrelevant, until the  results most 
people though were irrelevant. In other word,  
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(a)  AOL                                                                    (b)   Sogou 
 
Figure 3: Number of unique queries and query submissions as a function of potential for 
personalization 
 

   
 

(a)  AOL                                                                       (b) Sogou 
 

Figure 4: The average NDCG of group best ranking as a function of number of people in group 
(solid line), combining with the distribution of  the number of unique queries issued by the same 
size of group (dark columns) 
 
the best ranking always tries to put the results 
that have the highest collective gain first to get 
the highest NDCG. 

The previous work has shown that the im-
plicit click-based potential for personalization 
is strongly related to variation in explicit 
judgments (J. Teevan et al., 2008). In this pa-
per, we continue using click-based potential 
for personalization to measure the variation. 
Assuming the clicked results as relevant, we 
can calculate the potential for personalization 
of each query over the web search query log to 
present what kind of query can benefit more 
from personalization. 

6.2 Potential for Personalization Distribu-
tion over Query Logs 

Teevan et al. (2007) have depicted a potential 
for personalization curve based on explicit 

judgment to characterize the benefit that could 
be obtained by personalizing search results for 
each user. We continue using potential for per-
sonalization based on click-through to roughly 
reveal what kind of query can benefit more 
from personalization. 

First we investigate the number of unique 
queries with different potential for personaliza-
tion, which is shown in Figure 3. We find that 
there are about 53.9% unique queries in AOL 
log and 32.4% unique queries in Sogou log, 
whose potential for personalization is 0. For 
these queries, current web search is able to re-
turn perfect results to all users. However, for 
the rest of queries, even the best group ranking 
of results can’t satisfy everyone who issues the 
query. So these queries should be better served 
by individual user information, covering 
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46.1% unique queries in AOL and 67.6% in 
Sogou. 

Then, in order to further interpret what kind 
of query individual user information is needed 
most, we further relate potential for personali-
zation to the number of users who submit the 
queries over AOL and Sogou query log as 
shown in Figure 4. For clarity’s sake, we also 
set the same step length as in Figure 2. 

According to Figure 4, the curve of potential 
for personalization is approximately U-shaped 
in both AOL log and Sogou Log. As the num-
ber of users in one group increases, perfor-
mance of the best non-personalized rankings 
first declines, then flattens out and finally 
promotes3. Note that the left part of the curve 
is very similar to what Teevan et al. (2007) 
showed in their work. 

Again in Figure 4, the queries which have 
the most potential for personalization are the 
ones which are issued by more than 6 and less 
than 20 users in AOL log. While in Sogou log, 
the queries issued by more than 6 and less than 
4000 users have the most potential for persona-
lization. Such different findings are probably 
caused by the content of query. There are 
many recommended queries in the homepage 
of Sogou search engine, most of which are in-
formational query and clicked by a large num-
ber of users. Even when the size of group who 
issue the same query becomes very big, the 
query still has a wide variation of users’ beha-
viors. So the consistency level of queries in 
Sogou log is much lower than the queries in 
AOL log at the same size of group.  

7 Conclusion and Future Work 

In this paper, we try to justify the position of 
individual user information comparing with 
common user information. It is shown that ex-
ploiting individual user information is a non-
trivial issue challenging the IR community 
through the analysis of both English and Chi-
nese large scale search logs. 

We first classify the repetitive queries into 2 
categories according to whether the corres-
ponding clicks are unique among different us-
ers. We find that quantitatively the queries and 

                                                 
3 Note that the different step length dims the actual U-
shape in the figure. 

clicks deserving for individual user informa-
tion is much bigger than those deserving for 
common user information. 

After that we use Kappa statistic to present 
that the overall consistency of query clicks re-
coded in search logs is pretty low, which statis-
tically reveals that the repetition is not the do-
minant factor and individual user information 
is more desired to enhance most queries in cur-
rent query log. 

We also explore the distribution of Kappa 
values over different numbers of users in the 
group who issue the same query, concluding 
that how to utilize individual user information 
to improve the performance of web search en-
gine is the next research issue confronted by 
the IR community when the repeated search of 
users are properly exploited.  

Finally, potential for personalization is cal-
culated over the two query logs to present an 
overview of what kind of queries that the op-
timal group-based retrieval model fails, which 
is supposed to benefit most from individual 
user information. 

One possible enrichment to this work may 
come from the employment of content analysis 
based on text processing techniques. The dif-
ferent clicks, which are the basis of our exami-
nation, may have similar or even exact content 
in their web pages. Though the manual check 
for a small scale sampling from the Sogou log 
yields less than 1% probability for such case, 
the content based examination will be definite-
ly more convincing than simple click counts. 
In addition, the queries for the two types of 
user information are not examined for their 
contents or the related information needs. Con-
tent analysis or linguistic view to these queries 
would be more informative. Both of these is-
sues are to be addressed in our future work. 
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Abstract

Sentence-level aligned parallel texts are
important resources for a number of nat-
ural language processing (NLP) tasks and
applications such as statistical machine
translation and cross-language informa-
tion retrieval. With the rapid growth
of online parallel texts, efficient and ro-
bust sentence alignment algorithms be-
come increasingly important. In this
paper, we propose a fast and robust
sentence alignment algorithm, i.e., Fast-
Champollion, which employs a combi-
nation of both length-based and lexicon-
based algorithm. By optimizing the pro-
cess of splitting the input bilingual texts
into small fragments for alignment, Fast-
Champollion, as our extensive experi-
ments show, is 4.0 to 5.1 times as fast
as the current baseline methods such as
Champollion (Ma, 2006) on short texts
and achieves about 39.4 times as fast on
long texts, and Fast-Champollion is as ro-
bust as Champollion.

1 Introduction

Sentence level aligned parallel corpora are very
important resources for NLP tasks including ma-
chine translation, cross-language information re-
trieval and so on. These tasks typically require
support by large aligned corpora. In general, the
more aligned text we have, the better result we
achieve. Although there is a huge amount of bilin-
gual text on the Internet, most of them are either
only aligned at article level or even not aligned
at all. Sentence alignment is a process mapping

sentences in the source text to their correspond-
ing units in the translated text. Manual sentence
alignment operation is both expensive and time-
consuming, and thus automated sentence align-
ment techniques are necessary. A sentence align-
ment algorithm for practical use should be (1)
fast enough to process large corpora, (2) robust
enough to tackle noise commonly present in the
real data, and (3) effective enough to make as few
mistakes as possible.

Various sentence alignment algorithms have
been proposed, which generally fall into three
types: length-based, lexicon-based, and the hy-
brid of the above two types. Length-based algo-
rithms align sentences according to their length
(measured by character or word). The first length-
based algorithm was proposed in (Brown et al.,
1991). This algorithm is fast and has a good per-
formance if there is minimal noise (e.g., sentence
or paragraph omission) in the input bilingual texts.
As this algorithm does not use any lexical infor-
mation, it is not robust. Lexicon-based algorithms
are usually more robust than the length-based al-
gorithm, because they use the lexical information
from source and translation lexicons instead of
solely sentence length to determine the transla-
tion relationship between sentences in the source
text and the target text. However, lexicon-based
algorithms are slower than length-based sentence
alignment algorithms, because they require much
more expensive computation. Typical lexicon-
based algorithms include (Ma, 2006; Chen, 1993;
Utsuro et al., 1994; Melamed, 1996). Sentence
length and lexical information are also combined
to achieve more efficient algorithms in two ways.
One way is to use both sentence length and lex-
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ical information together to determine whether
two sentences should be directly aligned or not
(Simard et al., 1993; Wu, 1994). The other way is
to produce a rough alignment based on sentence
length (and possibly some lexical information at
the same time), and then build more precise align-
ment by using more effective lexicon-based algo-
rithms (Moore, 2002; Varga et al., 2005). But both
of the two ways suffer from high computational
cost and are not fast enough for processing large
corpora.

Lexical information is necessary for improving
robustness of a sentence alignment algorithm, but
use of lexical information will introduce higher
computational cost and cause a lower speed. A
common fact is that the shorter the text is, the
less combination possibilities it would introduce
and the less computational cost it would need. So
if we can first split the input bilingual texts into
small aligned fragments reliably with a reasonable
amount of computational cost, and then further
align these fragments one by one, we can speed
up these algorithms remarkably. This is the main
idea of our algorithm Fast-Champollion.

The rest of this paper is organized as fol-
lows: Section 2 presents formal definitions of sen-
tence alignment problem, and briefly reviews the
length-based sentence alignment algorithm and
Champollion algorithm; Section 3 proposes the
Fast-Champollion algorithm. Section 4 shows the
experiment results; and Section 5 is the conclu-
sion.

2 Definitions and Related Work

2.1 Definitions and Key Points

A segment is one or more consecutive sen-
tence(s). A fragment consists of one segment of
the source text (denoted by S) and one segment of
the target text (denoted by T ), and a fragment can
be further divided into one or more beads. A bead
represents a group of one or more sentences in
the source text and the corresponding sentence(s)
in the target text, denoted by Ai = (SAi;TAi) =
(Sai−1+1, Sai−1+2, · · · , Sai ;Tbi−1+1, Tbi−1+2, · · · ,
Tbi), where Si and Tj are the ith and jth sentence
of S and T respectively.

In practice, we rarely encounter crossing align-

ment, e.g., sentences Si and Sj of the source lan-
guage are aligned to the sentences Tj and Ti of
the target language respectively. But much more
effort has to be taken for an algorithm to process
crossing alignment well. So we do not consider
crossing alignment here.

In addition, only a few type of beads are fre-
quently observed in the real world. As it can save
significantly in terms of computational cost and it
would not do significant harm to algorithm with-
out considering rare bead types, a common prac-
tice for designing sentence alignment algorithms
is to only consider the frequently observed types
of beads. Following this practice, we only con-
sider beads of 1-to-0, 0-to-1, 1-to-1, 1-to-2, 2-to-
1, 1-to-3, 3-to-1, 1-to-4, 4-to-1 and 2-to-2 types in
our algorithm, where n-to-m means the bead con-
sists of n sentence(s) of the source language and
m sentence(s) of the target language.

2.2 Length-based Sentence Alignment
Algorithm

Length-based sentence alignment algorithm was
first proposed in (Brown et al., 1991). This algo-
rithm captures the idea that long or short sentences
tend to be translated into long or short sentences.
A probability is produced for each bead based on
the sentence length, and a dynamic programming
algorithm is used to search for the alignment with
the highest probability, which is treated as the best
alignment.

This algorithm is fast and can produce good
alignment when the input bilingual texts do not
contain too much noise, but it is not robust, be-
cause it only uses the sentence length information.
When there is too much noise in the input bilin-
gual texts, sentence length information will be no
longer reliable.

2.3 Champollion Aligner

Champollion aligner was proposed in (Ma, 2006).
It borrows the idea of tf-idf value, which is widely
used in information retrieval, to weight term1 pair
similarity. Greater weight is assigned to the less
frequent translation term pairs, because these term

1Here terms are not limited to linguistic words, but also
can be tokens like “QX6800”

711



pairs have much stronger evidence for two seg-
ments to be aligned. For any two segments, a sim-
ilarity is assigned based on the term pair weight,
sentence number and sentence length. And the dy-
namic programming algorithm is used to search
for the alignment with the greatest total similarity.
This alignment is treated as the best alignment.

Champollion aligner can produce good align-
ment even on noisy input as reported in (Ma,
2006). Its simplicity and robustness make it a
good candidate for practical use. But this aligner
is slow. Because its time complexity is O(n2) and
it has to look up the dictionary multiple times in
each step of the dynamic programming algorithm,
which needs higher computational cost.

3 Fast-Champollion Algorithm

In this section we propose a new sentence align-
ment algorithm: Fast-Champollion. Its basis
is splitting the input bilingual texts into small
aligned fragments and then further aligning them
one by one to reduce running time while maintain-
ing Champollion-equivalent (or better) alignment
quality; it takes the advantages of both length-
based and lexicon-based algorithms to the maxi-
mum extent. The outline of the algorithm is that
first the length-based splitting module is used to
split the input bilingual texts into aligned frag-
ments, and then the components of each of these
fragments will be identified and aligned by a
Champollion-based algorithm. The details are de-
scribed in the following sections.

3.1 Length-based Splitting Module

Although length-based sentence alignment algo-
rithm is not robust enough, it can produce rough
alignment very fast with a certain number of re-
liably translated beads. Length-based splitting
module is designed to select these reliably trans-
lated beads to be used for delimiting and splitting
the input bilingual texts into fragments. These
beads will be referred to as anchor beads in the
remaining sections.

There are four steps in this module as described
below in detail.

Step 1: decide whether to skip step 2-4 or not
When there is too much noise in the input bilin-

gual texts, the percentage of reliably translated
beads in the alignment produced by the length-
based algorithm will be very low. In this case, we
will skip step 2 through 4.

An evidence for such a situation is that the
difference between the sentence numbers of the
source and target language is too big. Suppose
NS and NT are the number of sentences of the
source and target language respectively. We spec-
ify r = |NS − NT |/min{NS , NT } as a measure
of the difference, where min means minimum. If
r is bigger than a threshold, we say the difference
is too big. In our experiments, the threshold is set
as 0.4 empirically.

Step 2: align the input texts using
length-based algorithm

In this step, length-based sentence alignment
algorithm is used to align the input bilingual texts.
Brown, et al. (1991) models the process of sen-
tence alignment as two steps. First, a bead is gen-
erated according to a fixed probability distribution
over bead types, and then sentence length in the
bead is generated according to this model: for the
0-to-1 and 1-to-0 type of beads, it is assumed that
the sentence lengths are distributed according to
a probability distribution estimated from the data.
For other type of beads, the lengths of sentences of
the source language are generated independently
from the probability distribution for the 0-to-1 and
1-to-0 type of beads, and the total length of sen-
tences of the target language is generated accord-
ing to a probability distribution conditioned on the
total length of sentences of the source language.
For a bead Ai = (SAi;TAi), lSAi

and lTAi
are

the total lengths of sentences in SAi and TAi re-
spectively, which are measured by word2. Brown,
et al. (1991) assumed this conditioned probability
distribution is

Prob(lTAi
|lSAi

) = α exp

(
−(λi − µ)2

2σ2

)
,

where λi = log(lTAi/lSAi) and α is a normal-
ization factor. Moore (2002) assumed the condi-

2For Chinese, word segmentation should be done first to
identify words.
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tioned probability distribution is

Prob(lTAi
|lSAi

) =
exp (−lSAi

r) (lSAi
r)lTAi

lTAi
!

,

where r is the ratio of the mean length of sen-
tences of the target language to the mean length
of sentences of the source language. We tested the
two models on our development corpus and the re-
sult shows that the first model performs better, so
we choose the first one.

Step 3: determine the anchor beads
In this step, the reliably translated beads in

the alignment produced by the length-based algo-
rithm in Step 2 will be selected as anchor beads.

The length-based algorithm can generate a
probability for each bead it produces. So a triv-
ial way is to choose the beads with a probability
above certain threshold as anchor beads. But as
pointed out before, when there is too much noise,
the alignment produced by the length-based algo-
rithm is no longer reliable, and so is it with the
probability. A fact is that if we select a non-
translated bead as an anchor bead, we will split
the input bilingual texts into wrong fragments and
may cause many errors. So we have to make de-
cision conservatively in this step and we decide to
use lexical information instead of the probability
to determine the anchor beads.

For a bead Ai = (SAi;TAi), the proportion of
translation term-pairs is a good measure for de-
termine whether this bead is reliably translated
or not. In addition, use of local information will
also be greatly helpful. To explain the use of “lo-
cal information”, let’s define the fingerprint of a
sentence first. Suppose we have a sequence of
sentences S1, S2, · · · , Sm, and W (Si)is the set of
distinct words in Si, then the fingerprint of Si is

f(Si) =W (Si)−W (Si−1)−W (Si+1),

and specially

f(S1) =W (S1)−W (S2),

f(Sm) =W (Sm)−W (Sm−1).

The fingerprints of SAi and TAi, denoted by
f(SAi) and f(TAi), are the unions of all the fin-
gerprints of sentences in SAi and TAi respectively.

As you can see, the fingerprint of a sentence is the
set of words in the sentence that do not appear in
the adjacent sentence(s), and thus can distinguish
this sentence from its neighbors. So fingerprint
is also a good measure. By combining these two
measures together, we can select out more reliably
translated beads.

For a word w, we use dD(w) to denote the set
of all its translations in a bilingual dictionary D,
and use tD(w) to denote the union of {w} and
dD(w), i.e., tD(w) = {w} ∪ dD(w). Given two
sets of words A and B. We say a word w of A is
translated by B if either one of its translations in
the dictionary D or the word itself appears in B,
i.e., tD(w)∩B 6= ∅. The set of all the words of A
that are translated by B is:

hD(A,B) = {w ∈ A and tD(w) ∩B 6= ∅}.

Then the proportion of terms in A that are trans-
lated by B is

rD(A,B) =
|hD(A,B)|
|A| .

We specify the proportion of translation term
pairs in a bead, denoted as arD(Ai), to be
min{rD(W (SAi),W (TAi)), rD(W (TAi),W (SAi))},
where W (SAi) and W (TAi) are the sets of dis-
tinct words in SAi and TAi respectively. Also we
specify the proportion of translation term-pairs
in the fingerprint, denoted as frD(Ai), to be
min{rD(f(SAi), f(TAi)), rD(f(TAi), f(SAi))}.
Given thresholds THar and THfr, a bead is
selected as an anchor bead when arD(Ai) and
frD(Ai) are not smaller than THar and THfr

respectively. We will show that Fast-Champollion
algorithm is not sensitive to THar and THfr to
some extent in Section 4.2.

Step 4: split the input bilingual texts
The anchor beads determined in Step 3 are used

to split the input texts into fragments. The ending
location of each anchor bead is regarded as a split-
ting point, resulting in two fragments.

3.2 Aligning Fragments with Champollion
Aligner

The similarity function used by Champollion
aligner is defined as follows. Given two (source
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and target language) groups of sentences in a
fragment, denoted by GS=S1, S2,· · · ,Sm and
GT=T1, T2,· · · ,Tn, suppose there are k pairs
of translated terms in GS and GT denoted
by (ws1, wt1),(ws2, wt2),· · · ,(wsk, wtk), where
wsi is in GS and wti is in GT . For each pair of
the translated terms (wsi, wti), define idtf(wsi)
to be

Total # of terms in the whole document

# occurrences of wsi in GS
,

and define

stf(wsi, wti) = min{stf(wsi), stf(wti)},

where stf(wsi) and stf(wti) are the frequency
of wsi and wti in GS and GT respectively. The
similarity between GS and GT is defined as

k∑
i=1

log (idtf(wsi)× stf(wsi, wti))
×alignment penalty
×length penalty,

where alignment penalty is 1 for 1-to-1 align-
ment type of beads and a number between 0 and 1
for other type of beads, length penalty is a func-
tion of the total sentence lengths of GS and GT .

The reason for choosing Champollion aligner
instead of other algorithms will be given in Sec-
tion 4.2. And another question is how idtf values
should be calculated. idtf is used to estimate how
widely a term is used. An intuition is that idtf
will work better if the texts are longer, because
if the texts are short, most words will have a low
frequency and will seem to only appear locally. In
Fast-Champollion, we calculate idtf according to
the whole document instead of each fragment. In
this way, a better performance is achieved.

3.3 Parameter Estimation
A development corpus is used to estimate the pa-
rameters needed by Fast-Champollion.

For the length-based algorithm, there are five
parameters that need to be estimated. The first one
is the probability distribution over bead types. The
ratio of different types of beads in the develop-
ment corpus is used as the basis for the estimation.
The second and third parameters are the proba-
bility distributions over the sentence length of the

source language and the target language. These
distributions are estimated as the distributions ob-
served from the input bilingual texts. That is to
say, these two distributions will not be the same
for different bilingual input texts. The forth and
fifth are µ and σ. They are estimated as the mean
and variance of λi over the development corpus.

For Champollion aligner, alignment penalty
and length penalty need to be determined. Be-
cause the Perl version of Champollion aligner3

is well developed, we borrow the two definitions
from it directly.

4 Experiments

4.1 Datasets and Evaluation Metrics

We have two English-Chinese parallel corpora,
one for the development purpose and one for the
testing purpose. Both of the two corpora are col-
lected from the Internet and are manually aligned.

The development corpus has 2,004 beads.
Given the space constraint, detailed information
about the development corpus is omitted here.

The testing corpus contains 26 English-Chinese
bilingual articles collected from the Internet, in-
cluding news reports, novels, science articles,
television documentary subtitles and the record of
government meetings. There are 9,130 English
sentences and 9,052 Chinese sentences in these ar-
ticles4. The number of different type of beads in
the golden standard answer is shown in Table 1.

Type Number Percentage(%)
1:1 7275 83.19

1:2 2:1 846 9.67
1:3 3:1 77 0.88
1:4 4:1 16 0.18

2:2 32 0.37
1:0 0:1 482 5.51
others 17 0.19
total 8745 100.00

Table 1: Types of beads in the golden standard

Both the Fast-Champollion algorithm and the
Champollion aligner need a bilingual dictionary
and we supply the same bidirectional dictionary to

3http://champollion.sourceforge.net
4The definition of “sentence” is slightly different from the

common sense here. We also treat semicolon and colon as the
end of a sentence.
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them in the following evaluations. This dictionary
contains 45,439 pair of English-Chinese transla-
tion terms.

We use four commonly used measures for eval-
uating the performance of a sentence alignment
algorithm, which are the running time,

Precision =
|GB ∩ PB|
|PB| ,

Recall =
|GB ∩ PB|
|GB| ,

and

F1-measure =
2× Precision×Recall
Precision+Recall

,

where GB is the set of beads in the golden stan-
dard, and PB is the set of beads produced by the
algorithm.

All the following experiments are taken on a PC
with an Intel QX6800 CPU and 8GB memory.

4.2 Algorithm Design Issues
Why Choose Champollion?

We compared Champollion aligner with two
other sentence alignment algorithms which also
make use of lexical information. And the result
is shown in Table 2. “Moore-1-to-1” and “Moore-
all” are corresponding to the algorithm proposed
in (Moore, 2002). The difference between them is
how Recall is calculated. Moore’s algorithm can
only output 1-to-1 type of beads. For “Moore-1-
to-1”, we only consider beads of 1-to-1 type in
the golden standard when calculating Recall, but
all types of beads are considered for “Moore-all”.
The result suggests that ignoring the beads that are
not of 1-to-1 type does have much negative effect
on the overall performance of Moore’s algorithm.
Our goal is to design a general purpose sentence
alignment algorithm that can process frequently
observed types of beads. So Moore’s algorithm is
not a good choice. Hunalign refers to the hunalign
algorithm proposed in (Varga et al., 2005). The re-
sources provided to Champollion aligner and hu-
nalign algorithm are the same in the test, but hu-
nalign algorithm’s performance is much lower. So
hunalign algorithm is not a good choice either.
Champollion algorithm is simple and has a high
overall performance. So it is a better choice for
us.

Aligner Precision Recall F1-measure
Champollion 0.9456 0.9546 0.9501
Moore-1-to-1 0.9529 0.9436 0.9482

Moore-all 0.9529 0.7680 0.8505
Hunalign 0.8813 0.9037 0.8923

Table 2: The performance of different aligners on
the development corpus

The Effect of THar and THfr

THar and THfr are two thresholds for select-
ing anchor beads in Step 3 of length-based split-
ting module. In order to investigate the effect of
these two thresholds on the performance of Fast-
Champollion, we run Fast-Champollion on the de-
velopment corpus with different THar and THfr.
Both THar and THfr vary from 0 to 1 with step
0.05. And the running time and F1-measure are
shown in Figure 1 and Figure 2 respectively.
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From Figure 1 and Figure 2, we see that for a
large range of the possible values of THar and
THfr, the running time of Fast-Champollion in-
creases slowly while F1-measure are nearly the
same. In other words, Fast-Champollion are not
sensitive to THar and THfr to some extent. So
making choice for the exact values of THar and
THfr becomes simple. And we use 0.5 for both
of them in the following experiments.

4.3 Performance of Fast-Champollion
We use three baselines in the following evalua-
tions. One is an implementation of the length-
based algorithm in Java, one is a re-implemented
Champollion aligner in Java according to the Perl
version, and the last one is Fast-Champollion-
Recal. Fast-Champollion-Recal is the same as
Fast-Champollion except that it calculates idtf
values according to the fragments themselves in-
dependently instead of the whole document, and
the Java versions of the length-based algorithm
and Champollion aligner are used for evaluation.

Performance on Texts from the Internet
Table 3 shows the performance of Fast-

Champollion and the baselines on the testing cor-
pus. The result shows that Fast-Champollion
achieves slightly better performance than Fast-
Champollion-Recal. The running time of Cham-
pollion is about 2.6 times longer than Fast-
Champollion with lower Precision, Recall and
F1-measure. It should be pointed out that Fast-
Champollion achieves better Precision, Recall and
F1-measure than Champollion does because the
splitting process may split the regions hard to
align into different fragments and reduces the
chance for making mistakes. Because of the noise
in the corpus, the F1-measure of the length-based
algorithm is low. This result suggests that Fast-
Champollion is fast, robust and effective enough
for aligning texts from the Internet.

Robustness of Fast-Champollion
In order to make a more precise investigation

on the robustness of Fast-Champollion against
noise, we made the following evaluation. First
we manually removed all the 1-to-0 and 0-to-
1 type of beads from the testing corpus to pro-
duce a clean corpus. This corpus contains 8,263

beads. Then we added 8263×n% 1-to-0 or 0-to-
1 type of beads to this corpus at arbitrary posi-
tions to produce a series of noisy corpora, with
n having the values of 5,10,...,100. Finally we
ran Fast-Champollion algorithm and the baselines
on these corpora respectively and the results are
shown in Figure 3 and Figure 4, which indi-
cate that for Fast-Champollion, when n increases
1, Precision drops 0.0021, Recall drops 0.0038
and F1-measure drops 0.0030 on average, which
are very similar to those of Champollion, but
Fast-Champollion is 4.0 to 5.1 times as fast as
Champollion. This evaluation proves that Fast-
Champollion is robust against noise and is a more
reasonable choice for practical use.

0 20 40 60 80 100
0

50

100

150

200

250

300

Noisy Level

R
u
n
n
in

g
 t

im
e(

s)

 

 

Time of Fast−Champollion

Time of Fast−Champllion−Recal

Time of Champollion

Time of length−based aligner

Figure 3: Running Time of Fast-Champollion,
Fast-Champollion-Recal, Champollion and the
length-based algorithm
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measure (F1) of Fast-Champollion (FC), Fast-
Champollion-Recall (FCR), Champollion (C) and
the length-base algorithm (L)

Performance on Long Texts
In order to test the scalability of Fast-

Champollion algorithm, we evaluated it on long
texts. We merged all the articles in the testing cor-

716



Aligner Precision Recall F1-measure Running time(s)
Fast-Champollion 0.9458 0.9408 0.9433 48.0

Fast-Champollion-Recal 0.9470 0.9373 0.9421 45.4
Champollion 0.9450 0.9385 0.9417 173.5
Length-based 0.8154 0.7878 0.8013 11.3

Table 3: Performance on texts from the Internet

Aligner Precision Recall F1-measure Running time(s)
Fast-Champollion 0.9457 0.9418 0.9437 51.5

Fast-Champollion-Recall 0.9456 0.9362 0.9409 50.7
Champollion 0.9464 0.9412 0.9438 2029.0
Length-based 0.8031 0.7729 0.7877 23.8

Table 4: Performance on long text

pus into a single long “article”. Its length is com-
parable to that of the novel of Wuthering Heights.
Table 4 shows the evaluation results on this long
article. Fast-Champollion is about 39.4 times as
fast as Champollion with slightly lower Precision,
Recall and F1-measure, and is just about 1.2 times
slower than the length-based algorithm, which has
much lower Precision, Recall and F1-measure. So
Fast-Champollion is also applicable for long text,
and has a significantly higher speed.

4.4 Evaluation of the Length-based Splitting
Module

The reason for Fast-Champollion can achieve rel-
atively high speed is that the length-based split-
ting module can split the bilingual input texts into
many small fragments reliably. We investigate the
fragments produced by the length-based splitting
module when aligning the long article used in Sec-
tion 4.3. The length-based splitting module splits
the long article at 1,993 places, and 1,972 seg-
ments are correct. The numbers of Chinese and
English segments with no more than 30 Chinese
and English sentences are shown in Figure 5. As
there are only 27 and 29 segments with more than
30 sentences for Chinese and English respectively,
we omit them in the figure. We can conclude that
although the length-based splitting module is sim-
ple, it is efficient and reliable.

5 Conclusion and Future Work

In this paper we propose a new sentence align-
ment algorithm Fast-Champollion. It reduces the
running time by first splitting the bilingual input
texts into small aligned fragments and then further
aligning them one by one. The evaluations show
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Figure 5: Numbers of Chinese/English segments
with no more than 30 Chinese/English sentences

that Fast-Champollion is fast, robust and effective
enough for practical use, especially for aligning
large amount of bilingual texts or long bilingual
texts.

Fast-Champollion needs a dictionary for align-
ing sentences, and shares the same problem of
Champollion aligner as indicated in (Ma, 2006),
that is the precision and recall will drop as the
size of the dictionary decreases. So how to build
bilingual dictionaries automatically is an impor-
tant task for improving the performance of Fast-
Champollion in practice, and is a critical problem
for applying Fast-Champollion on language pairs
without a ready to use dictionary.
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Abstract 

Tibetan word segmentation is essential 
for Tibetan information processing. Peo-
ple mainly use the basic machine match-
ing method which is based on dictionary 
to segment Tibetan words at present, 
because there is no segmented Tibetan 
corpus which can be used for training in 
Tibetan word segmentation. But the 
method based on dictionary is not fit to 
Tibetan number identification. This pa-
per studies the characteristics of Tibetan 
numbers, and then, proposes a method 
to identify Tibetan numbers based on 
classification of number components. 
The method first tags every number 
component according to the class it be-
longs to while segmenting, and then up-
dates the tag series according to some 
predefined rules. At last adjacent num-
ber components are combined to form a 
Tibetan number if they meet a certain 
requirement. In the testing result from 
7938K Tibetan corpus, the identification 
accuracy is 99.21%. 

1 Introduction 

As a phonetic writing script, Tibetan syllables 
are separated with syllable dots. But like Chi-
nese, there is no separator between Tibetan 

words. Tibetan word segmentation is essential 
for Tibetan information processing. In recent 
years, many experts did much work on Tibetan 
word segmentation. CHEN Yuzhong (2003) 
proposed a method based on case auxiliary 
words and continuous features to segment Ti-
betan text. Based on this method, using reinstal-
lation rules to identify Abbreviated Words, CAI 
Zhijie (2009) designed and implemented the 
Banzhida Tibetan word segmentation system. 
QI (2006) proposed a three level method to 
segment Tibetan text. Dolha (2007), Zhaxijia 
(2007), CAI Rangjia (2009) and TASHI (2009) 
researched the word categories and annotation 
scheme for Tibetan corpus and the parts-of-
speech and tagging set standards. At present, 
there is no corpus for Tibetan word segmenta-
tion. However, models which are used in Chi-
nese word segmentation, such as HMM, ME, 
CRF, have to be trained with segmented corpus. 
As a result, we can’t use them in Tibetan word 
segmentation. So people mainly use machine 
matching method based on dictionary in Tibetan 
word segmentation. But machine matching can 
not be used to identify Tibetan numbers because 
we can not include all numbers in the dictionary. 

In Tibetan text, numbers have 3 different rep-
resentations. The first is Arabic numbers, such 
as “2010”. The second is Tibetan alphabet num-
bers composed with Tibetan digital characters: 
༠(0),༡(1),༢(2),༣(3),༤(4),༥(5), ༦(6), ༧(7), 
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༨(8),༩(9), such as “༢༠༡༠”(2010). The third is 
Tibetan syllable numbers(“Tibetan numbers” in 
short) which are composed with Tibetan sylla-
bles, such as བཅོ་ལྔ།(fifteen).The former two 
classes of numbers can be identified by combin-
ing adjacent number characters. However, this 
method is not fit to the third class, because some 
Tibetan syllables are used not only in numbers 
but also in other common words. 

According to papers written by Dolha (2007), 
Zhaxijia (2007), CAI Rangjia (2009) and 
TASHI (2009), Tibetan numbers should be 
taken as single words in Tibetan word segmen-
tation, however, we haven’t found any paper on 
the issue of the identification of Tibetan num-
bers in Tibetan word segmentation. 

In this paper, we propose a method which is 
based on classification of number components 
to identify the third class of numbers. 

2 Composition of Tibetan numbers 

In Tibetan, we use the following syllables 
(words) to express the meanings of number one 
to nine: གཅིག གཉིས། གསུམ། བཞི། ལྔ། དྲུག བདུན། བརྒྱད། དགུ།, 
and the following different syllables for ten, 
hundred, thousand, ten thousand, million, ten 
million and so on: བཅུ། བརྒྱ། སྟོང་། ཁྲི། འབུམ། ས་ཡ། བྱེ་བ། 
དུང་ཕྱུར།…..Generally, Tibetan syllable numbers 
are composed by these syllables, but some 
syllables have variants, and sometimes we have 
to use different conjunctions according to the 
context. The composition of Tibetan syllable 
numbers has the following rules. 

1. Number 1-10 are expressed with the syl-
lables mentioned above, but sometimes 
variants are used: ཆིག(1),ཉིས།(2),སུམ།(3). 

2. Number “tens” (20, 30, 40 …) have the 
form of “(2-9)+བཅུ”. but in “20”, “30”, 
variants of “2” and “3” are used, while in 
“60”, “70”, “80”, variant of “ten”(ཅུ།) is 
used. 

3. Number 11-19 have the form of 
“བཅུ(10)+(1-9)”, but in “13” and “15” 
variant of “10”(བཅོ།) is used. 

4. Number 21-99, except “tens”, have the 
form of “(tens)+conjunction+(1-9)”. Dif-
ferent conjunctions are used according to 

different “tens”: རྩ། སོ།  ཞེ། ང་། རེ། དོན། གྱ། གོ. 
Sometimes, this form is abbreviated to 
“conjunction+(1-9)”. 

5. In number which is larger then 100, con-
junction (དང) may be used, just like 
“and” in the reading of English number 
“115”. Sometimes, (མེད) is used to ex-
press the meaning of vacancy. For ex-
ample, number “507” is “ལྔ་བརྒྱ་བཅུ་མེད་བདུན”: 
ལྔ་(five) བརྒྱ་(hundred)བཅུ་ (ten)མེད་(has 
no)བདུན (seven).  

6. Composition of numbers larger than 
1000 can be deduced. 

7. Ordinal numeral has the form of “(cardi-
nal numeral)+(པorཔོ)”. 

8. Multiples have the form of “ལྡབ+ (cardi-
nal numeral)”. 

9. Fractions have the form of “(cardinal 
numeral) +ཆ+ (cardinal numeral)”. 

10. Decimals have the form of “(cardinal 
numeral) +དང+(གྲངས་ཆུངorཚེག)+ (cardinal 
numeral)”. “གྲངས་ཆུང” or “ཚེག” means the 
decimal point. 

11. Approximate numbers have the form of 
“(cardinal numeral)+(suffix)”. Suffix can 
be one of (ཚོ། ཙམ། ཡས་མས། ལྷག་ཙམ། གྲངས་ཁ་ཤས། 
ཕྲག་ཁ་ཤས།…) according to the meaning to 
be expressed. 

12. Some Tibetan numbers don’t obey the 
above rules. They have no form of num-
ber, but have meanings of number, such 
as “དང་པོ” (first). 

3 Tibetan number identification 

In this paper, we call all syllables mentioned in 
the previous section “number components” in 
general. For some of these number components, 
we can take it as a part of number when we 
meet one of them. For others, we can’t, because 
they can be used to express non-number mean-
ings. So we have to check whether it is a part of 
a number according to the context when we 
meet a number component. 

Tibetan number identification is a part of Ti-
betan word segmentation. In Tibetan word seg-
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mentation system, Tibetan text is segmented 
into words by maximum matching method. In 
this procedure, every Tibetan number is seg-
mented into number components. Then, identi-
fication module combines adjacent number 
components when they meet a certain prede-
fined rules. 

In this section, we first briefly introduce the 
whole procedure of Tibetan word segmentation, 
then the classification of number components 
and the tagging method to identify Tibetan 
number. 

3.1 Flow of Tibetan word segmentation 

Critical dictionary

Sentence 
breaking

Parts 
segmentation

Maximum 
matching word 
segmentation & 

abbreviated word 
identification

Common 
dictionary

Tibetan number 
identification

Number 
component 
dictionary

Input
Tibetan Text

Output
Segmentation 

result
 

Figure 1. The flow chart of Tibetan word seg-
mentation 

 
As shown in Figure 1, for the input Tibetan text, 
we first segment it into sentences. Then we seg-
ment each sentence into parts with case-
auxiliary words. In this procedure, a critical dic-
tionary is used because case-auxiliary words can 
be a part of some Tibetan words (critical words). 
When we meet a critical word in Tibetan text, 
we should not segment it into shorter words. 
Next, we segment each part into words and 

identify the abbreviated word (CAI Zhijie, 2009) 
by maximum matching method with a common 
dictionary and the number components diction-
ary. At last, we identify Tibetan numbers and 
output word segmentation result. 

In the procedure of segmenting a part into 
words, a Tibetan number is segmented into 
words; we must ensure every one of them is a 
number component. To do this, both common 
dictionary and number components dictionary 
are used. As we use maximum matching method, 
all Tibetan number words in the common dic-
tionary should be obsolete. 

Identification module tags each number com-
ponent with a tag according to the class which it 
belongs to, then updates the tags and combines 
adjacent number components when they meet a 
certain predefined rules. 

3.2 Classification of number components 

We classify number components into the fol-
lowing five classes according to their functions 
and ambiguity. 

Basic number: these number components are 
the basis of Tibetan numbers. Every one of 
them can be an independent number. If we meet 
it in context, we should take it as a part of a Ti-
betan number. Including: Tibetan number 1-
9(གཅིག གཉིས། གསུམ། བཞི། ལྔ། དྲུག བདུན། བརྒྱད། དགུ།); ten, 
hundred, thousand, ten thousand, million, ten 
million and so on(བཅུ། བརྒྱ། སྟོང་། ཁྲི། འབུམ། ས་ཡ། བྱེ་བ། 
དུང་ཕྱུར།…); and their variants. 

Number prefix: when it is used as a part of 
Tibetan number, the next word must be a basic 
number, while the previous word may be or 
may not be a number component. Including: 
abbreviations of “(tens)+conjunction” (སོ།  ཞེ། ང་། 
རེ། དོན། གྱ། གོ); variants of 1, 2, 3(ཆིག ཉིས། སུམ); 
decimal point(གྲངས་ཆུང་andཚེག). 

Number linker: when it is used as a part of 
Tibetan number, both the previous word and the 
next word must be number components. These 
include (དང་། ཆ མེད་). Conjunctions (སོ།  ཞེ། ང་། རེ། 
དོན། གྱ། གོ) belong to number prefix class, so we 
don’t include them in this class. But Conjunc-
tion (རྩ) doesn’t belong to number prefix class, 
we include it in this class. 
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Number suffix: these number components 
are used to express the meaning of “total num-
ber”, “approximate number”, and “ordinal num-
ber” and so on. They follow basic number and 
should be taken as a part of Tibetan number 
word. Including: ཚོ། ཙམ། ཡས་མས། ལྷག་ཙམ། གྲངས་ཁ་ཤས། 
ཕྲག་ཁ་ཤས།… 

Independent number: these number com-
ponents have no form of number, but have 
meanings of number, such as “དང་པོ” (first). 

The difference between “basic number” and 
“Independent number” is: a basic number can 
be a Tibetan number itself or a part of a Tibetan 
number, while an independent number is a Ti-
betan number itself, but it can’t be a part of a 
Tibetan number. 

3.3 Number identification 

As shown in Figure 2, identification module 
tags each number component with a tag accord-
ing to the class which it belongs to, then updates 
the tags and combines adjacent number compo-
nents when they meet a certain predefined rules. 
 

 
Figure 2. The flow of number identification 

 
Class Tag 

Basic number N (Number) 

Number prefix P (Prefix) 

Number linker L (Linker) 

Number suffix S(Suffix) 

Independent number I(Independent)

Other(non-number) O (Other) 

Table 1. Classes and their tags 
 

We assign every class with a tag, as shown in 
Table 1. The tagging procedure screens every 
segmented part of Tibetan sentences, and tags 
every word with a tag according to the class 
which the word belongs to. If the word is not a 
number component, we tag it with “O” (Other). 

As some number components can be used to 
express non-number meanings, (the cases exist 
in both number prefix class and number linker 
class), we have to check whether it is a part of a 
number according to the context. For number 

prefix, we take it as a part of number only if it is 
followed by a basic number, while for number 
linker, only if it follows a basic number and it is 
followed by another basic number. We define 
two rules to do this work. 

 
Rule 1: update tag series “PN” to “NN”. 
Rule 2: update tag series “NLN” to “NNN”. 
 
The tags updating algorithm applies the rules 

to the current word series until no tag is updated. 
After tags updating, the tag of a number prefix 
(“P”) is updated to “N” when it is a part of Ti-
betan number in the context, but the tag will still 
be “P” when it is not a part of Tibetan number. 
It is the same for number linkers. 

Combination algorithm combines adjacent 
number components to form a Tibetan number 
word. It mainly combines continuous number 
components with tags “NN…N”, and the fol-
lowing word is combined too if it has a tag “S”. 
The tag of the number is updated to “N”. All 
words with tag “N” or “I” are taken as Tibetan 
numbers after combination. 

Then the segmentation result is output. 
For example, for the following Tibetan sen-

tence: 
ལས་འཛོལ་མང་པོ་ཞིག་ནི་བརྒྱ་ཆ་གཅིག་གམ་ཐ་ན་བརྒྱ་ཆ་གྲངས་ཆུང་ལྔའི་

ནང་ཁོངས་ཀྱི་ལྷུ་ལག་གཅིག་ལ་སྐྱོན་ཤོར་ནས་བྱུང་འདུག (A consider-
able parts of accidents were due to the faults of 
1% or even 0.5% of components.) 

After parts segmentation and maximum 
matching word segmentation, it is segmented to: 
ལས་འཛོལ་/ མང་པོ་/ ཞིག་/ ནི་/ བརྒྱ་/ ཆ་/ གཅིག་/ གམ་/ ཐ་ན་/ 

བརྒྱ་/ ཆ་/ གྲངས་ཆུང་/ ལྔ/ འི་/ ནང་ཁོངས་/ ཀྱི་/ ལྷུ་ལག་གཅིག་/ ལ་/ 
སྐྱོན་ཤོར་/ ནས་/ བྱུང་/ འདུག/ 

After tagging: 
ལས་འཛོལ་/(O) མང་པོ་/(O) ཞིག་/(O) ནི་/(O) བརྒྱ་/(N) 

ཆ་/(L) གཅིག་/(N) གམ་/(O) ཐ་ན་/(O) བརྒྱ་/(N) ཆ་/(L) 
གྲངས་ཆུང་/(P) ལྔ/(N) འི་/(O) ནང་ཁོངས་/(O) ཀྱི་/(O) 
ལྷུ་ལག་གཅིག་/(O) ལ་/(O) སྐྱོན་ཤོར་/(O) ནས་/(O) བྱུང་/(O) 
འདུག/(O) 

The corresponding tag series is: 
OOOONLNOONLPNOOOOOOOOO 
After the first run of tags updating, the tag se-

ries is changed to: 
OOOONNNOONLNNOOOOOOOOO 
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After the second run of tags updating, the tag 
series is changed to: 

OOOONNNOONNNNOOOOOOOOO 
In the third run of tags updating, no tag is up-

dated. Then, combination algorithm combines 
adjacent number components corresponding to 
the continuous “N” tags. The result is: 
ལས་འཛོལ་/ མང་པོ་/ ཞིག་/ ནི་/ བརྒྱ་ཆ་གཅིག་/ གམ་/ ཐ་ན་/ 

བརྒྱ་ཆགྲངས་ཆུང་ལྔ/ འི་/ ནང་ཁོངས་/ ཀྱི་/ ལྷུ་ལག་གཅིག་/ ལ་/ 
སྐྱོན་ཤོར་/ ནས་/ བྱུང་/ འདུག/ 

The corresponding tag series is: 
OOOONOONOOOOOOOOO 
It has two “N” tags, which means two Ti-

betan numbers are identified. 

4 Experiment 

Corpus Byte Sentence BNS TNS

Corpus 1 1624K 13957 2590 1667

Corpus 2 1334K 11441 1748 1076

Corpus 3 1408K 11923 1751 969

Corpus 4 1015K 8453 1212 672

Corpus 5 1311K 10445 1613 897

Corpus 6 1246K 10009 1474 880

Total 7938K 66228 10388 6161

Table 2. Information about the 6 corpuses 
 

Accuracy(%)

98.98
98.92

99.38

99.5

99.41 99.42

99.21

98.60

98.70

98.80

98.90

99.00

99.10

99.20

99.30

99.40

99.50

99.60

Corp
us 1

Corp
us 2

Corp
us 3

Corp
us 4

Corp
us 5

Corp
us 6

Tota
l

 
Figure 3. Accuracy of Tibetan number identifi-

cation on 6 corpuses 
 
As there is no corpus for Tibetan word segmen-
tation, we have to make experiment on original 

Tibetan texts. We make use of several books 
which are written in Tibetan, and collect many 
web pages from several Tibetan web sites. After 
preprocessing, we get six corpuses. The basic 
information about the corpuses is shown in Ta-
ble 2. Note that, in Table 2, the column “BNS” 
includes all sentences which have in it at least 
one number component belonging to basic 
number class, while the column “TNS” includes 
all sentences which have at least one Tibetan 
number in it. The count of the former is signifi-
cantly larger than the count of the later because 
some basic numbers are used in idioms and 
proverbs which should be segmented as single 
words, thus we don’t take them as number com-
ponents under this circumstance. Figure 3 
shows the results of our experiment. As we can 
see, the total identification accuracy is 99.21%. 
As we have included all basic numbers in our 
method, theoretically the recall is 100%.  

After analyzing the results, we find that 
wrongly identified words can be divided into 
two classes. One is that there is a conjunction 
(དང) between two Tibetan numbers, but is taken 
as one Tibetan number, such as “བཅུ་དང་ཉི་ཤུ།” (ten 
and twenty), “ཁྲི་གཅིག་དང་ཁྲི་གཉིས” (ten thousand and 
twenty thousand). The other is that some Ti-
betan numbers has other non-number meanings 
in the context, but our algorithm takes them as 
numbers. For instance, “ཞེ་གཅིག” means 41 when 
it is used as a number, but it has another mean-
ing of “similarly”; “དོན་ལྔ” means 75 when it is 
used as a number, but it has the meaning of “the 
five internal organs”. 

5 Conclusion 

Tibetan syllables are separated with syllable 
dots. But like Chinese, there is no separator be-
tween Tibetan words. Tibetan word segmenta-
tion is essential for Tibetan information process-
ing.  People mainly use machine matching in 
Tibetan word segmentation base on dictionary. 
But machine matching can not be used to iden-
tify Tibetan numbers because we can not in-
clude all numbers in our dictionary. This paper 
proposes a method to tag number components 
according to the classes they belong to, and then 
apply predefined rules to update tag series, and 
next combine adjacent number components to 
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form a Tibetan number. In the testing result 
from 7938K Tibetan corpus, the identification 
accuracy is 99.21%, which means that this 
method is feasible to be applied to Tibetan word 
segmentation. 
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Abstract 

We propose a novel MLN-based method 

that collectively conducts SRL on 

groups of news sentences. Our method is 

built upon a baseline SRL, which uses 

no parsers and leverages redundancy. 

We evaluate our method on a manually 

labeled news corpus and demonstrate 

that news redundancy significantly im-

proves the performance of the baseline, 

e.g., it improves the F-score from 

64.13% to 67.66%.  
* 

1 Introduction 

Semantic Role Labeling (SRL, Màrquez, 2009) 

is generally understood as the task of identifying 

the arguments of a given predicate and assigning 

them semantic labels describing the roles they 

play. For example, given a sentence The luxury 

auto maker sold 1,214 cars., the goal is to iden-

tify the arguments of sold and produce the fol-

lowing output: [A0 The luxury auto maker] [V 

sold] [A1 1,214 cars]. Here A0 represents the 

seller, and A1 represents the things sold (CoNLL 

2008 shared task, Surdeanu et al., 2008). 

                                                 
*
 This work has been done while the author was visiting 

Microsoft Research Asia. 

Gildea and Jurafsky (2002) first tackled SRL 

as an independent task, which is divided into 

several sub-tasks such as argument identifica-

tion, argument classification, global inference, 

etc. Some researchers (Xue and Palmer, 2004; 

Koomen et al., 2005; Cohn and Blunsom, 2005; 

Punyakanok et al., 2008; Toutanova et al., 2005; 

Toutanova et al., 2008) used a pipelined ap-

proach to attack the task. Some others resolved 

the sub-tasks simultaneously. For example, some 

work (Musillo and Merlo, 2006; Merlo and Mu-

sillo, 2008) integrated syntactic parsing and SRL 

into a single model, and another (Riedel and 

Meza-Ruiz, 2008; Meza-Ruiz and Riedel, 2009) 

jointly handled all sub-tasks using Markov Log-

ic Networks (MLN, Richardson and Domingos, 

2005). 

All the above methods conduct sentence level 

SRL, and rely on parsers. Parsers have showed 

great effects on SRL performance. For example, 

Xue and Palmer (2004) reported that SRL per-

formance dropped more than 10% when they 

used syntactic features from an automatic parser 

instead of the gold standard parsing trees. Even 

worse, parsers are not robust and cannot always 

analyze any input, due to the fact that some in-

puts are not in the language described by the 

parser’s formal grammar, or adequately repre-

sented within the parser’s training data. 
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We propose a novel MLN-based method that 

collectively conducts SRL on groups of news 

sentences to leverage the content redundancy in 

news. To isolate the negative effect of noise 

from parsers and thus focus on the study of the 

contribution of redundancy to SRL, we use no 

parsers in our approach. We built a baseline SRL, 

which depends on no parsers, and use the MLN 

framework to exploit  redundancy. Our intuition 

is that SRL on one sentence can help that on 

other differently phrased sentences with similar 

meaning. For example, consider the following 

sentence from a news article: 

A suicide bomber blew himself up Sunday in 

market in Pakistan's northwest crowded with 

shoppers ahead of a Muslim holiday, killing 

12 people, including a mayor who once sup-

ported but had turned against the Taliban, of-

ficials said. 

The state-of-art MLN-based system (Meza-Ruiz 

and Riedel, 2009), hereafter referred to as 

MLNBS for brevity, incorrectly labels northwest 

instead of bomber as A0 of killing. Now consider 

another sentence from another news article: 

Police in northwestern Pakistan say that a su-

icide bomber has killed at least 13 people and 

wounded dozens of others. 

Here MLNBS correctly identify bomber as A0 

of killing. When more sentences are observed 

where bomber as A0 of killing is correctly identi-

fied, we will be more confident that bomber 

should be labeled as A0 of killing, and that 

northwest should not be the A0 of killing accord-

ing to the constraint that one predicate has at 

most one A0. 

We manually construct a news corpus to 

evaluate our method. In the corpus, semantic 

role information is annotated and sentences with 

similar meanings are grouped together. Experi-

mental results show that news redundancy can 

significantly improve the performance of the 

baseline system. 

Our contributions can be summarized as fol-

lows: 

1. We present a novel method that conducts 

SRL on a set of sentences collectively, in-

stead of on a single sentence, by extend-

ing MLNBS to leverage redundancy. 

2. We show redundancy can significantly 

improve the performance of the baseline 

system, indicating a promising research 

direction towards open SRL. 

In the next section, we introduce news sen-

tence extraction and clustering. In Section 3, we 

describe our collective inference method. In Sec-

tion 4, we show our experimental results. Finally, 

in Section 5 we conclude our paper with a dis-

cussion of future work. 

2 Extraction and Clustering of News 

Sentences 

To construct a corpus to evaluate our method, 

we extract sentences from clustered news arti-

cles returned by news search engines such as 

Bing and Google, and divide them into groups 

so that sentences in a group have similar mean-

ing. 

News articles in the same cluster are supposed 

to report the same event. Thus we first group 

sentences according to the news cluster they 

come from. Then we split sentences in the same 

cluster into several groups according to the simi-

larity of meaning. We assume that two sentences 

are more similar in meaning if they share more 

synonymous proper nouns and verbs. The syno-

nyms of verbs, like plod and trudge, are mainly 

extracted from the Microsoft Encarta Diction-

ary
1
, and the proper nouns thesaurus, containing 

synonyms such as U.S. and the United States, is 

manually compiled. 

As examples, below are two sentence groups 

which are extracted from a news cluster describ-

ing Hurricane Ida. 

Group 1: 

 Hurricane Ida, the first Atlantic hurri-

cane to target the U.S. this year, plod-

ded yesterday toward the Gulf Coast… 

 Hurricane Ida trudged toward the Gulf 

Coast… 

 … 

Group 2: 

 It could make landfall as early as Tues-

day morning, although it was forecast to 

weaken further. 

                                                 
1
http://uk.encarta.msn.com/encnet/features/dictionary/dictio

naryhome.aspx 
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 Authorities said Ida could make landfall 

as early as Tuesday morning, although 

it was forecast to weaken by then. 

 … 

3 Collective Inference Based on MLN 

Our method includes two core components: a 

baseline system that conducts SRL on every sen-

tence; and a collective inference system that ac-

cepts as input a group of sentences with prelimi-

nary SRL information provided by the baseline. 

We build the baseline by removing formulas 

involving syntactic parsing information from 

MLNBS (while keeping other rules) and retrain-

ing the system using the tool and scripts provid-

ed by Riedel and Meza-Ruiz (2008) on the man-

ually annotated news corpus described in Sec-

tion 4. 

A collective inference system is constructed 

to leverage redundancy in the SRL information 

from the baseline.  

We first redefine the predicate role and treat it 

as observed: 

predicate role: Int x Int x Int x Role; 

role has four parameters: the first one stands for 

the number of sentence in the input, which is 

necessary to distinguish the sentences in a group; 

the other three are taken from the arguments of 

the role predicate defined by Riedel and Meza-

Ruiz (2008), which denote the positions of the 

predicate and the argument in the sentence and 

the role of the argument, respectively. If the 

predication holds, it returns 1, otherwise 0.  

A hidden predicate final_role is defined to 

present the final output, which has the same pa-

rameters as the predicate role: 

predicate final_role: Int x Int x Int x Role; 

We introduce the following formula, which 

directly passes the semantic role from the base-

line to the final output: 

role(s, p, a, +r)=> final_role (s, p, a, +r)    (1) 

Here s is the sentence number in a group; p and 

a denote the positions of the predicate and ar-

gument in s, respectively; r stands for the role of 

the argument; the “+” before the variable r indi-

cates that different r has different weight. 

Then we define another formula for collective 

inference: 

s1≠s2^lemma(s1,p1,p_lemma)^lemma(s2,p2, 

p_lemma)^lemma(s1,a1,a_lemma)^lemma(s2,

a2,a_lemma)^role(s2,p2,a2,+r)=>final_role 

(s1,p1,a1,+r)                                                 (2) 

Here p_lemma(a_lemma) stands for the lemma 

of the predicate(argument), which is obtained 

from the lemma dictionary. This dictionary is 

extracted from the dataset of CoNLL 2008 

shared task and is normalized using synonym 

dictionary described in Section 2; lemma is an 

observed predicate that states whether or not the 

word has the lemma. 

Formula 2 encodes our basic ideas about col-

lective SRL: given several sentences expressing 

similar meaning, if one sentence has a predicate 

p with an argument a of role r, the other sen-

tences would be likely to have a predicate p’ 

with an argument a’ of role r, where p’ and a’ 

are the same or synonymous with p and a, re-

spectively, as illustrated by the example in Sec-

tion 1. 

Besides, we also apply structural constraints 

(Riedel and Meza-Ruiz, 2008) to final_role. 

To learn parameters of the collective infer-

ence system, we use  thebeast (Riedel and Meza-

Ruiz, 2008),  which is an open Markov Logic 

Engine, and train it on manually annotated news 

corpus described in Section 4. 

4 Experiments 

To train and test the collective inference system, 

we extract 1000 sentences from news clusters, 

and group them into 200 clusters using the 

method described in Section 2. For every sen-

tence, POS tagging is conducted with the 

OpenNLP toolkit (Jason Baldridge et al., 2009), 

lemma of each word is obtained through the 

normalized lemma dictionary described in Sec-

tion 3, and SRL is manually labeled. To reduce 

human labeling efforts, we retrain our baseline 

on the WSJ corpus of CoNLL 2008 shared task 

and run it on our news corpus, and then edit the 

SRL outputs by hand. 

We implement the collective inference system 

with the thebeast toolkit. Precision, recall, and 

F-score are used as evaluation metrics.  In both 

training and evaluation, we follow the CoNLL 

2008 shared task and regard only heads of 

phrases as arguments. 
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Table 1 shows the averaged 10-fold cross val-

idation results of our systems and the baseline, 

where the third and second line report the results 

of using and not using Formula 1 in our collec-

tive inference system, respectively. 

 

Systems Pre. (%) Rec. (%) F-score (%) 

Baseline 69.87 59.26 64.13 

CI-1 62.99 72.96 67.61 

CI 67.01 68.33 67.66 

Table 1. Averaged 10-fold cross validation re-

sults (Pre.: precision; Rec.: recall). 

Experimental results show that the two collec-

tive inference engines (CI-1 and CI) perform 

significantly better than the baseline in terms of 

the recall and F-score, though a little worse in 

the precision. We observe that predicate-

argument relationships in sentences with com-

plex syntax are usually not recognized by the 

baseline, but some of them are correctly identi-

fied by the collective inference systems. This, 

we guess, explains in large part the difference in 

performance. For instance, consider the follow-

ing sentences in a group, where order and tell 

are synonyms: 

 Colombia said on Sunday it will appeal 

to the U.N. Security Council and the 

OAS after Hugo Chavez, the fiery leftist 

president of neighboring Venezuela, or-

dered his army to prepare for war in or-

der to assure peace. 

 President Hugo Chavez ordered Vene-

zuela's military to prepare for a possible 

armed conflict with Colombia, saying 

yesterday that his country's soldiers 

should be ready if the U.S. tries to pro-

voke a war between the South American 

neighbors. 

 Venezuelan President Hugo Chavez told 

his military and civil militias to prepare 

for a possible war with Colombia as ten-

sions mount over an agreement giving 

U.S. troops access to Colombian mili-

tary bases. 

The baseline cannot label (ordered, Chavez, A0) 

for the first sentence, partially owing to the syn-

tactic complexity of the sentence, but can identi-

fy the relationship for the second and third sen-

tence. In contrast, the collective inference sys-

tems can identify Chavez in the first sentence as 

A0 of order because of its occurrence in the oth-

er sentences of the same group. 

As Table 1 shows, the CI system achieves the 

highest F-score (67.66%), and a higher precision 

than the CI-1 system, indicating the effective-

ness of Formula 1. Consider the above three sen-

tences. CI-1 mislabels (ordered, Venezuela, A1) 

for the first sentence because the baseline labels 

it for the second sentence. In contrast, CI does 

not label it for the first sentence because the 

baseline does not and (ordered, Venezuela, A1) 

rarely occurs in the outputs of the baseline for 

this sentence group. 

We also find cases where the collective infer-

ence systems do not but should help. For exam-

ple, consider the following group of sentences: 

 A Brazilian university expelled a woman 

who was heckled by hundreds of fellow 

students when she wore a short, pink 

dress to class, taking out newspaper ads 

Sunday to publicly accuse her of immo-

rality.  

 The university also published newspaper 

ads accusing the student, Geisy Arruda, 

of immorality. 

The baseline has identified (published, univer-

sity, A0) for the second sentence. But neither 

the baseline nor our method labels (taking, uni-

versity, A0) for the first one.  This happens be-

cause publish is not considered as a synonym 

of take, and thus (published, university, A0) in 

the second provides no evidence for (taking, 

university, A0) in the first. We plan to develop 

a context based synonym detection component 

to address this issue in the future. 

5 Conclusions and Future Work 

We present a novel MLN-based method that col-

lectively conducts SRL on groups of sentences. 

To help build training and test corpora, we de-

sign a method to collect news sentences and to 

divide them into groups so that sentences of sim-

ilar meaning fall into the same cluster. Experi-

mental results on a manually labeled news cor-

pus show that collective inference, which lever-

ages redundancy, can effectively improve the 

performance of the baseline. 
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In the future, we plan to evaluate our method 

on larger news corpora, and to extend our meth-

od to other genres of corpora, such as tweets. 
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Abstract 

While ITG has many desirable properties 

for word alignment, it still suffers from 

the limitation of one-to-one matching. 

While existing approaches relax this li-

mitation using phrase pairs, we propose a 

ITG formalism, which even handles units 

of non-contiguous words, using both 

simple and hierarchical phrase pairs. We 

also propose a parameter estimation me-

thod, which combines the merits of both 

supervised and unsupervised learning, 

for the ITG formalism. The ITG align-

ment system achieves significant im-

provement in both word alignment quali-

ty and translation performance. 

1 Introduction 

Inversion transduction grammar (ITG) (Wu, 

1997) is an adaptation of CFG to bilingual 

parsing. It does synchronous parsing of two 

languages with phrasal and word-level alignment 

as by-product. One of the merits of ITG is that it 

is less biased towards short-distance reordering 

compared with other word alignment models 

such as HMM. For this reason ITG has gained 

more and more attention recently in the word 

alignment community (Zhang et al., 2005; 

Cherry et al., 2006; Haghighi et al., 2009)
1
. 

The basic ITG formalism suffers from the ma-

jor drawback of one-to-one matching. This limi-

tation renders ITG unable to produce certain 

alignment patterns (such as many-to-many 

                                                 
*
 This work has been done while the first author was visit-

ing Microsoft Research Asia. 

alignment for idiomatic expression). For this 

reason those recent approaches to ITG alignment 

introduce the notion of phrase (or block), de-

fined as sequence of contiguous words, into the 

ITG formalism (Cherry and Lin, 2007; Haghighi 

et al., 2009; Zhang et al., 2008). However, there 

are still alignment patterns which cannot be cap-

tured by phrases. A simple example is connec-

tive in Chinese/English. In English, two clauses 

are connected by merely one connective (like 

"although", "because") but in Chinese we need 

two connectives (e.g. There is a sentence pattern 

"虽然    但是        although   ", where    

and     are variables for clauses). The English 

connective should then be aligned to two non-

contiguous Chinese connectives, and such 

alignment pattern is not available in either word-

level or phrase-level ITG. As hierarchical 

phrase-based SMT (Chiang, 2007) is proved to 

be superior to simple phrase-based SMT, it is 

natural to ask, why don‟t we further incorporate 

hierarchical phrase pairs (henceforth h-phrase 

pairs) into ITG? In this paper we propose a ITG 

formalism and parsing algorithm using h-phrase 

pairs. 

The ITG model involves much more parame-

ters. On the one hand, each phrase/h-phrase pair 

has its own probability or score. It is not feasible 

to learn these parameters through discrimina-

tive/supervised learning since the repertoire of 

phrase pairs is much larger than the size of hu-

man-annotated alignment set. On the other hand, 

there are also a few useful features which cannot 

be estimated merely by unsupervised learning 

like EM. Inspired by Fraser et al. (2006), we 

propose a semi-supervised learning algorithm 

which combines the merits of both discrimina-
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tive training (error minimization) and approx-

imate EM (estimation of numerous parameters). 

The ITG model augmented with the learning 

algorithm is shown by experiment results to im-

prove significantly both alignment quality and 

translation performance.  

In the following, we will explain, step-by-step, 

how to incorporate hierarchical phrase pairs into 

the ITG formalism (Section 2) and in ITG pars-

ing (Section 3). The semi-supervised training 

method is elaborated in Section 4. The merits of 

the complete system are illustrated with the ex-

periments described in Section 5. 

2 ITG Formalisms 

2.1 W-ITG : ITG with only word pairs 

The simplest formulation of ITG contains three 

types of rules: terminal unary rules     , 

where e and f represent words (possibly a null 

word, ε) in the English and foreign language 

respectively, and the binary rules         and 

       , which refer to that the component 

English and foreign phrases are combined in the 

same and inverted order respectively. From the 

viewpoint of word alignment, the terminal unary 

rules provide the links of word pairs, whereas 

the binary rules represent the reordering factor. 

Note also that the alignment between two phrase 

pairs is always composed of the alignment 

between word pairs (c.f. Figure 1(a) and (b)). 

The Figure 1 also shows ITG can handle the 

cases where two languages share the same 

(Figure 1(a)) and different (Figure 1(b)) word 

order 

 XX,→X  (b)

]f,e[→X  (c) f1Xf3][e1Xe3,→X  (d)

X][X,→X  (a)

e2

e1

f1 f2 f1 f2

e2

e1

e2

e1

f1 f2

e2

e1

f1 f2 f3

e3

 

Figure 1. Four ways in which ITG can analyze a 

multi-word span pair. 

Such a formulation has two drawbacks. First 

of all, the simple ITG leads to redundancy if 

word alignment is the sole purpose of applying 

ITG. For instance, there are two parses for three 

consecutive word pairs, viz.               
      and                   . The problem of re-

dundancy is fixed by adopting ITG normal form. 

The ITG normal form grammar as used in this 

paper is described in Appendix A. 

The second drawback is that ITG fails to 

produce certain alignment patterns. Its constraint 

that a word is not allowed to align to more than 

one word is indeed a strong limitation as no 

idiom or multi-word expression is allowed to 

align to a single word on the other side. 

Moreover, its reordering constraint makes it 

unable to produce the „inside-out‟ alignment 

pattern (c.f. Figure 2). 

f1      f2      f3      f4

e1     e2      e3      e4
 

Figure 2. An example of inside-out alignment. 

2.2 P-ITG : ITG with Phrase Pairs 

A single word in one language is not always on a 

par with a single word in another language. For 

example, the Chinese word "白宫" is equivalent 

to two words in English ("white house"). This 

problem is even worsened by segmentation er-

rors (i.e. splitting a single word into more than 

one word). The one-to-one constraint in W-ITG 

is a serious limitation as in reality there are al-

ways segmentation or tokenization errors as well 

as idiomatic expressions. Therefore, researches 

like Cherry and Lin (2007), Haghighi et al. 

(2009) and Zhang et al. (2009) tackle this prob-

lem by enriching ITG, in addition to word pairs, 

with pairs of phrases (or blocks). That is, a se-

quence of source language word can be aligned, 

as a whole, to one (or a sequence of more than 

one) target language word. 

These methods can be subsumed under the 

term phrase-based ITG (P-ITG), which enhances 

W-ITG by altering the definition of a terminal 

production to include phrases:         (c.f. 

Figure 1(c)).    stands for English phrase and 

   stands for foreign phrase. As an example, if 

there is a simple phrase pair <white house, 白
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宫>, then it is transformed into the ITG rule 

  white house   白宫 . 
An important question is how these phrase 

pairs can be formulated. Marcu and Wong (2002) 

propose a joint probability model which searches 

the phrase alignment space, simultaneously 

learning translations lexicons for words and 

phrases without consideration of potentially sub-

optimal word alignments and heuristic for phrase 

extraction. This method suffers from computa-

tional complexity because it considers all possi-

ble phrases and all their possible alignments. 

Birch et al. (2006) propose a better and more 

efficient method of constraining the search space 

which does not contradict a given high confi-

dence word alignment for each sentence. Our P-

ITG collects all phrase pairs which are consistent 

with a word alignment matrix produced by a 

simpler word alignment model. 

2.3 HP-ITG : P-ITG with H-Phrase pairs 

P-ITG is the first enhancement of ITG to capture 

the linguistic phenomenon that more than one 

word of a language may function as a single unit, 

so that these words should be aligned to a single 

unit of another language. But P-ITG can only 

treat contiguous words as a single unit, and 

therefore cannot handle the single units of non-

contiguous words. Apart from sentence 

connectives as mentioned in Section 1, there is 

also the example that the single word “since” in 

English corresponds to two non-adjacent words "

自" and "以来" as shown the following sentence 

pair: 

自  上周末  以来 ， 我 一直 在 生病 . 

I have been ill since last weekend . 

No matter whether it is P-ITG or phrase-based 

SMT, the very notion of phrase pair is not help-

ful because this example is simply handled by 

enumerating all possible contiguous sequences 

involving the words "自" and "以来", and thus 

subject to serious data sparseness. The lesson 

learned from hierarchical phrase-based SMT is 

that the modeling of non-contiguous word se-

quence can be very simple if we allow rules in-

volving h-phrase pairs, like: 

   since    自   以来  

where   is a placeholder for substituting a 

phrase pair like "上周末/last weekend". 

H-phrase pairs can also perform reordering, as 

illustrated by the well-known example from 

Chiang (2007),     have    with        与    

有     , for the following bilingual sentence 

fragment: 

与  北韩  有  邦交 

have diplomatic relations with North Korea 

The potential of intra-phrase reordering may also 

help us to capture those alignment patterns like 

the „inside-out‟ pattern. 

All these merits of h-phrase pairs motivate a 

ITG formalism, viz. hierarchical phrase-based 

ITG (HP-ITG), which employs not only simple 

phrase pairs but also hierarchical ones. The ITG 

grammar is enriched with rules of the format: 

       where    and    refer to either a phrase 

or h-phrase (c.f. Figure 1(d)) pair in English and 

foreign language respectively
2
. Note that, al-

though the format of HP-ITG is similar to P-ITG, 

it is much more difficult to handle rules with h-

phrase pairs in ITG parsing, which will be elabo-

rated in the next section. 

It is again an important question how to for-

mulate the h-phrase pairs. Similar to P-ITG, the 

h-phrase pairs are obtained by extracting the h-

phrase pairs which are consistent with a word 

alignment matrix produced by some simpler 

word alignment model. 

3 ITG Parsing 

Based on the rules, W-ITG word alignment is 

done in a similar way to chart parsing (Wu, 

1997). The base step applies all relevant terminal 

unary rules to establish the links of word pairs. 

The word pairs are then combined into span 

pairs in all possible ways. Larger and larger span 

pairs are recursively built until the sentence pair 

is built. 

Figure 3(a) shows one possible derivation for 

a toy example sentence pair with three words in 

each sentence. Each node (rectangle) represents 

a pair, marked with certain phrase category, of 

                                                 
2
 Haghighi et al. (2009) impose some rules which look like 

h-phrase pairs, but their rules are essentially h-phrase pairs 

with at most one „ ‟ only, added with the constraint that 

each „ ‟ covers only one word. 
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foreign span (F-span) and English span (E-span) 

(the upper half of the rectangle) and the asso-

ciated alignment hypothesis (the lower half). 

Each graph like Figure 3(a) shows only one de-

rivation and also only one alignment hypothesis. 

The various derivations in ITG parsing can be 

compactly represented in hypergraph (Klein et 

al., 2001) like Figure 3(b). Each hypernode (rec-

tangle) comprises both a span pair (upper half) 

and the list of possible alignment hypotheses 

(lower half) for that span pair. The hyperedges 

show how larger span pairs are derived from 

smaller span pairs. Note that hypernode may 

have more than one alignment hypothesis, since 

a hypernode may be derived through more than 

one hyperedge (e.g. the topmost hypernode in 

Figure 3(b)). Due to the use of normal form, the 

hypotheses of a span pair are different from each 

other. 

In the case of P-ITG parsing, each span pair 

does not only examine all possible combinations 

of sub-span pairs using binary rules, but also 

checks if the yield of that span pair is exactly the 

same as that phrase pair. If so, then this span pair 

is treated as a valid leaf node in the parse tree. 

Moreover, in order to enable the parse tree pro-

duce a complete word aligned matrix as by-

product, the alignment links within the phrase 

pair (which are recorded when the phrase pair is 

extracted from a word aligned matrix produced 

by a simpler model) are taken as an alternative 

alignment hypothesis of that span pair. 

In the case of HP-ITG parsing, an ITG rule 

like    have    with      与   有     (ori-

ginated from the hierarchical rule like    <与

    有   , have    with   >), is processed in the 

following manner: 1) Each span pair checks if it 

contains the lexical anchors: "have", "with","与" 

and "有"; 2) each span pair checks if the remain-

ing words in its yield can form two sub-span 

pairs which fit the reordering constraint among 

   and    (Note that span pairs of any category 

in the ITG normal form grammar can substitute 

for    or   ). 3) If both conditions hold, then the 

span pair is assigned an alignment hypothesis 

which combines the alignment links among the 

lexical anchors and those links among the sub-

span pairs. 

C:[e3,e3]/[f3,f3]

{e3/f3}

C:[e1,e2]/[f1,f2]

{e1/f2,e1/f1,

e2/f1,e2/f2}

A:[e1,e3]/[f1,f3]

{e1/f2,e1/f1,e2/f1,e2/f2,e3/f3} ,

 {e1/f1,e1/f3,e3/f1,e3/f3,e2,f2}

{e2/f2}

e1Xe3/f1Xf3:

[e1Xe3]/[f1Xf3]
{e1/f3,e1/f1,

e3/f3,e3/f1}

C:[e2,e2]/[f2,f2]

(c) 

e1               e2              e3

f1                f2               f3

(a) (b) 

e1               e2              e3

f1                f2               f3

A→[C,C] A→[e1Xe3/f1Xf3,C]

 
Figure 4. Phrase/h-phrase in hypergraph. 

 Figure 4(c) shows an example how to use 

phrase pair and h-phrase pairs in hypergraph.  

Figure 4(a) and  Figure 4(b) refer to alignment 

matrixes which cannot be generated by W-ITG, 

because of the one-to-one assumption.  Figure 

4(c) shows how the span pair [e1,e3]/[f1,f3] can 

be generated in two ways: one is combining a 

phrase pair and a word pair directly, and the oth-

er way is replacing the X in the h-phrase pair 

with a word pair. Here we only show how h-

phrase pairs with one variable be used during the 

B:[e1,e2]/[f1,f2]

{e1/f2,e2/f1}

C:[e1,e1]/[f2,f2]

{e1/f2}

C:[e2,e2]/[f1,f1]

{e2/f1}

C:[e3,e3]/[f3,f3]

{e3/f3}

A:[e1,e3]/[f1,f3]

{e1/f2,e2/f1,e3/f3}

(a) 

C:[e2,e2]/[f2,f2]

{e2/f2}

C:[e1,e1]/[f1,f1]

{e1/f1}

C:[e3,e3]/[f3,f3]

{e3/f3}

C:[e2,e2]/[f1,f1]

{e2/f1}

C:[e1,e1]/[f2,f2]

{e1/f2}

B:[e1,e2]/[f1,f2]

{e1/f2}

A:[e1,e2]/[f1,f2]

{e2/f2}

A:[e1,e3]/[f1,f3]

{e1/f2,e2/f1,e3/f3} , 

{e1/f1,e2/f2,e3,f3}

(b)

B→<C,C> A→[C,C]

A→[A,C]A→[B,C]

 
Figure 3.  Example ITG parses in graph (a) and hypergraph (b). 
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parsing, and h-phrase pairs with more than one 

variable can be used in a similar way. 

The original (unsupervised) ITG algorithm 

has complexity of O(n
6
). When extended to su-

pervised/discriminative framework, ITG runs 

even more slowly. Therefore all attempts to ITG 

alignment come with some pruning method. 

Zhang and Gildea (2005) show that Model 1 

(Brown et al., 1993) probabilities of the word 

pairs inside and outside a span pair are useful.  

Tic-tac-toe pruning algorithm (Zhang and Gildea, 

2005) uses dynamic programming to compute 

inside and outside scores for a span pair in O(n
4
). 

Tic-tac-toe pruning method is adopted in this 

paper. 

4 Semi-supervised Training 

The original formulation of ITG (W-ITG) is a 

generative model in which the ITG tree of a sen-

tence pair is produced by a set of rules. The pa-

rameters of these rules are trained by EM. Cer-

tainly it is difficult to add more non-independent 

features in such a generative model, and there-

fore Cherry et al. (2006) and Haghighi et al. 

(2009) used a discriminative model to incorpo-

rate features to achieve state-of-art alignment 

performance. 

4.1 HP-DITG : Discriminative HP-ITG 

We also use a discriminative model to assign 

score to an alignment candidate for a sentence 

pair (     ) as probability from a log-linear model 

(Liu et al., 2005; Moore, 2006): 

           
                     

                            
 (1) 

where each             is some feature about the 

alignment matrix, and each λ is the weight of the 

corresponding feature. The discriminative 

version of W-ITG, P-ITG, and HP-ITG are then 

called W-DITG, P-DITG, and HP-DITG 

respectively. 

There are two kinds of parameters in (1) to be 

learned. The first is the values of the features Ψ. 

Most features are indeed about the probabilities 

of the phrase/h-phrase pairs and there are too 

many of them to be trained from a labeled data 

set of limited size. Thus the feature values are 

trained by approximate EM. The other kind of 

parameters is feature weights λ, which are 

trained by an error minimization method. The 

discriminative training of λ and the approximate 

EM training of Ψ are integrated into a semi-

supervised training framework similar to EMD3 

(Fraser and Marcu, 2006). 

4.2 Discriminative Training of λ 

MERT (Och, 2003) is used to train feature 

weights λ. MERT estimates model parameters 

with the objective of minimizing certain measure 

of translation errors (or maximizing certain 

performance measure of translation quality) for a 

development corpus. Given an SMT system 

which produces, with model parameters   
 , the 

K-best candidate translations         
   for a 

source sentence   , and an error measure 

           of a particular candidate      with 

respect to the reference translation   , the 

optimal parameter values will be: 

   
        

  
 

               
   

 

   

  

       
  

 
                       

        

 

   

 

   

  

MERT for DITG applies the same equation 

for parameter tuning, with different interpreta-

tion of the components in the equation. Instead 

of a development corpus with reference transla-

tions, we have a collection of training samples, 

each of which is a sentence pair with annotated 

alignment result. The ITG parser outputs for 

each sentence pair a K-best list of alignment re-

sult         
   based on the current parameter 

values   
 . The MERT module for DITG takes 

alignment F-score of a sentence pair as the per-

formance measure. Given an input sentence pair 

and the reference annotated alignment, MERT 

aims to maximize the F-score of DITG-produced 

alignment.  

4.3 Approximate EM Training of Ψ  

Three kinds of features (introduced in section 

4.5 and 4.6) are calculated from training corpus 

given some initial alignment result: conditional 

probability of word pairs and two types of 

conditional probabilities for phrase/h-phrase. 

                                                 
3
 For simplicity, we will also call our semi-supervised 

framework as EMD. 
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The initial alignment result is far from perfect 

and so the feature values thus obtained are not 

optimized. There are too many features to be 

trained in supervised way. So, unsupervised 

training like EM is the best solution. 

When EM is applied to our model, the E-step 

corresponds to calculating the probability for all 

the ITG trees, and the M-step corresponds to re-

estimate the feature values. As it is intractable to 

handle all possible ITG trees, instead we use the 

Viterbi parse to update the feature values. In 

other words, the training is a kind of approx-

imate EM rather than EM. 

Word pairs are collected over Viterbi align-

ment and their conditional probabilities are esti-

mated by MLE. As to phrase/h-phrase, if they 

are handled in a similar way, then there will be 

data sparseness (as there are much fewer 

phrase/h-phrase pairs in Viterbi parse tree than 

needed for reliable parameter estimation). Thus, 

we collect all phrase/h-phrase pairs which are 

consistent with the alignment links. The condi-

tional probabilities are then estimated by MLE. 

4.4 Semi-supervised training 

Algorithm EMD (semi-supervised training) 

input development data dev, test data test, training 

data with initial alignment (train, align_train) 

output feature weights   and features  . 

1: estimate initial features    with (train, align_train) 

2: get an initial weights    by MERT with the initial 

features    on dev. 

3: get the F-Measure    for           on test. 

4: for( =1;;  ++) 

5:  get the Viterbi alignment align_train for train 

using      and      

6:  estimate    with (train, align_train) 

7:  get new feature weights    by MERT with    

on dev. 

8:  get the F-Measure    for           on test. 

9:  if             then 
10:   break 

11: end for 

12: return      and      

Figure 5. Semi-supervised training for HP-DITG. 

The discriminative training (error minimiza-

tion) of feature weights   and the approximate 

EM learning of feature values   are integrated in 

a single semi-supervised framework. Given an 

initial estimation of   (estimated from an initial 

alignment matrix by some simpler word align-

ment model) and an initial estimation of  , the 

discriminative training process and the approx-

imate EM learning process are alternatively ite-

rated until there is no more improvement. The 

sketch of the semi-supervised training is shown 

in Figure 5. 

4.5 Features for word pairs 

The following features about alignment link are 

used in W-DITG: 

1) Word pair translation probabilities 

trained from HMM model (Vogel et al., 

1996) and IBM model 4 (Brown et al., 

1993). 

2) Conditional link probability (Moore, 

2006). 

3) Association score rank features (Moore et 

al., 2006). 

4) Distortion features: counts of inversion 

and concatenation. 

4.6 Features for phrase/h-phrase pairs 

For our HP-DITG model, the rule probabilities 

in both English-to-foreign and foreign-to-

English directions are estimated and taken as 

features, in addition to those features in W-

DITG, in the discriminative model of alignment 

hypothesis selection:  

1)         
  : The conditional probability of 

English phrase/h-phrase given foreign 

phrase/h-phrase. 

2)     
      : The conditional probability of 

foreign phrase/h-phrase given English 

phrase/h-phrase. 

The features are calculated as described in 

section 4.3. 

5 Evaluation 

Our experiments evaluate the performance of 

HP-DITG in both word alignment and transla-

tion in a Chinese-English setting, taking GI-

ZA++, BerkeleyAligner (henceforth BERK) 

(Haghighi, et al., 2009), W-ITG as baselines. 

Word alignment quality is evaluated by recall, 

precision, and F-measure, while translation per-

formance is evaluated by case-insensitive 

BLEU4. 

5.1 Experiment Data 

The small human annotated alignment set for 

discriminative training of feature weights is the 

same as that in Haghighi et al. (2009). The 491 
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sentence pairs in this dataset are adapted to our 

own Chinese word segmentation standard. 250 

sentence pairs are used as training data and the 

other 241 are test data. The large, un-annotated 

bilingual corpus for approximate EM learning of 

feature values is FBIS, which is also the training 

set for our SMT systems. 

In SMT experiments, our 5-gram language 

model is trained from the Xinhua section of the 

Gigaword corpus. The NIST‟03 test set is used 

as our development corpus and the NIST‟05 and 

NIST‟08 test sets are our test sets.  We use two 

kinds of state-of-the-art SMT systems. One is a 

phrase-based decoder (PBSMT) with a MaxEnt-

based distortion model (Xiong, et al., 2006), and 

the other is an implementation of hierarchical 

phrase-based model (HPBSMT) (Chiang, 2007). 

The phrase/rule table for these two systems is 

not generated from the terminal node of HP-

DITG tree directly, but extracted from word 

alignment matrix (HP-DITG generated) using 

the same criterion as most phrase-based systems 

(Chiang, 2007). 

5.2 HP-DITG without EMD 

Our first experiment isolates the contribution of 

the various DITG alignment models from that of 

semi-supervised training. The feature values of 

the DITG models are estimated simply from 

IBM Model 4 using GIZA++. Apart from DITG, 

P-ITG, and HP-ITG as introduced in Section 2, 

we also include a variation, known as H-DITG, 

which covers h-phrase pairs but no simple 

phrase pairs at all. The experiment results are 

shown in Table 1. 

 Precision Recall F-Measure 

GIZA++ 0.826 0.807 0.816 

BERK 0.917 0.814 0.862 

W-DITG 0.912 0.745 0.820 

P-DITG 0.913 0.788 0.846 

H-DITG 0.913 0.781 0.842 

HP-DITG 0.915 0.795 0.851 

Table 1. Performance gains with features for 

HP-DITG. 

It is obvious that any form of ITG achieves 

better F-Measure than GIZA++. Without semi-

supervised training, however, our various DITG 

models cannot compete with BERK. Among the 

DITG models, it can be seen that precision is 

roughly the same in all cases, while W-ITG has 

the lowest recall, due to the limitation of one-to-

one matching. The improvement by (simple) 

phrase pairs is roughly the same as that by h-

phrase pairs. And it is not surprising that the 

combination of both kinds of phrases achieve the 

best result. 

Even HP-DITG does not achieve as high recall 

as BERK, it does produce promising alignment 

patterns that BERK fails to produce. For in-

stance, for the following sentence pair: 

自  上周末  以来 ， 我 一直 在 生病 . 

I have been ill since last weekend . 

Both GIZA++ and BERK produce the pattern 

in Figure 6(a), while HP-DITG produces the bet-

ter pattern in Figure 6(b) as it learns the h-phrase 

pair  since     自   以来 . 

(b): HP-DITG

自           上周末        以来

since          last       weekend

自           上周末        以来

since          last       weekend

(a): BERK/Giza++  
Figure 6. Partial alignment results. 

5.3 Alignment Quality of HP-DITG with 

EMD 

 Precision Recall F- Measure 

GIZA++ 0.826 0.807 0.816 

BERK 0.917 0.814 0.862 

EMD0 0.915 0.795 0.851 

EMD1 0.923 0.814 0.865 

EMD2 0.930 0.821 0.872 

EMD3 0.935 0.819 0.873 

Table 2. Semi-supervised Training Task on F-

Measure. 

The second experiment evaluates how the 

semi-supervised method of EMD improves HP-

DITG with respect to word alignment quality. 

The results are shown in Table 2. In the table, 

EMD0 refers to the HP-DITG model before any 

EMD training; EMD1 refers to the model after 

the first iteration of training, and so on. It is em-

pirically found that F-Measure is not improved 

after the third EMD iteration. 

It can be observed that EMD succeeds to help 

HP-DITG improves feature value and weight 

estimation iteratively. When semi-supervised 
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training converges, the new HP-DITG model is 

better than before training by 2%, and better than 

BERK by 1%. 

5.4 Translation Quality of HP-DITG with 

EMD 

The third experiment evaluates the same 

alignment models in the last experiment but with 

respect to translation quality, measured by case-

insensitive BLEU4. The results are shown in 

Table 3. Note that the differences between 

EMD3 and the two baselines are statistically 

significant. 

 PBSMT HPBSMT 

05 08 05 08 

GIZA++ 33.43 23.89 33.59 24.39 

BERK 33.76 24.92 34.22 25.18 

EMD0 34.02 24.50 34.30 24.90 

EMD1 34.29 24.80 34.77 25.25 

EMD2 34.25 25.01 35.04 25.43 

EMD3 34.42 25.19 34.82 25.56 

Table 3. Semi-supervised Training Task on 

BLEU. 

It can be observed that EMD improves SMT 

performance in most iterations in most cases. 

EMD does not always improve BLEU score be-

cause the objective function of the discrimina-

tive training in EMD is about alignment F-

Measure rather than BLEU. And it is well 

known that the correlation between F-Measure 

and BLEU (Fraser and Marcu, 2007) is itself an 

intriguing problem. 

The best HP-DITG leads to more than 1 

BLEU point gain compared with GIZA++ on all 

datasets/MT models. Compared with BERK, 

EMD3 improves SMT performance significantly 

on NIST05 and slightly on NIST08. 

6 Conclusion and Future Work 

In this paper, we propose an ITG formalism 

which employs the notion of phrase/h-phrase 

pairs, in order to remove the limitation of one-to-

one matching. The formalism is proved to enable 

an alignment model to capture the linguistic fact 

that a single concept is expressed in several non-

contiguous words. Based on the formalism, we 

also propose a semi-supervised training method 

to optimize feature values and feature weights, 

which does not only improve the alignment qual-

ity but also machine translation performance 

significantly. Combining the formalism and 

semi-supervised training, we obtain better 

alignment and translation than the baselines of 

GIZA++ and BERK. 

A fundamental problem of our current frame-

work is that we fail to obtain monotonic incre-

ment of BLEU score during the course of semi-

supervised training. In the future, therefore, we 

will try to take the BLEU score as our objective 

function in discriminative training. That is to 

certain extent inspired by Deng et al. (2008).  

Appendix A. The Normal Form Grammar 

Table 4 lists the ITG rules in normal form as 

used in this paper, which extend the normal form 

in Wu (1997) so as to handle the case of 

alignment to null. 

1           

2                                         

3                              

                  

4                

5                

6        

7               

8                               

9                           

Table 4. ITG Rules in Normal Form. 

In these rules,   is the Start symbol;   is the 

category for concatenating combination whereas 

  for inverted combination. Rules (2) and (3) are 

inherited from Wu (1997). Rules (4) divide the 

terminal category   into subcategories. Rule 

schema (6) subsumes all terminal unary rules for 

some English word   and foreign word  , and 

rule schemas (7) are unary rules for alignment to 

null. Rules (8) ensure all words linked to null are 

combined in left branching manner, while rules 

(9) ensure those words linked to null combine 

with some following, rather than preceding, 

word pair. (Note: Accordingly, all sentences 

must be ended by a special token      , other-

wise the last word(s) of a sentence cannot be 

linked to null.) If there are both English and for-

eign words linked to null, rule (5) ensures that 

those English words linked to null precede those 

foreign words linked to null. 
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Abstract

Visually and phonologically similar cha-
racters are major contributing factors for 
errors in Chinese text. By defining ap-
propriate similarity measures that consid-
er extended Cangjie codes, we can identi-
fy visually similar characters within a 
fraction of a second. Relying on the pro-
nunciation information noted for individ-
ual characters in Chinese lexicons, we 
can compute a list of characters that are 
phonologically similar to a given charac-
ter. We collected 621 incorrect Chinese 
words reported on the Internet, and ana-
lyzed the causes of these errors. 83% of 
these errors were related to phonological 
similarity, and 48% of them were related 
to visual similarity between the involved 
characters. Generating the lists of phono-
logically and visually similar characters, 
our programs were able to contain more 
than 90% of the incorrect characters in 
the reported errors. 

1 Introduction 

In this paper, we report the experience of our 
studying the errors in simplified Chinese words. 
Chinese words consist of individual characters. 
Some words contain just one character, but most 
words comprise two or more characters. For in-
stance, “ ” (mai4)1 has just one character, and 
“ ” (yu3 yan2) is formed by two characters. 
Two most common causes for writing or typing 
incorrect Chinese words are due to visual and 
phonological similarity between the correct and 

1 We show simplified Chinese characters followed by 
their Hanyu pinyin. The digit that follows the symbols 
for the sound is the tone for the character. 

the incorrect characters. For instance, one might 
use “ ” (hwa2) in the place of “ ”(hwa4)  in 
“ ” (ke1 hwa4 xing2 xiang4) partially 
because of phonological similarity; one might 
replace “ ” (zhuo2) in “ ” (xin1 lao2 
li4 zhuo2) with “ ” (chu4) partially due to visu-
al similarity. (We do not claim that the visual or 
phonological similarity alone can explain the 
observed errors.) 

Similar characters are important for under-
standing the errors in both traditional and simpli-
fied Chinese. Liu et al. (2009a-c) applied tech-
niques for manipulating correctness of Chinese 
words to computer assisted test-item generation. 
Research in psycholinguistics has shown that the 
number of neighbor characters influences the 
timing of activating the mental lexicon during the 
process of understanding Chinese text (Kuo et al. 
2004; Lee et al. 2006).  Having a way to compute 
and find similar characters will facilitate the 
process of finding neighbor words, so can be in-
strumental for related studies in psycholinguistics. 
Algorithms for optical character recognition for 
Chinese and for recognizing written Chinese try 
to guess the input characters based on sets of 
confusing sets (Fan et al. 1995; Liu et al., 2004). 
The confusing sets happen to be hand-crafted 
clusters of visually similar characters. 

It is relatively easy to judge whether two cha-
racters have similar pronunciations based on 
their records in a given Chinese lexicon. We will 
discuss more related issues shortly.  

To determine whether two characters are vi-
sually similar is not as easy. Image processing 
techniques may be useful but is not perfectly 
feasible, given that there are more than fifty 
thousand Chinese characters (HanDict, 2010) 
and that many of them are similar to each other 
in special ways.  Liu et al. (2008) extend the 
Cangjie codes (Cangjie, 2010; Chu, 2010) to en-
code the layouts and details about traditional 
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Chinese characters for computing visually simi-
lar characters. Evidence observed in psycholin-
guistic studies offers a cognition-based support 
for the design of Liu et al.’s approach (Yeh and 
Li, 2002). In addition, the proposed method 
proves to be effective in capturing incorrect tra-
ditional Chinese words (Liu et al., 2009a-c). 

In this paper, we work on the errors in simpli-
fied Chinese words by extending the Cangjie 
codes for simplified Chinese. We obtain two lists 
of incorrect words that were reported on the In-
ternet, analyze the major reasons that contribute 
to the observed errors, and evaluate how the new 
Cangjie codes help us spot the incorrect charac-
ters. Results of our analysis show that phonolog-
ical and visual similarities contribute similar por-
tions of errors in simplified and traditional Chi-
nese. Experimental results also show that, we can 
catch more than 90% of the reported errors. 

We go over some issues about phonological 
similarity in Section 2, elaborate how we extend 
and apply Cangjie codes for simplified Chinese 
in Section 3, present details about our experi-
ments and observations in Section 4, and discuss 
some technical issues in Section 5.  

2 Phonologically Similar Characters 

The pronunciation of a Chinese character in-
volves a sound, which consists of the nucleus and 
an optional onset, and a tone. In Mandarin Chi-
nese, there are four tones. (Some researchers in-
clude the fifth tone.) 

In our work, we consider four categories of 
phonological similarity between two characters: 
same sound and same tone (SS), same sound and 
different tone (SD), similar sound and same tone 
(MS), and similar sound and different tone (MD).  

We rely on the information provided in a lex-
icon (Dict, 2010) to determine whether two cha-
racters have the same sound or the same tone. 
The judgment of whether two characters have 
similar sound should consider the language expe-
rience of an individual. One who live in the 
southern and one who live in the northern China 
may have quite different perceptions of “similar” 
sound. In this work, we resort to the confusion 
sets observed in a psycholinguistic study con-
ducted at the Academic Sinica. 

Some Chinese characters are heteronyms. Let 
C1 and C2 be two characters that have multiple 
pronunciations. If C1 and C2 share one of their 

pronunciations, we consider that C1 and C2 be-
long to the SS category. This principle applies 
when we consider phonological similarity in oth-
er categories. 

One challenge in defining similarity between 
characters is that the pronunciations of a charac-
ter can depend on its context. The most common 
example of tone sandhi in Chinese (Chen, 2000) 
is that the first third-tone character in words 
formed by two adjacent third-tone characters will 
be pronounced in the second tone. At present, we 
ignore the influences of context when determin-
ing whether two characters are phonologically 
similar.  

Although we have confined our definition of 
phonological similarity to the context of the 
Mandarin Chinese, it is important to note the in-
fluence of sublanguages within the Chinese lan-
guage family will affect the perception of phono-
logical similarity. Sublanguages used in different 
areas in China, e.g., Shanghai, Min, and Canton 
share the same written forms with the Mandarin 
Chinese, but have quite different though related 
pronunciation systems. Hence, people living in 
different areas in China may perceive phonologi-
cal similarity in very different ways. The study in 
this direction is beyond the scope of the current 
study.  

3 Visually Similar Characters 

Figure 1 shows four groups of visually similar 
characters. Characters in group 1 and group 2 
differ subtly at the stroke level. Characters in 
group 3 share the components on their right sides. 
The shared component of the characters in group 
4 appears at different places within the characters. 

Radicals are used in Chinese dictionaries to 
organize characters, so are useful for finding vi-
sually similar characters. The characters in group 
1 and group 2 belong to the radicals “ ” and “ ”,
respectively. Notice that, although the radical for 
group 2 is clear, the radical for group 1 is not 
obvious because “ ” is not a standalone compo-
nent.

However, the shared components might not be 
the radicals of characters. The shared compo-
nents in groups 3 and 4 are not the radicals. In 

Figure 1. Examples of visually similar characters
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many cases, radicals are semantic components of 
Chinese characters. In groups 3 and 4, the shared 
components carry information about the pronun-
ciations of the characters. Hence, those charac-
ters are listed under different radicals, though 
they do look similar in some ways.  

Hence, a mechanism other than just relying on 
information about characters in typical lexicons 
is necessary, and we will use the extended Cang-
jie codes for finding visually similar characters. 

3.1 Cangjie Codes for Simplified Chinese 

Table 1 shows the Cangjie codes for the 13 
characters listed in Figure 1 and five other 
characters. The “ID” column shows the 
identification number for the characters, and we 
will refer to the ith character by ci, where i is the 
ID. The “CC” column shows the Chinese 
characters, and the “Cangjie” column shows the 
Cangjie codes. Each symbol in the Cangjie codes 
corresponds to a key on the keyboard, e.g. “ ”
and “ ” collocate with “W” and “L”, 
respectively. Information about the complete 
correspondence is available on the Wikipedia2.

Using the Cangjie codes saves us from using 
image processing methods to determine the de-
grees of similarity between characters. Take the 
Cangjie codes for the characters in group 2 (c5, c6,
and c7) for example. It is possible to find that the 
characters share a common component, based on 
the shared substrings of the Cangjie codes, i.e., 
“ ”.  Using the common substring  (shown in 
black bold) of the Cangjie codes, we may also 
find the shared component “ ” for characters in 
group 3 (c10, c11, and c12), the shared component 
“ ” in c13 and c14, the shared component “ ” in 
c15 and c16, and the shared component “ ” in c16
and c17.

 Despite the perceivable advantages, these 
original Cangjie codes are not good enough. In 
order to maintain efficiency in inputting Chinese 
characters, the Cangjie codes have been limited 
to no more than five keys. Thus, users of the 
Cangjie input method must familiarize them-
selves with the principles for simplifying the 
Cangjie codes. While the simplified codes help 
the input efficiency, they also introduce difficul-
ties and ambiguities when we compare the Cang-

2en.wikipedia.org/wiki/Cangjie_input_method#Keyboard_la
yout ; last visited on 22 April 2010. 

jie codes for computing similar characters. The 
prefix “ ” in c16 and c17 can represent “ ”, 
“ ” (e.g., c8), and “ ” (e.g., c9). Characters 
whose Cangjie codes include “ ” may con-
tain any of these three components, but they do 
not really look alike. 

Therefore, we augment the original Cangjie 
codes by using the complete Cangjie codes and 
annotate each Chinese character with a layout 
identification that encodes the overall contours of 
the characters. This is how Liu and his col-
leagues (2008) did for the Cangjie codes for tra-
ditional Chinese characters, and we employ a 
similar exploration for the simplified Chinese. 

3.2 Augmenting the Cangjie Codes 

Figure 2 shows the twelve possible layouts that 
are considered for the Cangjie codes for 
simplified Chinese characters. Some of the 
layouts contain smaller areas, and the rectangles 
show a subarea within a character. The smaller 
areas are assigned IDs between one and three. 
Notice that, to maintain read-ability of the 
figures, not all IDs for subareas are shown in 
Figure 2. An example character is provided 
below each layout. From left to right and from 
top to bottom, each layout is assigned an 
identification number from 1 to 12. For example, 
the layout ID of “ ” is 8. “ ” has two parts, i.e., 
“ ” and “ ”.

Researchers have come up with other ways to 

ID CC Cangjie ID CC Cangjie 
1 10
2 11
3 12
4 13
5 14
6 15
7 16
8 17
9 18

Table 1. Examples of Cangjie codes 

Figure 2. Layouts of Chinese characters 
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decompose individual Chinese characters. The 
Chinese Document Lab at the Academia Sinica 
proposed a system with 13 operators for describ-
ing the relationships among components in Chi-
nese characters (CDL, 2010). Lee (2010b) pro-
pose more than 30 possible layouts.  

The layout of a character affects how people 
perceive visual similarity between characters. 
For instance, c16 in Table 1 is more similar to c17
than to c18, although they share “ ”. We rely on 
the expertise in Cangjie codes reported in (Lee, 
2010a) to split the codes into parts. 

Table 2 shows the extended codes for some 
characters listed in Table 1. The “ID” column 
provides links between the characters listed in 
both Table 1 and Table 2. The “CC” column 
shows the Chinese characters. The “LID” column 
shows the identifications for the layouts of the 
characters. The columns with headings “P1”, 
“P2”, and “P3” show the extended Cangjie codes, 
where “Pi” shows the ith part of the Cangjie 
codes, as indicated in Figure 2. 

We decide the extended codes for the parts 
with the help of computer programs and subjec-
tive judgments. Starting from the original Cang-
jie codes, we can compute the most frequent sub-
strings just like we can compute the frequencies 
of n-grams in corpora (cf. Jurafsky and Martin, 
2009). Computing the most common substrings 
in the original codes is not a complex task be-
cause the longest original Cangjie codes contain 
just five symbols.   

Often, the frequent substrings are simplified 
codes for popular components in Chinese charac-
ters, e.g., “ ” and “ ”. The original codes for “ ”
and “ ” are “ ” and “ ”, but they are 
often simplified to “ ” and “ ”, respec-
tively.  When simplified, “ ” have the same 
Cangjie code with “ ”, and “ ” have the same 
Cangjie code with “ ” and “ ”.

After finding the frequent substrings, we veri-
fy whether these frequent substrings are simpli-
fied codes for meaningful components. For mea-
ningful components, we replace the simplified 
codes with complete codes. For instance the 
Cangjie codes for “ ” and “ ” are extended to 
include “ ” in Table 2, where we indicate the 
extended keys that did not belong to the original 
Cangjie codes in boldface and with a surrounding 
box. Most of the non-meaningful frequent sub-
strings have two keys: one is the last key of a 

part, and the other is the first key of another part. 
They were by observed by coincidence. 

Although most of the examples provided in 
Table 2 indicate that we expand only the first 
part of the Cangjie codes, it is absolutely possible 
that the other parts, i.e., P2 and P3, may need to 
be extended too. c19 shows such an example. 

Replacing simplified codes with complete 
codes not only help us avoid incorrect matches 
but also help us find matches that would be 
missed due to simplification of Cangjie codes. 
Using just the original Cangjie codes in Table 1, 
it is not easy to determine that c18 (“ ”) in Table 
1 shares a component (“ ”) with c16 and c17 (“ ”
and “ ”). In contrast, there is a chance to find 
the similarity with the extended Cangjie codes in 
Table 2, given that all of the three Cangjie codes 
include “ ”.

We can see an application of the LIDs, using 
“ ”, “ ” and “ ” as an example. Consider the 
case that we want to determine which of “ ”
and “ ” is more similar to “ ”. Their extended 
Cangjie codes will indicate that “ ” is the an-
swer to this question for two reasons. First, “ ”
and “ ” belong to the same type of layout; and, 
second, the shared components reside at the same 
area in “ ” and “ ”.

3.3 Similarity Measures 

The main differences between the original and 
the extended Cangjie codes are the degrees of 
details about the structures of the Chinese cha-
racters. By recovering the details that were ig-
nored in the original codes, our programs will be 

ID CC LID P1 P2 P3
5 2
6 2
7 2
10 10
11 10
12 10
13 5
14 9
15 2
16 2
17 2
18 3
19 4
Table 2. Examples of extended Cangjie codes 
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better equipped to find the similarity between 
characters.  

In the current study, we experiment with three 
different scoring methods to measure the visual 
similarity between two characters based on their 
extended Cangjie codes. Two of these methods 
had been tried by Liu and his colleagues’ study 
for traditional Chinese characters (Liu et al., 
2009b-c). The first method, denoted SC1, con-
siders the total number of matched keys in the 
matched parts (without considering their part 
IDs). Let ci denote the ith character listed in Table 
2. We have SC1(c15, c16) = 2 because of the 
matched “ ”. Analogously, we have SC1(c19,
c16) = 2.  

The second method, denoted SC2, includes 
the score of SC1 and considers the following 
conditions: (1) add one point if the matched parts 
locate at the same place in the characters and (2) 
if the first condition is met, an extra point will be 
added if the characters belong to the same layout.  
Hence, we have SC2(c15, c16) =SC1(c15,
c16)+1+1=4 because (1) the matched “ ” lo-
cate at P2 in both characters and (2) c15 and c16
belong to the same layout. Assuming that c16 be-
longs to layout 5, than SC2(c15, c16) would be-
come 3. In contrast, we have SC2(c19, c16)=2. No 
extra weights for the matching “ ” because it 
locates at different parts in the characters. The 
extra weight considers the spatial influences of 
the matched parts on the perception of similarity. 

While splitting the extended Cangjie codes in-
to parts allows us to tell that c15 is more similar 
to c16 than to c19, it also creates a new barrier in 
computing similarity scores. An example of this 
problem is that SC2(c17, c18)=0. This is because 
that “ ” at P1 in c17 can match neither “

” at P2 nor “ ” at P3 in c18.
To alleviate this problem, we consider SC3 

which computes the similarity in three steps. 
First, we concatenate the parts of a Cangjie code 
for a character. Then, we compute the longest 
common subsequence (LCS) (cf. Cormen et al., 
2009) of the concatenated codes of the two cha-
racters being compared, and compute a Dice’s 
coefficient (cf. Croft et al., 2010) as the similari-
ty. Let X and Y denote the concatenated, ex-
tended Cangjie codes for two characters, and let 
Z be the LCS of X and Y. The similarity is de-
fined by the following equation.  

S
YX

Z
DiceLCS stringoflength theisS where,

2   (1) 

We compute another Dice’s coefficient be-
tween X and Y. The formula is the similar to (1), 
except that we set Z to the longest common con-
secutive subsequence. We call this score 

LCCSDice . Notice that LCSLCCS DiceDice ,
1LCCSDice , and 1LCSDice  . Finally, SC3 of two 

characters is the sum of their SC2, LCCSDice10 ,
and LCSDice5 . We multiply the Dice’s coeffi-
cients with constants to make them as influential 
as the SC2 component in SC3. The constants 
were not scientifically chosen, but were selected 
heuristically. 

4 Error Analysis and Evaluation 

We evaluate the effectiveness of using the pho-
nologically and visually similar characters to 
captures errors in simplified Chinese words with 
two lists of reported errors that were collected 
from the Internet.  

4.1 Data Sources 

We need two types of data for the experiments. 
The information about the pronunciation and 
structures of the Chinese characters help us gen-
erate lists of similar characters. We also need 
reported errors so that we can evaluate whether 
the similar characters catch the reported errors. 

A lexicon that provides the pronunciation in-
formation about Chinese characters and a data-
base that contains the extended Cangjie codes are 
necessary for our programs to generate lists of 
characters that are phonologically and visually 
similar to a given character. 

It is not difficult to acquire lexicons that show 
standard pronunciations for Chinese characters. 
As we stated in Section 2, the main problem is 
that it is not easy to predict how people in differ-
ent areas in China actually pronounce the charac-
ters. Hence, we can only rely on the standards 
that are recorded in lexicons.  

With the procedure reported in Section 3.2, we 
built a database of extended Cangjie codes for 
the simplified Chinese. The database was de-
signed to contain 5401 common characters in the 
BIG5 encoding, which was originally designed 
for the traditional Chinese. After converting the 
traditional Chinese characters to the simplified 
counterparts, the database contained only 5170
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different characters. 
We searched the Internet for reported errors 

that were collected in real-world scenarios, and 
obtained two lists of errors. The first list3 came 
from the entrance examinations for senior high 
schools in China, and the second list4 contained 
errors observed at senior high schools in China. 
We used 160 and 524 errors from the first and 
the second lists, respectively, and we refer to the 
combined list as the Ilist. An item of reported 
error contained two parts: the correct word and 
the mistaken character, both of which will be 
used in our experiments. 

4.2 Preliminary Data Analysis 

Since our programs can compare the similarity 
only between characters that are included in our 
lexicon, we have to exclude some reported errors 
from the Ilist. As a result, we used only 621 er-
rors in this section.  

Two native speakers subjectively classified the 
causes of these errors into three categories based 
on whether the errors were related to phonologi-
cal similarity, visual similarity, or neither. Since 
the annotators did not always agree on their clas-
sifications, the final results have five interesting 
categories: “P”, “V”, “N”, “D”, and “B” in Table 
3. P and V indicate that the annotators agreed on 
the types of errors to be related to phonological 
and visual similarity, respectively. N indicates 
that the annotators believed that the errors were 
not due to phonological or visual similarity. D 
indicates that the annotators believed that the 
errors were due to phonological or visual similar-
ity, but they did not have a consensus. B indi-
cates the intersection of P and V.  

Table 3 shows the percentages of errors in 
these categories. To get 100% from the table, we 
can add up P, V, N, and D, and subtract B from 
the total. In reality there are errors of type N, and 
Liu and his colleagues (2009b) reported this type 
of errors. Errors in this category happened to be 
missing in the Ilist. Based on our and Liu’s ob-

3www.0668edu.com/soft/4/12/95/2008/2008091357140.htm
 ; last visited on 22 April 2010. 
4 gaozhong.kt5u.com/soft/2/38018.html; last visited on 22 
April 2010. 

servations, the percentages of phonological and 
visual similarities contribute to the errors in sim-
plified and traditional Chinese words with simi-
lar percentages.  

4.3 Experimental Procedure 

We design and employ the ICCEval procedure 
for the evaluation task. 

At step 1, given the correct word and the cor-
rect character to be intentionally replaced with 
incorrect characters, we created a list of charac-
ters based on the selection criterion. We may 
choose to evaluate phonologically or visually 
similar characters. For a given character, ICCEv-
al can generate characters that are in the SS, SD, 
MS, and MD categories for phonologically simi-
lar characters (cf. Section 2). For visually similar 
characters, ICCEval can select characters based 
on SC1, SC2, and SC3 (cf. Section 3.3). In addi-
tion, ICCEval can generate a list of characters 
that belong to the same radical and have the same 
number of strokes with the correct character. In 
the experimental results, we refer to this type of 
similar characters as RS.

At step 2, for a correct word that people origi-
nally wanted to write, we replaced the correct 
character with an incorrect character with the 
characters that were generated at step 1, submit-
ted the incorrect word to Google AJAX Search 

 P V N D B 
Ilist 83.1 48.3 0 3.7 35.1

Table 3. Percentages of types of errors

Procedure ICCEval
Input:
ccr: the correct character; cwd:
the correct word; crit: the selec-
tion criterion; num: number of re-
quested characters; rnk: the cri-
terion to rank the incorrect 
words;

Output: a list of ranked candidates 
for ccr 

Steps:
1. Generate a list, L, of charac-

ters for ccr with the specified 
criterion, crit. When using SC1, 
SC2, or SC3 to select visually 
similar characters, at most num
characters will be selected. 

2. For each c in L, replace ccr in 
cwd with c, submit the resulting 
incorrect word to Google, and 
record the ENOP. 

3. Rank the list of incorrect words 
generated at step 2, using the 
criterion specified by rnk.

4. Return the ranked list. 
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API, and extracted the estimated numbers of 
pages (ENOP) 5  that contained the incorrect 
words. In an ordinary interaction with Google, an 
ENOP can be retrieved from the search results, 
and it typically follows the string “Results 1-
10 of about” on the upper part of the browser 
window. Using the AJAX API, we just have to 
parse the returned results with a simple method.  

Larger ENOPs for incorrect words suggest 
that these words are incorrect words that people 
frequently used on their web pages. Hence, we 
ranked the similar characters based on their 
ENOPs at step 3, and return the list. 

Since the reported errors contained informa-
tion about the incorrect ways to write the correct 
words, we could check whether the real incorrect 
characters were among the similar characters that 
our programs generated at step 1 (inclusion tests). 
We could also check whether the actual incorrect 
characters were ranked higher in the ranked lists 
(ranking tests). 

Take the word “ ” as an example. In 
the collected data, it is reported that people wrote 
this word as “ ”, i.e., the second charac-
ter was incorrect. Hoping to capture the error, 
ICCEval generated a list of possible substitutions 
for “ ” at step 1. Depending on the categories 
of sources of errors, ICCEval generated a list of 
characters. When aiming to test the effectiveness 
of visually similar characters, we could ask IC-
CEval to apply SC3 to generate a list of alterna-
tives for “ ”, possibly including “ ”, “ ”, 
“ ”, and other candidates. At step 2, we created 
and submitted query strings “ ”, “

”, and “ ” to obtain the ENOPs for 
the candidates. If the ENOPs were, respectively, 
410000, 26100, and 7940, these candidates 
would be returned in the order of “ ”, “ ”, and 
“ ”. As a result, the returned list contained the 
actual incorrect character “ ”, and placed “ ”
on top of the ranked list. 

Notice that we considered the contexts in 
which the incorrect characters appeared to rank. 
We did not rank the incorrect characters with just 
the unigrams. In addition, although this running 
example shows that we ranked the characters 
directly with the ENOPs, we also ranked the list 

5According to (Croft et al., 2010), the ENOPs may not re-
flect the actual number of pages on the Internet. 

of alternatives with pointwise mutual information: 

)Pr()Pr(
)Pr(,
XC

XCXCPMI ,                 (2) 

where X is the candidate character to replace the 
correct character and C is the correct word ex-
cluding the correct character to be replaced. To 
compute the score of replacing “ ” with “ ” in 
“ ”, X = “ ”, C=“ ”, and (C X)
is “ ”. ( denotes a character to be re-
placed.) PMI is a common tool for judging collo-
cations in natural language processing. (cf. Ju-
rafsky and Martin, 2009). 

It would demand very much computation ef-
fort to find Pr(C). Fortunately, we do not have to 
consider Pr(C) because it is a common denomi-
nator for all incorrect characters. Let X1 and X2
be two competing candidates for the correct cha-
racter. We can ignore Pr(C) because of the fol-
lowing relationship. 

)Pr(
)Pr(

)Pr(
)Pr(

,,
2
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1
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X

XC
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Hence, X1 prevails if 1, XCscore  is larger. 

)Pr(
)Pr(,

X
XCXCscore                    (3) 

In our work, we approximate the probabilities 
used in (3) by the corresponding frequencies that 
we can collect through Google, similar to the 
methods that we used to collect the ENOPs. 

4.4 Experimental Results: Inclusion Tests 

We ran ICCEval with 621 errors in the Ilist. The 
experiments were conducted for all categories of 
phonological and visual similarity. When using 
SS, SD, MS, MD, and RS as the selection crite-
rion, we did not limit the number of candidate 
characters. When using SC1, SC2, and SC3 as 
the criterion, we limited the number candidates 
to be no more than 30. We consider only words 
that the native speakers have consensus over the 
causes of errors. Hence, we dropped those 3.7% 
of words in Table 3, and had just 598 errors. The 
ENOPs were obtained during March and April 
2010. 

Table 4 shows the chances that the lists, gen-

SS SD MS MD Phone
Ilist 82.6 29.3 1.7 1.6 97.3 

SC1 SC2 SC3 RS Visual
Ilist 78.3 71.0 87.7 1.3 90.0 
Table 4. Chances of the recommended list con-

tains the incorrect character
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erated with different crit at step 1, contained the 
incorrect character in the reported errors. In the 
Ilist, there were 516 and 3006  errors that were 
related to phonological and visual similarity, re-
spectively. Using the characters generated with 
the SS criterion, we captured 426 out of 516 
phone-related errors, so we showed 426/516 = 
82.6% in the table. 

Results in Table 4 show that we captured 
phone-related errors more effectively than visual-
ly-similar errors. With a simple method, we can 
compute the union of the characters that were 
generated with the SS, SD, MS, and MD criteria. 
This integrated list suggested how well we cap-
tured the errors that were related to phones, and 
we show its effectiveness under “Phone”. Simi-
larly, we integrated the lists generated by SC1, 
SC2, SC3, and RS to explore the effectiveness of 
finding errors that are related to visual similarity, 
and the result is shown under “Visual”. 

4.5 Experimental Results: Ranking Tests 

To put the generated characters into work, we 
wish to put the actual incorrect character high in 
the ranked list. This will help the efficiency in 
supporting computer assisted test-item writing. 
Having short lists that contain relatively more 
confusing characters may facilitate the data prep-
aration for psycholinguistic studies. 

At step 3, we ranked the candidate characters 
by forming incorrect words with other characters 
in the correct words as the context and submitted 
the words to Google for ENOPs. The results of 
ranking, shown in Table 5, indicate that we may 
just offer the leading five candidates to cover the 
actual incorrect characters in almost all cases.  

The “Total” column shows the total number of 
errors that were captured by the selection crite-
rion. The column “Ri” shows the percentage of 
all errors, due to phonological or visual similarity, 
that were re-created and ranked ith at step 3 in 
ICCEVAL. The row headings show the selection 
criteria that were used in the experiments. For 
instance, using SS as the criterion, 70.3% of ac-
tual phone-related errors were rank first, 7.4% of 
the phone-related errors were ranked second, etc. 
If we recommended only 5 leading incorrect cha-

6The sum of 516 and 300 is larger than 598 because 
some of the characters are similar both phonologically 
and visually.

racters only with SS, we would have captured the 
actual incorrect characters that were phone re-
lated 81.6% (the sum of R1 to R5) of the time. 
For errors that were related to visual similarity, 
recommending the top five candidates with SC3 
would capture the actual incorrect characters 
87.1% of the time. Since we do not show the 
complete distributions, the sums over the rows 
are not 100%. In the current experiments, the 
worst rank was 21. 

We also used PMI to rank the incorrect words. 
Due to page limits, we cannot show complete 
details about the results. The observed distribu-
tions in ranks were not very different from those 
shown in Table 5. 

5 Discussion 

Compared with Liu et al.’s analysis (2009b-c) 
for the traditional Chinese, the proportions of 
errors related to phonological factors are almost 
the same, both at about 80%. The proportion of 
errors related to visual factors varied, but the av-
erages in both studies were about 48%. A larger 
scale of study is needed for how traditional and 
simplified characters affect the distributions of 
errors. Results shown in Table 4 suggest that it is 
relatively easy to capture errors related to visual 
factors in simplified Chinese. Although we can-
not elaborate, we note that Cangjie codes are not 
good for comparing characters that have few 
strokes, e.g., c1 to c4 in Table 1. In these cases, 
the coding method for Wubihua input method 
(Wubihua, 2010) should be applied. 
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in this paper, we have done so in an extended version 
of this paper. 
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Abstract 

Phrase-based statistical MT (SMT) is a 
milestone in MT. However, the transla-
tion model in the phrase based SMT is 
structure free which greatly limits its 
reordering capacity. To address this is-
sue, we propose a non-lexical head-
modifier based reordering model on 
word level by utilizing constituent based 
parse tree in source side. Our experi-
mental results on the NIST Chinese-
English benchmarking data show that, 
with a very small size model, our me-
thod significantly outperforms the base-
line by 1.48% bleu score. 

1 Introduction 

Syntax has been successfully applied to SMT to 
improve translation performance. Research in 
applying syntax information to SMT has been 
carried out in two aspects. On the one hand, the 
syntax knowledge is employed by directly inte-
grating the syntactic structure into the transla-
tion rules i.e. syntactic translation rules. On this 
perspective, the word order of the target transla-
tion is modeled by the syntax structure explicit-
ly.  Chiang (2005), Wu (1997) and Xiong (2006) 
learn the syntax rules using the formal gram-
mars. While more research is conducted to learn 
syntax rules with the help of linguistic analysis 
(Yamada and Knight, 2001; Graehl and Knight, 
2004). However, there are some challenges to 
these models. Firstly, the linguistic analysis is 
far from perfect. Most of these methods require 
an off-the-shelf parser to generate syntactic 
structure, which makes the translation results 
sensitive to the parsing errors to some extent. 

To tackle this problem, n-best parse trees and 
parsing forest (Mi and Huang, 2008; Zhang, 
2009) are proposed to relieve the error propaga-
tion brought by linguistic analysis. Secondly, 
some phrases which violate the boundary of 
linguistic analysis are also useful in these mod-
els ( DeNeefe et al., 2007; Cowan et al. 2006). 
Thus, a tradeoff needs to be found between lin-
guistic sense and formal sense. 

On the other hand, instead of using syntactic 
translation rules, some previous work attempts 
to learn the syntax knowledge separately and 
then integrated those knowledge to the original 
constraint. Marton and Resnik (2008) utilize the 
language linguistic analysis that is derived from 
parse tree to constrain the translation in a soft 
way. By doing so, this approach addresses the 
challenges brought by linguistic analysis 
through the log-linear model in a soft way.  

Starting from the state-of-the-art phrase based 
model Moses ( Koehn e.t. al, 2007), we propose 
a head-modifier relation based reordering model 
and use the proposed model as  a soft syntax 
constraint in the phrase-based translation 
framework. Compared with most of previous 
soft constraint models, we study the way to util-
ize the constituent based parse tree structure by 
mapping the parse tree to sets of head-modifier 
for phrase reordering. In this way, we build a 
word level reordering model instead of phras-
al/constituent level model.  In our model, with 
the help of the alignment and the head-modifier 
dependency based relationship in the source 
side, the reordering type of each target word 
with alignment in source side is identified as 
one of pre-defined reordering types. With these 
reordering types, the reordering of phrase in 
translation is estimated on word level.   
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Fig 1. An Constituent based Parse Tree 

 
 

2 Baseline  

Moses, a state-of-the-art phrase based SMT sys-
tem is used as our baseline system. In Moses, 
given the source language f and target language 
e, the decoder is to find: 

ebest = argmaxe p ( e | f ) pLM ( e ) ω
length(e)  

      (1)    

where p(e|f) can be computed using phrase 
translation model, distortion model and lexical 
reordering model. pLM(e) can be computed us-
ing the language model. ω

length(e)
 is word penalty 

model.  
Among the above models, there are three 

reordering-related components: language model, 
lexical reordering model and distortion model. 
The language model can reorder the local target 
words within a fixed window in an implied way. 
The lexical reordering model and distortion 
reordering model tackle the reordering problem 
between adjacent phrase on lexical level and 
alignment level. Besides these reordering model, 
the decoder induces distortion pruning con-
straints to encourage the decoder translate the 
leftmost uncovered word in the source side 
firstly and to limit the reordering within a cer-
tain range. 

3 Model  

In this paper, we utilize the constituent parse 
tree of source language to enhance the  reorder- 

 
 
ing capacity of the translation model. Instead of 
directly employing the parse tree fragments 
(Bod, 1992; Johnson, 1998) in reordering rules 
(Huang and Knight, 2006; Liu 2006; Zhang and 
Jiang 2008), we make a mapping from trees to 
sets of head-modifier dependency relations 
(Collins 1996 ) which  can be obtained  from the 
constituent based parse tree with the help of 
head rules ( Bikel, 2004 ). 

3.1 Head-modifier Relation  

According to Klein and Manning (2003) and 
Collins (1999), there are two shortcomings in n-
ary Treebank grammar.  Firstly, the grammar is 
too coarse for parsing. The rules in different 
context always have different distributions. Se-
condly, the rules learned from training corpus 
cannot cover the rules in testing set. 

Currently, the state-of-the-art parsing algo-
rithms (Klein and Manning, 2003; Collins 1999) 
decompose the n-ary Treebank grammar into 
sets of head-modifier relationships. The parsing 
rules in these algorithms are constructed in the 
form of finer-grained binary head-modifier de-
pendency relationships. Fig.2 presents an exam-
ple of head-modifier based dependency tree 
mapped from the constituent parse tree in Fig.1.  
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Fig. 2. Head-modifier Relationships with Aligned Translation 

 
Moreover, there are several reasons for which 

we adopt the head-modifier structured tree as 
the main frame of our reordering model. Firstly, 
the dependency relationships can reflect some 
underlying binary long distance dependency 
relations in the source side. Thus, binary depen-
dency structure will suffer less from the long 
distance reordering constraint. Secondly, in 
head-modifier relation, we not only can utilize 
the context of dependency relation in reordering 
model, but also can utilize some well-known 
and proved helpful context (Johnson, 1998) of 
constituent base parse tree in reordering model. 
Finally, head-modifier relationship is mature 
and widely adopted method in full parsing.   

3.2 Head-modifier Relation Based Reor-
dering Model  

Before elaborating the model, we define some 
notions further easy understanding. S=<f1, f 

2…fn> is the source sentence; T=<e1,e2,…,em> is 
the target sentence; AS={as(i) | 1≤ as(i) ≤ n } 
where as(i) represents that the ith word in source 
sentence  aligned to the as(i)th word in target 
sentence; AT={aT(i) | 1≤ aT (i) ≤ n } where aT(i) 
represents that the ith word in target sentence  

aligned to the aT(i)th word in source sentence; 
D= {( d(i), r(i) )| 0≤ d(i) ≤n} is the head-
modifier relation set of  the words in S where 
d(i) represents that the ith word in source sen-
tence is the modifier of d(i)th  word in source 
sentence under relationship r(i); O= < o1, o2,…, 
om > is the sequence of the reordering type of 
every word in target language. The reordering 
model probability is P(O| S, T, D, A).  

Relationship: in this paper, we not only use the 
label of the constituent label as Collins (1996), 
but also use some well-known context in pars-
ing to define the head-modifier relationship r(.), 
including the POS of the modifier m,  the POS 
of the head h, the dependency direction d, the 
parent label of the dependency label l, the 
grandfather label of the dependency relation p, 
the POS of adjacent siblings of the modifier s. 
Thus, the head-modifier relationship can be 
represented as a 6-tuple <m, h, d, l, p, s>. 
 

r(.) relationship 
r(1) <VV, - , -, -, -, - > 

r(2) <NN, NN, right, NP, IP, - > 
r(3) <NN,VV, right, IP, CP, - > 

r(4) <VV, DEC, right, CP, NP, - > 
r(5) <NN,VV, left, VP, CP, - > 

r(6) <DEC, NP, right, NP, VP, - > 
r(7) <NN, VV, left, VP,  TOP, - > 

Table 1. Relations Extracted from Fig 2.  
 

In Table 1, there are 7 relationships extracted 
from the source head-modifier based dependen-
cy tree as shown in Fig.2. Please notice that, in 
this paper, each source word has a correspond-
ing relation.  
Reordering type: there are 4 reordering types 
for target words with linked word in the source 
side in our model: R= {rm1, rm2, rm3 , rm4}. The 
reordering type of target word as(i) is defined  as 
follows: 

 rm1: if the position number of the ith 
word’s head is less than i ( d(i) < i ) in 
source language, while the position num-
ber of the word aligned to i is less than 
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as(d(i)) (as(i)  < as(d(i)) ) in target lan-
guage;  

 rm2: if the position number of the ith 
word’s head is less than i ( d(i) < i ) in 
source language, while the position num-
ber of the word aligned to i is larger than 
as(d(i)) (as(i) > as(d(i)) ) in target lan-
guage. 

 rm3: if the position number of the ith 
word’s head is larger than i ( d(i) > i ) in 
source language, while the position num-
ber of the word aligned to i is larger than 
as(d(i)) (as(i) > as(d(i))) in target language. 

 rm4: if the position number of the ith 
word’s head is larger than i ( d(i) > i) in 
source language, while the position num-
ber of the word aligned to i is less than 
as(d(i)) (as(i) < as(d(i)) ) in target lan-
guage. 

 
 

Fig. 3.  An example of the reordering types in 
Fig. 2. 

Fig. 3 shows examples of all the reordering 
types. In Fig. 3, the reordering type is labeled at 
the target word aligned to the modifier: for ex-
ample, the reordering type of rm1 belongs to the 
target word “scale”. Please note that, in general, 
these four types of reordering can be divided 
into 2 categories: the target words order of rm2 
and rm4 is identical with source word order, 
while rm1 and rm3 is the swapped order of 
source. In practice, there are some special cases 
that can’t be classified into any of the defined 
reordering types: the head and modifier in 
source link to the same word in target. In such 
cases, rather than define new reordering types, 
we classify these special cases into these four 
defined reordering types: if the head is right to 
the modifier in source, we classify the reorder-

ing type into rm2; otherwise, we classify the 
reordering type into rm4. 
Probability estimation: we adopt maximum 
likelihood (ML) based estimation in this paper. 
In ML estimation, in order to avoid the data 
sparse problem brought by lexicalization, we 
discard the lexical information in source and 
target language: 





m

1i

Ti (i)))r(a-,-, |P(o

A) D, T, S, |P(O

                                  (2) 
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where F(. ) is the frequency of the statistic event 
in training corpus. For a given set of dependen-
cy relationships mapping from constituent tree, 
the reordering type of ith word is confined to 
two types: it is whether one of rm1 and rm2 or 
rm3 and rm4. Therefore, |O|=2 instead of |O|=4 
in (2). The parameter α is an additive factor to 
prevent zero probability. It is computed as:   
                                        

),,,,,(

1

)()()()()()( iaiaiaiaiaia
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i
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


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(4) 
where c is a constant parameter(c=5 in this pa-
per). 
   In above, the additive parameter α is an adap-
tive parameter decreasing with the size of the 
statistic space. By doing this, the data sparse 
problem can be relieved. 

4 Apply the Model to Decoder 

Our decoding algorithm is exactly the same as 
(Kohn, 2004). In the translation procedure, the 
decoder keeps on extending new phrases with-
out overlapping, until all source words are trans-
lated. In the procedure, the order of the target 
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words in decoding procedure is fixed.  That is, 
once a hypothesis is generated, the order of tar-
get words cannot be changed in the future. Tak-
ing advantage of this feature, instead of compu-
ting a totally new reordering score for a newly 
generated hypothesis, we merely calculate the 
reordering score of newly extended part of the 
hypothesis in decoding. Thus, in decoding, to 
compute the reordering score, the reordering 
types of each target word in the newly extended 
phrase need to be identified.  

The method to identify the reordering types 
in decoding is proposed in Fig.4. According to 
the definition of reordering, the reordering type 
of the target word is identified by the direction 
of head-modifier dependency on the source side, 
the alignment between the source side and tar-
get side, and the relative translated order of 
word pair under the head-modifier relationship. 
The direction of dependency and the alignment 
can be obtained in input sentence and phrase 
table. While the relative translation order needs 
to record during decoding. A word index is em-
ployed to record the order. The index is con-
structed in the form of true/false array: the index 
of the source word is set with true when the 
word has been translated. With the help of this 
index, reordering type of every word in the 
phrase can be identified. 
 

1: Input: alignment array AT; the Start is the 
start position of the phrase in the source side; 
head-modifier relation d(.); source word in-
dex C, where C[i]=true  indicates that the 
ith word in source has been translated.   

2: Output: reordering type array O which re-
serves the reordering types of each word in 
the target phrase 

3: for i = 1, |AT| do 
4:    P  ← aT(i) + Start 
5:    if (d (P)<P) then 
6:      if C [d(p)] = false then 

7:         O[i] ← rm1 
8:      else 

9:         O[i] ← rm2 

10:        end if 

11:  else   
12:     if  C[d(p)] = true then 

13:        O[i] ← rm3 

14:       else 

15:          O[i] ← rm4 

16:       end if 
17:    end if 
18: C[p] ←true //update word index 
19: end for 

Fig. 4.  Identify the Reordering Types of  Newly 
Extended Phrase 

After all the reordering types in the newly ex-
tended phrase are identified, the reordering 
scores of the phrase can be computed by using 
equation (3). 

5 Preprocess the Alignment 

In Fig. 4, the word index is to identify the reor-
dering type of the target translated words. Ac-
tually, in order to use the word index without 
ambiguity, the alignment in the proposed algo-
rithm needs to satisfy some constraints.  

Firstly, every word in the source must have 
alignment word in the target side. Because, in 
the decoding procedure, if the head word is not 
covered by the word index, the algorithm cannot 
distinguish between the head word will not be 
translated in the future and the head word is not 
translated yet. Furthermore, in decoding, as 
shown in Fig.4, the index of source would be set 
with true only when there is word in target 
linked to it. Thus, the index of the source word 
without alignment in target is never set with true.  

 
Fig. 5.  A complicated Example of Alignment in 

Head-modifier based Reordering Model 

Secondly, if the head word has more than one 
alignment words in target, different alignment 
possibly result in different reordering type. For 
example, in Fig. 5, the reordering type of e2 is 
different when f2 select to link word e1 and e3   
in the source side.  

To solve this problem, we modify the align-
ment to satisfy following conditions: a) each 
word in source just has only one alignment 
word in target, and b) each word in target has at 
most one word aligned in source as its anchor 
word which decides the reordering type of the 
target word.  

To make the alignment satisfy above con-
straints, we modify the alignment in corpus. In 
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order to explain the alignment preprocessing, 
the following notions are defined: if there is a 
link between the source word f j  and target word 
ei, let  l(ei ,fj) = 1 , otherwise l(ei ,fj) = 0; the 

source word fj∈F1-to-N , iff  ∑i l(ei,fj) >1, such 
as the source word f2 in Fig. 5; the source word 

fj∈FNULL, iff ∑i l(ei,fj) = 0, such as the source 

word f4 in Fig. 5; the target word ei∈E1-to-N  , iff 

∑j l(ei,fj) > 1, such as the target word e1 in Fig. 
5.  

In preprocessing, there are 3 types of opera-
tion, including DiscardLink(fj) , BorrowLink( f j )  
and FindAnchor(ei ) : 
DiscardLink( fj ) : if the word fj in source with 

more than one words aligned in target, i.e.  fj∈
F1-to-N ; We set the target word en with l(en, fj) = 
1, where en= argmaxi p(ei | fj) and   p(ei | fj) is 
estimated by ( Koehn e.t. al, 2003), while set  
rest of words linked to fj with l (en, fj) = 0.    
BorrowLink( fj ): if the word fj in source with-

out a alignment word in target, i.e.  fj∈FNULL ; 
let l(ei,fj)=1 where ei  aligned to the word fj , 
which is the nearest word to  fj  in the source 
side; when there are two words nearest to fj with 
alignment words in the target side at the same 
time, we select the alignment of  the left word 
firstly .  

FindAnchor( ): for the word ei  in target with 
more than one words aligned in source , i.e.  ei

∈E1-to-N ; we select the word  fm  aligned to ei as 
its anchor word to decide the reordering type of 
ei  ,  where fm= argmaxj p(ei | fj) and  p(fj | ei) is 
estimated by ( Koehn et al, 2003); For the rest 
of words aligned to  ei , we would set their word 
indexes with true in the update procedure of 
decoding  in the 18

th
 line of Fig.4.    

With these operations, the required alignment 
can be obtained by preprocessing the origin 
alignment as shown in Fig. 6. 
1: Input: set of alignment A between target lan-

guage e and source language f  
2: Output: the 1-to-1 alignment required by the 

model 

3:  foreach fi∈F1-to-N do 
4:    DiscardLink( fi ) 
5:  end for 

6:  foreach fi  ∈FNULL  do 
7:    BorrowLink( fi ) 
8:  end for 

9:  foreach  ei∈E1-to-N do  

10:   FindAnchor(ei ) 
11:endfor           

Fig. 6. Alignment Pre-Processing algorithm 

 

 

 
Fig. 7. An Example of Alignment Preprocessing. 

   An example of  the preprocess the alignment 
in Fig. 5 is shown in Fig. 7 : firstly, Discar-
dLink(f2) operation discards the link between f2 
and e1  in (a); then the link between f4 and e3 is 
established by operation BorrowLink(f4 )  in (b); 
at last, FindAnchor(e3) select f2 as the anchor 
word of e3  in source in (c). After the prepro-
cessing, the reordering type of e3   can be identi-
fied. Furthermore, in decoding, when the de-
coder scans over e2, the word index sets the 
word index of f3 and f4 with true. In this way, 
the never-true word indexes in decoding are 
avoided.  

6 Training the Reordering Model 

Before training, we get the required alignment 
by alignment preprocessing as indicated above. 
Then we train the reordering model with this 
alignment: from the first word to the last word 
in the target side, the reordering type of each 
word is identified. In this procedure, we skip the 
words without alignment in source. Finally, all 
the statistic events required in equation (3) are 
added to the model.   

In our model, there are 20,338 kinds of rela-
tions with reordering probabilities which are 
much smaller than most phrase level reordering 
models on the training corpus FBIS.   

Table 1 is the distribution of different reor-
dering types in training model.  
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Type of Reordering   Percentage   %    

           

rm1 
rm2 
rm3 

3.69 
27.61 
20.94 

rm4 47.75 

Table 1: Percentage of different reordering 
types in model 

From Table 1, we can conclude that the reor-
dering type rm2 and rm4 are preferable in reor-
dering which take over nearly 3/4 of total num-
ber of reordering type and are identical with 
word order of the source. The statistic data indi-
cate that most of the words order doesn’t change 
in our head-modifier reordering view.  This 
maybe can explain why the models (Wu, 1997; 
Xiong, 2006; Koehn, et., 2003) with limited 
capacity of reordering can reach certain perfor-
mance. 

7 Experiment and Discussion  

7.1 Experiment Settings 

We perform Chinese-to-English translation task 
on NIST MT-05 test set, and use NIST MT-02 
as our tuning set. FBIS corpus is selected as our 
training corpus, which contains 7.06M Chinese 
words and 9.15M English words. We use GI-
ZA++(Och and Ney, 2000) to make the corpus 
aligned. A 4-gram language model is trained 
using Xinhua portion of the English Gigaword 
corpus (181M words). All models are tuned on 
BLEU, and evaluated on both BLEU and NIST 
score. 

To map from the constituent trees to sets of 
head-modifier relationships, firstly we use the 
Stanford parser (Klein, 2003) to parse the 
source of corpus FBIS, then we use the head-
finding rules in (Bikel, 2004) to get the head-
modifier dependency sets. 

In our system, there are 7 groups of features. 
They are: 

1. Language model score (1 feature) 
2. word penalty score (1 feature) 
3. phrase model scores (5 features) 
4. distortion score (1 feature) 
5. lexical RM scores (6 features) 
6. Number of each reordering type (4 fea-

tures) 
7. Scores of each reordering type (4 fea-

tures, computed by equation (3)) 

In these feature groups, the top 5 groups of 
features are the baseline model, the left two 
group scores are related with our model.  

In decoding, we drop all the OOV words and 
use default setting in Moses: set the distortion 
limitation with 6, beam-width with 1/100000, 
stack size with 200 and max number of phrases 
for each span with 50.  

7.2 Results and Discussion 

We take the replicated Moses system as our 
baseline. Table 2 shows the results of our model.  
In the table, Baseline model is the model includ-
ing feature group 1, 2, 3 and 4. Baselinerm mod-
el is the Baseline model with feature group 5. H-

M model is the Baseline model with feature 
group 6 and 7. H-Mrm model is the Baselinerm 

model with feature group 6 and 7.  

Model BLEU% NIST 
Baseline 27.06 7.7898 
Baselinerm  27.58     7.8477 
H-M  28.47     8.1491 
H-Mrm 29.06 8.0875 

Table 2: Performance of  the Systems on NIST-
05(bleu4 case-insensitive). 

From table 2, we can conclude that our reor-
dering model is very effective. After adding 
feature group 6 and 7, the performance is im-
proved by 1.41% and 1.48% in bleu score sepa-
rately. Our reordering model is more effective 
than the lexical reordering model in Moses:  
1.41% in bleu score is improved by adding our 
reordering model to Baseline model, while 0.48 
is improved by adding the lexical reordering to 
Baseline model.   

threshold KOR BLEU NIST 

≥1 20,338  29.06  8.0875 

≥2      13,447 28.83   8.3658 

≥3      10,885 28.64 8.0350 

≥4        9,518 28.94 8.1002 

≥5        8,577       29.18   8.1213 

Table 3: Performance on NIST-05 with Differ-
ent Relation Frequency Threshold (bleu4 case-

insensitive). 

Although our model is lexical free, the data 
sparse problem affects the performance of the 
model. In the reordering model, nearly half 
numbers of the relations in our model occur less 
than three times. To investigate this, we statistic 
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the frequency of the relationships in our model, 
and expertise our H-M full model with different 
frequency threshold.  

In Table 3, when the frequency of relation is 
not less than the threshold, the relation is added 
into the reordering model; KOR is the number 
of relation type in the reordering model.  

Table 3 shows that, in our model, many rela-
tions occur only once. However, these low-
frequency relations can improve the perfor-
mance of the model according to the experimen-
tal results. Although low frequency statistic 
events always do harm to the parameter estima-
tion in ML, the model can estimate more events 
in the test corpus with the help of low frequency 
event. These two factors affect the experiment 
results on opposite directions: we consider that 
is the reason the result don’t increase or de-
crease with the increasing of frequency thre-
shold in the model. According to the results, the 
model without frequency threshold achieves the 
highest bleu score. Then, the performance drops 
quickly, when the frequency threshold is set 
with 2. It is because there are many events can’t 
be estimated by the smaller model. Although, in 
the model without frequency threshold, there 
are some probabilities overestimated by these 
events which occur only once, the size of the 
model affects the performance to a larger extent. 
When the frequency threshold increases above 3, 
the size of model reduces slowly which makes 
the overestimating problem become the impor-
tant factor affecting performance. From these 
results, we can see the potential ability of our 
model: if our model suffer less from data spars 
problem, the performance should be further im-
proved, which is to be verified in the future.   

8 Related Work and Motivation 

There are several researches on adding linguis-
tic analysis to MT in a “soft constraint” way. 
Most of them are based on constituents in parse 
tree. Chiang(2005), Marton and Resnik(2008) 
explored the constituent match/violation in hie-
ro; Xiong (2009 a) added constituent parse tree  
based linguistic analysis into BTG model; 
Xiong (2009 b) added source dependency struc-
ture to BTG; Zhang(2009) added tree-kernel to 
BTG model.  All these studies show promising 
results. Making soft constrain is an easy and 

efficient way in adding linguistic analysis into 
formal sense SMT model.   

In modeling the reordering, most of previous 
studies are on phrase level. In Moses, the lexical 
reordering is modeled on adjacent phrases. In 
(Wu, 1996; Xiong, 2006), the reordering is also 
modeled on adjacent translated phrases. In hiero, 
the reordering is modeled on the segments of 
the unmotivated translation rules. The tree-to-
string models (Yamada et al. 2001; Liu et 
al.2006) are model on phrases with syntax re-
presentations. All these studies show excellent 
performance, while there are few studies on 
word level model in recent years. It is because, 
we consider, the alignment in word level model 
is complex which limits the reordering capacity 
of word level models.  

However, our work exploits a new direction 
in reordering that, by utilizing the decomposed 
dependency relations mapped from parse tree as 
a soft constraint, we proposed a novel head-
modifier relation based word level reordering 
model. The word level reordering model is 
based on a phrase based SMT framework. Thus, 
the task to find the proper position of translated 
words converts to score the reordering of the 
translated words, which relax the tension be-
tween complex alignment and word level reor-
dering in MT.  

9 Conclusion and Future Work 

Experimental results show our head-modifier 
relationship base model is effective to the base-
line (enhance by 1.48% bleu score), even with 
limited size of model and simple parameter es-
timation. In the future, we will try more compli-
cated smooth methods or use maximum entropy 
based reordering model. We will study the per-
formance with larger distortion constraint, such 
as the performances of   the distortion constraint 
over 15, or even the performance without distor-
tion model.  
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Abstract

Recent kernel-based PPI extraction 
systems achieve promising perform-
ance because of their capability to 
capture structural syntactic informa-
tion, but at the expense of computa-
tional complexity. This paper incorpo-
rates dependency information as well 
as other lexical and syntactic knowl-
edge in a feature-based framework. 
Our motivation is that, considering the 
large amount of biomedical literature 
being archived daily, feature-based 
methods with comparable performance 
are more suitable for practical applica-
tions. Additionally, we explore the 
difference of lexical characteristics be-
tween biomedical and newswire do-
mains. Experimental evaluation on the 
AIMed corpus shows that our system 
achieves comparable performance of 
54.7 in F1-Score with other 
state-of-the-art PPI extraction systems, 
yet the best performance among all the 
feature-based ones.  

1 Introduction 

In recent years, automatically extracting 
biomedical information has been the subject of 
significant research efforts due to the rapid 
growth in biomedical development and 
discovery. A wide concern is how to 
characterize protein interaction partners since 
it is crucial to understand not only the 
functional role of individual proteins but also 

the organization of the entire biological 
process. However, manual collection of 
relevant Protein-Protein Interaction (PPI) 
information from thousands of research papers 
published every day is so time-consuming that 
automatic extraction approaches with the help 
of Natural Language Processing (NLP) 
techniques become necessary.  

Various machine learning approaches for 
relation extraction have been applied to the 
biomedical domain, which can be classified 
into two categories: feature-based methods 
(Mitsumori et al., 2006; Giuliano et al., 2006; 
Sætre et al., 2007) and kernel-based methods 
(Bunescu et al., 2005; Erkan et al., 2007; 
Airola et al., 2008; Kim et al., 2010). 

Provided a large-scale manually annotated 
corpus, the task of PPI extraction can be 
formulated as a classification problem. 
Typically, for featured-based learning each 
protein pair is represented as a vector whose 
features are extracted from the sentence 
involving two protein names. Early studies 
identify the existence of protein interactions 
by using “bag-of-words” features (usually 
uni-gram or bi-gram) around the protein 
names as well as various kinds of shallow 
linguistic information, such as POS tag, 
lemma and orthographical features. However, 
these systems do not achieve promising results 
since they disregard any syntactic or semantic 
information altogether, which are very useful 
for the task of relation extraction in the 
newswire domain (Zhao and Grishman, 2005; 
Zhou et al., 2005). Furthermore, feature-based 
methods fail to effectively capture the 
structural information, which is essential to 
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identify the relationship between two proteins 
in a syntactic representation. 

With the wide application of kernel-based 
methods to many NLP tasks, various kernels 
such as subsequence kernels (Bunescu and 
Mooney, 2005) and tree kernels (Li et al., 
2008), are also applied to PPI detection.. 
Particularly, dependency-based kernels such 
as edit distance kernels (Erkan et al., 2007) 
and graph kernels (Airola et al., 2008; Kim et 
al., 2010) show some promising results for PPI 
extraction. This suggests that dependency 
information play a critical role in PPI 
extraction as well as in relation extraction 
from newswire stories (Culotta and Sorensen, 
2004). In order to appreciate the advantages of 
both feature-based methods and kernel-based 
methods, composite kernels (Miyao et al., 
2008; Miwa et al., 2009a; Miwa et al., 2009b) 
are further employed to combine structural 
syntactic information with flat word features 
and significantly improve the performance of 
PPI extraction. However, one critical 
challenge for kernel-based methods is their 
computation complexity, which prevents them 
from being widely deployed in real-world 
applications regarding the large amount of 
biomedical literature being archived everyday.  

Considering the potential of dependency in-
formation for PPI extraction and the challenge 
of computation complexity of kernel-based 
methods, one may naturally ask the question: 
“Can the essential dependency information be 
maximally exploited in featured-based PPI 
extraction so as to enhance the performance 
without loss of efficiency?” “If the answer is 
Yes, then How?” 

This paper addresses these problems, focus-
ing on the application of dependency informa-
tion to feature-based PPI extraction. Starting 
from a baseline system in which common 
lexical and syntactic features are incorporated 
using Support Vector Machines (SVM), we 
further augment the baseline with various fea-
tures related to dependency information, 
including predicates in the dependency tree. 
Moreover, in order to reveal the linguistic 
difference between distinct domains we also 
compare the effects of various features on PPI 
extraction from biomedical texts with those on 
relation extraction from newswire narratives. 
Evaluation on the AIMed and other PPI cor-

pora shows that our method achieves the best 
performance among all feature-based systems. 

The rest of the paper is organized as follows. 
A feature-based PPI extraction baseline system 
is given in Section 2 while Section 3 describes 
our dependency-driven method. We report our 
experiments in Section 4, and compare our 
work with the related ones in Section 5.  
Section 6 concludes this paper and gives some 
future directions. 

2 Feature-based PPI extraction: 
Baseline

For feature-based methods, PPI extraction task 
is re-cast as a classification problem by first 
transforming PPI instances into 
multi-dimensional vectors with various fea-
tures, and then applying machine learning ap-
proaches to detect whether the potential 
relationship exists for a particular protein pair. 
In training, a feature-based classifier learning 
algorithm, such as SVM or MaxEnt, uses the 
annotated PPI instances to learn a classifier 
while, in testing, the learnt classifier is in turn 
applied to new instances to determine their PPI 
binary classes and thus candidate PPI instances 
are extracted. 

As a baseline, various linguistic features, 
such as words, overlap, chunks, parse tree fea-
tures as well as their combined ones are ex-
tracted from a sentence and formed as a vector 
into the feature-based learner. 
1) Words 

Four sets of word features are used in our sys-
tem: 1) the words of both the proteins; 2) the 
words between the two proteins; 3) the words 
before M1 (the 1st protein); and 4) the words 
after M2 (the 2nd protein). Both the words be-
fore M1 and after M2 are classified into two 
bins: the first word next to the proteins and the 
second word next to the proteins. This means 
that we only consider the two words before M1 
and after M2. Words features include: 

MW1: bag-of-words in M1 
MW2: bag-of-words in M2 
BWNULL: when no word in between 
BWO: other words in between except 
first and last words when at least three 
words in between 
BWM1FL: the only word before M1 
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BWM1F: first word before M1 
BWM1L: second word before M1 
BWM1: first and second word before 
M1
BWM2FL: the only word after M2 
BWM2F: first word after M2 
BWM2L: second word after M2 
BWM2: first and second word after M2 

2) Overlap 

The numbers of other protein names as well as 
the words that appear between two protein 
names are included in the overlap features. 
This category of features includes: 

#MB: number of other proteins in be-
tween
#WB: number of words in between 
E-Flag: flag indicating whether the two 
proteins are embedded or not 

3) Chunks

It is well known that chunking plays an 
important role in the task of relation extraction 
in the ACE program (Zhou et al., 2005). How-
ever, its significance in PPI extraction has not 
fully investigated. Here, the Stanford Parser1

is first employed for full parsing, and then 
base phrase chunks are derived from full parse 
trees using the Perl script2. The chunking fea-
tures usually concern about the head words of 
the phrases between the two proteins, which 
are further classified into three bins: the first 
phrase head in between, the last phrase head in 
between and other phrase heads in between. In 
addition, the path of phrasal labels connecting 
two proteins is also a common syntactic 
indicator of the polarity of the PPI instance, 
just as the path NP_VP_PP_NP in the sen-
tence “The ability of PROT1 to interact with 
the PROT2 was investigated.” is likely to sug-
gest the positive interaction between two pro-
teins. These base phrase chunking features 
contain:

CPHBNULL: when no phrase in be-
tween.
CPHBFL: the only phrase head when 
only one phrase in between 
CPHBF: the first phrase head in between 
when at least two phrases in between. 

                                                          
1 http://nlp.stanford.edu/software/lex-parser.shtml
2 http://ilk.kub.nl/~sabine/chunklink/ 

CPHBL: the last phrase head in between 
when at least two phrase heads in be-
tween.
CPHBO: other phrase heads in between 
except first and last phrase heads when 
at least three phrases in between. 
CPP: path of phrase labels connecting 
the two entities in the chunking 

Furthermore, we also generate a set of 
bi-gram features which combine the above 
chunk features except CPP with their corre-
sponding chunk types.  
4) Parse Tree 

It is obvious that full pares trees encompass 
rich structural information of a sentence. 
Nevertheless, it is much harder to explore 
such information in featured-based methods 
than in kernel-based ones. Thus so far only 
the path connecting two protein names in the 
full-parse tree is considered as a parse tree 
feature.

PTP: the path connecting two protein 
names in the full-parse tree. 

 Again, take the sentence “The ability of 
PROT1 to interact with the PROT2 was 
investigated.” as an example, the parse path 
between PROT1 and PROT2 is 
NP_S_VP_PP_NP, which is slightly different 
from the CPP feature in the chunking feature 
set.

3 Dependency-Driven PPI Extraction 

The potential of dependency information for 
PPI extraction lies in the fact that the depend-
ency tree may well reveal non-local or 
long-range dependencies between the words 
within a sentence. In order to capture the 
necessary information inherent in the 
depedency tree for identifying their 
relationship, various kernels, such as edit 
distance kernel based on dependency path 
(Erkan et al., 2007), all-dependency-path 
graph kernel (Airola et al., 2008), and 
walk-weighted subsequence kernels (Kim et 
al., 2010) as well as other composite kernels 
(Miyao et al., 2008; Miwa et al., 2009a; Miwa 
et al., 2009b), have been proposed to address 
this problem. It’s true that these methods 
achieve encouraging results, neverthless, they 
suffer from prohibitive computation burden. 
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Thus, our solution is to fold the structural 
dependency information back into flat 
features in a feature-based framework so as to 
speed up the learning process while retaining 
comparable performance. This is what we 
refer to as dependency-driven PPI extraction. 

 First, we construct dependency trees from 
grammatical relations generated by the Stan-
ford Parser. Every grammatical relation has the 
form of dependent-type (word1, word2),
Where word1 is the head word, word2 is de-
pendent on word1, and dependent-type denotes 
the pre-defined type of dependency. Then, 
from these grammatical relations the following 
features called DependenecySet1 are taken 
into consideration as illustrated in Figure 1: 

DP1TR: a list of words connecting 
PROT1 and the dependency tree root. 
DP2TR: a list of words connecting 
PROT2 and the dependency tree root. 
DP12DT: a list of dependency types 
connecting the two proteins in the 
dependency tree. 
DP12: a list of dependent words com-
bined with their dependency types con-
necting the two proteins in the depend-
ency tree. 
DP12S: the tuple of every word com-
bined with its dependent type in DP12. 
DPFLAG: a boolean value indicating 
whether the two proteins are directly 
dependent on each other. 

The typed dependencies produced by the 
Stanford Parser for the sentence “PROT1 
contains a sequence motif binds to PROT2.” 
are listed as follows: 

nsubj(contains-2,PROT1-1)
det(motif-5, a-3) 
nn(motif-5, sequence-4) 
nsubj(binds-6, motif-5) 
ccomp(contains-2, binds-6) 
prep_to(binds-6, PROT2-8) 

Each word in a dependency tuple is fol-
lowed by its index in the original sentence, 
ensuring accurate positioning of the head 
word and dependent word. Figure 1 shows the 
dependency tree we construct from the above 
grammatical relations.  

contains 

PROT1 

motif 

binds 

PROT2

a sequence 

nsubj ccomp 

prep_to
nsubj 

det nn 

Figure 1: Dependency tree for the sentence 
“PROT1 contains a sequence motif binds to 
PROT2.” 

Erkan et al. (2007) extract the path 
information between PROT1 and PROT2 in 
the dependency tree for kernel-based PPI 
extraction and report promising results, 
neverthless, such path is so specific for 
feature-based methods that it may incure 
higher precision but lower recall. Thus we 
alleviate this problem by collapsing the feature 
into multiple ones with finer granularity, 
leading to the features such as DP12S. 

It is widely acknowledged that predicates 
play an important role in PPI extraction. For 
example, the change of a pivot predicate 
between two proteins may easily lead to the 
polarity reversal of a PPI instance. Therefore, 
we extract the predicates and their positions in 
the dependency tree as predicate features 
called DependencySet2:  

FVW: the predicates in the DP12 feature 
occurring prior to the first protein. 
LVW: the predicates in the DP12 feature 
occurring next to the second entity. 
MVW: other predicates in the DP12 
features. 
#FVW: the number of FVW 
#LVW: the number of LVW 
#MVW: the number of MVW 

4 Experimentation

This section systematically evaluates our fea-
ture-based method on the AIMed corpus as 
well as other commonly used corpus and re-
ports our experimental results. 
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4.1 Data Sets 

We use five corpora3 with the AIMed corpus 
as the main experimental data, which contains 
177 Medline abstracts with interactions be-
tween two interactions, and 48 abstracts with-
out any PPI within single sentences. There are 
4,084 protein references and around 1,000 
annotated interactions in this data set.  

For corpus pre-procession, we first rename 
two proteins of a pair as PROT1 and PROT2 
respectively in order to blind the learner for 
fair comparison with other work.  Then, all 
the instances are generated from the sentences 
which contain at least two proteins,  that is, if 
a sentence contains n different proteins, there 
are n

2 different pairs of proteins and these 
pairs are considered untyped and undirected. 
For the purpose of comparison with previous 
work, all the self-interactions (59 instances) 
are removed, while all the PPI instances with 
nested protein names are retained (154 in-
stances). Finally, 1002 positive instances and 
4794 negative instances are generated and 
their corresponding features are extracted.  

We select Support Vector Machines (SVM) 
as the classifier since SVM represents the 
state-of-the-art in the machine learning re-
search community. In particular, we use the 
binary-class SVMLigh 4 developed by 
Joachims (1998) since it satisfies our require-
ment of detecting potential PPI instances. 

Evaluation is done using 10-fold docu-
ment-level cross-validation. Particularly, we 
apply the extract same 10-fold split that was 
used by Bunescu et al. (2005) and Giuliano et 
al. (2006). Furthermore, OAOD (One Answer 
per Occurrence in the Document) strategy is 
adopted, which means that the correct interac-
tion must be extracted for each occurrence. 
This guarantees the maximal use of the avail-
able data, and more important, allows fair 
comparison with earlier relevant work.  

The evaluation metrics are commonly used 
Precision (P), Recall (R) and harmonic 
F1-score (F1). As an alternative to F1-score, 
the AUC (area under the receiver operating 
characteristics curve) measure is proved to be 
invariant to the class distribution of the train-
ing dataset. Thus we also provide AUC scores 
                                                          
3 http://mars.cs.utu.fi/PPICorpora/GraphKernel.html 
4 http://svmlight.joachims.org/

for our system as Airola et al. (2008) and 
Miwa et al. (2009a). 

4.2 Results and Discussion 

Features P(%) R(%) F1 
Baseline features 
Words 59.4 40.6 47.6
+Overlap 60.4 39.9 47.4
+Chunk 59.2 44.5 50.6
+Parse 60.9 44.8 51.4
Dependency-driven features 
+Dependency Set1 62.9 48.0 53.9
+Dependency Set2 63.4 48.8 54.7
Table 1: Performance of PPI extraction with vari-
ous features in the AIMed corpus 

We present in Table 1 the performance of our 
system using document-wise evaluation 
strategies and 10-fold cross-validation with 
different features in the AIMed corpus, where 
the plus sign before a feature means it is 
incrementally added to the feature set. Table 1 
reports that our system achieves the best per-
formance of 63.4/48.8/54.7 in P/R/F scores. It 
also shows that: 

Words features alone achieve a relatively 
low performance of 59.4/40.9/47.6 in 
P/R/F, particularly with fairly low recall 
score. This suggests the difficulty of PPI 
extraction and words features alone can’t 
effectively capture the nature of protein 
interactions.
Overlap features slightly decrease the per-
formance. Statistics show that both the 
distributions of #MB and #WB between 
positives and negatives are so similar that 
they are by no means the discriminators for 
PPI extraction. Hence, we exclude the 
overlap features in the succeeding experi-
ments.
Chunk features significantly improves the 
F-measure by 3 units largely due to the in-
crease of recall by 3.9%, though at the 
slight expense of precision. This suggests 
the effectiveness of shallow parsing infor-
mation in the form of headwords captured 
by chunking on PPI extraction.  
The usefulness of the parse tree features is 
quite limited. It only improves the 
F-measure by 0.8 units. The main reason 
may be that these paths are usually long 
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and specific, thus they suffer from the 
problem of data sparsity. Furthermore, 
some of the parse tree features are already 
involved in the chunk features.  
The DependencySet1 features are very 
effective in that it can increase the preci-
sion and recall by 2.0 and 3.2 units 
respectively, leading to the increase of F1 
score by 2.5 units. This means that the de-
pendency-related features can effectively 
retrieve more PPI instances without intro-
ducing noise that will severely harm the 
precision. According to our statistics, there 
are over 60% sentences with more than 5 
words between their protein entities in the 
AIMed corpus. Therefore, dependency in-
formation exhibit great potential to PPI 
extraction since they can capture 
long-range dependencies within sentences. 
Take the aforementioned sentence 
“PROT1 contains a sequence motif binds 
to PROT2.” as an example, although the 
two proteins step over a relatively long 
distance, the dependency path between 
them is concise and accurate, reflecting the 
essence of the interaction. 
The predicate features also contribute to 
the F1-score gain of 0.8 units. It is not 
surprising since some predicates, such as 
“interact”, “activate” and “inhibit” etc, are 
strongly suggestive of the interaction 
polarity between two proteins. 

We compare in Table 2 the performance of 
our system with other systems in the AIMed 
corpus using the same 10-fold cross validation 
strategy. These systems are grouped into three 
distinct classes: feature-based, kernel-based 
and composite kernels. Except for Airola et al. 
(2008) Miwa et al. (2009a) and Kim et al. 
(2010), which adopt graph kernels, our system 
performs comparably with other systems. In 
particular, our dependency-driven system 
achieves the best F1-score of 54.7 among all 
feature-based systems. 

In order to measure the generalization abil-
ity of our dependency-driven PPI extraction 
system across different corpora, we further 
apply our method to other four publicly avail-
able PPI corpora: BioInfer, HPRD50, IEPA 
and LLL.  

Table 2: Comparison with other PPI extraction 
systems in the AIMed corpus 

The corresponding performance of 
F1-score and AUC metrics as well as their 
standard deviations is present in Table 3.  
Comparative available results from Airola et 
al. (2008) and Miwa et al. (2009a) are also 
included in Table 3 for comparison. This table 
shows that our system performs almost 
consistently with the other two systems, that is, 
the LLL corpus gets the best performance yet 
with the greatest variation, while the AIMed 
corpus achieves the lowest performance with 
reasonable variation. 

It is well known that biomedical texts ex-
hibit distinct linguistic characteristics from 
newswire narratives, leading to dramatic per-
formance gap between PPI extraction and 
relation detection in the ACE corpora. How-
ever, no previous work has ever addressed this 
problem and empirically characterized this 
difference. In this paper, we devise a series of 
experiments over the ACE RDC corpora using 
our dependency-driven feature-based method 
as a touchstone task. In order to do that, a sub-
                                                          
5 Airola et al. (2008) repeat the method published by 
Giuliano et al. (2006) with a correctly preprocessed 
AIMed and reported an F1-score of 52.4%. 
6 The results from Table 1 (Miyao et al., 2009) with the 
most similar settings to ours (Stanford Parser with SD 
representation) are reported. 

Systems P(%) R(%) F1

Feature-based methods 

Our system 63.4 48.8 54.7

Giuliano et al., 20065 60.9 57.2 59.0

Sætre et al., 2007 64.3 44.1 52.0

Mitsumori et al., 2006 54.2 42.6 47.7

Yakushiji et al., 2005 33.7 33.1 33.4

Kernel-based methods 

Kim et al., 2010 61.4 53.3 56.7

Airola et al., 2008 52.9 61.8 56.4

Bunescu et al., 2006  65.0 46.4 54.2

Composite kernels 

Miwa et al., 2009a - - 62.0

Miyao et al., 20086 51.8 58.1 54.5
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set of 5796 relation instances is randomly 
sampled from the ACE 2003 and 2004 cor-
pora respectively.  The same cross-validation 

and evaluation metrics are applied to these 
two sets as PPI extraction in the AIMed cor-
pus.

Our system Airola et al. (2008) 7 Miwa et al. (2009a) 
Corpus F1 F1 AUC AUC F1 F1 AUC AUC F1 F1 AUC AUC

AIMed 54.7 4.5 82.4 3.5 56.4 5.0 84.8 2.3 60.8 6.6 86.8 3.3
BioInfer 59.8 3.5 80.9 3.3 61.3 5.3 81.9 6.5 68.1 3.2 85.9 4.4
HPRD50 64.9 13.4 79.8 8.5 63.4 11.4 79.7 6.3 70.9 10.3 82.2 6.3
IEPA 62.1 6.2 74.8 6.6 75.1 7.0 85.1 5.1 71.7 7.8 84.4 4.2
LLL 78.1 15.8 85.1 8.3 76.8 17.8 83.4 12.2 80.1 14.1 86.3 10.8

Table 3: Comparison of performance across the five PPI corpora 

AIMed ACE2003 ACE2004 Features P(%) R(%) F1 P(%) R(%) F1 P(%) R(%) F1 
Words 59.4 40.6 47.6 66.5 51.6 57.9 68.1 59.6 63.4
+Overlap +1.0 -0.7 -0.2 +5.4 +1.8 +3.2 +4.6 +1.2 +2.7
+Chunk -1.7 +4.6 +3.2 +2.3 +5.1 +4.0 +1.5 +1.9 +1.7
+Parse +1.7 +0.3 +0.8 +0.3 +0.6 +0.5 +0.6 +0.4 +0.5
+Dependency Set1 +2.0 +3.2 +2.5 +0.8 +0.7 +0.7 +0.5 +0.9 +0.7
+Dependency Set2 +0.5 +0.8 +0.8 +0.3 +0.2 +0.3 +0.2 +0.4 +0.3

Table 4: Comparison of contributions of different features to relation detection across multiple domains 

Table 4 compares the performance of our 
method over different domains. The table re-
ports that the words features alone achieve the 
best F1-score of 63.4 in ACE2004 but the low-
est F1-score of 47.6 in AIMed. This suggests 
the wide difference of lexical distribution be-
tween these domains. We extract the words 
appearing before the 1st mention, between the 
two mentions and after the 2nd mention from 
the training sets of these corpora respectively, 
and summarize the statistics (the number of 
tokens, the number of occurrences) in Table 5, 
where the KL divergence between positives 
and negatives is summed over the distribution 
of the 500 most frequently occurring words. 

                                                          
7 The performance results of F1 and AUC on the BioInfer corpus are slightly adjusted according to Table 3 in Miwa et 
al. (2009b) 

Table 5: Lexical statistics on three corpora 

The table shows that AIMed uses the most 
kinds of words and the most words around the 
two mentions than the other two. More impor-
tant, AIMed has the least distribution differ-
ence between the words appearing in positives 

and negatives, as indicated by its least KL 
divergence. Therefore, the lexical words in 
AIMed are less discriminative for relation 
detection than they do in the other two. This 
naturally explains the reason why the perform-
ance by words feature alone is 
AIMed<ACE2003<ACE2004. In addition, 
Table 4 also shows that: 

The overlap features significantly improve 
the performance in ACE while slightly 
deteriorating that in AIMed. The reason is 
that, as indicated in Zhou et al. (2005), most 
of the positive relation instances in ACE 
exist in local contexts, while the positive 
interactions in AIMed occur in relative 
long-range just as the negatives, therefore 
these features are not discriminative for 
AIMed.

Statistics AIMed ACE2003 ACE2004
# of tokens 2,340 2,064 2,099
# of occurrences 69,976 53,744 49,570
KL divergence  0.22 0.28 0.33 

The chunk features consistently greatly 
boost the performance across multiple cor-
pora. This implies that the headwords in 
chunk phrases can well capture the partial 
nature of relation instances regardless of 
their genre. 
It’s not surprising that the parse feature 
attain moderate performance gain in all do-
mains since these parse paths are usually 

763



long and specificity, leading to data 
sparseness problem. 
It is interesting to note that the depend-
ency-related features exhibit more signifi-
cant improvement in AIMed than that in 
ACE. The reason may be that, these 
dependency features can effectively cap-
ture long-range relationships prevailing in 
AIMed, while in ACE a large number of 
local relationships dominate the corpora. 

5 Related Work 

Among feature-based methods, the PreBIND 
system (Donaldson et al., 2003) uses words and 
word bi-grams features to identify the existence 
of protein interactions in abstracts and such 
information is used to enhance manual expert 
reviewing for the BIND database. Mitsumori et 
al. (2006) use SVM to extract protein-protein 
interactions, where bag-of-words features, spe-
cifically the words around the protein names, 
are employed. Sugiyama et al. (2003) extract 
various features from the sentences based on 
the verbs and nouns in the sentences such as the 
verbal forms, and the part-of-speech tags of the 
20 words surrounding the verb. In addition to 
word features, Giuliano et al. (2006) extract 
shallow linguistic information such as POS tag, 
lemma, and orthographic features of tokens for 
PPI extraction. Unlike our dependency-driven 
method, these systems do not consider any 
syntactic information.  

For kernel-based methods, there are several 
systems which utilize dependency information. 
Erkan et al. (2007) defines similarity functions 
based on cosine similarity and edit distance 
between dependency paths, and then incorpo-
rate them in SVM and KNN learning for PPI 
extraction. Airola et al. (2008) introduce 
all-dependency-paths graph kernel to capture 
the complex dependency relationships between 
lexical words and attain significant perform-
ance boost at the expense of computational 
complexity. Kim et al. (2010) adopt 
walk-weighted subsequence kernel based on 
dependency paths to explore various substruc-
tures such as e-walks, partial match, and 
non-contiguous paths. Essentially, their kernel 
is also a graph-based one. 

For composite kernel methods, Sætre et al. 
(2007) combine a “bag-of-words” kernel with 

dependency and PAS (Predicate Argument 
Structure) tree kernels to exploit both the words 
features and the structural syntactic information. 
Hereafter, Miyao et al. (2008) investigate the 
contribution of various syntactic features using 
different representations from dependency 
parsing, phrase structure parsing and deep 
parsing by different parsers. Miwa et al. 
(2009a) integrate “bag-of-words” kernel, PAS 
tree kernel and all-dependency-paths graph 
kernel to achieve the higher performance. They 
(Miwa et al., 2009b) also use similar compos-
ite kernels for corpus weighting learning 
across multiple PPI corpora.  

6 Conclusion and Future Work 

In this paper, we have combined various lexical 
and syntactic features, particularly dependency 
information, into a feature-based PPI extraction 
system. We find that the dependency informa-
tion as well as the chunk features contributes 
most to the performance improvement.  The 
predicate features involved in the dependency 
tree can also moderately enhance the perform-
ance. Furthermore, comparative study between 
biomedical domain and the ACE newswire 
domain shows that these domains exhibit 
different lexical characteristics, rendering the 
task of PPI extraction much more difficult than 
that of relation detection from the ACE cor-
pora.

In future work, we will explore more syntac-
tic features such as PAS information for fea-
ture-based PPI extraction to further boost the 
performance. 

Acknowledgment 
This research is supported by Projects 
60873150 and 60970056 under the National 
Natural Science Foundation of China and Pro-
ject BK2008160 under the Natural Science 
Foundation of Jiangsu, China. We are also very 
grateful to Dr. Antti Airola from Truku 
University for providing partial experimental 
materials. 

References 
A. Airola, S. Pyysalo, J. Björne, T. Pahikkala, F. 

Ginter, and T. Salakoski. 2008. All-paths graph 
kernel for protein-protein interaction extraction 

764



with evaluation of cross corpus learning. BMC
Bioinformatics.

R. Bunescu, R. Ge, R. Kate, E. Marcotte, R. Mooney, 
A. Ramani, and Y. Wong. 2005. Comparative 
Experiments on learning information extractors 
for Proteins and their interactions. Journal of 
Artificial Intelligence In Medicine, 33(2).  

R. Bunescu and R. Mooney. 2005. Subsequence 
kernels for relation extraction. In Proceedings of  
NIPS’05, pages 171–178. 

A. Culotta and J. Sorensen. 2004.  Dependency 
Tree Kernels for Relation Extraction. In 
Proceedings of ACL’04.

I. Donaldson, J. Martin, B. de Bruijn, C. Wolting, V. 
Lay, B. Tuekam, S. Zhang, B. Baskin, G. D. 
Bader, K. Michalockova, T. Pawson, and C. W. V. 
Hogue. 2003. Prebind and textomy - mining the 
biomedical literature for protein-protein 
interactions using a support vector machine. 
Journal of BMC Bioinformatics, 4(11). 

G. Erkan, A. Özgür, and D.R. Radev. 2007. 
Semi-Supervised Classification for Extracting 
Protein Interaction Sentences using Dependency 
Parsing, In Proceedings of EMNLP-CoNLL’07,
pages 228–237. 

C. Giuliano, A. Lavelli, and L. Romano. 2006. 
Exploiting Shallow Linguistic Information for 
Relation Extraction from Biomedical Literature. 
In Proceedings of EACL’06, pages 401–408. 

 S. Kim, J. Yoon, J. Yang, and S. Park. 2010. 
Walk-weighted subsequence kernels for 
protein-protein interaction extraction. Journal of 
BMC Bioinformatics, 11(107). 

J. Li, Z. Zhang, X. Li, and H. Chen. 2008. 
Kernel-Based Learning for Biomedical Relation 
extraction. Journal of the American Society for 
Information Science and Technology, 59(5). 

T. Mitsumori, M. Murata, Y. Fukuda, K. Doi, and H. 
Doi. 2006. Extracting protein-protein interaction 
information from biomedical text with SVM. 
IEICE Transactions on Information and System, 
E89-D (8).

M. Miwa, R. Sætre, Y. Miyao, and J. Tsujii. 2009a. 
Protein-Protein Interaction Extraction by 
Leveraging Multiple Kernels and Parsers. 
Journal of Medical Informatics, 78(2009). 

M. Miwa, R. Sætre, Y. Miyao, and J. Tsujii. 2009b.  
A Rich Feature Vector for Protein-Protein 
Interaction Extraction from Multiple Corpora. In 
Proceedings of EMNLP’09, pages 121–130.  

Y. Miyao, R. Sætre, K. Sagae, T. Matsuzaki, and 
J.Tsujii. 2008. Task-oriented evaluation of 
syntactic parsers and their representations. In 
Proceedings of ACL’08, pages 46–54. 

T. Ono, H. Hishigaki, A. Tanigami, and T. Takagi. 
2001. Automated extraction of information on 
protein-protein interactions from the biological 
literature. Journal of Bioinformatics, 17(2). 

 K. Sugiyama, K. Hatano, M. Yoshikawa, and S. 
Uemura. 2003. Extracting information on 
protein-protein interactions from biological 
literature based on machine learning approaches. 
Journal of Genome Informatics, (14): 699–700. 

R. Sætre, K. Sagae, and J. Tsujii. 2007. Syntactic 
features for protein-protein interaction extraction. 
In Proceedings of LBM’07, pages 6.1–6.14. 

A. Yakushiji, M. Yusuke, T. Ohta, Y. Tateishi, J. 
Tsujii. 2006. Automatic construction of 
predicate-argument structure patterns for 
biomedical information extraction. In 
Proceedings of EMNLP’06, pages 284–292. 

S.B. Zhao and R. Grishman. 2005. Extracting 
Relations with Integrated Information Using 
Kernel Methods. In Proceedings of ACL’05,
pages 419-426.  

G.D. Zhou, J. Su, J. Zhang, and M. Zhang. 2005. 
Exploring various knowledge in relation 
extraction.  In Proceedings of ACL’05, pages 
427-434.  

765



Coling 2010: Poster Volume, pages 766–774,
Beijing, August 2010

A Review Selection Approach for Accurate Feature Rating Estimation
Chong Long† Jie Zhang‡ Xiaoyan Zhu†§

† State Key Laboratory on Intelligent Technology and Systems,
Tsinghua National Laboratory for Information Science and Technology,

Department of Computer Science, Tsinghua University
‡School of Computer Engineering, Nanyang Technological University

§{Corresponding Author: zxy-dcs@tsinghua.edu.cn}
Abstract

In this paper, we propose a review se-
lection approach towards accurate esti-
mation of feature ratings for services on
participatory websites where users write
textual reviews for these services. Our
approach selects reviews that compre-
hensively talk about a feature of a service
by using information distance of the re-
views on the feature. The rating estima-
tion of the feature for these selected re-
views using machine learning techniques
provides more accurate results than that
for other reviews. The average of these
estimated feature ratings also better rep-
resents an accurate overall rating for the
feature of the service, which provides
useful feedback for other users to choose
their satisfactory services.

1 Introduction

Most of participatory websites such as Amazon
(amazon.com) do not collect from users feature1

ratings for services, simply because it may cost
users too much effort to provide detailed feature
ratings. Even for a very few websites that do col-
lect feature ratings such as a popular travel web-
site TripAdvisor (tripadvisor.com), a big portion
(approximately 43%) of users may still not pro-
vide them. However, feature ratings are useful
for users to make informed consumption deci-
sions especially in the case where users may be
interested more in some particular features of the
services. Machine learning techniques have been
proposed for sentiment classification (Pang et al.,
2002; Mullen and Collier, 2004) based on anno-
tated samples from experts, but they have limited

1A feature broadly means an attribute or a function of a
service.

performance especially when estimating ratings
of a multi-point scale (Pang and Lee, 2005).

In this paper, we propose a novel review se-
lection approach for accurate feature rating es-
timation. More specifically, our approach se-
lects reviews written by the users who compre-
hensively talk about a certain feature of a ser-
vice - that are comprehensive on this feature, us-
ing information distance of reviews on the fea-
ture based on Kolmogorov complexity (Li and
Vitányi, 1997). This feature is obviously impor-
tant to the users. People tend to be more knowl-
edgable in the aspects they consider important.
These users therefore represent a subset of ex-
perts. Statistical analysis reveals that these ex-
pert users are more likely to agree on a common
rating for the feature of the service. The rating
estimation of the feature for these selected re-
views based on annotated samples from experts
using machine learning techniques is thus able to
provide more accurate results than that for other
reviews. This statistical evidence also allows us
to use the average of the estimated feature rat-
ings to better represent an overall opinion of ex-
perts for the feature of the service, which will
be particularly useful for assisting other users to
correctly make their consumption decisions.

We verify our approach and arguments based
on real data collected from the TripAdvisor web-
site. First, our approach is shown to be able to
effectively select reviews that comprehensively
talk about features of a service. We then adopt
the machine learning method proposed in (Pang
and Lee, 2005) and the Bayesian Network clas-
sifier (Russell and Norvig, 2002) for feature rat-
ing estimation. Our experimental results show
that the accuracy of estimating feature ratings
for these selected reviews is higher than that
for other reviews, for both the machine learning
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methods. And, the average of these estimated
ratings is testified to closely represent the over-
all feature rating of the service. Our approach is
therefore verified to be a successful step towards
accurate feature rating estimation.

2 Related Work

Our work aims at estimating feature ratings of a
service based on its textual reviews. It is related
to sentiment classification. The task of sentiment
classification is to determine the semantic orien-
tations of words, sentences or documents. (Pang
et al., 2002) is the earliest work of automatic
sentiment classification at document level, using
several machine learning approaches with com-
mon textual features to classify movie reviews.
Mullen and Collier (Mullen and Collier, 2004)
integrated PMI values, Osgood semantic factors
and some syntactic relations into the features of
SVM. Pang and Lee (Pang and Lee, 2004) pro-
posed another machine learning method based
on subjectivity detection and minimum-cut in
graph. However, these approaches focus only on
binary classification of reviews.

In 2005, Pang and Lee extended their ear-
lier work in (Pang and Lee, 2004) to determine
a reviewer’s evaluation with respect to multi-
scales (Pang and Lee, 2005). The rating esti-
mation is viewed as multi-class sentiment cate-
gorization on documents. They used SVM re-
gression as the multi-class classifier, and also ap-
plied a meta-algorithm based on a metric label-
ing formulation of the problem, which alters a
given n-ary classifier’s output in an explicit at-
tempt to ensure that similar items receive sim-
ilar labels. They collected movie reviews from
a website named IMDB and tested the perfor-
mance of their classifier under both four-class
and five-class categorization. The five-class sen-
timent classification is adopted in the evaluation
of our method (see Section 5). The performance
of their approach is limited. One important rea-
son is that their method considers every review
when estimating a feature rating of a movie.
However, some reviews do not contain much of
the users’ opinions about a certain feature sim-
ply because the users do not care much or are

not knowledgable about the feature. In our work,
we study the characteristics of reviews’ feature
ratings. We investigate which reviews are more
useful for us to estimate feature ratings. From
some observations stated in the next section, we
will see that reviews written by different users
reflect their own preferred features of a service.

3 Accurate Feature Rating Estimation

Participatory websites allow users to write tex-
tual reviews to discuss features of services that
they have consumed. These reviews usually con-
tain words that strongly express the users’ opin-
ions about the corresponding features. These
words contain important information for estimat-
ing a numerical rating for the feature. The es-
timated ratings can be used for assisting other
users when they need to choose which services
to consume. Machine learning techniques are
often used for training a learner based on an-
notated samples from experts and estimating a
rating for a feature discussed in a review. How-
ever, for a review that does not mention a fea-
ture or discusses it only in a limited sense, the
estimation accuracy is expected to be very low.
Besides, the opinion expressed by the user who
writes this kind of review is not representative
because this user obviously does not care much
about the feature. We believe that if we carefully
select reviews for estimating feature ratings, the
accuracy will be increased and the estimated rat-
ings will be more representative.

We then statistically analyze real data col-
lected from the TripAdvisor website. The results
reveal that users who comprehensively discuss
a feature of a service in their reviews are more
likely to agree on a common rating for this fea-
ture of the service. This phenomenon can also
be intuitively explained as follows. For the users
who comprehensively discuss about a feature,
the feature is obviously more important to them.
People tend to be more knowledgable in the as-
pects they consider important. These users there-
fore represent a subset of experts. Experts likely
provide more objective and representative feed-
back about the feature, and therefore the ratings
from them for the feature contain less noise and
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are more similar.
Based on the above discussion that experts

tend to have similar opinions on a feature of a
service, a learner trained by a machine learning
technique based on annotated samples from ex-
perts should then be able to more accurately esti-
mate the feature ratings from reviews written by
other experts. Since the opinions of experts con-
verge, the average of the estimated feature rat-
ings also better represents an overall rating for
the feature of the service.

We propose a review selection approach us-
ing information distance of reviews on the fea-
ture based on Kolmogorov complexity, to select
reviews that comprehensively discuss a feature
of a service. We rank the reviews based on the
comprehensiveness on the feature. The top re-
views will be selected for the estimation of fea-
ture ratings. Also, the average of these estimated
feature ratings will be used for representing the
overall rating for the feature. Next, we will first
describe in detail how our approach selects com-
prehensive reviews on a given feature.

4 Our Review Selection Approach

Our review selection approach selects reviews
that comprehensively talk about a feature. Ac-
cording to this definition, a review’s comprehen-
siveness depends on the amount of information
discussed on a feature. We use Kolmogorov
complexity and information distance to measure
the amount of information. Kolmogorov com-
plexity was introduced almost half a century ago
by R. Solomonoff, A.N. Kolmogorov and G.
Chaitin, see (Li and Vitányi, 1997). It is now
widely accepted as an information theory for in-
dividual objects parallel to that of Shannon’s in-
formation theory which is defined on an ensem-
ble of objects.

4.1 Theory

Fix a universal Turing machine U . The Kol-
mogorov complexity (Li and Vitányi, 1997) of a
binary string x condition to another binary string
y, KU (x|y), is the length of the shortest (prefix-
free) program for U that outputs x with input y.
It can be shown that for different universal Tur-

ing machine U ′, for all x, y

KU (x|y) = KU ′(x|y) + C,

where the constant C depends only on U ′. Thus
KU (x|y) can be simply written asK(x|y). They
write K(x|ε), where ε is the empty string, as
K(x). It has also been defined in (Bennett et
al., 1998) that the energy to convert between x
and y to be the smallest number of bits needed to
convert from x to y and vice versa. That is, with
respect to a universal Turing machine U , the cost
of conversion between x and y is:

E(x, y)=min{|p|: U(x, p)=y, U(y, p)=x}
(1)

It is clear that E(x, y) ≤ K(x|y) + K(y|x).
From this observation, the following theorem has
been proved in (Bennett et al., 1998):
Theorem 1 E(x, y) = max{K(x|y),K(y|x)}.

Thus, the max distance was defined in (Ben-
nett et al., 1998):

Dmax(x, y) = max{K(x|y),K(y|x)}. (2)

This distance is shown to satisfy the basic
distance requirements such as positivity, sym-
metricity, triangle inequality and is admissible.

Here for an object x, we can measure its in-
formation by Kolmogorov complexityK(x); for
two objects x and y, their shared information can
be measured by information distance D(x, y).
In (Long et al., 2008), the authors generalize
the theory of information distance to more than
two objects. Similar to Equation 1, given strings
x1, . . . , xn, they define the minimum amount of
thermodynamic energy needed to convert from
any xi to any xj as:

Em(x1, .., xn)=min{|p|:U(xi, p, j)=xj for all i,j}
Then it is proved in (Long et al., 2008) that:

Theorem 2 Modulo to anO(logn) additive fac-
tor,

min
i
K(x1 . . . xn|xi) ≤ Em(x1, . . . , xn)

Given n objects, the left-hand side of Equa-
tion 3 may be interpreted as the most compre-
hensive object that contains the most information
about all of the others.
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4.2 Review Selection Method

Our review selection method is based on the in-
formation distance discussed in the previous sec-
tion. However, our problem is that neither the
Kolmogorov complexity K(·, ·) nor Dmax(·, ·)
is computable. Therefore, we find a way to “ap-
proximate” these two measures. The most use-
ful information in a review article is the English
words that are related to the features. If we can
extract all of these related words from the review
articles, the size of the word set can be regarded
as a rough estimation of information content (or
Kolmogorov complexity) of the review articles.
In Section 5 we will see that this gives very good
practical results.

4.2.1 Outline
Our method is outlined in the following. First,

for each type of product or service (such as a ho-
tel), a small set of core feature words (such as
price and room) is generated through statistics.
Then, these feature words are used to generate
the expanded words. Third, a parser is used to
find the dependent words associated with the oc-
currence of the core feature words and expanded
words in a review. For each review-feature pair,
the union of the core feature words, expanded
words and dependent words in the review defines
the related word set of the review on the feature.
Lastly, information distance is used to select the
most comprehensive reviews on a feature.

4.2.2 Word Extraction
Feature words are the most direct and frequent

words describing a feature, for example, price,
room or service of a hotel. Given a feature, the
core feature words are the very few most com-
mon English words that are used to refer to that
feature. For example, both “value” and “price”
are used to refer to the same feature of a ho-
tel. In (Hu and Liu, 2004), the authors indicate
that when customers comment on product fea-
tures, the words they use converge. If we re-
move the feature words with frequency lower
than 1% of the total frequency of all feature
words, the remaining words, which are just core
feature words, can still cover more than 90%
occurrences. So firstly we extract those words

through statistics; then some of those with the
same meaning (such as “value” and “price”) are
grouped into one feature. They are just “core fea-
ture words”.

Apart from core feature words, many other
less-frequently used words that are connected
to the feature also contribute to the information
content of the feature. For example, “price” is
an important feature of a hotel, but the word
“price” is usually dropped from a sentence. In-
stead, words such as “$”, “dollars”, “USD”, and
“CAD” are used. We use information distance
d(., .) based on Google to expand words (Cili-
brasi and Vitányi, 2007). Let α be a feature and
A be the set of its core feature words. The dis-
tance between a word w and the feature α is then
defined to be

d(w,α) = min
v∈A

d(w, v)

A distance threshold is then used to determine
which words should be in the set of expanded
words for a given feature.

If a core feature word or an expanded word is
found in a sentence, the words which have gram-
matical dependent relationship with it are called
the dependent words (de Marneffe et al., 2006).
For example, in sentence “It has a small, but
beautiful room”, the words “small” and “beauti-
ful” are both dependent words of the core feature
word “room”. All these words also contribute to
the reviews and are important to determine the
reviewer’s attitude towards a feature.

The Stanford Parser (de Marneffe et al., 2006)
is used to parse each review. For review i and
feature j, the core feature words and expanded
words in the review are first computed. Then the
parsing result is examined to find all the depen-
dent words for the core feature words and ex-
panded words, all of which are called “related
words”.

4.2.3 Computing Information Distance
If there are m reviews x1, x2, . . . , xm, n fea-

tures u1, u2, . . . , un, and the related word set Si
is defined to be the union of all the related words
that occur in the review xi. From the left-hand
side of Equation 3, the most comprehensive xi
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on feature uk is such that

i = argmin
i
K(S1 . . . Sn|Si, uk). (3)

Let Si and Sj be two sets of words,

K(SiSj |uk) = K(Si ∪ Sj |uk),

K(Si|Sj , uk) = K(Si \ Sj |uk),

and

K(Si|uk)=
∑

w

K(w|uk)≈
∑

w

(K(w, uk)−K(uk))

wherew ∈ Si andw is in xi’s related word set on
feature uk. For each word w in a set S, the Kol-
mogorov complexity can be estimated through
coding theorem (Li and Vitányi, 1997):

K(w, uk)=− logP (w, uk), K(uk)=− logP (uk)

where P (w, uk) can be estimated by df(w, uk),
which is the document frequency of word w and
feature uk co-exist on the whole corpus. Sim-
ilarly, P (uk) can be estimated by feature uk’s
document frequency on the corpus. In the next
section, Equation 3 will be used to select reviews
that comprehensively talk about a feature.

5 Experimental Verification

In this section, we present a set of experimen-
tal results to support our work. Our experiments
are carried out using real data collected from the
travel website TripAdvisor. This website indexes
hotels from cities across the world. It collects
feedback from travelers. Feedback of each trav-
eler consists of a textual review written by the
traveler and numerical ratings (from 1, lowest,
to 5, highest) for different features of hotels (e.g.,
value, service, rooms).

Table 1: Summary of the Data Set
Location# Hotels# Feedback# Feedback with

feature rating
Boston 57 3949 2096
Sydney 47 1370 879
Vegas 40 5588 3144

We crawled this website to collect travelers’
feedback for hotels in three cities: Boston, Syd-
ney and Las Vegas. Note that during this crawl-
ing process, we carefully removed information
about travelers and hotels to protect their privacy.
For users’ feedback, we recorded only the tex-
tual reviews and the numerical ratings on four
features: Value(V), Rooms(R), Service(S) and
Cleanliness(C). These features are rated by a sig-
nificant number of users. Table 1 summarizes
our data set. For each one of the cities, this table
contains information about the number of hotels,
the total amount of feedback and the amount of
feedback with feature ratings. In general, each
hotel has sufficient amount of feedback with fea-
ture ratings for us to evaluate our work.

Table 2: Comprehensive Reviews on Each Fea-
ture (Boston)

Top # V R S C
1 Y Y Y Y
2 Y Y Y Y
3 N Y Y N
4 Y Y Y N
5 Y Y Y Y
6 Y Y N Y
...

...
...

...
...

5.1 Evaluation of Review Selection

We first evaluate the performance of our re-
view selection approach using manually anno-
tated data. More specifically, in our data set,
for one city, 40 reviews (120 reviews in total)
are selected for manual annotation. The annota-
tor looks over each review and decides whether
the review is comprehensive on a given feature.
Comprehensive reviews on the feature are anno-
tated as “Y”, and the reviews that are not com-
prehensive on this feature are annotated as “N”.
For the review set of each city, the number of re-
views annotated as comprehensive is equal to or
less than 20% of the total number of the selected
reviews for this city (eight in this experiment).
Note that it is possible that one review can be
comprehensive on more than one features.

We then use our review selection approach

770



discussed in Section 4 to rank the reviews for ho-
tels in each city, according to their comprehen-
siveness on each feature. For example, the most
comprehensive review on the feature “Value”,
which has the minimal information distance to
this feature (see Equation 3), is ranked No.1. Ta-
ble 2 shows the annotated reviews for Boston ho-
tels that are ranked on top six on each feature. It
can be obviously seen from the table that most
of these top reviews are labeled as comprehen-
sive reviews on respective features. Our com-
prehensive review selection approach generally
performs well.

Table 3: Performance of Comprehensive Review
Selection

City Feature Precision Recall F-Score
Boston V 0.833 0.714 0.769

R 1.000 0.875 0.933
S 0.857 1.000 0.923
C 0.833 1.000 0.909

Sydney V 0.667 1.000 0.800
R 0.600 0.857 0.706
S 0.667 0.857 0.750
C 0.750 1.000 0.857

Vegas V 0.778 1.000 0.875
R 0.727 1.000 0.842
S 0.714 0.714 0.714
C 0.667 0.800 0.727

To clearly present the performance of our
comprehensive review selection approach, we
use the measures of precision, recall and f-score.
The measure f-score is a single value that can
represent the result of our evaluation. It is the
harmonic mean of precision and recall. Suppose
there are n reviews in total. Let pjk (1 ≤ k ≤ n)
be the review ranked the kth comprehensive on
feature j. Define

zjk =

{
1 if pjk is labelled comprehensive on j;
0 otherwise.

The precision P , recallR, and f-score F of top k
comprehensive reviews on feature j are formal-
ized as follows

Pjk =

∑k
l=1 zjl
k

,Rjk =

∑k
l=1 zjl∑N
l=1 zjl

,

Fjk =
2PjkRjk
Pjk +Rjk

For each ranked review set on feature j, the
maximum Fjk and its associated Pjk andRjk are
listed in Table 3. From this table, it can be seen
that for the best f-scores, the precision and recall
values are mostly larger than 70%, that is, a great
part of reviews that are labeled as comprehensive
receive top rankings from our comprehensive re-
view selection approach. Our approach is thus
carefully verified to be able to accurately select
comprehensive reviews on any given feature.

5.2 Statistical Analysis

A group of users who comprehensively discuss
a certain feature are more likely to agree on a
common rating for that feature. In this experi-
ment, we use our review selection approach to
verify this argument.

Table 4: Deviation of Feature Ratings
City Feature 20% 50% All

V 0.884 (0.0003) 1.030 1.136
Boston R 0.940 (0.2248) 1.037 1.013

S 1.026 (0.0443) 1.130 1.144
C 0.798 (0.0093) 0.892 0.949
V 0.862 (0.0266) 1.009 1.054

Sydney R 0.788 (0.0497) 0.932 0.945
S 0.941 (0.0766) 1.162 1.116
C 0.651 (0.0037) 0.905 0.907
V 0.845 (0.0002) 1.236 1.291

Vegas R 1.105 (0.2111) 1.148 1.175
S 1.112 (0.0574) 1.286 1.269
C 0.936 (0.0264) 1.096 1.158

More specifically, for each city, hotels that re-
ceive no less than 10 reviews with feature ratings
are selected. We use our comprehensive review
selection approach to select top 20% and 50%
comprehensive reviews on each feature for ho-
tels in each city. We calculate the standard devi-
ation of their feature ratings, as well as that of all
feature ratings, for each hotel in a city. We then
average these standard deviations over the hotels
in the same city. The average values are listed
in Table 4. The feature ratings of comprehensive
reviews on the feature have smaller average stan-
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dard deviations. Standard T-test is used to mea-
sure the significance of the results between top
20% comprehensive reviews and all reviews, city
by city and feature by feature. Their p-values are
shown in the braces, and they are significant at
the standard 0.05 significance threshold. It can
be seen from the table that although for some
items there does not seem to be a significant dif-
ference, the results are significant for the entire
data set.

Therefore, when these travelers write reviews
that are comprehensive on one feature, their rat-
ings for this feature tend to converge. This evi-
dence indicates that the estimation of ratings for
the feature from these comprehensive reviews
can provide better results, which will be con-
firmed in Section 5.3. These estimated feature
ratings can also be averaged to represent a spe-
cific opinion of these travelers on the feature,
which will be verified in Section 5.4.

5.3 Feature Rating Estimation
In this section, we carry out experiments to tes-
tify that the estimation of feature ratings for com-
prehensive reviews using our review selection
approach provides better performance than that
for all reviews. We adopt the approach of Pang
and Lee (Pang and Lee, 2005) described in Sec-
tion 2 for feature rating estimation. In short, they
applied a meta-algorithm, based on a metric la-
beling formulation of the problem to alter a given
n-ary SVM’s output in an explicit attempt. We
also adopt a Baysian Network classifier for fea-
ture rating estimation.

Similar to the method of Pang and Lee, we
build up a feature rating classification system to
estimate reviews’ feature ratings. However, the
method of Pang and Lee focuses only on sin-
gle rating classification for a review and assumes
that every word of the review can contribute to
this single rating. While it comes to feature rat-
ing classification, the system has to decide which
terms or phrases in the review are talking about
this feature. We train a Naive Bayes classifier
to retrieve all the sentences related to a feature.
Then all the core feature words, expanded words
and dependent words are extracted to train a
SVM classifier and the Bayesian Network clas-

sifier for five-class classification (1 to 5). The
eight-fold cross-validation is used to train and
test the performance of feature rating estimation
on all the reviews and the top 20% comprehen-
sive reviews, respectively.
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Figure 1: Average Error of Feature Rating Esti-
mation for the Adopted Method of Pang and Lee
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Figure 2: Average Error of Feature Rating Esti-
mation for the Bayesian Network classifier

We formalize a performance measure as fol-
lows. Suppose there are n reviews in total. For a
test review i (1 ≤ i ≤ n), its real feature rating
(given by the review writer) is fi, and its predi-
cated feature rating (predicted by our classifica-
tion system) is gi. Both fi and gi are integers
between 1 and 5. The performance of the classi-
fication on all n reviews can be measured by the
average of the absolute difference (d) between
each fi and gi pair,

d =

∑n
i=1 |fi − gi|

n
. (4)

The lower d is, the better performance the clas-
sifier can provide.

Figures 1 and 2 show the results for the perfor-
mance of feature rating estimation on all reviews
versus that on selected comprehensive reviews,
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for the adopted approach of Pang and Lee and
the Baysian Network classifier respectively. It
can be seen that the average difference between
real feature ratings and estimated feature ratings
on each feature when using selected comprehen-
sive reviews is significantly lower than that when
using all reviews, for both the approaches. On
average, the performance of feature rating esti-
mation is improved by more than 12.5% using
our review selection approach. And, our review
selection approach is generally applicable to dif-
ferent classifiers.

5.4 Estimating Overall Feature Rating
Supported by the statistical evidence verified in
Section 5.2 that the users who write compre-
hensive reviews on one feature will more likely
agree on a common rating for this feature, we
can then use an average of the feature ratings for
top 20% comprehensive reviews to reflect a gen-
eral opinion of knowledgable/expert users. In
this section, we show directly the performance
of estimating an overall feature rating for a ho-
tel using ratings for the selected comprehensive
reviews, and compare it with that for all reviews.

Table 5: Performance of Estimating Overall Fea-
ture Rating for Comprehensive Reviews

City V R S C AVG
Boston 0.637 0.426 0.570 0.660 0.573
Sydney 0.273 0.729 0.567 0.680 0.562
Vegas 0.485 0.502 0.277 0.613 0.469

Average 0.465 0.552 0.471 0.651 0.535

Table 6: Performance of Estimating Overall Fea-
ture Rating for All reviews

City V R S C AVG
Boston 0.809 0.791 0.681 0.642 0.731
Sydney 0.433 0.886 0.588 0.593 0.625
Vegas 0.652 0.733 0.502 0.942 0.707

Average 0.631 0.803 0.590 0.726 0.688

Suppose there are m hotels. For each hotel
j, we first select the top 20% comprehensive re-
views on each feature using our review selection
approach. We average the real ratings of one fea-

ture provide by travelers for these reviews, de-
noted as f̄j . We then estimate the feature rat-
ings for these comprehensive reviews using the
adopted machine learning method of Pang and
Lee. The average of these estimated ratings is
denoted as ḡj . Similar to Equation 4, the av-
erage difference between all f̄j and ḡj pairs on
each feature for hotels in each city are calculated
and listed in Table 5. From this table, we can
see that the average difference between the es-
timated average feature rating and real average
feature rating is only about 0.53. Our review
selection approach produces fairly good perfor-
mance for estimating an overall feature rating for
a hotel. We then also calculate the average dif-
ference for all reviews. The results are listed in
Table 6. We can see that the average difference
is larger (about 0.69) in this case. The perfor-
mance of estimating an overall feature rating is
increased by nearly 23.2% through our review
selection approach.

6 Conclusion

In this paper, we presented a novel review selec-
tion approach to improve the accuracy of feature
rating estimation. We select reviews that com-
prehensively talk about a feature of one service,
using information distance of reviews on the fea-
ture based on Kolmogorov complexity. As eval-
uated using real data, the rating estimation for
the feature from these reviews provides more ac-
curate results than that for other reviews, inde-
pendent of which classifiers are used. The aver-
age of these estimated feature ratings also better
represents an accurate overall rating for the fea-
ture of the service.

In future work, we will further improve the ac-
curacy of estimating a general rating for a feature
of a service based on the selected comprehensive
reviews on this feature using our review selec-
tion approach. Comprehensive reviews may con-
tribute differently to the estimation of an overall
feature rating. In our next step, a more sophisti-
cated model will be developed to assign different
weights to these different reviews.
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Abstract

We present  several  ways of measuring 
the inter-annotator agreement in the on-
going annotation of semantic inter-sen-
tential discourse relations in the Prague 
Dependency  Treebank  (PDT).  Two 
ways have been employed to overcome 
limitations of measuring the agreement 
on  the  exact  location  of  the  start/end 
points of the relations. Both methods – 
skipping one tree  level  in the start/end 
nodes,  and  the  connective-based  mea-
sure – are focused on a recognition of 
the existence and of the type of the rela-
tions, rather than on fixing the exact po-
sitions of the start/end points of the con-
necting arrows.

1 Introduction

1.1 Prague Dependency Treebank 2.0

The  Prague  Dependency  Treebank  2.0  (PDT 
2.0; Hajič et al., 2006) is a manually annotated 
corpus of Czech. It belongs to the most complex 
and elaborate linguistically annotated treebanks 
in the world. The texts  are annotated on three 
layers  of  language description:  morphological, 
analytical (which expresses the surface syntactic 
structure),  and  tectogrammatical  (which  ex-
presses the deep syntactic structure). On the tec-
togrammatical layer, the data consist of almost 
50 thousand sentences.

For the upcoming release of PDT, many addi-
tional features are planned, coming as results of 
several  projects.  Annotation  of  semantic  in-
ter-sentential  discourse  relations  is  one  of  the 
planned additions.

To ensure the highest possible quality of the 
annotated data, it would be best if several anno-

tators annotated the whole data in parallel. After 
solving discrepancies in the annotations of the 
individual   annotators,  we  would  get  a  high-
-quality annotation. This approach is sometimes 
employed, but most of the times, the available 
resources prohibit it (which is also the case of 
the discourse annotation project). Manual anno-
tation of data is a very expensive and time con-
suming task. To overcome the restriction of lim-
ited resources, each part of the data is annotated 
by one annotator only, with the exception of a 
small  overlap  for  studying  and measuring  the 
inter-annotator (dis-)agreement.

1.2 Inter-Annotator Agreement in Compu-
tational Linguistics

Measuring  the  inter-annotator  agreement  has 
long been studied (not  only) in computational 
linguistics. It is a complex field of research and 
different domains require different approaches.
 Classical  measures  recall,  precision and  F-
measure offer the most straightforward and in-
tuitively interpretable results. Since they do take 
into account neither the contribution of chance 
in agreement, nor different importance of differ-
ent  types  of disagreement,  etc.,  other  more or 
less elaborate coefficients for measuring the in-
ter-annotator  agreement  have  been  developed. 
Cohen's κ (Cohen, 1960) is suitable for classifi-
cation tasks and tries to measure the agreement 
“above  chance”.  Krippendorff's  α (Krippen-
dorff,  1980) can be used if we need to distin-
guish various  levels  of  disagreement.  Rebecca 
Passonneau (2004) offered a solution for mea-
suring agreement between sets of elements (like 
words in coreferential chains). Variants of these 
coefficients  can be used  for  measuring  agree-
ment among more than two annotators. A com-
prehensive overview of methods for measuring 
the inter-annotator agreement in various areas of 

775



computational linguistics was given in Artstein 
and Poesio (2008).

For measuring the inter-annotator agreement 
in  the  annotation  of  semantic  inter-sentential 
discourse relations in PDT, we have chosen two 
measures.  The  relations  do  not  form  natural 
chains  (unlike  e.g.  textual  and  grammatical 
coreference)  and  a  simple  F1-measure is  well 
suited for the agreement on existence of the re-
lations. For the agreement on types of the rela-
tions, which is a typical classification task, we 
use Cohen's κ.

Our  research  has  then  been  focused  not  on 
“how to measure” the agreement (which coeffi-
cient to use),  but rather on “what to measure” 
(which phenomena), which is the topic of this 
paper.

2 Annotated Phenomena

Since the Prague Dependency Treebank 2.0 al-
ready contains three layers of linguistic annota-
tion, two of which (the analytical layer – surface 
syntax, and the tectogrammatical layer – under-
lying syntax and semantics) are tree representa-
tions,  we  took  advantage  of  these  existing 
analyses  and  carry  out  the  annotation  of  dis-
course phenomena directly on the trees (the tec-
togrammatical layer). It means that we capture 
the  discourse  relation  between  any  two 
(sub)trees in the document by drawing a link (an 
arrow)  between  the  highest  nodes  in  the 
(sub)trees, see Figure 1.

Figure 1. A discourse arrow between two nodes 
represents a discourse relation between two 

trees – subtrees of the nodes.

Discourse relations we annotate are in princi-
ple  semantic  relations  that  apply between two 
abstract  objects  (Asher,  1993)  (i.e.  discourse 
units or text spans) and help make the text a co-
herent whole. These relations are often signaled 
by the presence of a discourse connective, i.e. 
expressions  as  “ale”,  ačkoliv”,  “tedy”, 
“ovšem” (in  English  “but”, “although”, 
“then”, “however” etc. In the first phase of the 
project,  we  only  annotate  relations  (link  the 
(sub)trees) where such a connective is present.

Every  relation  gets  assigned  two  important 
attributes:  first,  the  discourse  connective  that 
anchors the relation, and, second, the semantic 
type of the relation. For assigning semantic rela-
tions in the discourse, we developed a set of 22 
discourse-semantic tags (Mladová et al., 2009). 
It is inspired partly by the set of semantic labels 
used for the annotation of the tectogrammatical 
layer in  PDT 2.0, relations within the sentence 
(the  tectogrammatical  syntactico-semantic  la-
bels  called  functors,  Mikulová  et  al.,  2005)  – 
since some of the semantic relations apply also 
intra-sententially, like causal or contrastive rela-
tions; and partly by the set of semantic tags in 
the Penn Discourse Treebank 2.0 (Prasad et al., 
2008), a discourse annotation project for Eng-
lish with similar aims.

Hence,  there  are  three  important  issues  for 
the  inter-annotator  measurement  on  the  dis-
course  level  of  annotation  in  PDT:  the  agree-
ment on the start  and target  nodes of the dis-
course  relation  (and  so  the  extent  of  the  dis-
course  arguments),  the  agreement  on  the  dis-
course connective assigned to the relation, and, 
last but not least, the agreement on the semantic 
type of the relation.

3 Measuring  the  Inter-Annotator 
Agreement in the Annotation of Dis-
course in PDT 2.0

3.1 Simple (Strict) Approach

The basic method we use for measuring the in-
ter-annotator  agreement  requires  a  perfect 
match  in  the  start  and end points  of  the  rela-
tions.  We  calculate  recall and  precision be-
tween the two annotators. Since these measures 
are not symmetric in respect to the annotators, 
we use their combination – F1-measure – which 
is symmetric. At each node, we compare target 
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nodes of the discourse relations created by the 
two annotators. We consider two relations to be 
in agreement strictly only if they share both the 
start node and the target node.

A second number  we measure  is  an agree-
ment on the relation and the type. For consider-
ing two relations to be in agreement, we require 
that they share their start and target nodes, and 
also have attached the same type. 

Similarly,  we measure an agreement on the 
relation and the connective,  and an agreement 
on the relation, the type and the connective.

Attaching a type to a relation can be under-
stood as a classification task. We calculate two 
numbers – simple ratio agreement and Cohen's 
κ –  on  the  types  attached  to  those  relations 
where the annotators agreed on the start and the 
target  nodes.  Cohen's  κ shows  the  level  of 
agreement on the types above chance.

For  completeness,  we also  calculate  simple 
ratio agreement on the connectives attached to 
those relations the annotators agreed on. 

Table 1 shows results of these measurements 
on two hundred sentences annotated in parallel 
by two annotators.1

measure value

F1-measure on relations 0.43

F1-measure on relations + types 0.34

F1-measure on relations + connectives 0.41

F1-measure on rel. + types + connect. 0.32

agreement on types 0.8

agreement on connectives 0.95

Cohen's κ on types 0.74

Table 1. The inter-annotator agreement for a 
strict match.

3.2 Skipping a Tree Level

Requiring a perfect agreement on the start node 
and the  target  node  of  the  discourse  relations 
turns out to be too strict for a fair evaluation of 

1 The annotators did not know which part of the data will 
be used for the measurement. The agreement was mea-
sured on 200 sentences (6 documents). PDT 2.0 contains 
data from three sources. The proportion of the sentences 
selected for the measurement reflected the total proportion 
of these data sources in the whole treebank.

the inter-annotator agreement. It often happens 
that the annotators recognize the same discourse 
relation in the data but they disagree either in 
the start node or the target node of the relation.

In  Zikánová  et  al.  (2010),  we  elaborate  on 
typical cases of this type of disagreement and 
show that in many times, the difference in the 
start node or the target node is only one level in 
the  tree.  We  have  also  shown that  these  dis-
agreements usually depend on a subtle and not 
crucial  difference  in  the  interpretation  of  the 
text.

Figure 2 shows an example of a disagreement 
caused  by  a  one-level  difference  in  the  target 
node of a relation. The two trees (a cut of them) 
represent these two sentences:

“Vím, že se nás Rusů bojíte, že nás nemáte  
rádi, že námi trochu pohrdáte. Ale Rusko není  
jenom Žirinovskij, Rusko není jenom vraždění v  
Čečensku.”

(In English: “I know that you are afraid of us  
Russians, that you dislike us, that you despise  
us a little. But Russia is not only Zhirinovsky,  
Russia is not only murdering in Chechnya.”)

Figure 2. Disagreement in the target node.

Both annotators recognized the discourse re-
lation between the two sentences, both selected 
the same type (opposition), and both marked the 
same connective (“Ale”, in English “But”). The 
disagreement in the target node is caused by the 
fact that one annotator has connected the second 
sentence with “knowing that something is going  
on”,  while  the  other  has  connected  it  directly 
with the expression“something is going on”.

We have shown in Zikánová et al. (2010) that 
allowing for skipping one tree level either at the 
start  node  or  the  target  node  of  the  relations 
leads to an improvement in the inter-annotator 
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agreement  (F1-measure on  the  relations)  of 
about 10%. To be exact, by allowing to skip one 
tree  level  we mean:  if  node A is  a  parent  of 
node  B,  then  we  consider  arrows  A→C  and 
B→C  to  be  in  agreement,  as  well  as  arrows 
D→A and D→B. Table 2 shows present results 
of this type of measurement, performed on the 
same data as Table 1.

measure value

F1-measure on relations 0.54

F1-measure on relations + types 0.43

F1-measure on relations + connectives 0.49

F1-measure on rel. + types + connect. 0.39

agreement on types 0.8

agreement on connectives 0.92

Cohen's κ on types 0.73

Table 2. The inter-annotator agreement with 
one-level skipping.

The results  seem to be consistent,  since the 
improvement  here  is  similar  to  the  previously 
published test.  The F1-measure on the relations 
improved from 0.43 to 0.54. On the other hand 
(and also  consistently  with  the  previous  test), 
simple  ratio  agreement  on  types  (or  connec-
tives) and Cohen's  κ on types, all measured on 
those arrows the annotators  agreed on, do not 
change (more or less) after skipping one level is 
allowed. For these three measures, skipping one 
level only adds more data to evaluate and does 
not change conditions of the evaluation.

3.3 Connective-Based Approach

Further studies of discrepancies in parallel an-
notations show that skipping one level does not 
cover all “less severe” cases of disagreement. 

Figure 3 presents an example of a disagree-
ment in the start node of a relation with a two-
level distance between the nodes. The two trees 
(a cut of them) represent these two sentences:

“Racionální  kalkulace  vlastníků  nájemních  
bytů je proto povede k jedinému závěru: jakéko-
liv investice do oprav a modernizace nájemního  
bytového fondu jsou a budou ztrátové. Proto je  
další chátrání nájemních domů neodvratné.”

(In  English:  A  rational  calculation  of  the  
owners of the apartments will lead them to the  
only conclusion: any investment in repairs and  
renovation  of  the  rental  housing  resources  is  
and will be loss-making. Therefore, further di-
lapidation  of  the  apartment  buildings  is  in-
evitable.”)

Figure 3. Two-level disagreement in the start 
nodes

The difference between the annotators is that 
one of  them started  the  relation  at  the  phrase 
“will  lead to  the  only  conclusion:  any invest-
ment ... is and will be ...”, while the other start-
ed the relation directly  at the  phrase  “any in-
vestment … is and will be ...”.

However, both the annotators admittedly rec-
ognized the existence of the discourse relation, 
they also selected the same type (reason), and 
marked the same connective (“Proto”, in Eng-
lish “Therefore”).

Figure 4 shows an example of a disagreement 
caused by a different selection of nodes and by 
the opposite direction of the arrows.  The trees 
represent these sentences: “To je jasné, že bych 
byl  radši,  kdyby  tady  dosud  stál  zámek  a  ne  
tohle  monstrum.  Ale  proč  o  tom  stále  
uvažovat?”

(In English:  It is clear that I would prefer if  
there still was a castle here and not this mon-
ster. But why keep thinking about it forever?”) 
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Figure 4. Disagreement in the nodes and in the 
direction of the arrows.

This time, both annotators recognized a pres-
ence  of  a  discourse  relation  and  marked  the 
same  connective  (“Ale”,  in  English  “But”). 
They did not agree on the start/end nodes and 
on the type of the relation (opposition vs. con-
cession).

Figure 5 shows another type of “slight” dis-
agreement. This time, the annotators agreed on 
everything but  the  range of the  relation.  They 
agreed both on the type (reason) and the con-
nective (“tak”,  in English  “Thus”).  The three 
trees (again a cut of them) represent these three 
sentences:

“Podle  šéfa  kanceláře  představenstva  a.  s.  
Škoda Zdeňka Lavičky jsou však v říjnu schop-
ny  fungovat  prakticky  všechny  závody  bez  
vážnějšího omezení. To je v rozporu s tvrzením  
vedení  koncernu  z  minulého  týdne,  ve  kterém  
škodovácký management tvrdil, že se odstávka  
dotkne většiny provozů a závodů Škody Plzeň,  
která  má  v  současnosti  28000  zaměstnanců.  
Vzniká  tak  podezření,  že  se  vedení  koncernu  
snažilo vyvinout tlak na vládu a donutit ji k za-
placení dluhů.”

(In English:  “According to Zdeněk Lavička,  
the  chief  of  the  board  of  directors  of  Škoda  
corp., virtually all factories are able to operate  
in October without  serious limitations. It  con-
tradicts the statement of the syndicate adminis-
tration from the last  week,  in which the man-
agement  of  Škoda  claimed  that  the  downtime  
would affect most of the plants and factories of  
Škoda Plzeň,  which  presently  has  28,000 em-
ployees. Thus a suspicion arises that the syndi-

cate  administration tried to  exert  pressure on  
the government and force it to pay the debts.”)

Figure 5. Disagreement in the range of the dis-
course relation.

The difference between the annotators  is  in 
the range of the start part of the arrows. One of 
the annotators marked the two first sentences as 
a  start  point  of  the  relation,  while  the  other 
marked  the  second sentence  as  the  start  point 
only. They agreed on the target point of the rela-
tion being the third sentence.

Inspired by these examples, we designed an-
other – a connective-based – measure for evalu-
ating the inter-annotator agreement  of the dis-
course relations. It seems that although the an-
notators  sometimes  fail  to  mark  the  same 
start/target nodes, or to select the same type or 
the  same  range  of  the  relations,  they  usually 
agree on the connective. This idea is also sup-
ported by high levels of the simple ratio agree-
ment on connectives measured on relations the 
annotators agreed on from Tables 1 and 2 (0.95 
and 0.91).  These numbers  show that  once the 
annotators agree on a relation,  they almost al-
ways agree also on the connective.2

The connective-based measure considers the 
annotators to be in agreement on recognizing a 
discourse relation if they agree on recognizing 
the same connective (please note that we only 
annotate discourse relations with explicitly ex-
pressed connectives).

Table 3 shows results of the evaluation of the 
inter-annotator agreement, performed using the 
connective-based measure, on the same data as 
Tables 1 and 2.

2 This is only an interpretation of the numbers, not a 
description of the annotation process; in fact, the an-
notators usually first find a connective and then 
search for the arguments of the discourse relation.
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measure value

F1-measure on relations 0.86

F1-measure on relations + types 0.56

F1-measure on rel. + start/end nodes 0.43

F1-measure on rel. + types + nodes 0.34

agreement on types 0.65

agreement on start/end nodes 0.50

Cohen's κ on types 0.56

Table 3. The inter-annotator agreement evaluat-
ed with the connective-based measure.

This time (compared with Tables 1 and 2, i.e. 
the simple strict measure and the one-level skip-
ping measure),  the agreement (F1-measure) on 
relations  is  much higher  – 0.86 (vs.  0.43 and 
0.54). On the other hand, simple ratio agreement 
(and Cohen's  κ)  measured  on  relations  recog-
nized by both annotators are lower than in Ta-
bles  1  and  2.  Although  the  annotators  might 
have recognized the same discourse relation, a 
(possibly small) difference in the interpretation 
of  the  text  caused  sometimes  not  only  a  dis-
agreement  in  the  positions  of  the  start/end 
nodes, but also in the type of the relation.

The  simple  ratio  agreement  on  types  from 
Table 3 (0.65) is probably the closest measure 
to  the  way  of  measuring  the  inter-annotator 
agreement on subtypes in the annotation of dis-
course relations in the Penn Discourse Treebank 
2.0,  reported  in  Prasad  et  al.  (2008).  Their 
agreement was 0.8.

4 Conclusion

We have presented several ways of measuring 
the inter-annotator agreement in the project  of 
annotating  the  semantic  inter-sentential  dis-
course relations with explicitly  expressed con-
nectives  in  the  Prague  Dependency  Treebank. 
We have shown examples from parallel annota-
tions that substantiate the importance of the al-
ternative  approaches  to  the  evaluation  of  the 
agreement.

Skipping a tree level in the start node or the 
end node of the relations helps to recognize fac-
tual  agreement  in some cases  where the  strict 
approach detects disagreement. We have shown 
that it is still too strict and that there are cases 

which we would like to  classify as agreement 
but the measure does not recognize them.

The  connective-based  measure  seems  to  be 
the closest one to what we would like to consid-
er a criterion of agreement. It disregards the ac-
tual nodes that are connected with a discourse 
relation, and even disregards the direction of the 
relation. In this sense, it is the most benevolent 
of the three measures.

It does not mean that the simple strict mea-
sure or skipping a tree level are inferior or obso-
lete ways of measuring the agreement. All the 
measures  focus  on  different  aspects  of  the 
agreement  and  they  are  all  important  in  the 
process  of annotating the corpus,  studying the 
parallel annotations and improving the annota-
tion instructions. We may agree on the fact that 
on this level of language description, it is very 
hard to  achieve perfect  agreement  (Lee at  al., 
2006), yet we should never cease the effort to 
further specify and clarify the ways of annota-
tion, in order to catch the same  linguistic phe-
nomena in the same way, and thus provide sys-
tematic and coherent linguistic data.
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Abstract 

News Comments on the web express 
readers’ attitudes or opinions about an 
event or object in the corresponding 
news article. And opinion target extrac-
tion from news comments is very impor-
tant for many useful Web applications. 
However, many sentences in the com-
ments are irregular and informal, and 
sometimes the opinion targets are impli-
cit. Thus the task is very challenging and 
it has not been investigated yet. In this 
paper, we propose a new approach to un-
iformly extracting explicit and implicit 
opinion targets from news comments by 
using Centering Theory. The approach 
uses global information in news articles 
as well as contextual information in ad-
jacent sentences of comments. Our expe-
rimental results verify the effectiveness 
of the proposed approach.  

1 Introduction 

With the dramatic development of web 2.0, there 
are more and more news web sites allowing 
users to comment on news events. These 
comments have become valuable resources for 
researchers to make advanced opinion analysis, 
such as tracking the attitudes to a focused event, 
person or corporation. In these advanced opinion 
analysis tasks, opinion target extraction is a 
necessary step. Unfortunately, former works did 
not focus on the domain of news comments. 
Though some researchers and workshops have 
investigated the task of opinion target extraction 
in product reviews and news articles, the 

                                                 
* Contact author 

methods cannot perform well on news comments. 
Actually, target extraction in news comments 
significantly differs from that in product reviews 
and news articles in the following ways. 

1) Products usually have a set of definite 
attributes (e.g. size) and related opinion words 
(e.g. large), and thus researchers can use a small 
fixed set of keywords to recognize frequent fea-
ture words (Zhuang et al., 2006), or leverage the 
associated rules between feature words and opi-
nion words to improve the performance (Hu and 
Liu, 2004; Su et al., 2008; Jin and Ho, 2009; Du 
and Tan, 2009). But news comments are more 
complicated. There are much more potential 
opinion targets in news comments. In other 
words, the candidate targets are in a much more 
open domain.  On the other hand, the opinion 
targets in news comments are not strongly asso-
ciated with the opinion words. We cannot judge 
a target by a special opinion word as easily as in 
product reviews. 

2) The opinionated sentences in news articles 
mostly contain opinion operators (e.g. believe, 
realize), which can be used to find the positions 
of opinion expressions. However, news com-
ments have already been considered to be de-
clared by readers and they do not have many 
operators to indicate the positions of opinion 
targets.  

3) Furthermore, many comment sentences are 
of free style. In many cases, there are even no 
manifest targets in the comment sentences. For 
example, a news article and its relational com-
ment are as follows: 

News: “迪拜将建超千米全世界最高摩天大楼” 
(Dubai will build the highest skyscraper in the 

world)  
Comment:  
“真的很高，起到什么作用呢？” 
(Really high, but what (is it) used for?) 

Institute of Compute Science and Technology 
The MOE Key Laboratory of Computational Linguistics 

Peking University 
{matengfei, wanxiaojun}@icst.pku.edu.cn 
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The comment sentence obviously comments 
on “skyscraper” by human understanding, but in 
the sentence we cannot find the word or an alter-
native. Instead, the real target is included in the 
news article. Now we give two definitions of the 
phenomenon. 

Implicit targets: The implicit targets are 
those opinion targets which do not occur in the 
current sentence. The sentence is called implicit 
sentence. 

Explicit targets: The explicit targets are those 
opinion targets which occur in the current right 
sentence, and the sentence is called explicit sen-
tence. 

In Chinese comments, the phenomena of im-
plicit targets are fairly common. In our dataset, 
the sentences with implicit targets make up near-
ly 30 percents of the total. 

In this paper, we focus on opinion target ex-
traction from news comments and propose a 
novel framework uniformly extracting explicit 
and implicit opinion targets. The method uses 
both information in news articles and informa-
tion in comment contexts to improve the result. 
We extract focused concepts in news articles as 
candidate implicit targets, and exploit a new ap-
proach based on Centering Theory to taking ad-
vantage of comment contexts.  

We evaluate our system on a test corpus con-
taining different topics. The results show that it 
improves the baseline by 8.8%, and the accuracy 
is also 8.1% higher over the popular SVM-based 
method.  

The rest of this paper is organized as follows: 
The next section gives an overview of the related 
work in opinion analysis. Section 3 introduces 
the background of Centering Theory and Section 
4 describes our framework based on Centering 
Theory. In Section 5 we test the results and give 
a discussion on the errors. Finally Section 6 
draws a conclusion. 

2 Related Work 

The early research of opinion mining only fo-
cused on the sentiment classification (Turney et 
al., 2002; Pang et al., 2002). However, for many 
applications only judging the sentiment orienta-
tion is not sufficient (eg. Hu and Liu, 2004). 
Fine-grained opinion analysis has attracted more 
and more attention these years. It mainly in-
cludes these types: opinion holder extraction 

(Kim and Hovy, 2005; Choi et al., 2005), opi-
nion target extraction (Kim and Hovy, 2006; 
Ruppenhofer et al., 2008), and the identification 
of opinion proposals (Bethard et al., 2004) and 
some special opinion expressions (Bloom et al., 
2007). Also, there are some other related tasks, 
such as detecting users’ needs and wants (Ka-
nayama and Nasukawa, 2008). However, these 
general systems are different from ours because 
they do not have or use any contextual informa-
tion, and implicit opinion targets are not recog-
nized and handled there. 

A more special domain of feature extraction is 
product and movie reviews. Hu and Liu (2004) 
design a system to mine product features and 
generate opinion summaries of customer reviews. 
Frequent features are extracted by a statistical 
approach, and infrequent features are generated 
by the associated opinion words.  The product 
features are limited in amount and they are 
strongly associated with specific opinion words, 
so researchers can use a fixed set of keywords or 
templates to extract frequent features (Zhuang et 
al., 2006; Popescu and Etzioni, 2005) or try var-
ious methods to augment the database of product 
features and improve the extraction accuracy by 
using the relations between attributes and opi-
nions (Ghani et al., 2006; Su et al., 2008; Jin and 
Ho, 2009; Du and Tan, 2009). However, in news 
comments, the opinion targets are not strongly 
associated with specific opinion words and these 
techniques cannot be used. 

There are also some works focusing on the 
target extraction in news articles, such as 
NTCIR7-MOAT (Seki et al., 2008). Different 
from the news comments, there are opinion indi-
cators in the subjective sentences. However, in 
our task of this paper, the opinion holders are 
pre-assigned as the reviewers, so few opinion 
indicators and holders can be found. 

To our best knowledge, this paper is the first 
work of extracting opinion targets in news com-
ments. We analyze the complex phenomena in 
news comments and propose a framework to 
solve the problems of implicit targets. Our me-
thod synthesizes the information from related 
articles and contexts of comments, and it can 
effectively improve the extracting results. 
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3 Background of Centering Theory 

Centering Theory (Grosz, Joshi and Weinstein, 
1995) was developed for an original purpose of 
indicating the coherence of a discourse and 
choosing a referring expression. In the theory, 
the term “centers” of an utterance is used to 
refer to the entities serving to link this utterance 
to another utterance in a discourse. But this is 
not the only function of centers, and there are 
some other useful characteristics of centers to be 
recognized. Our observation shows that a center 
always represents the focus of attention, and the 
salience of a center indicates the significance of 
the component as a commented target. In news 
comments, we consider a comment as a 
discourse and a sentence as an utterance. If an 
utterance has a “center”, then the center can be 
regarded as the target of the sentence. 

Before introducing the common process of 
choosing the centers in utterances, several defi-
nitions are elaborated as follows: 

Forward-looking center: Given an utter-
ance U, there is a set of forward-looking cen-
ters Cf(U) assigned. The set is a collection of 
all potential centers that may be realized by 
the next utterance. 

Backward-looking center: Each utterance 
is assigned exactly one (in fact at most one) 
backward-looking center Cb. The backward-
looking center of utterance Un+1 connects with 
one of the forward-looking centers of Un. The 
Cb is the real focus of the utterance. 

Rank: The rank is the salience of an ele-
ment of Cf. Ranking of elements in Cf(Un) 
guides determination of Cb(Un+1). The more 
highly ranked an element of Cf(Un ), the more 
likely it is to be Cb(Un+1). The most highly 
ranked element of Cf(Un) that is realized in 
Un+1 is the Cb(Un+1). The rank is affected by 
several factors, the most important of which 
depends on the grammatical role, with SUB-
JECT > OBJECT(S) > OTHER.  

Preferred center: In the set of Cf(Un), the 
element with the highest rank is a preferred 
center Cp(Un). This means that it has the high-
est probability to be Cb(Un+1). 
 

Table 1 is an example of the centers. In the 
example, the target of the first sentence is “Jack”, 
which is exactly the preferred center; while in 
the second sentence, it is easy to see that “him” 
gets more attention than “the company” in this 
environment and thus the backward-looking cen-
ter is more likely to be the target. So we assume 
that if Cb(Un) exists, it can be regarded as the 
opinion target of Un, otherwise the Cp(Un) is the 
target. 

 
Utterance Center 
U1:杰克是把公司看作
他的生命来做的。 
(Jack regards the com-
pany as his life.) 

Cf: 杰克(Jack)/ 
公 司 (the company)/ 
生命(life) 

Cb: null 
Cp: 杰克(Jack) 

U2: 公司能有今天的成
果都是因为他。 
(It attributes to him that 
the company can obtain 
today’s achievement.)

Cf: 公司(the company)/ 
成果(achievement)/  
他(杰克) (him(Jack)) 

Cb:他(杰克) (him(Jack)) 
Cp:公司(the company)

Table 1 Example of different centers. 

4 Proposed Approach 

Due to the problems we introduced in Section 1, 
the techniques of target extraction in other do-
mains are not appropriate in news comments, 
and general approaches encounter the problems 
of free style sentences and implicit targets. For-
tunately, news comments have their own charac-
teristics, which can be used to improve the target 
extraction performance. 

One important characteristic is that though po-
tential opinion targets may be in large quantities, 
most comments focus on several central con-
cepts in the corresponding news article, especial-
ly in the title. So we can extract the focused con-
cepts in the news and use them as potential im-
plicit targets for the comments. 
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The other useful information comes from the 
fact that the sentences in one comment are usual-
ly coherent. As the comments may be long and 
each comment contains several sentences, the 
sentences within one comment are relevant and 
coherent. So the opinion targets in previous sen-
tences have some influence on that in subsequent 
sentences. Using this kind of contextual informa-
tion, we can eliminate noisy candidates and relax 
the dependence on an unreliable syntactic parser. 

Considering the above characteristics, we 
propose a framework of target extraction based 
on focused concepts recognition and Centering 
Theory, as shown in Figure 1. 

Given a news article and its relevant com-
ments, we first adopt some syntactic rules to 
classify the comment sentences into implicit or 
explicit type. Whether a sentence includes an 
explicit target is mainly decided by whether it 
owns a subject. A few heuristic rules, such as the 
appearance of the subject, the combination of the 
POS, and the position of the predicate, are used 
based on the parse result by using a Chinese 
NLP toolkit1, and the rule-based classification 
can attain an accuracy of 77.33%.  

Then we exploit two different approaches for 
dealing with the two types of sentences, respec-
tively. For the implicit type, we extract the fo-
                                                 
1 LTP, http://ir.hit.edu.cn/demo/ltp/Sharing_Plan.htm 
LTP is an integrated NLP toolkit which contains segmenta-
tion, parsing, semantic role labeling, and etc. 

cused concepts in the news article as candidate 
implicit targets, and rank them by calculating the 
semantic relatedness between the targets and the 
sentence. For the explicit type, all nouns and 
pronouns in the sentence are extracted as candi-
date targets and ranked mainly by their gram-
matical roles. At last, Centering Theory is used 
to choose the best candidate using the ranks and 
contextual information.  

The details of the main parts are explained in 
the following sections. 

4.1 Focused Concepts (FC) Recognition 

As the comments usually point to the news 
article, it is highly probable that the implicit 
targets appear in the news article. Generally, the 
focused concepts of the news article are more 
likely to be the commented targets. Thus, if we 
extract the focused concepts of the news article, 
we will get the candidate implicit targets. 

In general, the focused concepts are named 
entities (Zhang et al. 2004) or specific noun 
phrases. Taking the news 

“迪拜将建超千米全世界最高摩天大楼(D
ubai will build the highest skyscraper in the 
world)”    ----NEWS1 

as an example, “迪拜(Dubai)” and 
“摩天大楼(skyscraper)” are the potential opi-
nion targets. “Dubai” is a named entity, and 
“skyscraper” is a specific noun phrase. In addi-
tion, the focused concepts may also appear in the 
content of the news article, if they attract enough 
attention or have strong relations with the fo-
cused named entities in the title.   

As the number of noun phrases is usually 
large, if we extract the two types of concepts 
together, there must be much noise to impact the 
final result. To be simple and accurate, we first 
extract focused named entities (FNE), and then 
expand them with other focused noun phrases, 
for the reason that the focused noun phrases 
usually have a strong relation with the focused 
named entities.   

 
Entity Type Person, Location, Organization, 

Time 
Title In title or not 
Frequency The number of occurrence 
Relative 
Frequency 

Frequency/the number of total 
words 

News Article
News 

Comments

Sentences 
of 

Implicit 
Type

Sentences 
of 

Explicit 
Type

Focused named 
entity classifier

Focused 
Concepts

Implicit 
candidate 
targets

Explicit 
candidate 
targets

Choosing a best target via 
Centering Theory

RankingWikipedia-based
ESA

Grammar Role 
Analysis

Opinion 
targets

Rule Based 
Classifier

Figure 1: Framework of opinion target ex-
traction in news comments 
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Table 2 Features of FNE classification 
Extracting FNEs can be seen as a classifica-

tion problem. In this work, we choose the fea-
tures in Table 2. 

Given a news document, we first recognize all 
named entities with our own named entity re-
cognizer (NER).Then all named entities are clas-
sified based on the above mentioned features. 
The noun phrases in the title are also extracted 
and filtered by their frequency in the news ar-
ticle and co-occurrences with FNEs. The filter-
ing threshold is set to a relatively high value to 
guarantee that not much noise is brought in. 
Thus we can get a small set of focused concepts 
in the news article. 

4.2 Ranking Implicit Targets 

We use the semantic relatedness to decide which 
potential target is most likely to be the right im-
plicit target. There are many methods to calcu-
late the semantic relatedness. We choose the 
Wikipedia-base explicit semantic analysis (ESA) 
(Gabrilovich and Markovitch, 2007), for its 
adaptability and effectiveness for Chinese lan-
guage. The method converts a word or a sen-
tence to a series of wiki concepts, and then cal-
culates the similarity between words or sen-
tences. 
Input:  a Focused Concept t0 in the news 
Output: a vector C with a length of N.  C= 
<(cj,wj)>, where cj is a Wikipedia concept, and wj is 
the weight of cj 
1. Find all nouns, adjectives and verbs co-occurring

with t0 in the same sentence, and put them into 
the set S= {ti}. 

2. Compute MI (Mutual information) of each ti 
with t0. 

3. Choose 10 words in S with the highest MI (ac-
cording to the total number of words, 10 is a 
proper value). Combine them with t0 into a 
word vector and assign each word ti a weight 
of its frequency vi in the news article. The vec-
tor V= <(ti,vi)>, |V|≤11. 

4. Let <kij> be an inverted index entry for ti, where 
kij quantifies the strength of association of ti 
with Wikipedia concept cj. Then the vector V 
can be interpreted as a vector constructed by 
All Wikipedia concepts. Each concept cj has a 

weight wj= i i ijVt v k .
5. Select N concepts with the highest weights.  

Table 3: Algorithm that converts a focused 
concept to a vector of Wikipedia concepts 

Chinese Wikipedia is not as large as English 
Wikipedia. When some words are not included 
in the database, the original ESA algorithm will 
fail. To solve the problem, we first expand the 
input FC with a few words extracted from the 
news article. The words represent the semantic 
information related to the article, so they are 
more informative than a single concept while 
easily recognized by the Wikipedia database. 
The details of the algorithm are shown in Table 
3. 

On the other hand, when given a comment 
sentence, we segment it to words and remove the 
stop words (e.g. “的 (of)”). Then the serial of 
words are also converted by ESA into a vector of 
Wikipedia concepts. 

After getting the vectors of wiki concepts for 
focused concepts and the comment sentence, we 
use the cosine metric to obtain their relatedness 
scores. In this way, the focused concepts are 
ranked by their relatedness scores with the sen-
tence. 

4.3 Ranking Explicit Targets 

A comment sentence with explicit targets usual-
ly has a complete syntactic structure. According 
to Centering Theory, the ranks of explicit targets 
are decided mainly by their grammatical roles. 
Generally, a subject is most likely to be the opi-
nion target, and the rank can be heuristically as-
signed by SUBJECT > OBJECT(S) > OTHER. 

4.4 Choosing Best Candidate target via 
Centering Theory (CT) 

After getting the candidate targets and their 
ranks, we start the matching step to make use of 
contextual information. The algorithm originates 
from the process of choosing preferred centers 
and backward-looking centers. A subtle adaption 
is that we add some global information in the 
news article as the context when dealing with the 
first sentence in a comment. The details of the 
algorithm are represented in Table 4. 

Now we give an example to show the whole 
process of the framework. The following com-
ment is associated with NEWS1 in Section 4.1. 

U1:迪拜现在大力发展旅游和自由贸易。 

786



(Dubai is developing travel and trades.) 
U2:是一个很有活力的城市。 
((It) is an active city.) 
U3:在迪拜你可以感受到很多惊奇。 
(In Dubai you can encounter many miracles.) 
First, U1, U2 and U3 are classified as explicit, 

implicit and explicit, respectively. Then for U1 
and U3 we choose noun phrases and pronouns in 
the sentence as candidate targets and rank them 
according to their grammatical roles. U2 chooses 
FC as candidates, and “Dubai” is more related 
than “skyscraper”. At last, the final target is cho-
sen by the algorithm in Table 4 and the whole 
process is illustrated in Table5. 

 
Input: A comment with M sentences S={si}, 
each sentence has a candidate target set 
Cf(si)={ci}; 

The Focused Concepts set FC in the 
news article. 
Output: A target set {ti}, where each ti is the 
opinion target of sentence si. 
1. For each si in S 
2.         If i=1 (si is the first sentence) 
3.              For each  ci in Cf(si) 
4.                      If ci is contained in FC 
5.                            Add ci into the set Cb(si) 
6.              If Cb(si) is not void  
7.                    Choose the highest ranked ele-

ment in Cb(si) as ti  
8.              Else 
9.                     Choose the highest ranked ele-

ment in Cf(si) as ti 
10.       Else 
11.             For each  ci in Cf(si)  
12.                  If ci realizes (equals or refers to) 

an element c’i in Cf(si-1) 
13.                            Add c’i into the set Cb(si) 
14.             If Cb(si) is not void  
15.                   Choose the highest ranked ele-

ment in Cb(si) as ti  
16.             Else 
17.                 Choose the highest ranked element 

in Cf(si) as ti 
Table 4 Algorithm of choosing the best candi-

date target via CT 

 type ranks of candidates target
U1 Explicit 迪拜>旅游>自由贸易

(Dubai >travel >trade) 
迪拜

(Dubai)

U2 Implicit 迪拜>摩天大楼
(Dubai>skyscraper) 

迪拜 
(Dubai)

U3 Explicit 你>惊奇>迪拜
(you>miracles>Dubai) 

迪拜 
(Dubai)

Table 5 Example of the extraction process 

5 Experiments 

5.1 Evaluation Setup 

To evaluate the whole system, we evaluate not 
only the result of the final target extraction but 
also some key steps. This makes the analysis of 
the bottleneck possible. 

We first build a FNE dataset to evaluate the 
FNE classification result. As our target extrac-
tion task focuses on news comments, we collect 
1000 news articles and the associated user com-
ments from http://comment.news.sohu.com, 
which is a famous website offering a platform 
for users to comment on the news. Every news 
articles are annotated with its focused named 
entities, which are also the most possible com-
mented targets.  

Then we build the target dataset to evaluate 
the final target extraction. 9 articles and asso-
ciated comments are randomly chosen from the 
FNE dataset, and each of their comment sen-
tences is annotated with the opinion target. The 
target dataset focuses on 3 different topics: eco-
nomics, technology and sports. Each document 
contains a news article and about 100 relevant 
comments, and there are 1597 comment sen-
tences in total. 

We assume that each comment sentence has 
one opinion target, but 108 sentences have more 
than one focused objects.  In that case, we anno-
tate all targets for evaluation and the result is 
regarded as true if we extract only one of the 
annotated targets. 

In the target dataset, there are 444 sentences 
with implicit targets. This demonstrates that the 
implicit target extraction problem is prevalent 
and worth solving.  

For the final target extraction, we use the ac-
curacy metric to evaluate the result. It is defined 
as follows: 

We do not use the precision and recall metric 
because every comment sentence in our dataset 
must have a target after extracting. The precision 
and the recall are both equal to the accuracy. 

5.2 Evaluation Results 

5.2.1 FNE Results 

Number of sentences with right extraction
Accuracy=

Number of total sentences
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We perform a 4:1 cross-validation on the FNE 
dataset using a commonly used classifier SVM-
light2 and gain a mean f-measure of 80.43%. 

Then, to assess the improvement by the FNE 
step and the classification of implicit and explicit 
sentences, we estimate the theoretic upper limit 
of the following three target extractions on the 
target dataset. Test 1 assumes every noun phras-
es or nouns in the sentence can be possible to be 
extracted as the target. So if there is one candi-
date matching the target, we can recognize the 
sentence as extractable. Test 2 adopts the anno-
tation results of the classification of explicit and 
implicit sentences. For the manually annotated 
implicit targets, we adapt the candidate to be FC. 
Then, as same as Test 1, all candidates are de-
termined whether to be the target. In Test 3, we 
follow the ruled-based classification of implicit 
and explicit sentences in our system and then 
judge the sentences whether extractable or not.  
 

 Proportion of extractable sentences 
Test 1 55.0% 
Test 2 69.6% 
Test 3 61.7% 

Table 6 Improvement of the proportion of ex-
tractable sentences by FNE classification and 

explicit/implicit sentence classification 
 

Table 6 shows the proportions of extractable 
sentences in the three tests. It is easy to see that 
the proportion of extractable sentences means 
the theoretic optimization of target extraction. So, 
by Test 2 we can see the extracted FC set is an 
effective complement of the candidate targets, 
while Test 3 demonstrates that the system still 
has much potential to improve the baseline after 
the rule-based classification of explicit and im-
plicit sentences.  

 
5.2.2 Target Extraction Results 
To demonstrate the effectiveness of our ap-
proach, we design two baselines.  

Baseline 1 treats all sentences as explicit type. 
In the method, we extract all noun phrases and 
pronouns in a sentence as candidates and obtain 
their ranks according to their grammatical roles.  

Baseline 2, a SVM-based approach, is offered 
to compare with the popular target extraction 
methods. In this method we regard the target 
                                                 
2 http://svmlight.joachims.org/ 

extraction as a classification problem. We ex-
tract the candidate noun phrases in a sentence 
first, and then use the semantic features to classi-
fy them as targets or not. The features mainly 
include: POS, whether or not a Named Entity, 
the positions in the sentence, the syntactic rela-
tions with the verb, and etc. As it is a supervised 
approach, the result is tested by a 2:1 cross vali-
dation. 

Then we use a method called FC-only (using 
only Focused Concepts) to improve Baseline 1 
by using the global information in news articles. 
For sentences of explicit type, we use the me-
thod in Baseline1. For sentences of implicit type, 
we take focused concepts in news articles as po-
tential targets, and choose the highest ranked 
element as the final target. 

Finally, our proposed approach CT (using 
Centering Theory) uses both Focused Concepts 
and Centering Theory. When the size of Wiki-
pedia concept vector is set to be 800, the com-
parison results of the four approaches are shown 
in Table 7: 
 

Accuracy
Baseline1 34.38% 
Baseline2(SVM-based) 35.13% 
FC-only 37.25% 
CT 43.20% 

Table 7 Comparison results 

FC-only is better than Baseline1, which de-
monstrates that the focused concepts are useful 
to provide information to implicit targets extrac-
tion. 444 implicit sentences are a large propor-
tion of the total corpus. And the focused con-
cepts do represent the global information and 
have influence on the target extraction. 

Centering Theory is naturally another im-
provement. It mainly takes advantage of the in-
formation of contexts within a comment, using a 
rule of coherence to decide the center of atten-
tion. And the result indicates that it is very help-
ful.  

Compared with the SVM-based approach, our 
approach is also much better. The SVM-based 
approach is only a little higher than Baseline 1. 
It seems that the manually annotated information 
is not very useful in target extraction in news 
comments. The reason may be that the target 
rules are complicated and exist not only in the 
current sentence. Using global and contextual 
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information is a more economic and effective 
way to improve the result.  

In the Wikipedia-based ESA algorithm,there 
is a parameter of N, which is the vector size of 
the expanded vector. It is important to choose a 
proper parameter value to achieve a high accura-
cy and meanwhile keep a low computational 
complexity. The accuracy curves for FC and CT 
with different values of N are represented in 
Figure 2. Apparently, when N exceeds 600, the 
extraction performance almost does not change 
any more. So we finally take 800 as the value of 
N . 

5.3 Error Analysis  

Generally there are two major types of errors 
in the extraction results. One common error is 
that the target is not in our extracted candidate 
nouns or noun phrases. For example: 

“可口买汇源，可真是中国饮料的灾难了.” (It 
is a disaster of Chinese beverage that Coca Cola 
buys HuiYuan.) 
The sentence comments on the event of “Coca 

Cola buys HuiYuan” but not a single concept 
“Coca Cola” or “HuiYuan”. But our system can-
not recognize this type of targets properly. Also 
there are some cases that the noun phrases 
missed to be extracted by the LTP toolkit. It 
causes that the target is not matched by the can-
didates.  

Another error originates from the wrong clas-
sification of explicit and implicit sentences. For 
example, 

“还利于民才能化解中小企业生存危机.” (Re-
turning profits to civilians can get through the 
crisis of little companies.) 
In this sentence, “还利于民(Returning profits 

to civilians)” is the opinion target and the sen-

tence has a explicit target. But the rules based on 
the Chinese parser failed to recognize the phrase 
as a subject and thus the sentence is considered 
as implicit type by our approach. And lastly the 
target is extracted incorrectly. 

In 5.2.1, we test the theoretic upper limit of 
the target extraction and prove the potential ef-
fectiveness of two steps. The tests also can be 
used to estimate the proportion of the types of 
errors and analyze the bottleneck. In Test 2, 
there are 298 un-extractable sentences among 
the annotated explicit sentences. It shows that 
there is at least 18.6% loss in accuracy caused by 
the candidate recognition, which accounts for the 
first error type. As for the second error type, its 
proportion can be computed by the reduction 
from Test 2 to Test 3, which is 7.9%. 

6 Conclusion and Future Work  

In this paper, we propose a novel approach to 
extracting opinion targets in Chinese news 
comments. In order to solve the problem of im-
plicit target extraction, we extract focused con-
cepts and rank their importance by computing 
the semantic relatedness with sentences via Wi-
kipedia. In addition, we apply Centering Theory 
to the target extraction system, for utilizing con-
textual information. The experiment results 
demonstrate that our approach is effective.  

Currently, the result does not reach an abso-
lutely high accuracy. One bottleneck is that Chi-
nese parsing results are far from satisfactory. 
Actually this bottleneck has impacted the gener-
al target extraction long, such as the low perfor-
mances of all participants in the target extraction 
task of NTCIR7-MOAT-CS. We hope to im-
prove our results by avoid this disadvantage. 
Moreover, the phenomenon of implicit opinion 
targets exists not only in Chinese but also in 
English and other languages, while sometimes it 
is similar to zero anaphora. So the approach in 
this paper can be extended to news comments in 
other languages.  
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Abstract 

We use robust and fast Finite-State Machines 
(FSMs) to solve scriptural translation prob-
lems. We describe a phonetico-morphotactic 
pivot UIT (universal intermediate transcrip-
tion), based on the common phonetic reposito-
ry of Indo-Pak languages. It is also extendable 
to other language groups. We describe a finite-
state scriptural translation model based on fi-
nite-state transducers and UIT. We report its 
performance on Hindi, Urdu, Punjabi and Se-
raiki corpora. For evaluation, we design two 
classification scales based on the word and 
sentence accuracies for translation system 
classifications. We also show that subjective 
evaluations are vital for real life usage of a 
translation system in addition to objective 
evaluations. 

1 Introduction 

Transliteration refers to phonetic translation 
across two languages with different writing sys-
tems, such as Arabic to English (Arbabi et al., 
1994; Stall and Knight, 1998; Al-Onaizan and 
Knight, 2002; AbdulJaleel and Larkey, 2003). 
Most prior work on transliteration has been done 
for MT of English, Arabic, Japanese, Chinese, 
Korean, etc., for CLIR (Lee and Choi., 1998; 
Jeong et al., 1999; Fujii and Ishikawa, 2001; 
Sakai et al., 2002; Pirkola et al., 2003; Virga and 
Khudanpur, 2003; Yan et al., 2003), and for the 
development of multilingual resources (Kang 
and Choi, 2000; Yan, Gregory et al., 2003). 

The terms transliteration and transcription are 
often used as generic terms for various processes 
like transliteration, transcription, romanization, 
transcribing and technography (Halpern, 2002). 
In general, the speech processing community 
uses the term transcription to denote a process of 
conversion from the script or writing system to 
the sound (phonetic representation). For exam-

ple, the transcription of the word “love” in the 
International Phonetic Alphabet (IPA) is [ləv]. 
While the text processing community uses the 
term transliteration and defines it as a process of 
converting a word written in one writing system 
into another writing system while preserving the 
sound of the original word (Al-Onaizan and 
Knight, 2002; AbdulJaleel and Larkey, 2003). 
More precisely, the text processing community 
defines the term transliteration as two transcrip-
tion processes “source script to sound transcrip-
tion” and “sound to target script transcription” 
and sometimes as one transcription process 
“source script to target script transcription”. 

We propose a new term Scriptural Translation 
for this combined process. Scriptural translation 
is a process of transcribing a word written in the 
source language script into the target language 
script by preserving its articulation in the original 
language in such a way that the native speaker of 
the target language can produce the original pro-
nunciation. 

FSMs have been successfully used in various 
domains of Computational Linguistics and Natu-
ral Language Processing (NLP). The successful 
use of FSMs have already been shown in various 
fields of computational linguistics (Mohri, 1997; 
Roche and Schabes, 1997; Knight and Al-
Onaizan, 1998). Their practical and advanta-
geous features make them very strong candidates 
to be used for solving scriptural translation 
problems. 

First, we describe scriptural translation and 
identify its problems that fall under weak transla-
tion problems. Then, we analyze various chal-
lenges for solving weak scriptural translation 
problems. We describe our finite-state scriptural 
translation model and report our results on Indo-
Pak languages. 
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2 Scriptural Translation – a weak 
translation problem 

A weak translation problem is a translation prob-
lem in which the number of possible valid trans-
lations, say N, is either very small, less than 5, or 
almost always 1. 

Scriptural Translation is a sub-problem of 
general translation and almost always a weak 
translation problem. For example, French-IPA 
and Hindi-Urdu scriptural translation problems 
are weak translation problems due to their small 
number of valid translations. On the other hand, 
Japanese-English and French-Chinese scriptural 
translation problems are not weak. 

Scriptural translation is not only vital for 
translation between different languages, but also 
becomes inevitable when the same language is 
written in two or more mutually incomprehensi-
ble scripts. For example, Punjabi is written in 
three different scripts: Shahmukhi (a derivation 
of the Perso-Arabic script), Gurmukhi and Deva-
nagari. Kazakh and Kurdish are also written in 
three different scripts, Arabic, Latin and Cyrillic. 
Malay has two writing systems, Latin and Jawi 
(a derivation of the Arabic script), etc. Figure 1 
shows an example of scriptural divide between 
Hindi and Urdu. 

63[ 3e â§ áðZ ÌÐ ]gzu[¢ Xì 
टुिनया को अमन की ज़Ǿरत है। 

[ḓʊnɪjɑ ko əmən ki zərurəṱ hæ.] 
The world needs peace. 

Figure 1: Example of scriptural divide 
Thus, solving the scriptural translation prob-

lem is vital to bridge the scriptural divide be-
tween the speakers of different languages as well 
as of the same language. 

Punjabi, Sindhi, Seraiki and Kashmiri exist on 
both sides of the common border between India 
and Pakistan and all of them are written in two or 
more mutually incomprehensible scripts. The 
Hindi–Urdu pair exists both in India and Pakis-
tan. We call all these languages the Indo-Pak 
languages. 

3 Challenges of Scriptural Translation 

In this section, we describe the main challenges 
of scriptural translation. 

3.1 Scriptural divide 

There exists a written communication gap be-
tween people who can understand each other 
verbally but cannot read each other. They are 
virtually divided and become scriptural aliens. 
Examples are the Hindi & Urdu communities, 
the Punjabi/Shahmukhi & Punjabi/Gurmukhi 
communities, etc. An example of scriptural di-
vide is shown in Figure 1. Such a gap also ap-
pears when people want to read some foreign 
language or access a bilingual dictionary and are 
not familiar with the writing system. For exam-
ple, Japanese–French or French–Urdu dictiona-
ries are useless for French learners because of the 
scriptural divide. Table 1 gives some figures on 
how this scriptural divide affects a large popula-
tion of the world. 

Sr. Language Number of Speakers 
1 Hindi 853,000,000 
2 Urdu 164,290,000 
3 Punjabi 120,000,000 
4 Sindhi 21,382,120 
5 Seraiki 13,820,000 
6 Kashmir 5,640,940 
Total 1178,133,060 

Table 1: Number of Speakers of Indo-Pak languages 

3.2 Under-resourced languages 

Under-resourced and under-written features of 
the source or target language are the second big 
challenge for scriptural translation. The lack of 
standard writing practices or even the absence of 
a standard code page for a language makes trans-
literation or transcription very hard. The exis-
tence of various writing styles and systems for a 
language leads towards a large number of va-
riants and it becomes difficult and complex to 
handle them. 

In the case of Indo-Pak languages, Punjabi is 
the largest language of Pakistan (more than 70 
million) and is more a spoken language than a 
written one. There existed only two magazines 
(one weekly and one monthly) in 1992 (Rahman, 
1997). In the words of (Rahman, 2004), “… 
there is little development in Punjabi, Pashto, 
Balochi and other languages…”. (Malik, 2005) 
reports the first effort towards establishing a 
standard code page for Punjabi-Shahmukhi and 
till date, a standard code page for Shahmukhi 
does not exist. Similar problems also exist for the 
Kashmiri and Seraiki languages. 

792



3.3 Absence of necessary information 

There are cases where the necessary and indis-
pensable information for scriptural translation 
are missing in the source text. For example, the 
first word دنيا [ḓʊnɪjɑ] (world) of the example sen-
tence of Figure 1 misses crucial diacritical in-
formation, mandatory to perform Urdu to Hindi 
scriptural translation. Like in Arabic, diacritical 
marks are part of the Urdu writing system but are 
sparingly used in writings (Zia, 1999; Malik et 
al., 2008; Malik et al., 2009). 

Figure 2(a) shows the example word without 
diacritical marks and its wrong Hindi conversion 
according to conversion rules (explained later). 
The Urdu community can understand the word in 
its context or without the context because people 
are tuned to understand the Urdu text or word 
without diacritical marks, but the Hindi conver-
sion of Figure 2(a) is not at all acceptable or 
readable in the Hindi community. 

Figure 2(b) shows the example word with dia-
critical marks and its correct Hindi conversion 
according to conversion rules. Similar problems 
also arise for the other Indo-Pak languages. 
Therefore, missing information in the source text 
makes the scriptural translation problem compu-
tationally complex and difficult. 

 ]ɑ[ا ] j[ی ] ɪ]ِ  [n[ن ] ʊ]ُ  [ḓ[د = دُ نِيا 
दिुनया  = द  ]ḓ [ ◌ु  ]ʊ [ न  ]n [ ि◌  ]ɪ [ य  ]j [ ◌ा  ]ɑ[  

(b) with necessary information 
 ]ɑ[ا ] j[ی ] n[ن ] ḓ[د = دنيا 

दनया   = द  ]ḓ [ न  ]n [ य  ]j [ ◌ा  ]ɑ[  
(a) without necessary information 

Figure 2: Example of missing information 

3.4 Different spelling conventions 

Different spelling conventions exist across dif-
ferent scripts used for the same language or for 
different languages because users of a script are 
tuned to write certain words in a traditional way. 
For example, the words يہ [je] (this) = ی [j] + ہ [h] 
and وہ [vo] (that) = و [v] + ہ [h] are used in Urdu 
and Punjabi/Shahmukhi. The character ہ [h] pro-
duces the vowel sounds [e] and [o] in the exam-
ple words respectively. On the other hand, the 
example words are written as ये [je] & वो [vo] and 
ਯ ੇ [je] & ਵੋ [vo] in Devanagari and Gurmukhi, 
respectively. There exist a large number of such 

conventions between Punjabi/Shahmukhi–
Punjabi Gurmukhi, Hindi–Urdu, etc. 

Different spelling conventions are also driven 
by different religious influences on different 
communities. In the Indian sub-continent, Hindi 
is a part of the Hindu identity, while Urdu is a 
part of the Muslim identity1 (Rahman, 1997; Rai, 
2000). Hindi derives its vocabulary from San-
skrit, while Urdu borrows its literary and scien-
tific vocabulary from Persian and Arabic. Hindi 
and Urdu not only borrow from Sanskrit and Per-
sian/Arabic, but also adopt the original spellings 
of the borrowed word due the sacredness of the 
original language. These differences make scrip-
tural translation across scripts, dialects or lan-
guages more challenging and complex. 

3.5 Transcriptional ambiguities 

Character level scriptural translation across dif-
ferent scripts is ambiguous. For example, the 
Sindhi word اِنسان [ɪɲsɑn] (human being) can be 
converted into Devanagari either as इंसान [ɪɲsɑn] or 
इसान* [ɪnsɑn] (* means wrong spellings). The trans-
literation process of the example word from 
Sindhi to Devanagari is shown in Figure 3(a). 
The transliteration of the third character from the 
left, Noon (ن) [n], is ambiguous because in the 
middle of a word, Noon may represent a conso-
nant [n] or the nasalization [ɲ] of a vowel. 

 
Figure 3: Sindhi transliteration example 

In the reverse direction, the Sindhi Devanagari 
word इंसान [ɪɲsɑn] can be converted into a set of 
possible transliterations [اِنثان ,*اِنصان ,اِنسان*]. All 
these possible transliterations have the same pro-
nunciation [ɪɲsɑn] but have different spellings in 

                                                 
1 The Hindi movement of the late 19th century played 
a central role in the ideologization of Hindi. The 
movement started in reaction to the British Act 29 of 
1837 by which Persian was replaced by Hindusta-
ni/Urdu, written in Persian script, as the official ver-
nacular of the courts of law in North India. It is the 
moment in history, when Hindi and Urdu started to 
emerge as Hindu and Muslim identities. 
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the Perso-Arabic script, as shown in Figure 3(b). 
Similar kinds of ambiguities also arise for other 
pairs of scripts, dialects or languages. Thus these 
ambiguities increase the complexity and difficul-
ty of scriptural translation. 

3.6 Distinctive sound inventories 

Sound inventories across dialects or languages 
can be different. Consider the English–Japanese 
pair. Japanese make no distinction between the 
‘L’ [l] and ‘R’ [r] sounds so that these two Eng-
lish sounds collapse onto the same Japanese 
sound (Knight and Al-Onaizan, 1998). 

For Indo-Pak languages, Punjabi/Gurmukhi (a 
dialect of Punjabi spoken in India) possesses two 
additional sounds than Punjabi/Shahmukhi (a 
dialect of Punjabi spoken in Pakistan). Similarly, 
Hindi, Punjabi, Sindhi and Seraiki have the re-
troflex form [ɳ], but Urdu and Kashmiri do not. 
Marathi has 14 vowels in contrast to Hindi’s 11 
vowels, shown in Table 2. 
Hindi Vowels 
अ [ə] आ [ɑ] इ [ɪ] ई [i] उ [ʊ] ऊ [u] ऋ [r]̥ ए [e] ऐ [æ] 

ओ [o] औ [ɔ] 
Marathi Vowels 
अ [ə] आ [ɑ] इ [ɪ] ई [i] उ [ʊ] ऊ [u] ऋ [r]̥ ए [e] ऐ [æ] 

ओ [o] औ [ɔ] अं [əŋ] अः [əh] ऌ [l]̥ 
Table 2: Hindi and Marathi vowel comparison 

Scriptural translation approximates the pro-
nunciation of the source language or dialect in 
the target due to different sound inventories. 
Thus a distinctive sound inventory across scripts, 
dialects or languages increases ambiguities and 
adds to the complexity of the scriptural transla-
tion problem. 

4 Universal Intermediate Transcription 

UIT (Universal Intermediate Transcription) is a 
multipurpose pivot. In the current study, it is 
used as a phonetico-morphotactic pivot for the 
surface morphotactic translation or scriptural 
translation. 

Although we have not used IPA as encoding 
scheme, we have used the IPA coding associated 
with each character as the encoding principle for 
our ASCII encoding scheme. We selected the 
printable ASCII characters to base the UIT en-
coding scheme because it is universally portable 
to all computer systems and operating systems 
without any problem (Boitet and Tchéou, 1990; 

Hieronymus, 1993; Wells, 1995). UIT is a de-
terministic and unambiguous scheme of tran-
scription for Indo-Pak languages in ASCII range 
32–126, since a text in this rage is portable 
across computers and operating systems 
(Hieronymus, 1993; Wells, 1995). 

Speech Assessment Methods Phonetic Alpha-
bet (SAMPA)2 is a widely accepted scheme for 
encoding IPA into ASCII. The purpose of SAM-
PA was to form the basis of an international 
standard machine-readable phonetic alphabet for 
the purpose of international collaboration in 
speech research (Wells, 1995). The UIT encod-
ing of Indo-Pak languages is developed as an 
extension of the SAMPA and X-SAMPA that 
covers all symbols on the IPA chart (Wells, 
1995). 

4.1 UIT encodings 

All characters of the Indo-Pak languages are 
subdivided into three categories, consonants, 
vowels and other symbols (punctuations and di-
gits). 

Consonants are further divided into aspirated 
consonants and non-aspirated consonants. For 
aspiration, in phonetic transcription a simple ‘h’ 
following the base consonant symbol is consi-
dered adequate (Wells, 1995). In the Indo-Pak 
languages, we have two characters with IPA [h]. 
Thus to distinguish between the ‘h’ consonants 
and the aspiration, we use underscore ‘_’ to 
mark the aspirate and we encode an aspiration as 
‘_h’. For example, the aspirated consonants J[J 
[ʈʰ], J J [pʰ] and J Y [ʧʰ] of the Indo-Pak languages 
are encoded as ‘t`_h’, ‘p_h’ and ‘t_S_h’ respec-
tively. Similarly for the dental consonants, we 
use the ‘_d’ marker. For example, the characters 
 are encoded as ‘d_d’ and ‘t_d’ in [ṱ] ت and [ḓ] د
UIT. Table 3 shows the UIT encodings of Hindi 
and Urdu aspirated consonants. 
Hindi Urdu UIT Hindi Urdu UIT 
भ J [J [bʰ] b_h हर् |g [rʰ] r_h 

फ J J [pʰ] p_h ढ़ |g [ɽʰ] r`_h 

थ J[J [ṱʰ] t_d_h ख JÏ [kʰ] k_h 

ठ J[J [ʈʰ] t`_h घ JÏ [gʰ] g_h 

झ J [Y [ʤʰ] d_Z_h ãह Jà [lʰ] l_h 

छ J Y [ʧʰ] t_S_h àह Jb [mʰ] m_h 

                                                 
2 http://www.phon.ucl.ac.uk/home/sampa/ 
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ध |e [ḓʰ] d_d_h Ûह J [J [nʰ] n_h 

ढ |e [ɖʰ] d`_h    
Table 3: UIT encodings of Urdu aspirated consonants 

Similarly, we can encode all characters of In-
do-Pak languages. Table 4 gives UIT encodings 
of Hindi and Urdu non-aspirated consonants. We 
cannot give all encoding tables here due to short-
age of space. 
Hindi Urdu UIT Hindi Urdu UIT 
ब ب [b] b स ص [s] s2 

प پ [p] p ज़ ض [z] z2 

त ت [ṱ] t_d त ط [ṱ] t_d1 

ट ٹ [ʈ] t` ज़ ظ [z] z3 

स ث [s] s1 - ع [ʔ] ? 

ज ج [ʤ] d_Z ग़ غ [ɣ] X 

च چ [ʧ] t_S फ़ ف [f] f 

ह ح [h] h1 क़ ق [q] q 

ख़ خ [x] x क ک [k] k 

द د [ḓ] d_d ग گ [g] g 

ड ڈ [ɖ] d` ल ل [l] l 

ज़ ذ [z] z1 म م [m] m 

र ر [r] r न ن [n] n 

उ ڑ [ɽ] r` व و [v] v 

ज़ ز [z] z ह ہ [h] h 

ज़ ژ [ʒ] Z य ی [j] j 

स س [s] s त ة [ṱ] t_d2 

श ش [ʃ] S ण - [ɳ] n` 

ष ش [ʃ] S1 ◌ं ں [ŋ] ~ 
Table 4: UIT encodings of Urdu non-aspirated conso-

nants 

5 Finite-state Scriptural Translation 
Model 

Figure 4 shows the system architecture of our 
finite-state scriptural translation system. 
Text Tokenizer receives and converts the 

input source language text into constituent words 
or tokens. This list of the source language tokens 
is then passed to the UIT Encoder that en-
codes these tokens into a list of UIT tokens using 
the source language to UIT conversion transduc-
er from the repertoire of Finite-State Transduc-
ers. These UIT tokens are given to the UIT De-
coder that decodes them into target language 

tokens using the UIT to target language conver-
sion transducer from the repertoire of Transduc-
ers. Finally, Text Generator generates the 
target language text from the translated target 
language tokens. 

 
Figure 4: System Architecture of fintie-state scriptural 

translation 

5.1 Finite-state Transducers 

Both conversions of the source language text into 
the UIT encoded text and from the UIT encoded 
text into the target language text are regular rela-
tions on strings. Moreover, regular relations are 
closed under serial composition and a finite set 
of conversion relations when applied to each 
other’s output in a specific order, also defines a 
regular expression (Kaplan and Kay, 1994). Thus 
we model the conversions from the source lan-
guage to UIT and from UIT to the target lan-
guage as finite-state transducers. These transla-
tional transducers can be deterministic and non-
deterministic. 

Character Mappings: Table 5 shows regular 
relations for converting Hindi and Urdu aspirated 
consonants into UIT. 

IPA Hindi to UIT Urdu to UIT 
bʰ भ → b_h J [J → b_h 

pʰ फ → p_h J J → p_h 

ṱʰ थ → t_d_h J[J → t_d_h 

ʈʰ ठ → t`_h J[J → t`_h 

ʤʰ झ → d_Z_h J [Y → d_Z_h 

ʧʰ छ → t_S_h J Y → t_S_h 
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ḓʰ ध → d_d_h |e → d_d_h 

ɖʰ ढ → d`_h |e → d`_h 

rʰ हर् → r_h |g → r_h 

ɽʰ ढ़ → r`_h |g → r`_h 

kʰ ख → k_h JÏ → k_h 

gʰ घ → g_h JÏ → g_h 

lʰ ãह → l_h Jà → l_h 

mʰ àह → m_h Jb → m_h 

nʰ Ûह → n_h J [J → n_h 
Table 5: Regular rules for aspirated consonants of 

Hindi and Urdu 
By interchanging the UIT encodings before 

the arrow sign and the respective characters of 
Hindi and Urdu after the arrow, we can construct 
regular conversion relations from UIT to Hindi 
and Urdu. We have used XFST (Xerox finite-
state engine) to build finite-state transducers. 
Table 6 shows a sample XFST code. 

Contextual Mappings: A contextual mapping 
is a contextual rule that determines a desired out-
put when a character appears in a certain context. 
The third command of Table 6 models another 
contextual mapping saying that ‘◌्ह’ is translated 
by ‘_h’ when it is preceded by any of the charac-
ters र, ल, म, and न. The second last rule of Table 6 
models the contextual mapping rule that ‘A1’ is 
translated into ‘ہ’ when it is at the end of a word 
and preceded by a consonant. 
clear stack 
set char-encoding UTF-8 

read regex [ि◌ -> I]; 
read regex [ख -> [k "_" h], घ -> [g 

"_" h], छ -> [t "_" S "_" h], झ -
> [d "_" Z "_" h], ठ -> [t "`" "_" 
h], ढ -> [d "`" "_" h], थ -> [t 
"_" d "_" h], ध -> [d "_" d "_" 
h], फ -> [p "_" h], भ -> [b "_" 
h], ढ़ -> [r "`" "_" h], स -> s, त
-> [t "_" d], र -> r, ल -> l, म -> 
m, न -> n, व -> v, ह -> h]; 

read regex [[◌् ह] -> ["_" h] || [र | 
ल | म | न] _ ]; 
compose net 

Table 6: Sample XFST code 

Vowel representations in Urdu, Punja-
bi/Shahmukhi, Sindhi, Seraiki/Shahmukhi and 
Kashmiri are highly context-sensitive (Malik et 
al., 2010). 

6 Experiments and Results 

A sample run of our finite-state scriptural trans-
lation system on the Hindi to Urdu example sen-
tence of Figure 1 is shown in Table 7. 

Text 
Tokenizer 

UIT 
Encoder 

UIT Decoder 
Unique 
output 

Ambiguous 
outputs 

दिुनया dUnIjA1 [ دُنِيہ , دُنِيا ] دُنِيا  
को ko [ قو , کو ] کو 
अमन @mn [ امن ] امن 
की ki [ قی , کی ] کی 
ज़Ǿरत zrurt_d ترُوز  , زرُرت ] 

 , ضرُورت
 , ذرُورت
 , ظرُورت
 , ژرُورت
…] 

 
है 

 
h{  

 [ حَے , ہے ] ہَے

Table 7: Sample run of finite-state scriptural transla-
tion model on Hindi to Urdu example 

Text Generator converts the unique out-
put of the UIT Decoder into an Urdu sentence 
with one error in the fifth word (highlighted), 
shown in Figure 5. 

ì ]gzEgi ÌÐ áðZ â§ 63G[ 3 Ee 
Figure 5: Unique output of the sample run by deter-

ministic FSTs 
On the other hand, from the ambiguous output 

of the UIT Decoder, we can generate 240 output 
sentences, but only one is the correct scriptural 
translation of the source Hindi sentence in Urdu. 
The correct sentence is shown in Figure 6. The 
sole difference between the output of the deter-
ministic FST and the correct scriptural transla-
tion is highlighted in both sentences shown in 
Figure 5 and 6. 

ì ]gzEu [¢ ÌÐ áðZ â§ 63G[ 3 Ee 
Figure 6: Correct scriptural translation of the example 

6.1 Test Data 

Table 8 shows test sets for the evaluation of our 
finite-state scriptural translation system. 
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Data 
set Language pair No. of 

words 
No. of 

sentences Source 

HU 
1 Hindi–Urdu 52,753 - Platts 

dictionary
HU 
2 Hindi–Urdu 4,281 200 Hindi 

corpus 
HU 
3 Hindi–Urdu 4,632 226 Urdu 

corpus 

PU Punjabi/Shahmukhi–
Punjabi/Gurmukhi 5,069 500 Classical 

poetry 

SE Seraiki/Shahmukhi–
Seraiki/Devanagari 2,087 509 Seraiki 

poetry 
Table 8: Test Sets of Hindi, Urdu, Punjabi and Seraiki 

HU 1 is a word list obtained from the Platts 
dictionary3 (Platts, 1884). 

6.2 Results 

For Hindi to Urdu scriptural translation, we have 
applied the finite-state model to all Hindi inputs 
of HU Test sets 1, 2 and 3. In general, it gives us 
an Urdu output with the necessary diacritical 
marks. To evaluate the performance of Hindi to 
Urdu scriptural translation of our finite-state sys-
tem against the Urdu without diacritics, we have 
created a second Urdu output by removing all 
diacritical marks from the default Urdu output of 
the finite-state system. We have calculated the 
Word Accuracy Rate (WAR) and Sentence Accu-
racy Rate (SAR) for the default and the 
processed Urdu outputs by comparing them with 
the Urdu references with and without diacritics 
respectively. To compute WAR and SAR, we 
have used the SCLITE utility from the Speech 
Recognition Scoring Toolkit (SCTK)4 of NIST. 
The results of Hindi to Urdu scriptural transla-
tion are given in Table 24. 

Test Set 
Default output Processed output 
Word 
Level 

Sentence 
Level 

Word 
Level 

Sentence 
Level 

HU 1 32.5% - 78.9% - 
HU 2 90.8% 26.5% 91.0% 27% 
HU 3 81.2% 8.8% 82.8% 9.7% 
Table 9:Hindi to Urdu scriptural translation restuls 
The finite-state scriptural translation system 

for Hindi to Urdu produces an Urdu output with 
diacritics. However, we know that the Urdu 
community is used to see the Urdu text without 
diacritics. Thus, we removed all diacritical marks 
from the Urdu output text that is more acceptable 
to the Urdu community. By this post-processing, 

                                                 
3 Shared by University of Chicago for research pur-
poses. 
4 http://www.itl.nist.gov/iad/mig//tools/ 

we gain more than 40% accuracy in case of HU 
Test Set 1. We also gain in accuracy for the other 
test sets. 

For the classification of our scriptural transla-
tion systems, we have devised two scales. One 
corresponds to the word accuracy rate and the 
other corresponds to the sentence level accuracy. 
They are shown in Figure 7 and 8. 

 
Figure 7: Classification scale based on the word 

accuracy rate for scriptural transaltion 

 
Figure 8: Classification scale based on the sentence 

accucary rate for scriptural translation 
According to the scale of Figure 7 and 8, the 

Hindi to Urdu scriptural translation system is 
classified as ‘Good’ and ‘Good Enough’, respec-
tively. 

The subjective evaluations like usability, ef-
fectiveness and adequacy depend on several fac-
tors. A user with a good knowledge of Hindi and 
Urdu languages would rate our Hindi to Urdu 
system quite high and would also rate the Urdu 
output very usable. Another user who wants to 
read a Hindi text, but does not know Hindi, 
would also rate this system and the Urdu output 
quite high and very usable respectively, because 
it serves its purpose. 

On the other hand, a user who wants to pub-
lish a Hindi book in Urdu, would rate this system 
not very good. This is because he has to localize 
the Hindi vocabulary of Sanskrit origin as the 
acceptance of the Hindi vocabulary in the Urdu 
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community, target of his published book, is very 
low. Thus the subjective evaluation depends on 
various factors and it is not easy to compute such 
measures for the evaluation of a scriptural trans-
lation system, but they are vital in real life. 

For Urdu to Hindi scriptural translation, we 
have two inputs for each HU Test Set. One input 
contains all diacritical marks and the other does 
not contain any. On Hindi side, we have a single 
Hindi reference with which we will compare 
both Hindi outputs. We already know that it will 
give us less accuracy rates for the Urdu input 
without diacritical marks that are mandatory for 
correct Urdu to Hindi scriptural translation. The 
results for Urdu to Hindi scriptural translation 
are given in Table 10. 

Test Set 
With diacritics Without diacritics 
Word 
Level 

Sentence 
Level 

Word 
Level 

Sentence 
Level 

HU 1 68.0% - 31.2% - 
HU 2 83.9% 10% 53.0% 1% 
HU 3 98.4% 73.9% 58.9% 0.4% 
Table 10: Urdu to Hindi scriptural translation results 

For the Urdu input with diacritics, the accura-
cy of the Urdu to Hindi finite-state scriptural 
translation system is 83.9% at word level for HU 
Test Set 2 and it is classified as ‘GOOD’ the 
classification scale of Figure 7. On the other 
hand, it shows a sentence-level accuracy of 10% 
for the same test set and is classified as ‘AVER-
AGE’ by the classification scale of Figure 8. 

For the Urdu input without diacritics, the Urdu 
to Hindi scriptural translation system is classified 
as ‘OK’ by the scale of Figure 7 for HU Test set 
2 and 3. It is classifies as ‘NULL’ for HU Test 
Set 1. According to the scale of Figure 8, it is 
classified as ‘NULL’ for all three test sets. 

For Punjabi scriptural translation, we also de-
veloped two types of output default and 
processed for Gurmukhi to Shahmukhi transla-
tion. In the reverse direction, it has two types of 
inputs, one with diacritics and the other without 
diacritics. Table 11 and 12 shows results of Pun-
jabi scriptural translation. 

Test Set 
Default output Processed output 
Word 
Level 

Sentence 
Level 

Word 
Level 

Sentence 
Level 

PU 84.2% 27.8% 85.2% 29.9% 
Table 11: Gurmukhi to Shahmukhi scriptural transla-

tion results 
 
 

Test Set 
With diacritics Without diacritics 
Word 
Level 

Sentence 
Level 

Word 
Level 

Sentence 
Level 

PU 98.8% 90.3% 67.3% 6.4% 
Table 12: Shahmukhi to Gurmukhi scriptural 

translation results 
Compared to the Hindi–Urdu pair, the Punja-

bi/Shahmukhi–Punjabi/Gurmukhi pair is compu-
tationally less hard. The post-processing to the 
default out of the finite-state scriptural transla-
tion systems for Punjabi/Gurmukhi to Punja-
bi/Shahmukhi also helps to gain an increase of 
approximately 1% and 2% at word and sentence 
levels respectively. The Shahmukhi to Gurmukhi 
scriptural translation system is classified as 
‘GOOD’ by both scales of Figure 7 and 8. Thus 
the usability of the Punjabi finite-state scriptural 
translation system is higher than the Hindi–Urdu 
finite-state scriptural translation system. 

In the reverse direction, the Shahmukhi to 
Gurmukhi scriptural translation system gives an 
accuracy of 98.8% and 67.3% for the Shahmukhi 
input text with and without diacritics respective-
ly. For the Shahmukhi input text with diacritics, 
the scriptural translation system is classified as 
‘EXCELLENT’ by both scales. On the other 
hand, it is classified as ‘NULL’ according to the 
scale of Figure 8 for the Shahmukhi input text 
without diacritical marks. 

Similar to Hindi–Urdu and Punjabi finite-state 
scriptural translation, we have applied our finite-
state system to the Seraiki test set. Here again, 
we have developed a processed Serai-
ki/Shahmukhi output from the default output of 
our finite-state system by removing the diacrit-
ics. The results are given in Table 13 and 14. 

Test Set 
Default output Processed output 
Word 
Level 

Sentence 
Level 

Word 
Level 

Sentence 
Level 

SE 81.3% 19.4% 83.7% 20.3% 
Table 13: Seraiki/Devanagari to Seraiki/Shahmukhi 

scriptural translation results 
 

Test Set 
With diacritics Without diacritics 
Word 
Level 

Sentence 
Level 

Word 
Level 

Sentence 
Level 

SE 95.2% 76.4% 58.6% 8.6% 
Table 14: Seraiki/Shahmukhi to Seraiki/Devanagari 

scriptural translation results 
In the case of the Seraiki/Devanagari to Serai-

ki/Shahmukhi scriptural translation system, the 
post-processing also helps to gain an increase in 
word accuracy of approximately 1 to 2 percent 
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both at the word and the sentence levels. The 
accuracy for both the default and the processed 
Seraiki/Shahmukhi outputs is also more than 
80% at word level. The system is classified as 
‘GOOD’ and ‘GOOD ENOUGH’ according to 
the scale of Figure 7 and 8 respectively. 

The absence of diacritical marks in the Serai-
ki/Shahmukhi has a very bad effect on the accu-
racy of the finite-state scriptural translation sys-
tem. The scriptural translation system is classi-
fied as ‘NULL’ for the Seraiki/Shahmukhi input 
text without diacritics. 

7 Conclusion 

Finite-state methods are robust and efficient to 
implement scriptural translation rules in a very 
precise and compact manner. 

The missing information and the diacritical 
marks in the source text proved to be very criti-
cal, crucial and important for achieving high and 
accurate results. The above results support our 
hypothesis that lack of important information in 
the source texts considerably lowers the quality 
of scriptural translation. They are crucial and 
their absence in the input texts decreases the per-
formance considerably, from more than 80% to 
less than 60% at word level. Thus restoration of 
the missing information and the diacritical marks 
or reducing the effect of their absence on the 
scriptural translation is one of the major ques-
tions for further study and work. 

In general, only word accuracy rates are re-
ported. We have observed that only word accura-
cy rates may depict a good performance, but the 
performance of the same system at sentence-
level may be not very good. Therefore, subjec-
tive evaluations and usage of translation results 
in real life should also be considered while eva-
luating the translation quality. 
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Abstract

Text documents are complex high dimen-
sional objects. To effectively visualize
such data it is important to reduce its di-
mensionality and visualize the low dimen-
sional embedding as a 2-D or 3-D scatter
plot. In this paper we explore dimension-
ality reduction methods that draw upon
domain knowledge in order to achieve a
better low dimensional embedding and vi-
sualization of documents. We consider
the use of geometries specified manually
by an expert, geometries derived automat-
ically from corpus statistics, and geome-
tries computed from linguistic resources.

1 Introduction

Visual document analysis systems such as IN-
SPIRE have demonstrated their applicability in
managing large text corpora, identifying topics
within a document and quickly identifying a set
of relevant documents by visual exploration. The
success of such systems depends on several fac-
tors with the most important one being the qual-
ity of the dimensionality reduction. This is ob-
vious as visual exploration can be made possible
only when the dimensionality reduction preserves
the structure of the original space, i.e., documents
that convey similar topics are mapped to nearby
regions in the low dimensional 2D or 3D space.

Standard dimensionality reduction methods
such as principal component analysis (PCA), lo-
cally linear embedding (LLE) (Roweis and Saul,
2000), or t-distributed stochastic neighbor embed-
ding (t-SNE) (van der Maaten and Hinton, 2008)
take as input a set of feature vectors such as bag
of words. An obvious drawback is that such meth-
ods ignore the textual nature of documents and in-
stead consider the vocabulary words v1, . . . , vn as
abstract orthogonal dimensions.

In this paper we introduce a framework for in-
corporating domain knowledge into dimensional-
ity reduction for text documents. Our technique
does not require any labeled data, therefore is
completely unsupervised. In addition, it applies
to a wide variety of domain knowledge.

We focus on the following type of non-
Euclidean geometry where the distance between
document x and y is defined as

dT (x, y) =
√

(x − y)�T (x − y). (1)

Here T ∈ Rn×n is a symmetric positive semidef-
inite matrix, and we assume that documents x, y
are represented as term-frequency (tf) column
vectors. Since T can always be written as H�H
for some matrix H ∈ Rn×n, an equivalent but
sometimes more intuitive interpretation of (1) is
to compose the mapping x �→ Hx with the Eu-
clidean geometry

dT (x, y) = dI(Hx, Hy) = ‖Hx − Hy‖2. (2)

We can view T as encoding the semantic similar-
ity between pairs of words and H as smoothing
the tf vector by mapping observed words to re-
lated but unobserved words. Therefore, the geom-
etry realized by (1) or (2) may be used to derive
novel dimensionality reduction methods that are
customized to text in general and to specific text
domains in particular. The main challenge is to
obtain the matrices H or T that describe the rela-
tionship among vocabulary words appropriately.

We consider three general ways of obtaining
H or T using domain knowledge. The first cor-
responds to manually specifying H or T based
on the semantic relationship among words (de-
termined by domain expert). The second corre-
sponds to constructing H or T by analyzing re-
lationships between different words using corpus
statistics. The third is based on knowledge ob-
tained from linguistic resources. Whether to spec-
ify H directly or indirectly by specifying T =
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H�H depends on the knowledge type and is dis-
cussed in detail in Section 4.

We investigate the performance of the proposed
dimensionality reduction methods for three text
domains: sentiment visualization for movie re-
views, topic visualization for newsgroup discus-
sion articles, and visual exploration of ACL pa-
pers. In each of these domains we evaluate the
dimensionality reduction using several different
quantitative measures. All the techniques men-
tioned in this paper are unsupervised, making use
of labels only for evaluation purposes.

Our take home message is that all three ap-
proaches mentioned above improves dimension-
ality reduction for text upon standard embedding
(H = I). Furthermore, geometries obtained
from corpus statistics are superior to manually
constructed geometries and to geometries derived
from standard linguistic resources such as Word-
Net. Combining heterogenous types of knowl-
edge provides the best results.

2 Related Work

Despite having a long history, dimensionality re-
duction is still an active research area. Broadly
speaking, dimensionality reduction methods may
be classified as projective or manifold based
(Burges, 2009). The first projects data onto a
linear subspace (e.g., PCA and canonical corre-
lation analysis) while the second traces a low di-
mensional nonlinear manifold on which data lies
(e.g., multidimensional scaling, isomap, Lapla-
cian eigenmaps, LLE and t-SNE). The use of di-
mensionality reduction for text documents is sur-
veyed by Thomas and Cook (2005) who also de-
scribe current homeland security applications.

Dimensionality reduction is closely related to
metric learning. Xing et al. (2003) is one of the
earliest papers that focus on learning metrics of
the form (1). In particular they try to learn ma-
trix T in an supervised way by expressing rela-
tionships between pairs of samples. A representa-
tive paper on unsupervised metric learning for text
documents is Lebanon (2006) which learns a met-
ric on the simplex based on the geometric volume
of the data.

We focus in this paper on visualizing a cor-
pus of text documents using a 2-D scatter plot.
While this is perhaps the most popular and prac-

tical text visualization technique, other methods
such as Spoerri (1993), Hearst (1997), Havre et
al. (2002), Paley (2002), Blei et al. (2003), Mao
et al. (2007) exist. Techniques developed in this
paper may be ported to enhance these alternative
visualization methods as well.

3 Non-Euclidean Geometries

Dimensionality reduction methods often assume,
either explicitly or implicitly, Euclidean geome-
try. For example, PCA minimizes the reconstruc-
tion error for a family of Euclidean projections.
LLE uses the Euclidean geometry as a local met-
ric. t-SNE is based on a neighborhood structure,
determined again by the Euclidean geometry. The
generic nature of the Euclidean geometry makes
it somewhat unsuitable for visualizing text docu-
ments as the relationship between words conflicts
with Euclidean orthogonality. We consider in this
paper several alternative geometries of the form
(1) or (2) which are more suited for text and com-
pare their effectiveness in visualizing documents.

As mentioned in Section 1, H smooths the tf
vector x by mapping the observed words into ob-
served and non-observed (but related) words. In
case H is nonnegative, it can be further decom-
posed into a product of a non-negative column
normalized matrix R ∈ Rn×n and a non-negative
diagonal matrix D ∈ Rn×n. The decomposition
H = RD shows that H has two key roles. It
smooths related vocabulary words (realized by R)
and it emphasizes some words over others (real-
ized by D). Setting Rij to a high value if wi, wj

are similar and 0 if they are unrelated maps an
observed word to a probability vector over re-
lated words in the vocabulary. The value Dii cap-
tures the importance of vi and therefore should be
higher for important content words than for less
important words or stop-words1.

It is instructive to examine the matrices R and
D in the case where the vocabulary words clus-
ter in some meaningful way. Figure 1 gives
an example where vocabulary words form two
clusters. The matrix R may become block-
diagonal with non-zero elements occupying di-
agonal blocks representing within-cluster word

1The nonnegativity assumption of H is useful when con-
structing H by domain experts such as the method A in Sec-
tion 4. In general, H needs not to be nonnegative for dimen-
sionality reduction as in (2).
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Figure 1: An example of a decomposition H = RD in
the case of two word clusters {v1, v2, v3}, {v4, v5}. The
block diagonal elements in R represent the fact that words
are mostly mapped to themselves, but sometimes are mapped
to other words in the same cluster. The diagonal matrix indi-
cates that the first cluster is more important than the second
cluster for the purposes of dimensionality reduction.

blending, i.e., words within each cluster are in-
terchangeable to some degree. The diagonal ma-
trix D represents the importance of different clus-
ters. The word clusters are formed with respect
to the visualization task at hand. For example,
in the case of visualizing the sentiment content
of reviews we may have word clusters labeled as
“positive sentiment words”, “negative sentiment
words” and “objective words”.

In general, the matrices R, D may be defined
based on the language or may be specific to docu-
ment domain and visualization purpose. It is rea-
sonable to expect that the words emphasized for
visualizing topics in news stories might be dif-
ferent than the words emphasized for visualizing
writing styles or sentiment content.

Applying the geometry (1) or (2) to dimen-
sionality reduction is easily accomplished by first
mapping document tf vectors x �→ Hx and pro-
ceeding with standard dimensionality reduction
techniques such as PCA or t-SNE. The resulting
dimensionality reduction is Euclidean in the trans-
formed space but non-Euclidean in the original
space. In many cases, the vocabulary contains
tens of thousands of words or more making the
specification of T or H a complicated and error
prone task. We describe in the next section several
techniques for specifying these matrices in prac-
tice.

4 Domain Knowledge

Method A: Manual Specification

In this method, a domain expert manually spec-
ifies H = RD by specifying (R, D) based on
the perceived relationship among the vocabulary

words. More specifically, the user first constructs
a hierarchical word clustering that may depend on
the current text domain, and then specifies the ma-
trices (R, D) based on the clustering.

Denoting the clusters by C1, . . . , Cr (a partition
of {v1, . . . , vn}), R is set to

Rij ∝
{

ρa, i = j, vi ∈ Ca

ρab, i �= j, vi ∈ Ca, vj ∈ Cb

.

The values ρab, a �= b capture the semantic simi-
larity between two clusters and the value ρaa cap-
tures the similarity of two different words within
the cluster a. These values may be set manu-
ally by domain expert or automatically computed
based on the clustering hierarchy (for example ρab

can be the inverse of the minimal number of tree
edges traversed in moving from a to b). To main-
tain a probabilistic interpretation, the matrix R
should be normalized so that its columns sum to
1. The diagonal matrix D is specified by setting
the values

Dii = da, vi ∈ Ca

according to the importance of word cluster Ca to
the current visualization task.

We emphasize that as with the rest of the meth-
ods in this paper, the manual specification is done
without access to labeled data. Since manual clus-
tering assumes some form of human intervention,
it is reasonable to also consider cases where the
user specifies H or T in an interactive manner. For
example, the expert specifies an initial clustering
of words and values for (R, D), views the result-
ing embeddings and adjusts the selection interac-
tively until reaching a satisfactory embedding.

Method B: Contextual Diffusion

An alternative to manually specifying T =
DR�RD is to construct it based on similarity be-
tween the contextual distributions of the vocabu-
lary words. The contextual distribution of word v
is defined as

qv(w) = p(w appears in x|v appears in x) (3)

where x is a randomly drawn document. In other
words qv is the distribution governing the words
appearing in the context of word v.
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A natural similarity measure between distribu-
tions is the Fisher diffusion kernel proposed by
Lafferty and Lebanon (2005). Applied to contex-
tual distributions as in Dillon et al. (2007) we ar-
rive at the following similarity matrix

T (u, v) = exp

(
−c arccos2

(∑

w

√
qu(w)qv(w)

))
.

where c > 0. Intuitively, the word u will be dif-
fused into v depending on the geometric diffusion
between the distributions of likely contexts.

We use the following formula to estimate the
contextual distribution from a corpus

qv(w) =
∑

x′
p(w, x′|v) =

∑

x′
p(w|x′, v)p(x′|v)

=
∑

x′
tf(w, x′)

tf(v, x′)∑
x′′ tf(v, x′′)

(4)

=

(
1∑

x′ tf(v, x′)

)(∑

x′
tf(w, x′)tf(v, x′)

)

where tf(w, x) is the number of times word w ap-
pears in document x divided by the length of the
document x. The contextual distribution qv or dif-
fusion matrix T above may be computed in an un-
supervised manner without labels.

Method C: Web n-Grams

In method B the contextual distribution is com-
puted using a large external corpus that is similar
to the text being analyzed. An alternative that is
especially useful when such a corpus is not eas-
ily available is to use generic resources to esti-
mate the contextual distribution (3)-(4). One op-
tion is to use the publicly available Google n-gram
dataset (Brants and Franz, 2006) to estimate T .
More specifically, we compute the contextual dis-
tribution by considering the proportion of times
two words appear together within the n-grams
e.g., for n = 2 we have

qv(w) =
# of bigrams containing both w and v

# of bigrams containing v
.

Method D: Word-Net

In the last method, we consider using Word-Net,
a standard linguistic resource, to specify T . This

Vocabulary

Sports

Others

Canoeing
catch
boxing
innings
soccer

Team
Name

Places

EU Asia

Mid east

US

Arizona
francisco
carolina
atlanta
austin

Others

Figure 2: Manually specified hierarchical word clustering
for the 20 newsgroup domain. The words in the frames are
examples of words belonging to several bottom level clusters.

is similar to manual specification (method A) in
that it builds upon experts’ knowledge rather than
corpus statistics. In contrast to method A, how-
ever, Word-Net is a carefully built resource con-
taining more accurate and comprehensive linguis-
tic information such as synonyms, hyponyms and
holonyms. On the other hand, its generality puts
it at a disadvantage as method A may be adapted
to a specific text domain.

We follow Budanitsky and Hirst (2001) who
compared five similarity measures between words
based on Word-Net. In our experiments we use
the measure of Jiang and Conrath (1997) (see also
Jurafsky and Martin (2008))

T (u, v) = log
p(u)p(v)

2p(lcs(u, v))

as it was shown to outperform the others. Above,
lcs stands for the lowest common subsumer, i.e.,
the lowest node in the hierarchy that subsumes (is
a hypernym of) both u and v. The quantity p(u)
is the probability that a randomly selected word
in a corpus is an instance of the synonym set that
contains word u.

Combination of Methods

In addition to individual methods we also consider
their convex combinations

H∗ =
∑

i

αiHi s.t. αi ≥ 0,
∑

i

αi = 1 (5)

where Hi are matrices from methods A-D (ob-
tained implicitly by specifying R and D for
method A and T for methods B-D). Doing so al-
lows us to combine heterogeneous types of do-
main knowledge including experts’ knowledge
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and corpus statistics, leverage their diverse nature
and potentially achieve better performance than
any of the methods on its own.

5 Experiments

We evaluate the proposed methods by experiment-
ing on two text datasets where domain knowledge
is relatively easy to obtain (especially for method
A and B). Preprocessing includes lower-casing,
stop words removal, stemming, and selecting the
most frequent 2000 words for both datasets.

The first is the Cornell sentiment scale dataset
of movie reviews from 4 critics (Pang and Lee,
2004). The visualization in this case focuses on
the sentiment quantity of either 1 (very bad) or 4
(very good) (Pang et al., 2002). For method A,
we use the General Inquirer resource2 to partition
the vocabulary into three clusters conveying pos-
itive, negative or neutral sentiment. While visu-
alizing documents from one particular author, the
rest of the reviews from other three authors can be
used as an estimate of contextual distribution for
method B.

The second text dataset is the 20 newsgroups.
It consists of newsgroup articles from 20 distinct
newsgroups and is meant to demonstrate topic vi-
sualization. In this case one of the authors de-
signed a hierarchical clustering of the vocabulary
words based on general knowledge of English lan-
guage (see Figure 2 for a partial clustering hier-
archy) without access to labels. The contextual
distribution for method B is estimated from the
Reuters RCV1 dataset (Lewis et al., 2004) which
consists of news articles from Reuters.com in the
year 1996 and 1997.

Method C uses Google n-gram which provides
a massive scale resource for estimating the con-
textual distribution. In the case of Word-Net
(method D) we used Pedersen’s implementation
of Jiang and Conrath’s similarity measure3. Note,
for these two methods, the obtained information
is not domain specific but rather represents gen-
eral semantic relationships between words.

In our experiments below we focused on two di-
mensionality reduction methods: PCA and t-SNE.
PCA is a well known classical method while t-
SNE (van der Maaten and Hinton, 2008) is a re-

2http://www.wjh.harvard.edu/∼inquirer/
3http://wn-similarity.sourceforge.net/

cent dimensionality reduction technique for visu-
alization purposes. The use of t-SNE is motivated
by the fact that it was shown to outperform LLE,
CCA, MVU, Isomap, and Laplacian eigenmaps
when the dimensionality of the data is reduced to
two or three.

To measure the dimensionality reduction qual-
ity, we visualize the data as a scatter plot with dif-
ferent data groups (topics, sentiments) displayed
with different markers and colors. Our quantita-
tive evaluation of the visualization is based on the
fact that documents belonging to different groups
(topics, sentiments) should be spatially separated
in the 2-D space. Specifically, we used the follow-
ing indices:
(i) The weighted intra-inter criteria is a standard

clustering quality index that is invariant to
non-singular linear transformations of the
embedded data. It equals tr(S−1

T SW ) where
SW is the within-cluster scatter matrix, ST =
SW + SB is the total scatter matrix, and SB

is the between-cluster scatter matrix (Duda et
al., 2001).

(ii) The Davies Bouldin index is an alternative
to (i) that is similarly based on the ratio
of within-cluster scatter to between-cluster
scatter (Davies and Bouldin, 2000).

(iii) Classification error rate of a k-NN classifier
that applies to data groups in the 2-D em-
bedded space. Despite the fact that we are
not interested in classification per se (other-
wise we would classify in the original high
dimensional space), it is an intuitive and in-
terpretable measure of cluster separation.

(iv) An alternative to (iii) is to project the em-
bedded data onto a line which is the direc-
tion returned by applying Fisher’s linear dis-
criminant analysis to the embedded data. The
projected data from each group is fitted to a
Gaussian whose separation is used as a proxy
for visualization quality. In particular, we
summarize the separation of the two Gaus-
sians by measuring the overlap area. While
(iii) corresponds to the performance of a k-
NN classifier, method (iv) corresponds to the
performance of Fisher’s LDA classifier.

Labeled data is not used during the dimensionality
reduction stage but it is used in each of the above
measures for evaluation purposes.
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Figure 3 displays both qualitative and quanti-
tative evaluation of PCA and t-SNE for the senti-
ment and newsgroup domains for H = I (left col-
umn), manual specification (middle column) and
contextual distribution (right column). In general
for both domains, methods A and B perform bet-
ter both qualitatively and quantitatively (indicat-
ing by the numbers in the top two rows) than the
original dimensionality reduction with method B
outperforming method A.

Tables 1-2 compare evaluation measures (i)
and (iii) for different types of domain knowl-
edge. Table 1 corresponds to the sentiment do-
main where we conducted separate experiments
for four movie critics. Table 2 corresponds to
the newsgroup domain where two tasks were
considered. The first involves three newsgroups
(comp.sys.mac.hardware vs. rec.sports.hockey
vs. talk.politics.mideast) and the second involves
four newsgroups (rec.autos vs. rec.motorcycles
vs. rec.sports.baseball vs. rec.sports.hockey). It is
clear from these two tables that the contextual dif-
fusion, Google n-gram, and Word-Net generally
outperform the original H = I matrix. The best
method varies from task to task but the contextual
diffusion and Google n-gram in general result in
good performance.

PCA (1) PCA (2) t-SNE (1) t-SNE (2)
H = I 1.5391 1.4085 1.1649 1.1206

B 1.2570 1.3036 1.2182 1.2331
C 1.2023 1.3407 0.7844 1.0723
D 1.4475 1.3352 1.1762 1.1362

PCA (1) PCA (2) t-SNE (1) t-SNE (2)
H = I 0.8461 0.5630 0.9056 0.7281

B 0.7381 0.6815 0.9110 0.6724
C 0.8420 0.5898 0.9323 0.7359
D 0.8532 0.5868 0.9013 0.7728

Table 2: Quantitative evaluation of dimensionality reduc-
tion for visualization for two tasks in the news article domain.
The numbers in the top five rows correspond to measure (i)
(lower is better), and the numbers in the bottom five rows
correspond to measure (iii) (k = 5) (higher is better). We
conclude that contextual diffusion (B), Google n-gram (C),
and Word-Net (D) tend to outperform the original H = I .

We also examined convex combinations

α1HA + α2HB + α3HC + α4HD (6)

with
∑

αi = 1 and αi ≥ 0. Table 3 displays
quantitative results using evaluation measures (i),
(ii) and (iii) where k is chosen to be 5 for (iii).
The first four rows correspond to method A, B, C

(α1, α2, α3, α4) (i) (ii) (iii) (k=5)
(1,0,0,0) 0.5756 -3.9334 0.7666
(0,1,0,0) 0.5645 -4.6966 0.7765
(0,0,1,0) 0.5155 -5.0154 0.8146
(0,0,0,1) 0.6035 -3.1154 0.8245

(0.3,0.4,0.1,0.2) 0.4735 -5.1154 0.8976

Table 3: Three evaluation measures (i), (ii), and (iii) (see
the beginning of the section for description) for convex com-
binations (6) using different values of α. The first four rows
represent methods A, B, C, and D. The bottom row repre-
sents a convex combination whose coefficients were obtained
by searching for the minimizer of measure (ii). Interestingly
the minimizer also performs well on measure (i) and more
impressively on the labeled measure (iii).

and D and the bottom row corresponds to a convex
combination found which minimizes the unsuper-
vised evaluation measure (ii) (i.e. the search for
the optimal combination is based on (ii) that does
not require labeled data). Note that the convex
combination also outperforms method A, B, C,
and D for measure (i) and more impressively for
measure (iii) which is a supervised measure that
uses labeled data. In general, by combining het-
erogeneous types of domain knowledge, we may
further improve the quality of dimensionality re-
duction for visualization, and the search for such
a combination may be accomplished without the
use of labeled data.

Finally, we demonstrate the effect of domain
knowledge on a new dataset that consists of all
oral papers appearing in ACL 2001 – 2009. For
the purpose of manual specification, we obtain
1545 unique words from paper titles, and as-
sign for each word relatedness scores for the
following clusters: morphology/phonology, syn-
tax/parsing, semantics, discourse/dialogue, gen-
eration/summarization, machine translation, re-
trieval/categorization and machine learning. The
score takes value from 0 to 2, where 2 represents
the most relevant. The score information is then
used to generate the transformation matrix R. We
also assign for each word an importance value
ranging from 0 to 3 (larger the value, more impor-
tant the word). This information is used to gener-
ate the diagonal matrix D.

Figure 4 shows the projection of all 2009 pa-
pers using t-SNE (papers from 2001 to 2008 are
used to estimate contextual diffusion). Using Eu-
clidean geometry H = I (Figure 4 left) results in
a Gaussian like distribution which does not pro-
vide much insight into the data. Using a manually
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(a) 0.3284 (b) 0.1794 (c) 0.1385

(d) 0.3008 (e) 0.2295 (f) 0.1093

Figure 3: Qualitative evaluation of dimensionality reduction for the sentiment domain (top two rows) and the newsgroup
domain (bottom two rows). The first and the third rows display PCA reduction while the second and the fourth display t-SNE.
The left column correspond to no domain knowledge (H = I) reverting PCA and t-SNE to their original form. The middle
column corresponds to manual specification (method A). The right column corresponds to contextual diffusion (method B).
Different groups (sentiment labels or newsgroup labels) are marked with different colors and marks.
In the sentiment case (top two rows) the graphs were rotated such that the direction returned by applying Fisher linear
discriminant onto the projected 2D coordinates aligns with the positive x-axis. The bell curves are Gaussian distributions
fitted from the x-coordinates of the projected data points (after rotation). The numbers displayed in each sub-figure are
computed from measure (iv).
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Dennis Schwartz James Berardinelli Scott Renshaw Steve Rhodes
PCA t-SNE PCA t-SNE PCA t-SNE PCA t-SNE

H = I 1.8625 1.8781 1.4704 1.5909 1.8047 1.9453 1.8013 1.8415
A 1.8474 1.7909 1.3292 1.4406 1.6520 1.8166 1.4844 1.6610
B 1.4254 1.5809 1.3140 1.3276 1.5133 1.6097 1.5053 1.6145
C 1.6868 1.7766 1.3813 1.4371 1.7200 1.8605 1.7750 1.7979

H = I 0.6404 0.7465 0.8481 0.8496 0.6559 0.6821 0.6680 0.7410
A 0.6011 0.7779 0.9224 0.8966 0.7424 0.7411 0.8350 0.8513
B 0.8831 0.8554 0.9188 0.9377 0.8215 0.8332 0.8124 0.8324
C 0.7238 0.7981 0.8871 0.9093 0.6897 0.7151 0.6724 0.7726

Table 1: Quantitative evaluation of dimensionality reduction for visualization in the sentiment domain. Each of the four
columns corresponds to a different movie critic from the Cornell dataset (see text). The top five rows correspond to measure
(i) (lower is better) and the bottom five rows correspond to measure (iii) (k = 5, higher is better). Results were averaged over
40 cross validation iterations. We conclude that all methods outperform the original H = I with the contextual diffusion and
manual specification generally outperforming the others.
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Figure 4: Qualitative evaluation of dimensionality reduction for the ACL dataset using t-SNE. Left: no domain knowledge
(H = I); Middle: manual specification (method A); Right: contextual diffusion (method B). Each document is labeled by its
assigned id from ACL anthology. See text for more details.

specified H (Figure 4 left) we get two clear clus-
ters, the smaller containing papers dealing with
machine translation and multilingual tasks. Inter-
estingly, the contextual diffusion results in a one-
dimensional manifold. Investigating the papers
along the curve (from bottom to top) we find that
it starts with papers discussing semantics and dis-
course (south), continues to structured prediction
and segmentation (east), continues to parsing and
machine learning (north), and then moves to senti-
ment prediction, summarization and IR (west) be-
fore returning to the center. Another interesting
insight that we can derive is the relative disconti-
nuity between the bottom part (semantics and dis-
course) and the rest of the curve. It seems spatial
separability is higher in that area than in the other
areas where the curve nicely traverses different re-
gions continuously.

6 Discussion

In this paper we introduce several ways of incor-
porating domain knowledge into dimensionality
reduction for visualizing text documents. The pro-

posed methods all outperform in general the base-
line H = I , which is the one currently used in
most text visualization systems.

The answer to the question of which method is
best depends on both the domain and the task at
hand. For small tasks with limited vocabulary,
manual specification could achieve best results.
A large vocabulary size makes manual specifica-
tion less accurate and effective. In cases where
we have access to a large external corpus that is
similar to the one we are interested in visualizing,
contextual diffusion is an excellent choice. Lack-
ing such a domain specific dataset estimating the
contextual distribution using the generic Google
n-gram is a good substitute. Word-Net captures
relationships (such as synonyms and hyponyms)
other than occurrence statistics between vocabu-
lary words, and could be useful for certain tasks.
Finally, the effectiveness of dimensionality reduc-
tion methods can be increased further by carefully
combining different types of domain knowledge
ranging from semantic similarity to occurrence
statistics.

808



References
Blei, D., A. Ng, , and M. Jordan. 2003. Latent dirich-

let allocation. Journal of Machine Learning Re-
search, 3:993–1022.

Brants, T. and A. Franz. 2006. Web 1T 5-gram Ver-
sion 1.

Budanitsky, A. and G. Hirst. 2001. Semantic distance
in wordnet: An experimental, application-oriented
evaluation of five measures. In NAACL Workshop
on WordNet and other Lexical Resources.

Burges, C. 2009. Dimension reduction: A guided
tour. Technical Report MSR-TR-2009-2013, Mi-
crosoft Research.

Davies, D. L. and D. W. Bouldin. 2000. A cluster
separation measure. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 1(4):224–227.

Dillon, J., Y. Mao, G. Lebanon, and J. Zhang. 2007.
Statistical translation, heat kernels, and expected
distances. In Uncertainty in Artificial Intelligence,
pages 93–100. AUAI Press.

Duda, R. O., P. E. Hart, and D. G. Stork. 2001. Pattern
classification. Wiley New York.

Havre, S., E. Hetzler, P. Whitney, and L. Nowell. 2002.
Themeriver: Visualizing thematic changes in large
document collections. IEEE Transactions on Visu-
alization and Computer Graphics, 8(1).

Hearst, M. A. 1997. Texttiling: Segmenting text into
multi-paragraph subtopic passages. Computational
Linguistics, 23(1):33–64.

Jiang, J. J. and D. W. Conrath. 1997. Semantic sim-
ilarity based on corpus statistics and lexical tax-
onomy. In International Conference Research on
Computational Linguistics (ROCLING X).

Jurafsky, D. and J. H. Martin. 2008. Speech and Lan-
guage Processing. Prentice Hall.

Lafferty, J. and G. Lebanon. 2005. Diffusion kernels
on statistical manifolds. Journal of Machine Learn-
ing Research, 6:129–163.

Lebanon, G. 2006. Metric learning for text docu-
ments. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 28(4):497–508.

Lewis, D., Y. Yang, T. Rose, and F. Li. 2004. RCV1:
A new benchmark collection for text categorization
research. Journal of Machine Learning Research,
5:361–397.

Mao, Y., J. Dillon, and G. Lebanon. 2007. Sequen-
tial document visualization. IEEE Transactions on
Visualization and Computer Graphics, 13(6):1208–
1215.

Paley, W. B. 2002. TextArc: Showing word frequency
and distribution in text. In IEEE Symposium on In-
formation Visualization Poster Compendium.

Pang, B. and L. Lee. 2004. A sentimental eduction:
sentiment analysis using subjectivity summarization
based on minimum cuts. In Proc. of the Association
of Computational Linguistics.

Pang, B., L. Lee, and S. Vaithyanathan. 2002. Thumbs
up?: sentiment classification using machine learn-
ing techniques. In Proc. of the Conference on Em-
pirical Methods in Natural Language Processing.

Roweis, S. and L. Saul. 2000. Nonlinear dimensional-
ity reduction by locally linear embedding. Science,
290:2323–2326.

Spoerri, A. 1993. InfoCrystal: A visual tool for infor-
mation retrieval. In Proc. of IEEE Visualization.

Thomas, J. J. and K. A. Cook, editors. 2005. Illu-
minating the Path: The Research and Development
Agenda for Visual Analytics. IEEE Computer Soci-
ety.

van der Maaten, L. and G. Hinton. 2008. Visualiz-
ing data using t-sne. Journal of Machine Learning
Research, 9:2579–2605.

Xing, E., A. Ng, M. Jordan, and S. Russel. 2003. Dis-
tance metric learning with applications to clustering
with side information. In Advances in Neural Infor-
mation Processing Systems, 15.

809



Coling 2010: Poster Volume, pages 810–818,
Beijing, August 2010

Varro: An Algorithm and Toolkit for Regular Structure Discovery in
Treebanks

Scott Martens
Centrum voor Computerlinguı̈stiek, KU Leuven

scott@ccl.kuleuven.be

Abstract

The Varro toolkit is a system for identi-
fying and counting a major class of reg-
ularity in treebanks and annotated nat-
ural language data in the form of tree-
structures: frequently recurring unordered
subtrees. This software has been designed
for use in linguistics to be maximally
applicable to actually existing treebanks
and other stores of tree-structurable nat-
ural language data. It minimizes mem-
ory use so that moderately large treebanks
are tractable on commonly available com-
puter hardware. This article introduces
condensed canonically ordered treesas a
data structure for efficiently discovering
frequently recurring unordered subtrees.

1 Credits

This research is supported by the AMASS++
Project1 directly funded by theInstitute for the
Promotion of Innovation by Science and Technol-
ogy in Flanders (IWT)(SBO IWT 060051).

2 Introduction

Treebanks and similarly enhanced corpora are in-
creasingly available for research, but these more
complex structures are resistant to the techniques
used in NLP for the statistical analysis of strings.
This paper introduces a new treebank analysis
suiteVarro, named after Roman philologist Mar-
cus Terentius Varro (116 BC-27 BC), who made
linguistic regularity and irregularity central to his

1http://www.cs.kuleuven.be/˜liir/projects/amass/

philosophy of language inDe Lingua Latina.
(Harris and Taylor, 1989)

TheVarro toolkit focuses on a general problem
in performing statistical analyses on treebanks:
identifying, counting and extracting the distribu-
tions of frequently recurring unordered subtrees
in treebanks. From this base, it is possible to con-
struct more linguistically motivated schemes for
performing treebank analysis. Complex statistical
analyses are constructed from knowledge about
frequency and distribution, so this constitutes a
low level task on top of which higher level analy-
ses can be performed.

An algorithm that can efficiently extract fre-
quently recurring subtrees from treebanks has a
number of immediate applications in computa-
tional linguistics:

• Speeding up treebank search algorithms like
Tgrep2. (Rohde, 2001)

• Rule discovery for tree transducers used in
parsing and machine translation. (Knight and
Graehl, 2005; Knight, 2007)

• Generalizing lexical statistics techniques in
NLP – e.g., collocation – to a broader array
of linguistic structures. (Sinclair, 1991)

• Efficiently identifying useful features for tree
kernel methods. (Moschitti, 2006)

3 Theory and Previous Work

For the purposes of this paper, a treebank is any
collection of disjoint labeled trees. While in prac-
tice this mostly means parsed natural language
sentences, the approach described here is equally
applicable to other kinds of data, including seman-
tic feature structures, morphological analyses, and
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doubtless many other kind of linguistically moti-
vated structures. Figure 1 is an example of a parse
tree from a Dutch-language treebank.

Figure 1: A tree from the Europarl Dutch cor-
pus. (Koehn, 2005) It has been parsed and labeled
automatically by the Alpino parser. (van Noord,
2006) A word-for-word translation is “It also has
a legal reason.” (≈ “There is also a legal reason
(for that).”)

In this paper, we are concerned with identify-
ing and countingfrequent induced unordered sub-
treesin treebanks. The termsubtreehas a number
of definitions, but this paper will follow the ter-
minology of Chi et al. (2004). Figure 2 contains
three examples ofinduced unordered subtreesof
the tree in Figure 1. Note that the ordering of
the vertices in the subtrees is different from that
of Figure 1. This is what makes themunordered
subtrees. Induced subtreesare more formally de-
scribed in Section 4.

3.1 Apriori

The research builds on frequent subtree discov-
ery algorithms based on the well-knownApri-
ori algorithm, which is used to discover fre-
quent itemsets in databases. (Agrawal et al.,
1993) As a brief summary ofApriori, con-
sider a collection of ordered itemsetsC =
{{a, b, c}, {a, b, d}, {b, c, d, e}}. Apriori discov-
ers all the subsets of those elements that appear at
least some user-determinedθ times. As an exam-
ple, let us setθ = 2, and then count the number
of times each unique item appears inC. Any sin-
gle element inC that appears less than two times
cannot be a member of a set of elements that ap-

(a)

(b) (c)

Figure 2: Three induced unordered subtrees of the
tree in Figure 1

pears at leastθ times (sinceθ = 2), so those
are rejected. Each of the remaining set elements
{a, b, c, d} is extended by counting the number
of two-element sets that include it and some el-
ement to the right in the ordered itemsets inC.
For b, these are{{b, c}, {b, d}, {b, e}}. Of this
set, only those that appear at leastθ times are re-
tained: {{b, c}, {b, d}}. This process is repeated
for size three sets, and iterated over and over for
increasingly large subsets, until there are no ex-
tensions that appear at leastθ times. This whole
procedure is then repeated for each unique item.
Finally, Apriori will have extracted and counted
all itemsets that appear at leastθ times inC.

Extending Apriori to frequent subtree dis-
covery dates to the work of Zaki (2002) and
Asai et al. (2002). Chi et al. (2004) summa-
rizes much of this line of research. InApriori,
larger and less frequent itemsets are discovered
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(a) (b) (c)

(d)

Figure 3: 3(b) and 3(c) are a subtrees of 3(a). The
subtrees in 3(d) are possible extensions to 3(b),
while 3(c) is not.

and counted by adding items to shorter and more
frequent ones. This extends naturally to trees by
initially locating and counting all the one-vertex
trees in a treebank, and then constructing larger
trees by adding vertices and edges to their right
sides.

In Figure 3, subtree 3(b) has as valid extensions
subtrees 3(d), all of which extend 3(b) to the right.
An extension like subtree 3(c), which adds a node
to the left of the rightmost node of 3(b), is not a
valid extension.

3.2 Treebank applications

Applying these algorithms to natural language
treebanks, however, presents a number of chal-
lenges.

The approach described above, because it con-
structs and tests subtrees by moving from left to
right, is well-suited to findingordered subtrees.
However, this paper will considerunordered sub-
treesas better motivated linguistically. Word or-
der is not completely fixed in any language, and
can be very free in many important contexts.

But there are other problems as well. Apriori-

style algorithms have the general property that
their run-time is proportionate to the size of the
output. Given a data-setD and a user-determined
minimum frequency thresholdθ, this class of so-
lution outputs all the patterns that appear at least
θ times inD. If D containsn patterns that ap-
pear at leastθ times,P = {p1, p2, ..., pn};∀pi ∈
P : freq(pi) ≥ θ, then the time necessary to
identify and count all the patterns inP is pro-
portionate to

∑n
i=1 freq(pi). In weakly corre-

lated data, this is a very efficient method of find-
ing patterns. In highly correlated data, however,
the number of patterns present can become pro-
hibitively large and extend run-time to unaccept-
able lengths, especially for smallθ or large data-
sets. Each frequent pattern may have any number
of sub-patterns, each of which is also frequent and
must be separately counted.

If we identify patterns with subtrees, a subtree
with n vertices will, depending on its structure,
have a minimum ofn(n − 1) and a maximum
of (n − 1)! + 1 subtrees. If each of those sub-
trees is also a pattern that must be counted, then
runtime grows very rapidly even for very small
data-sets. Since natural language data is highly
correlated, simple subtree-discovery extensions of
Apriori, like those proposed in (Zaki, 2002) and
(Asai, 2002), are not feasible for linguistic use. As
reported in Martens (2009b), run-times become
intractably long very quickly as data size increases
for really existing treebanks.

However, there are compact representations of
frequent patterns that are better suited to highly-
correlated data and which can be efficiently dis-
covered by modifiedApriori schemes. This pa-
per will only address one such representation:fre-
quent closures. (Boulicaut and Bykowski, 2000)
Frequent closures are widely used in subtree dis-
covery and have an intuitive meaning when dis-
cussing natural language.

Given a treebankD, and a treeT that has a sup-
port of freq(T ) = θ, thenT is closedif there is
no supertreeT ′ ⊃ T wherefreq(T ′) = θ. In Fig-
ure 3, if subtree 3(c) is as frequent in some tree-
bank as 3(b), then 3(b) is not a closed subtree, nor
can any further extension of it to the right be a
closed subtree.

As a natural language example, given a corpus
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of English sentences, let us assume we have found
a pattern of the form“NP make up NP to VP”,
such as in“He has made up his mind to study lin-
guistics.” If every time this pattern appears in the
corpus, the second NP contains“mind” , then the
pattern isnotclosed. A larger pattern appears just
as often and in exactly the same places.

This makes the notion of frequent closed sub-
tree discovery a generalization ofcollocationand
coligation - well known in corpus-based lexicog-
raphy - to arbitrary tree structures. (Sinclair,
1991) J.R. Firth famously said, “You shall know
a word by the company it keeps.” (Firth, 1957)
Frequent subtree discovery tells us exactly what
company entire linguistic structures keep.

3.3 Efficient closed subtree discovery

Chi et al. (2005a) outlines a general method for ef-
ficiently finding frequent closed subtrees without
finding all frequent subtrees first. Their approach
requires each subtree found to be aligned with its
supertree before checking for closure and exten-
sions. However, the alignment between a subtree
and its supertree - the map from subtree vertices
to supertree vertices - is not necessarily unique. A
subtree may have a number of possible alignments
with its supertree, even if one or more of the ver-
tex alignments is specificed, as shown in Figure 4,
which uses an example from the hand-corrected
Alpino Treebank of Dutch.2

This can only be avoided by adding a restriction
to trees: the combination of edge and vertex labels
for each child of a vertex must be unique. This
guarantees that specifying just one vertex in the
alignment of a subtree to its supertree is enough
to determine the entire unique mapping, but it is
incompatible with most linguistic theories. Pro-
cesses like tree binarization can meet this require-
ment, but only with some loss of generality: Some
frequent closed subtrees in a collection of trees
like Figure 4(a) will no longer be frequent, or will
be less frequent, in a collection of binary trees.

Martens (2009a) describes an alternative
method of checking for closure which does not
require alignment and can, consequently, be much
faster. It has, however, two drawbacks: First,
it does not find all frequent closed unordered

2http://www.let.rug.nl/vannoord/trees/

subtrees. Figure 5 shows the kind of tree where
that approach is unable to correctly identify and
count an unordered subtree. Second, it requires a
great deal more memory than solutions that align
each subtree discovered and check directly for
closure, and is therefore of limited use with very
large corpora.

4 Definitions

A fully-labeled rooted treeis a rooted tree in
which each vertex and each edge has a label:T :=
〈V,E, LV , LE〉, whereV is the set of vertices,E
is the set of edges,LV is a mapLV : V → LV
from the vertices to a set of labels; and similarly
LE maps the edges to labelsLE : E → LE . We
will designate an edgee connecting vertexv1 to
its child v2 by the notatione = 〈v1, v2〉. LV and
LE constitute collectively thelexicon. Figure 1 is
an example of a fully-labelled, rooted tree from
a Dutch-language treebank. This formalization
is broadly applicable to all linguistic formalisms
whose structures aretree-basedor can be con-
verted one-to-one into trees without loss of gener-
ality. This may require some degree of restructur-
ing of the tree formats used in particular linguistic
theories. For example, in many formal linguistic
theories, labels are not atomic symbols, but may
have many parts or even whole structured feature
sets. In general, these can be mapped to trees with
atomic labels by inserting additional vertices, or
by taking advantage of edge labelling.

The algorithm described here is insufficient
for formal structures that require more powerful
graph formalisms like directed acyclic graphs.

The relationsparent, child andsiblingare taken
here in their ordinary sense in discussing trees. In
Figure 1, the vertex labeledadv is a child of the
vertex labeledsmain, theparentof the vertex la-
beledook, and a sibling of the vertex labeledverb
and the two vertices labelednp. To simplify defi-
nitions, the operatorlabel(x) will indicate the la-
bel of vertex or edgex.

An induced unordered subtreeis a connected
subset of the vertices of some tree that preserves
the vertex and edge labels and the parent-child re-
lations of that tree but need not preserve the or-
dering of siblings. Given a fully-labeled treeT :=
〈VT , ET , LVT , LET

〉, aninduced subtreeS of T is
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(a) (b)

Figure 4: In 4(a) is a Dutch phrase conjoining multiple nouns. It translates as“police work, recreation,
planning and court activities”. 4(b) has six unique unordered alignments with 4(a).

(a) (b) (c)

Figure 5: Subtree 5(c) is an unordered subtree of both 5(a) and 5(b), but the algorithm described in
Martens (2009a) is unable to capture this in all cases.

a fully-labeled treeS := 〈VS , ES , LVS , LES
〉 for

which there is an injectionM : VS → VT from
the vertices ofS to some subset of the vertices of
T , and for which:

∀v ∈ VS :

a. label(v) = label(M(v))
b. e = 〈parent(v), v〉 ∈ ES →
e′ = 〈M(parent(v)),M(v)〉 ∈ ET

c. label(e) = label(e′)

See Figures 1 and 2 for examples of subtrees of
a particular tree.

We will further define all subtrees that are iden-
tical except in the ordering of their vertices to be
unordered isomorphic. If a treeT is a subtree of
treeT ′, we will follow set notation by denoting
this relation asT ⊆ T ′.

4.1 Canonical Ordering

Using canonical orderings to solve frequent un-
ordered subtree problems was first proposed in
Luccio et al. (2001) and expanded by other

researchers in frequent subtree discovery tech-
niques, notably in Chi et al. (2005b). Since the
Apriori-style approaches described in Section 3.1
are suited only to finding subtrees whose vertices
appear in a particular order, this paper will de-
scribe a mechanism for converting fully-labeled
trees into canonical forms that guarantee that all
instances of any unordered subtree will have an
identical order to their vertices.

We must first define a strict total ordering over
vertex and edge labels. Given lexica for the edge
and vertex labels,LE and LV respectively, we
define a strict total ordering on each such that
∀li, lj ∈ L either li ≺ lj or li � lj or li = lj
and if li ≺ lj andlj ≺ lk, thenli ≺ lk.

In a collection of fully-labeled trees, ev-
ery vertex v that is not the root of some
tree can be associated with afull la-
bel which is the pair fullLabel(v) =
〈label(〈parent(v), v〉), label(v)〉, containing
the label of the edge leading to its parent and the
label of the vertex itself. For any pair of vertices
where the edge to their parent is different, we

814



order the vertices by the order of those edges.
Where the edges are the same, we order them
by the ordering of their vertex labels. Where
we have two sibling verticesvi andvj such that
fullLabel(vi) = fullLabel(vj), we recursively
order the descendants ofvi and vj , and then
compare them. In this way, two nodes can only
have an undefined order if they have both exactly
the same full labels and identical descendants.

A canonically ordered treeis a treeT :=
〈VT , ET , LVT , LET

〉, where for eachv ∈ VT , the
children ofv are ordered in just that fashion.

4.2 Condensed trees

A condensed treeis a fully-labeled treeT :=
〈VT , ET , LVT , LET

〉 with two additional proper-
ties:

a. Each vertexv ∈ V is associated to a list of
indicesparentIndex(v) = {i1, i2, ..., in},
which we will call itsparent index. Each en-
try i1, i2, ..., in is a non-negative integer.

b. No vertexv ∈ V has two children with the
same full label.

Condensed trees are constructed from non-
condensed trees as follows:

Given a treeT := 〈V,E, LV , LE〉, we first
canonically order it, as described in the previous
section. Then, we attach a parent index to each
vertexv ∈ V which is not the root ofT . The ini-
tial parent index of each node consists of a single
zero.

We then traverse the vertices of the now or-
dered treeT in breadth-first order from the the
root downwards and from left to right. Given
somevj ∈ V , if it has no sibling to its right,
or if the sibling to its immediate right has a dif-
ferent vertex label or a different edge label on
the edge to its parent, we do nothing. Other-
wise, if vj has a sibling to its immediate right
vi with the same full label, we set̀i to the size
of parentIndex(vi), and then we append the
parentIndex(vj) toparentIndex(vi). Then, we
take the children ofvj , and for each one, we incre-
ment each value in its parent index by`i, and then
insert it undervi as one ofvi’s children. We delete
vj and then we reorder the children ofvi into the
canonical order defined in Section 4.1.

This is performed in breadth-first order overT .
The result is guaranteed to be a tree where each
vertex never has two children with the same edge
and vertex labels. Figure 6 shows how the trees
in Figure 5 look after they are converted into con-
densed trees. We will denote condensed trees as
T = cond(T ), to indicate thatT has been con-
structed fromT .

If two non-condensed trees are unordered iso-
morphic, then their condensed forms will be iden-
tical, including in their vertex orderings and par-
ent indexes. If two condensed trees are identical,
then the non-condensed trees from which they are
constructed are always unordered isomorphic.

Each vertexv of a condensed treeT = cond(T )
has a parent index containing some number of en-
tries corresponding to a set of vertices in non-
condensed treeT . We will designate that set as
orig(v), a subset of the vertices inT . Given a
condensed tree vertexv and its parentp, if the size
of orig(p) is larger than one, then the vertices inv
may have different parents inT . We can interpret
the integers in the parent index of each condensed
tree vertex as indicating which parent each mem-
ber oforig(v) has.

In this way, givenT = cond(T ), there is a
one-to-one mapping from the vertices ofT to a
pair 〈v, i〉 consisting of some vertex inT and an
index to an entry in its parent index. If some
vertex v in T maps to〈v, i〉, then all the chil-
dren of v, c ∈ children(v) map to pairs〈c, j〉
such thatparent(c) = v and thejth entry in
parentIndex(c) is i. We can use this to define
parent-child operations over condensed trees that
perfectly match parent-child operations in non-
condensed ones.

We will define a skeleton treeas a con-
densed tree stripped of its parent indices, and
denote it asskel(T). Note that for any non-
condensed treeT and any non-condensed sub-
treeS ⊆ T , skel(cond(T )) will always contain
skel(cond(S)) as anorderedsubtree, including
in cases like Figure 5, as shown in Figure 6.

4.3 Alignment

An alignment of a condensed subtreeS with a
condensed treeT has two parts:
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(a) (b) (c)

Figure 6: The trees in Figure 5 transformed into their condensed equivalents, with their parent arrays.
Note that 6(c) is visibly an ordered subtree of both 6(a) and 6(b) if you ignore the parent arrays.

a. Skeleton Alignment:
An injectionM : VS → VT from the vertices
of S to the vertices ofT.

b. Index Alignment:
For each vertexvS ∈ VS, a bipartite map-
ping from the vertices inorig(vS) to the ver-
tices inorig(M(vS)).

The first part is an alignment ofskel(S) with
skel(T). Given an alignment from the root ofS
to some vertex inT, this can be performed in time
proportionate, in the worst case, to the number of
vertices inskel(T). If all the parent indices of the
aligned vertices in the subtree and supertree have
only one index in them, then the index alignment
is trivial and the alignment ofS toT is complete.

In other cases, index alignment is non-
trival. The method here draws on the proce-
dure for unordered subtree alignment proposed by
Kilpeläinen (1992). In the worst case, it resolves
to the same algorithm, but can perform better on
the average because of the structure of condensed
trees.

Alignment proceeds from the bottom-up, start-
ing with the leaves ofS. If vertex s is a leaf of
S and is aligned to some vertext in T, then we
initially assume any member oforig(s) can map
to any member oforig(t). We then proceed up-
wards inS, checking each vertexs in S to find a
mapping fromorig(s) to orig(t) such that if some
s ∈ orig(s) can be mapped to somet ∈ orig(t),
then the children ofs can be mapped to children
of t.

Once we reach the root ofS, we proceed back
downwards, removing those mappings from each
orig(s) to its correspondingorig(t) that are im-
possible because their parents do not align.

The remaining index alignments must still be
checked to verify that each one can form a part
of a one-to-one mapping fromorig(s) to orig(t).
This is equivalent to finding a maximal bipar-
tite matching fromorig(s) to orig(t) for each
possible alignment fromorig(s) to orig(t). Bi-
partite matching is a problem with a number
of well-documented solutions. (Dijkstra (1959),
Lovász (1986), among others)

5 Algorithm

Having outlined condensed trees and how to align
them, we can build an algorithm for extracting all
frequent closed unordered subtrees from a tree-
bank of condensed trees, given a minimum fre-
quency thresholdθ. Space restrictions preclude
a full formal description of the algorithm, but it
closely follows the general outline for closed tree
discovery schemes advanced by Chi et al. (2005a):

1. Pass through the treebank collecting all the
subtrees that consist of a single vertex label
and all their locations.

2. Remove those that appear less thanθ times.
3. Loop over each remaining subtree, aligning

it to each place it appears in the treebank
4. Collect all the possible extensions, creating a

new list of two vertex subtrees and all their
locations.

5. Use the extensions to the left of the rightmost
vertex in each alignment to check if the sub-
tree is closed to the left, and reject it if it is
not.

6. Use the extensions to the right of the right-
most vertex to check if the subtree is closed
to the right, and output it if it is.
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7. Retain the extensions to the right of the right-
most vertex and their locations if those exten-
sions appear at leastθ times.

8. Repeat for those subtrees.

6 Implementation and Performance

TheVarro toolkit implements condensed trees and
the algorithm described above in Python 3.1 and
has been applied to treebanks as large as several
hundred thousand sentences. The software and
source code is available from sourceforge.net3 and
includes a small treebank of parsed Latin texts
provided by the Perseus Digital Library. (Bam-
man and Crane, 2007)

The worst case memory performance of this al-
gorithm isO(nm) wheren is the number of ver-
tices in the treebank andm is the largest frequent
subtree found in it. However, only the most patho-
logically structured treebank could come close to
this ceiling, and in practice, the current implemen-
tation has so far never used as much twice the
memory required to store the original treebank.

The runtime performance is, as described in
Section 3.2, proportionate to the size of the out-
put. However, aligning each occurrence of each
subtree adds an additional factor. Given a con-
densed subtreeS and its condensed supertree
T containingsize(T) vertices, and one already
aligned vertex, the worst case alignment time is
O(size(T)2.5), but only a highly pathological tree
structure would approach this. The best case
alignment time isO(size(S)). Therefore, it al-
ways takes more time to align larger subtrees, and
since larger subtrees are less frequent than smaller
ones, setting lower minimum frequency thresh-
olds increases the average time required to process
a subtree.

Processing even the small Alpino Treebank
produces very large numbers of frequent closed
subtrees. After removing punctuation and the to-
kens themselves, leaving just parts-of-speech and
consituency labels - the Alpino treebank’s 7137
sentences are reduced to 206,520 vertices. Within
this small set,Varro took 1252 seconds to find
7307 frequent closed subtrees that appear at least
100 times. This is both considerably more sub-

3http://varro.sourceforge.net/

trees than reported by Martens (2009b) on the
same data and considerably more time.

Speed and memory performance are the major
practical issues in this line of research. Choos-
ing to designVarro with memory footprint mini-
mization in mind is a source of some performance
bottlenecks. Using Python also takes a heavy toll
on speed and a C++ implementation is planned.
The fast alignment-free closure checking scheme
in Martens (2009b) can also be implemented us-
ing condensed trees. On small treebanks this will
improve speed without loss of precision, but has
limited applicability to large treebanks.

7 Conclusions

The trade-off between memory usage, run-time
and completeness for this kind of algorithm is
punitive. The user must balancevery long run-
times against excessive memory usage if they
want to accurately count all frequent unordered
induced subtrees. TheVarro toolkit is designed to
make it possible to choose what tradeoffs to make.
Since any subtree can be extended and checked for
closure independently of other subtrees,Varro can
easily implement heuristics designed to further re-
duce the number of subtrees extracted. We believe
the future of this line of research lies in large part
in that direction and hope that public release of
Varro will aid in its development.

We have also discovered that there is a very
strong relationship between the concision and
consistency of linguistic formalisms andVarro’s
performance. We restructured the Alpino data
by promoting the head of each constituent, cre-
ating dependency-style trees along the lines de-
scribed by Tesnière (1959) and Mel’̌cuk (1988).
This reduced the number of subtrees found by
50%-60% and reduced run-times consistently by
60%-70% across a range of minimum frequency
thresholds and treebank sizes. As a general rule,
increasing the degree of linguistic abstraction in-
creases the number of frequent subtrees, and con-
sequently slowsVarro down dramatically. Iden-
tifying linguistic formalisms that lend themselves
to efficient and productive subtree discovery is an-
other significant direction for this research, and
one with immediate impact on other areas in lin-
guistics.
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Abstract

This paper investigates the new problem
of automatic sense induction for instance
names using automatically extracted at-
tribute sets. Several clustering strategies
and data sources are described and eval-
uated. We also discuss the drawbacks of
the evaluation metrics commonly used in
similar clustering tasks. The results show
improvements in most metrics with re-
spect to the baselines, especially for pol-
ysemous instances.

1 Introduction

Recent work on information extraction increas-
ingly turns its attention to the automatic acqui-
sition of open-domain information from large
text collections (Etzioni et al., 2008). The ac-
quired information typically includes instances
(e.g. barack obama or hillary clinton), class la-
bels (e.g. politician or presidential candidate)
and relations and attributes of the instances (e.g.
president-country or date-of-birth) (Sekine, 2006;
Banko et al., 2007).

Within the larger area of relation extraction,
the acquisition of instance attributes (e.g. pres-
ident for instances of countries, or side effects
for instances of drugs) plays an important role,
since attributes may serve as building blocks in
any knowledge base constructed around open-
domain classes of instances. Thus, a variety
of attribute extraction methods mine textual data
sources ranging from unstructured (Tokunaga et
al., 2005) or structured (Cafarella et al., 2008) text
within Web documents, to human-compiled ency-
clopedia (Wu et al., 2008; Cui et al., 2009) and

Web search query logs (Paşca and Van Durme,
2007), attempting to extract, for a given class, a
ranked list of attributes that is as comprehensive
and accurate as possible.

Previous work on attribute extraction, however,
does not capture or address attributes of polyse-
mous instances. An instance may have differ-
ent meanings, and the extracted attributes may
not apply to all of them. For example, the
most salient meanings of darwin are the scientist
Charles Darwin, an Australian city, and an op-
erating system, plus many less-known meanings.
For these ambiguous instances, it is common for
the existing procedures to extract mixed lists of
attributes that belong to incompatible meanings,
e.g. {biography, population, hotels, books}.

This paper explores the problem of automati-
cally inducing instance senses from the learned
attribute lists, and describes several clustering so-
lutions based on a variety of data sources. For
that, it brings together research on attribute acqui-
sition and on word sense induction. Results show
that we can generate meaninful groupings of at-
tributes for polysemous instance names, while not
harming much the monosemous instance names
by generating unwanted clusters for them. The
results are much better than for a random base-
line, and are superior to the one-in-all and the all-
singleton baselines.

2 Previous Work

Previous work on attribute extraction uses a va-
riety of types of textual data as sources for mining
attributes. Some methods take advantage of struc-
tured and semi-structured text available within
Web documents. Examples of this are the use of
markup information in HTML documents to ex-
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tract patterns and clues around attributes (Yoshi-
naga and Torisawa, 2007; Wong and Lam, 2009;
Ravi and Paşca, 2008), or the use of articles
within online encyclopedia as sources of struc-
tured text for attribute extraction (Suchanek et al.,
2007; Nastase and Strube, 2008; Wu and Weld,
2008). Regarding unstructured text in Web docu-
ments, the method described in (Tokunaga et al.,
2005) takes various class labels as input, and ap-
plies manually-created lexico-syntactic patterns to
document sentences to extract candidate attributes
ranked using several frequency statistics. In (Bel-
lare et al., 2007), the extraction is guided by a set
of seed instances and attributes rather than hand-
crafted patterns, with the purpose of generating
training data and extract new instance-attribute
pairs from text.

Web search queries have also been used as a
data source for attribute extraction, using lexico-
syntactic patterns (Paşca and Van Durme, 2007) or
seed attributes (Paşca, 2007) to guide the extrac-
tion, and leading to attributes of higher accuracy
than those extracted with equivalent techniques
from Web documents (Paşca et al., 2007).

Another related area to this work is the field of
word sense induction: the task of identifying the
possible senses of a word in a corpus using unsu-
pervised methods (Yarowsky, 1995), as opposed
to traditional disambiguation methods which rely
on the availability of a finite and static list of pos-
sible meanings. In (Agirre and Soroa, 2007) a
framework is proposed for evaluating such sys-
tems. Word sense induction can be naturally for-
mulated as a clustering task. This introduces
the complication of choosing the right number
of possible senses, hence a Bayesian approach to
WSI was proposed which deals with this problem
within a principled generative framework (Brody
and Lapata, 2009). Another related line of work

Turkey Attributes Darwin Attributes
maps1 capital1 maps1 definition1,3
recipes2 culture1 awards2 jobs1
pictures1,2 history1 shoes1 tourism1

calories2 tourism1 evolution3 biography3
facts1,2 nutrition facts2 theory3 attractions1
nutrition2 beaches1 weather1 hotels1
cooking time2 brands2 pictures1,3 ports4
religion1 language1 quotes3 population1

Table 1: Attributes extracted for the instances
Turkey and Darwin.

is the disambiguation of people names (Mann and
Yarowsky, 2003). In SEMEVAL-1, a shared task
was introduced dedicated to this problem, the Web
People Search task (Artiles et al., 2007; Artiles et
al., 2009). Disambiguating names is also often ap-
proached as a clustering problem. One challenge
shared by word sense induction and name disam-
biguation (and most unsupervised settings), is the
evaluation. In both tasks, simple baselines such as
predicting one single cluster tend to outperform
more sophisticated approaches (Agirre and Soroa,
2007; Artiles et al., 2007).

3 Instance Sense Induction

3.1 Problem description

This paper assumes the existence of an attribute
extraction procedure. Using those attributes, our
aim is to identify the coarse-grained meanings
with which each attribute is associated. As an
example, Table 1 shows the top 16 attributes ex-
tracted using the procedure described in (Paşca
and Van Durme, 2007). Salient meanings for
turkey are the country name (labeled as 1 in the
table), and the bird name (labeled as 2). Some at-
tributes are applicable to both meanings (pictures
and facts). The second example, darwin, can re-
fer to a city (sense 1), the Darwin Awards (sense
2), the person (sense 3), and an operating system
(sense 4).

Examples of applications that need to dis-
criminate between the several meanings of in-
stances are user-facing applications requiring the
attributes to be organized logically and informa-
tion extraction pipelines that depend on the ex-
tracted attributes to find values in documents.

The problem we are addressing is the automatic
induction of instance senses from the attribute
sets, by grouping together the attributes that can
be applied to a particular sense. As in related work
on sense induction (Agirre and Soroa, 2007; Ar-
tiles et al., 2007), we approach this as a clustering
problem: finding the right similarity metrics and
clustering procedures to identify sets of related at-
tributes in an instance. We propose a clustering
based on the Expectation-Maximization (EM) al-
gorithm (Dempster et al., 1977), exploring differ-
ent parameters, similarity sources, and prior dis-
tributions.
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3.2 Instance and attributes input data
The input data of instances and attributes has been
obtained, in a fully automated way, following
the method described in (Paşca and Van Durme,
2007). The input dataset is a set of fully anony-
mized set of English queries submitted to a popu-
lar (anonymized) search engine. The set contains
millions of unique isolated, individual queries that
are independent from one another. Each query
is accompanied by its frequency of occurrence
in the query logs. The sum of frequencies of
all queries in the dataset is hundreds of millions.
Other sources of similar data are available pub-
licly for research purposes (Gao et al., 2007). This
extraction method applies a few patterns (e.g., the
A of I, or I’s A, or A of I) to queries within
query logs, where an instance I is one of the most
frequent 5 million queries from the repository of
isolated queries, and A is a candidate attribute.
For each instance, the method extracts ranked lists
containing zero, one or more attributes, along with
frequency-based scores. For this work, only the
top 32 attributes of each instance were used, in or-
der to have an input set for the clustering with a
reasonable size, but to keep precision at high lev-
els.

3.3 Per-attribute clustering information
For each (instance, attribute) pair, the following
information is collected:
Search results: The top 20 search results (in-
cluding titles and snippets) returned by a popular
search engine for a query created by concatenat-
ing the instance and the attribute. The motivation
for this data source is that the attributes that re-
fer to the same meaning of the instance should
help the search engine in selecting web pages that
refer to that meaning. The titles and snippets of
these search results are expected to contain other
terms related to that meaning. For example, for
the queries [turkey maps] and [turkey culture] the
search results will contain information related to
the country, whereas [turkey recipes] and [turkey
nutritional value] should share many terms about
the poultry.
Query sessions: A query session is a series of
queries submitted by a single user within a small
range of time (Silverstein et al., 1999). Informa-
tion stored in the session logs may include the text

For each (instance, attribute) pair:
• Retrieve all the sessions that contained the query [in-

stance attribute].
• Collect the set of all the queries that appeared in the

same session and which are a superstring of instance.
• Remove instance from each of those queries, and out-

put the resulting set of query words.

Figure 1: Algorithm to collect session phrases as-
sociated to attributes.

of the queries and metadata, such as the time, the
type of query (e.g., using the normal or the ad-
vance form), and user settings such as the Web
browser used (Silverstein et al., 1999).

Users often search for related queries within
a session: queries on the culture of the coun-
try Turkey will tend to be surrounded by queries
about topics related to the country; similarly,
queries about turkey recipes will tend to be sur-
rounded by other queries on recipes. Therefore,
if two attributes refer to the same meaning of the
instance, the distributions of terms that co-occur
with them in the same search sessions is expected
to be similar. To ensure that the user did not
change intent during the session, we also require
the queries from which we extract phrases to con-
tain the instance of interest. The pseudocode of
the procedure is shown in Figure 1.
Class labels: As described in (Paşca and Van
Durme, 2008), we collect for each instance (e.g.,
turkey), a ranked list of class labels (e.g., country,
location, poultry, food). The procedure uses a col-
lection of Web documents and applies some IsA
extraction patterns selected from (Hearst, 1992).
Using the (instance, ranked-attributes) and the (in-
stance, ranked-class labels) lists, it is possible to
aggregate the two datasets to obtain, for each at-
tribute, the class labels that are most strongly as-
sociated to it (Figure 2).

3.4 EM clustering

We run a set of EM clusterings separately for the
attributes of each instance. The model imple-
mented is the following: given an instance, let
A = {a1, a2, ..., an} be the set of attributes as-
sociated with that instance. Let T be the vocabu-
lary for the terms found in the search results, S the
vocabulary of session log terms co-occurring with
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For each attribute:
• Collect all the instances that contain that attribute.
• For each class label, average its ranks for those in-

stances. If an instance does not contain a particular
class label, use as rank the size of the longest list of
class labels plus one.

• Rank the class labels from smaller to larger average
rank.

Figure 2: Algorithm to collect class labels associ-
ated to attributes.

the attribute, and C be the set of all the possible
class labels. Let K be the cluster function which
assigns cluster indexes to the attributes.

We assume that the distributions for snippet
terms, session terms and class labels are condi-
tionally independent given the clustering. Further-
more, we assume that the distribution of terms for
queries in a cluster are also conditionally indepen-
dent given the cluster assignments:

pθ(T |K,A) ≈
Y
j

pθ(tj |K,A)

pθ(S|K,A) ≈
Y
k

pθ(sk|K,A)

pθ(C|K,A) ≈
Y
l

pθ(cl|K,A)

The clustering model for each instance (the ex-
pectation step) is, therefore:

pθ(KT SC|A,Θ) =
N∏

i

pθ(K|A)pθ(T |K,A)pθ(S|K,A)pθ(C|K,A)

To estimate the parameters of the model, we must
be able to estimate the following distributions dur-
ing the maximization step:
• pθ(tj |K,A) = Eθ(tj ,K|A)

Eθ(K|A)

• pθ(sk|K,A) = Eθ(sk,K|A)
Eθ(K|A)

• pθ(cl|K,A) = Eθ(cl,K|A)
Eθ(K|A)

One advantage of this approach is that it allows
using a subset of the available data sources to eval-
uate their relative influence on the clustering qual-
ity. In the experiments we have tried all possible
combinations of the three data sources to find the
settings that give the best results.

3.5 Initialization strategies
The initial assignment of attributes to clusters is
important, since a bad seed clustering can lead

EM to local optima. We have tried the following
two strategies:

Random assignment: the attributes are assigned
to clusters randomly. To make the results repeat-
able, for each instance we use the instance name
as the seed for the random number generator.

K-means: the initial assignments of attributes
to clusters is performed using K-means. In this
model, we use a simple vector-space-model in the
following way:

1. Each attribute is represented with a bag-of-
words of the snippets of the search results for
a concatenation of the instance name and the
attribute. This is the same data already col-
lected for EM.

2. Each of the snippet terms in these bag-of-
words is weighted using the tf × idf score,
with inverse document frequencies estimated
from an English web corpus with hundreds
of millions of documents.

3. The cosine of the angle of the vectors is used
as the similarity metric between each pair of
attributes.

Several values of K have been tried in our exper-
iments, as mentioned in Section 4.

3.6 Post-processing

EM works with a fixed set of clusters. In order
to decide which is the optimal number of clusters,
we have run all the experiments with a number of
clusters K that is large enough to accommodate
most of the queries in our dataset, and we run a
post-processing step that merges clusters for in-
stances that have less than K meanings.

Since we have, for each attribute, a distribution
of the most likely class labels (Section 3.3), the
post-processing performs as follows:

1. Generate a list of class labels per cluster, by
combining the ranked lists of per-attribute
class labels as was done in Section 3.3.

2. Merge together all the clusters such that their
sets of top k class labels are the same.

The values ofK and k are chosen by doing several
runs with different values on the development set,
as described in Section 4.
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4 Evaluation and Results

4.1 Evaluation metrics

There does not exist a fully agreed evaluation
metric for clustering tasks in NLP (Geiss, 2009;
Amigó et al., 2009). Each metric has its own
idiosyncrasies, so we have chosen to compute
six different evaluation metrics as described in
(Amigó et al., 2009). Empirical results show they
are highly correlated, i.e., tuning a parameter by
hill-climbing on F-score typically also improves
the B3 F-score.
Purity (Zhao and Karypis, 2002): Let C be
the clusters to evaluate, L the set of cate-
gories (the clusters in the gold-standard), and
N the number of clustered items. Purity is
the average of the precision values: Purity =∑

i
|Ci|
N maxj Prec(Ci, Lj), where the precision

for cluster Ci with respect to category Lj is
Prec(Ci, Lj) =

|Ci∩Lj |
|Ci| . Purity is a precision met-

ric. Inverting the roles of the categories L and the
clusters C gives a recall metric, inverse purity,
which rewards grouping items together. The two
metrics can be combined in an F-score.
B3 Precision (Bagga and Baldwin, 1998): Let
L(e) and C(e) denote the gold-standard-category
and the cluster of an item e. The correctness of the
relation between e and other element e′ is defined
as

Correctness(e, e′) =

1 iffL(e) = L(e′)⇔ C(e) = C(e′)
0 otherwise

The B3 Precision of an item is the proportion
of items in its cluster which belong to its cat-
egory, including itself. The total precision is
the average of the item precisions: B3 Prec =
avge[avge′:C(e)=C(e′)Correctness(e, e′)]
B3 Recall: is calculated in a similar way, inverting
the roles of clusters and categories. The B3 F-
score is obtained by combining B3 precision and
B3 recall.

4.2 Gold standards

We have built two annotated sets, one to be used
as a development set for adjusting the parame-
ters, and a second one as a test set. The evalu-
ation settings were chosen without knowledge of

Purity Inv. F-score B3 B3 B3

Purity Precision Recall F-score
0.94 0.95 0.92 0.90 0.92 0.91

Table 2: Inter-judge agreement scores.

Polysemous Main meanings
airplane machine, movie
apple fruit, company
armstrong unit, company, person
chain reaction company, film, band, chemistry
chf airport, currency, heart attack
darwin person, city
david copperfield book, performer, movie
delta letter, airways

Table 3: Examples of polysemous instances.

the test set. Each of the two sets contains 75 in-
stances chosen randomly from the complete set of
instances with ranked attributes (Section 3.2 de-
scribed the input data). For the random sampling,
the instances were weighted with their frequency
in the query logs as full queries, so that more
frequent instances have higher chance to be cho-
sen. This ensures that uncommon instances are
not overrepresented in the gold-standard.

The annotators contributed 50 additional in-
stances (25 for development and 25 for testing)
that they considered interesting to study, e.g., be-
cause of having several salient meanings.

Five human annotators were shown the top 32
attributes for each instance, and they were asked
to cluster them. We decided to start with a sim-
plified version of the problem by considering it a
hard clustering task.

Table 2 shows that the average agreement
scores between judge pairs, measured with the
same evaluation metrics used for the system out-
put, are quite high. In the first three metrics, the
F-score is not an average of precision and recall,
but a weighted average calculated separately for
each cluster, so it may have a value that is not be-
tween the values of precision and recall.

The annotated instances were classified as
monosemous/polysemous, depending on wether
or not they had more than one cluster with enough
(five) attributes. This classification allows to re-
port separate results for the whole set (where in-
stances with just one major sense dominate) and
for the subset of polysemous instances. Table 3
shows examples of polysemous instances. Exam-
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All instances polysemous instances
Weights Purity Inv. F B3 B3 B3 F Purity Inv. F B3 B3 B3 F

Purity score Prec. Recall score Purity score Prec. Recall score
All-in-one 0.797 1.000 0.766 0.700 1.000 0.797 0.558 1.000 0.540 0.410 1.000 0.573
All-singletons 1.000 0.145 0.187 1.000 0.145 0.242 1.000 0.205 0.266 1.000 0.205 0.333
Random 0.888 0.322 0.451 0.851 0.246 0.373 0.685 0.362 0.447 0.595 0.276 0.373

Random Only snippets 0.809 0.374 0.417 0.737 0.311 0.410 0.596 0.430 0.401 0.483 0.361 0.399
Init. Only sessions 0.797 0.948 0.728 0.700 0.944 0.753 0.558 1.000 0.540 0.410 1.000 0.573

Only class labels 0.798 0.983 0.760 0.701 0.969 0.785 0.561 0.990 0.541 0.415 0.981 0.574
No snippets 0.798 0.934 0.723 0.702 0.918 0.744 0.561 0.990 0.541 0.415 0.981 0.574
No sessions 0.809 0.374 0.417 0.737 0.311 0.410 0.596 0.430 0.401 0.483 0.361 0.399
No class labels 0.809 0.374 0.417 0.737 0.311 0.410 0.596 0.430 0.401 0.483 0.361 0.399
All 0.809 0.380 0.420 0.736 0.316 0.414 0.596 0.430 0.400 0.483 0.361 0.399

K-Means Only snippets 0.844 0.765 0.700 0.771 0.654 0.675 0.671 0.806 0.587 0.556 0.719 0.611
Init. Only sessions 0.798 0.957 0.736 0.702 0.949 0.759 0.558 1.000 0.540 0.410 1.000 0.573

Only class labels 0.824 0.656 0.622 0.747 0.568 0.604 0.641 0.768 0.565 0.519 0.699 0.575
No snippets 0.824 0.655 0.622 0.748 0.562 0.598 0.640 0.768 0.565 0.518 0.698 0.574
No sessions 0.843 0.770 0.701 0.769 0.661 0.677 0.671 0.806 0.587 0.556 0.719 0.611
No class labels 0.844 0.762 0.698 0.771 0.651 0.673 0.671 0.806 0.587 0.556 0.719 0.611
All 0.843 0.767 0.699 0.770 0.657 0.675 0.671 0.806 0.587 0.556 0.719 0.611

Table 4: Scores over all instances and over polysemous instances.

ples of monosemous instances are activision, am-
ctheaters, american airlines, ask.com, bebo, dis-
ney or einstein. 22% of the instances in the devel-
opment set and 13% of the instances in the test set
are polysemous.

4.3 Parameter tuning

We tuned the different parameters of the algorithm
using the development set. We performed several
EM runs including all three data sources, modi-
fying the following parameters: the smoothing ε
added to the cluster soft-assignment in the Maxi-
mization step (Manning et al., 2008), the number
K of clusters for K-Means and EM, and the num-
ber k of top ranked class labels that two clusters
need to have in common in order to be merged
at the post-processing step. The best results were
obtained with ε = 0.4, K = 5 and k = 1. These
are the values used in the experiments mentioned
from now on.

4.4 EM initialization and data sources

Table 4 shows the results after running EM over
the development set, using every possible combi-
nation of data sources, and the two initialization
strategies (random and K-Means). Several obser-
vations can be drawn from this table:

First, as mentioned in Section 2, the evalua-
tion metrics are biased towards the all-in-one solu-
tion. This is worsened by the fact that the majority
of the instances in our dataset are monosemous.
Therefore, the highest F-scores and B3 F-scores
are obtained by the all-in-one baseline, although

it is not the most useful clustering.
When using only class labels, EM tends to pro-

duce results similar to the all-in-one baseline This
can be explained by the limited class vocabulary
which makes most of the attributes share class la-
bels. The bad results when using only sessions are
caused by the presence of attributes with no ses-
sion terms, due to insufficient data.

The random clustering baseline (third line in
Table 4) tends to give smaller clusters than EM,
because it distributes instances uniformly across
the clusters. This leads to better precision scores,
and much worse recall and F-score metrics.

From these results, we conclude that snippet
terms are the most useful resource for clustering.
The other data sources do not provide a signifi-
cant improvement over it. The best results overall
for the polysemous instances, and the highest re-
sults for the whole dataset (excluding the outliers
that are too similar to the all-in-one baseline) are
obtained using snippet terms. For these configura-
tions, as we expected, the K-Means initialization
does a better job in avoiding local optima during
EM than the random one.

4.5 Post-processing

Table 5 includes the results on the development
set after post-processing, using the best configu-
ration for EM (K-Means initialization and snippet
terms for EM). Post-processing slightly hurts the
B3 F-score for polysemous terms, but it improves
results for the whole dataset, as it merges many
clusters for the monosemous instances.
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Data Method Purity Inv. Purity F-score B3 Prec. B3 Recall B3 F-score
All instances All-in-one 0.797 1.000 0.766 0.700 1.000 0.797

All-singletons 1.000 0.145 0.187 1.000 0.145 0.242
K-Means + EM (snippets) 0.844 0.765 0.700 0.771 0.654 0.675
K-Means + EM (snippets) + postprocessing 0.825 0.837 0.728 0.743 0.761 0.722

Polysemous All-in-one 0.558 1.000 0.540 0.410 1.000 0.573
All-singletons 1.000 0.205 0.266 1.000 0.205 0.333
K-Means + EM (snippets) 0.671 0.806 0.587 0.556 0.719 0.611
K-Means + EM (snippets) + postprocessing 0.644 0.846 0.592 0.518 0.777 0.607

Table 5: Scores only over all and polysemous instances, without and with postprocessing.

K-Means output EM output Post-processing
pictures, family, logo, biography pictures, biography, inauguration pictures, biography, inauguration
inauguration, song, lyrics, foods, song, lyrics, foods, timeline, song, lyrics, goods, timeline,
quotes, timeline, shoes, health care camping, shoes, maps, art, history, camping, shoes, maps, art, history
maps, art, kids, history, speeches official website, facts, speeches official website, facts, speeches
official website, facts, scandal scandal, blog, music scandal, blog, music, family, kids
economy, blog, music, flag, camping approval rating, health care, daughters
approval rating economy approval rating, health care,
daughters family, kids, daughters economy
symbol logo, quotes, symbol, flag logo, quotes, symbol, definition
definition, religion, definition, religion, slogan, books religion, slogan, books, flag
slogan, books

Table 6: Attributes extracted for the monosemous instance obama, using snippet terms for EM.

4.6 Clustering examples

Tables 6 and 7 show examples of clustering results
for three instances chosen as representatives of the
monosemous and the polysemous subsets. These
show that the output of the K-Means initialization
can uncover some meaningful clusters, but tends
to generate a dominant cluster and a few small or
singleton clusters. EM distributes the attributes
more evenly across clusters, combining attributes
that are closely related.

For monosemous instances like obama, EM
generates small clusters of highly related at-
tributes (e.g, family, kids and daughters). Post-
processing merges some of the clusters together,
but it fails to merge all into a single cluster.

For darwin, two of the small clusters given by
K-Means are actually good, as ports is the only at-
tribute of the operating system, and lyrics is one of
the two attributes referring to a song titled Darwin.
EM again redistributes the attributes, creating two
large and mostly correct clusters.

For david copperfield, EM creates two clusters
for the performer, one for the book, one for the
movie, and one for tattoo (off-topic for this in-
stance). The two clusters referring to the per-
former are merged in the post-processing, with
some errors remaining, e.g, trailer and second
wife are in the wrong cluster.

4.7 Results on the test set
Table 8 show the results of the EM clustering and
the postprocessing step when executed on the test
set. The settings are those that produced the best
results on the development set: using EM initial-
ized with K-Means, and using only snippet terms
for the generative model.

As mentioned above, the test set has a higher
proportion of monosemous queries than the de-
velopment set, so the all-in-one baseline pro-
duces better results than before. Still, we can see
the same trend happening: for the whole dataset
the F-score metrics are somewhat worse than the
best baseline, given that the evaluation metrics all
overvalue the all-in-one baseline, but this can be
considered an artifact of the metrics. As with the
development set, using EM produces the best pre-
cision scores (except for the all-singletons base-
line), and the postprocessing improves precision
and F-score over the all-in-one baseline. The
whole system improves considerably the F-score
for the polysemous terms.

5 Conclusions

This paper investigates the new task of inducing
instance senses using ranked lists of attributes as
input. It describes a clustering procedure based
on the EM model, capable of integrating differ-
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Instance K-Means output EM output Post-processing
Darwin maps, shoes, logo, awards, maps, shoes, logo, maps, shoes, logo,

weather pictures, quotes, weather jobs, tourism weather jobs, tourism
definition, jobs, tourism, hotels, attractions, hotels, attractions,
biography, hotels, beaches, accommodation, beaches, accommodation,
attractions, beaches, tv show, clothing, tv show, clothing,
accommodation, tv show, postcode, music, review postcode, music, review
clothing, postcode, music side effects, airlines, side effects, airlines,
facts, review, history prices, lighting prices, lighting
side effects, airlines, awards, ports definition, population
prices, lighting evolution, theory, quotes awards, ports
ports pictures, biography, evolution, theory, quotes
evolution, theory, books facts, history, books pictures, biography,
lyrics lyrics facts, history, books
population definition, population lyrics

David Copperfield summary, biography, pictures, biography, pictures, quotes, biography, pictures, girlfriend
quotes, strokes, book review, strokes, tricks, tour dates, quotes, strokes, tricks, tattoo
tricks, tour dates, characters, lyrics, dating, logo, tour dates, secrets, lyrics,
lyrics, plot, synopsis, dating, filmography, cast members, wives, music, dating, logo,
logo, themes, author, official website, trailer, filmography, blog, cast members,
filmography, cast members, setting, religion official website, trailer,
official website, trailer, book review, review, house, setting, religion
setting, religion reviews book review, review, house,
house, reviews tattoo reviews
tattoo summary, second wife, summary, second wife,
second wife characters, plot, synopsis, characters, plot, synopsis,
girlfriend, secrets, wives, themes, author themes, author
review, music, blog girlfriend, secrets, wives,

music, blog

Table 7: Attributes extracted for three polysemous instances, using snippet terms for EM.

Set Solution Purity Inverse Purity F-score B3 Precision B3 Recall B3 F-score
All All-in-one 0.907 1.000 0.892 0.858 1.000 0.908

All-singletons 1.000 0.076 0.114 1.000 0.076 0.136
Random 0.936 0.325 0.463 0.914 0.243 0.377
EM 0.927 0.577 0.664 0.896 0.426 0.561
EM+postprocessing 0.919 0.806 0.804 0.878 0.717 0.764

Polysemous All-in-one 0.588 1.000 0.586 0.457 1.000 0.613
All-singletons 1.000 0.141 0.210 1.000 0.141 0.239
Random 0.643 0.382 0.441 0.549 0.288 0.369
EM 0.706 0.631 0.556 0.626 0.515 0.547
EM+postprocessing 0.675 0.894 0.650 0.564 0.842 0.661

Table 8: Scores in the test set.

ent data sources, and explores cluster initializa-
tion and post-processing strategies. The evalu-
ation shows that the most important of the con-
sidered data sources is the snippet terms obtained
from search engine results to queries made by
concatenating the instance and the attribute. A
simple post-processing that merges attribute clus-
ters that have common class labels can improve
recall for monosemous queries. The results show
improvements across most metrics with respect to
a random baseline, and F-score improvements for
polysemous instances.

Future work includes extending the generative
model to be applied across the board, linking the
clustering models of different instances with each
other. We also intend to explore applications of
the clustered attributes in order to perform extrin-
sic evaluations on these data.
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Paşca, M. and B. Van Durme. 2008. Weakly-supervised ac-
quisition of open-domain classes and class attributes from
web documents and query logs. In Proceedings of ACL-
08, pages 19–27, Columbus, Ohio.
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Abstract

Most existing techniques for combining
multiple alignment tables can combine
only two alignment tables at a time, and
are based on heuristics (Och and Ney,
2003), (Koehn et al., 2003). In this pa-
per, we propose a novel mathematical for-
mulation for combining an arbitrary num-
ber of alignment tables using their power
mean. The method frames the combi-
nation task as an optimization problem,
and finds the optimal alignment lying be-
tween the intersection and union of multi-
ple alignment tables by optimizing the pa-
rameter p: the affinely extended real num-
ber defining the order of the power mean
function. The combination approach pro-
duces better alignment tables in terms of
both F-measure and BLEU scores.

1 Introduction

Machine Translation (MT) systems are trained on
bi-text parallel corpora. One of the first steps
involved in training a MT system is obtaining
alignments between words of source and target
languages. This is typically done using some
form of Expectation Maximization (EM) algo-
rithm (Brown et al., 1993), (Och and Ney, 2003),
(Vogel et al., 1996). These unsupervised algo-
rithms provide alignment links between english
words ei and the foreign words fj for a given e−f
sentence pair. The alignment pairs are then used
to extract phrases tables (Koehn et al., 2003), hi-
erarchical rules (Chiang, 2005), or tree-to-string
mappings (Yamada and Knight, 2001). Thus, the

accuracy of these alignment links has a significant
impact in overall MT accuracy.

One of the commonly used techniques to im-
prove the alignment accuracy is combining align-
ment tables obtained for source to target (e2f ) and
target to source (f2e) directions (Och and Ney,
2003). This combining technique involves obtain-
ing two sets of alignment tablesA1 andA2 for the
same sentence pair e − f , and producing a new
set based on union A∪ = A1 ∪ A2 or intersec-
tion A∩ = A1 ∩A2 or some optimal combination
Ao such that it is subset of A1 ∪ A2 but a super-
set of A1 ∩ A2. How to find this optimal Ao is a
key question. A∪ has high precision but low re-
call producing fewer alignments and A∩ has high
recall but low precision.

2 Related Work

Most existing methods for alignment combina-
tion (symmetrization) rely on heuristics to iden-
tify reliable links (Och and Ney, 2003), (Koehn
et al., 2003). The method proposed in (Och and
Ney, 2003), for example, interpolates the intersec-
tion and union of two asymmetric alignment ta-
bles by adding links that are adjacent to intersec-
tion links, and connect at least one previously un-
aligned word. Another example is the method in
(Koehn et al., 2003), which adds links to the inter-
section of two alignment tables that are the diago-
nal neighbors of existing links, optionally requir-
ing that any added links connect two previously
unaligned words.

Other methods try to combine the tables dur-
ing alignment training. In (Liang et al., 2006),
asymmetric models are jointly trained to maxi-
mize the similarity of their alignments, by opti-
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mizing an EM-like objective function based on
agreement heuristics. In (Ayan et al., 2004), the
authors present a technique for combining align-
ments based on various linguistic resources such
as parts of speech, dependency parses, or bilingual
dictionaries, and use machine learning techniques
to do alignment combination. One of the main dis-
advantages of (Ayan et al., 2004)’s method, how-
ever, is that the algorithm is a supervised learning
method, and so requires human-annotated data.
Recently, (Xiang et al., 2010) proposed a method
that can handle multiple alignments with soft links
which are defined by confidence scores of align-
ment links. (Matusov et al., 2004) on the other
hand, frame symmetrization as finding a set with
minimal cost using use a graph based algorithm
where costs are associated with local alignment
probabilities.

In summary, most existing alignment combina-
tion methods try to find an optimal alignment set
Ao that lies between A∩ and A∪ using heuristics.
The main problems with methods based on heuris-
tics are:

1. they may not generalize well across language
pairs

2. they typically do not have any parameters to
optimize

3. most methods can combine only 2 align-
ments at a time

4. most approaches are ad-hoc and are not
mathematically well defined

In this paper we address these issues by propos-
ing a novel mathematical formulation for com-
bining an arbitrary number of alignment tables.
The method frames the combination task as an op-
timization problem, and finds the optimal align-
ment lying between the intersection and union of
multiple alignment tables by optimizing the pa-
rameter p of the power mean function.

3 Alignment combination using the
power mean

Given an english-foreign sentence pair (eI1, f
J
1 )

the alignment problem is to determine the pres-
ence of absence of alignment links aij between

the words ei and fj , where i ≤ I and j ≤ J . In
this paper we will use the convention that when
aij = 1, words ei and fj are linked, otherwise
aij = 0. Let us define the alignment tables we ob-
tain for two translation directions as A1 and A2,
respectively. The union of these two alignment
tables A∪ contain all of the links in A1 and A2,
and the intersection A∩ contain only the common
links. Definitions 1 and 2 below define A∪ and
A∩ more formally. Our goal is to find an align-
ment set Ao such that |A∩| ≤ |Ao| ≤ |A∪| that
maximizes some objective function. We now de-
scribe the power mean (PM) and show how the
PM can represent both the union and intersection
of alignment tables using the same formula.

The power mean:
The power mean is defined by equation 1 below,
where p is a real number in (−∞,∞) and an is a
positive real number.

Sp(a1, a2, ..., an) = (
1

n

n∑

k=1

apk)
1
p (1)

The power mean, also known as the generalized
mean, has several interesting properties that are
relevant to our alignment combination problem.
In particular, the power mean is equivalent to the
geometric meanG when p→ 0 as shown in equa-
tion 2 below:

G(a1, a2, ..., an) = (
n∏

i=1

ai)
1
n

= lim
p→0

(
1

n

n∑

k=1

apk)
1
p (2)

The power mean, furthermore, is equivalent to the
maximum function M when p→∞:

M(a1, a2, ..., an) = max(a1, a2, ..., an)

= lim
p→∞(

1

n

n∑

k=1

apk)
1
p (3)

Importantly, the PM Sp is a non-decreasing
function of p. This means that Sp is lower
bounded by G and upper-bounded by M for p ∈
[0, ∞]:

G < Sp < M, 0 < p <∞. (4)
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Figure 1: The power-mean is a principled way to interpolate between the extremes of union and inter-
section when combining multiple alignment tables.

They key insight underpinning our mathematical
formulation of the alignment combination prob-
lem is that the geometric mean of multiple align-
ment tables is equivalent to their intersection,
while the maximum of multiple alignment tables
is equivalent to their union.

Let Aq be an alignment with elements aqij such
that aqij = 1 if words ei and fj are linked, and
aqij = 0 otherwise. The union and intersection of
a set of n alignment tables can then be formally
defined as follows:

Definition 1: The union of alignments
A1, A2, ..., An is a set A∪ with a∪ij = 1 if aqij = 1
for any q ∈ {1, 2, ..., n}.

Definition 2: The intersection of alignments
A1, A2, ..., An is a set A∩ with a∩ij = 1 if aqij = 1
for all q ∈ {1, 2, ..., n}.

Figure 1 depicts a simple example of the align-
ment combination problem for the common case
of alignment symmetrization. Two alignments ta-
bles, Ae→f and Af→e (one-to-many alignments),
need to be combined. The result of taking
the union A∪ and intersection A∩ of the ta-

bles is shown. A∪ can be computed by taking
the element-wise maximum of Ae→f and Af→e,
which in turn is equal to the power mean Ap of
the elements of these tables in the limit as p→∞.
The intersection of the two tables, A∩, can simi-
larly be computed by taking the geometric mean
of the elements of Ae→f and Af→e, which is
equal to the power mean Ap of the elements of
these tables in the limit as p→ 0. For p ∈ (0,∞),
equation 4 implies that Ap has elements with val-
ues between A∩ and A∪. We now provide formal
proofs for these results when combining an arbi-
trary number of alignment tables.

3.1 The intersection of alignment tables
A1..An is equivalent to their
element-wise geometric mean
G(A1, A2, ..., An), as defined in (2).

Proof : Let A∩ be the intersection of all Aq
where q ∈ {1, 2, .., n}. As per our definition of
intersection ∩ between alignment tables, A∩ con-
tains links where aqij = 1 ∀ q.

Let Ag be the set that contains the elements
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of G(A1, A2, ..., An). Then agij is the geo-
metric mean of the elements aqij where q ∈
{1, 2, .., n}, as defined in equation 2, that is, agij =

(
∏n
q=1 a

g
ij)

1
n . This product is equal to 1 iff aqij =

1 ∀ q and zero otherwise, since aqij ∈ {0, 1} ∀ q.
Hence Ag = A∩. Q.E.D.

3.2 The union of alignment tables A1..An is
equivalent to their element-wise
maximum M(A1, A2, ..., An), as defined
in (3).

Proof : Let A∪ be the union of all Aq for q ∈
{1, 2, .., n}. As per our definition of the union be-
tween alignments A∪ has links where aqij = 1 for
some q.

Let Am be the set that contain the elements of
M(A1, A2, ..., An). Let amij be the maximum of
the elements aqij where q ∈ {1, 2, .., n}, as defined
in equation (3). The max function is equal to 1
iff aqij = 1 for some q and zero otherwise, since
aqij ∈ {0, 1} ∀ q. Hence Am = A∪. Q.E.D.

3.3 The element-wise power mean
Sp(A1, A2, ..., An) of alignment tables
A1..An has entries that are
lower-bounded by the intersection of
these tables, and upper-bounded by their
union for p ∈ [0, ∞].

Proof : We have already shown that the union
and intersection of a set of alignment tables are
equivalent to the maximum and geometric mean
of these tables, respectively. Therefore given that
the result in equation 4 is true (we will not prove it
here), the relation holds. In this sense, the power
mean can be used to interpolate between the in-
tersection and union of multiple alignment tables.
Q.E.D.

4 Data

We evaluate the proposed method using an
English-Pashto translation task, as defined by the
DARPA TransTac program. The training data for
this task consists of slightly more than 100K par-
allel sentences. The Transtac task was designed to
evaluate speech-to-speech translation systems, so
all training sentences are conversational in nature.
The sentence length of these utterances varies
greatly, ranging from a single word to more than

Method F-measure
I 0.5979
H 0.6891
GDF 0.6712
PM 0.6984
PMn 0.7276
U 0.6589

Table 1: F-measure Based on Various Alignment
Combination Methods

50 words. 2026 sentences were randomly sampled
from this training data to prepare held out devel-
opment set. The held out Transtac test set consists
of 1019 parallel sentences.

5 Experiments and Discussion

We have shown in the previous sections that union
and intersection of alignments can be mathemat-
ically formulated using the power mean. Since
both combination operations can be represented
with the same mathematical expression, we can
search the combination space “between” the in-
tersection and union of alignment tables by op-
timizing p w.r.t. any chosen objective function.
In these experiments, we define the optimal align-
ment as the one that maximizes the objective func-
tion f({aijt}, {âijt}, p), where f is standard F-
measure, {âijt} is the set of all estimated align-
ment entries on some dataset, {aijt} is the set of
all corresponding human-annotated alignment en-
tries, and p is the order of the power mean func-
tion. Instead of attempting to optimize the F-
measure using heuristics, we can now optimize it
by finding the appropriate power order p using any
suitable numerical optimization algorithm. In our
experiments we used the general simplex algo-
rithm of amoeba search (Nelder and Mead, 1965),
which attempts to find the optimal set of parame-
ters by evolving a simplex of evaluated points in
the direction that the F-measure is increasing.

In order to test our alignment combination for-
mulation empirically we performed experiments
on English-Pashto language with data described in
Section 4. We first trained two sets of alignments,
the e2f and f2e directions, based on GIZA++
(Och and Ney, 2003) algorithm. We then com-
bined these alignments by performing intersec-
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tion (I) and union (U). We obtained F-measure of
0.5979 for intersection (I), 0.6589 for union (U).
For intersection the F-measure is lower presum-
ably because many alignments are not shared by
the input alignment tables so the number of links
is under-estimated. We then also re-produced the
two commonly used combination heuristic meth-
ods that are based on growing the alignment di-
agonally (GDF) (Koehn et al., 2003), and adding
links based on refined heuristics (H) (Och and
Ney, 2003), respectively. We obtained F-measure
of 0.6891 for H, and 0.6712 for GDF as shown in
Table 1.

We then used our power mean formulation for
combination to maximize the F-measure function
with the aforementioned simplex algorithm for
tuning the power parameter p, where F-measure
is computed with respect to the hand aligned de-
velopment data, which contains 150 sentences.
This hand aligned development set is different
than the development set for training MT models.
While doing so we also optimized table weights
Wq ∈ (0, 1),

∑
qWq = 1, which were applied to

the alignment tables before combining them using
the PM. TheWq allow the algorithm to weight the
two directions differently. We found that the F-
measure function had many local minima so the
simplex algorithm was initialized at several val-
ues of p and {Wq} to find the globally optimal
F-measure.

After obtaining power mean outputs for the
alignment entries, they need to be converted
into binary valued alignment links, that is,
Sp(a

1
ij , a

2
ij , ...a

n
ij) needs to be converted into a bi-

nary table. There are many ways to do this con-
version such as simple thresholding or keeping
best N% of the links. In our experiments we used
the following simple selection method, which ap-
pears to perform better than thresholding. First we
sorted links by PM value and then added the links
from the top of the sorted list such that ei and fj
are linked if ei−1 and ei+1 are connected to fj , or
fj−1 and fj+1 is linked to ei, or both ei and fj are
not connected. After tuning power mean parame-
ter and the alignment weights the best parameter
gave an F-measure of 0.6984 which is higher than
commonly used GDF by 2.272% and H by 0.93%
absolute respectively. We observe in Figure 2 that

even though PM has higher F-measure compared
with GDF it has significantly fewer number of
alignment links suggesting that PM has improved
precision on the finding the alignment links. The
presented PM based alignment combination can
be tuned to optimize any chosen objective, so it is
not surprising that we can improve upon previous
results based on heuristics.

One of the main advantages of the combining
alignment tables using the PM is that our state-
ments are valid for any number of input tables,
whereas most heuristic approaches can only pro-
cess two alignment tables at a time. The presented
power mean algorithm, in contrast, can be used
to combine any number of alignments in a sin-
gle step, which, importantly, makes it possible to
jointly optimize all of the parameters of the com-
bination process.

In the second set of experiments the PM ap-
proach, which we call PMn, is applied simultane-
ously to more than two alignments. We obtained
four more sets of alignments from the Berke-
ley aligner (BA) (Liang et al., 2006), the HMM
aligner (HA) (Vogel et al., 1996), the alignment
based on partial words (PA), and alignment based
on dependency based reordering (DA) (Xu et al.,
2009). Alignment I was obtained by using Berke-
ley aligner as an off-the-shelf alignment tool. We
built the HMM aligner based on (Vogel et al.,
1996) and use the HMM aligner for producing
Alignment II. Producing different sets of align-
ments using different algorithms could be useful
because some alignments that are pruned by one
algorithm may be kept by another giving us a big-
ger pool of possible links to chose from.

We produced Alignment III based on partial
words. Pashto is morphologically rich language
with many prefixes and suffixes. In lack of a mor-
phological segmenter it has been suggested that
keeping only first ‘n’ characters of a word can ef-
fectively reduce the vocabulary size and may pro-
duce better alignments. (Chiang et al., 2009) used
partial words for alignment training in English and
Urdu. We trained such alignments using using
GIZA++ on parallel data with partial words for
Pashto sentences.

The fourth type of alignment we produced,
Alignment IV, was motivated by the (Xu et al.,
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Figure 2: Number of Alignments Links for Dif-
ferent Combination Types

2009). (Xu et al., 2009) showed that transla-
tion between subject-verb-object (English) and
subject-object-verb (Pashto) languages can be im-
proved by reordering the source side of the par-
allel data. They obtained dependency tree of the
source side and used high level human gener-
ated rules to reorder source side using precedence-
based movement of dependency subtrees. The
rules were particularly useful in reordering of
verbs that moved to the end of the sentence. Mak-
ing the ordering of source and target side more
similar may produce better alignments for lan-
guage pairs which differ in verb ordering, as many
alignment algorithms penalize or fail to consider
alignments that link words that differ greatly in
sentence position. A Pashto language expert was
hired to produce similar precedence-based rules
for the English-Pashto language pair. Using the
rules and algorithm described in (Xu et al., 2009)
we reordered all of the source side and used
GIZA++ to align the sentences.

The four additional alignment sets just de-
scribed, including our baseline alignment, Align-
ment V, were combined using the presented PMn

combination algorithm, where n signifies the
number of tables being combined. As seen on
Table 1, we obtained an F-measure of 0.7276
which is 12.97% absolute better than intersection
and 6.87% better than union. Furthermore PMn,
which in these experiments utilizes 5 alignments,
is better than PM by 2.92% absolute. This is an
encouraging result because this not only shows
that we are finding better alignments than inter-

section and union, but also that combining more
than two alignments is useful. We note that PMn

performed 3.85% absolute better than H (Och and
Ney, 2003), and 5.64% better than GDF heuris-
tics.

In the above experiments the parameters of
the power mean combination method were tuned
on development data to optimize alignment F-
measure, and the performance of several align-
ment combination techniques were compared in
terms of F-measure. However, it is not clear how
correlated alignment F-measures are with BLEU
scores, as explained in (Fraser and Marcu, 2007).

While there is no mathematical problem with
optimizing the parameters of the presented PM-
based combination algorithm w.r.t. BLEU scores,
computationally it is not practical to do so because
each iteration would require a complete training
phase. To further evaluate the quality of the align-
ments methods being compared in this paper, we
built several MT models based on them and com-
pared the resulting BLEU scores.

E2F Dev Test
I 0.1064 0.0941
H 0.1028 0.0894
GDF 0.1256 0.1091
PM 0.1214 0.1094
PMn 0.1378 0.1209
U 0.1062 0.0897

Table 2: E2F BLEU: PM Alignment Combination
Based MT Model Comparision

We built a standard phrase-based translation
system (Koehn et al., 2003) that utilizes a stack-
based decoder based on an A∗ search. Based on
the combined alignments, we extracted phrase ta-
bles with a maximum phrase length of 6 for En-
glish and 8 for Pashto, respectively. We then
trained the lexicalized reordering model that pro-
duced distortion costs based on the number of
words that are skipped on the target side, in
a manner similar to (Al-Onaizan and Papineni,
2006). Our training sentences are a compilation
of sentences from various domains collected by
DARPA, and hence we were able to build interpo-
lated language model which weights the domains
differently. We built an interpolated LM for both
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English and Pashto, but for English we had signif-
icantly more monolingual sentences (1.4 million
in total) compared to slightly more than 100K sen-
tences for Pashto. We tuned our MT model using
minimum error rate (Och, 2003) training.

F2E Dev Test
I 0.1145 0.1101
H 0.1262 0.1193
GDF 0.1115 0.1204
PM 0.1201 0.1155
PMn 0.1198 0.1196
U 0.1111 0.1155

Table 3: F2E BLEU : PM Alignment Combina-
tion Based MT Model Comparision

We built five different MT models based on
Intersection (I), Union (U), (Koehn et al., 2003)
Grow Diagonal Final (GDF), (Och and Ney, 2003)
H refined heuristics and Power Mean (PMn) align-
ment sets where n = 5. We obtained BLEU (Pa-
pineni et al., 2002) scores for E2F direction as
shown in Table 2. As expected MT model based
on I alignment has the low BLEU score of 0.1064
on the dev set and 0.0941 on the test set on E2F
direction. Intersection, though, has higher preci-
sion, but throws away many alignments, so the
overall number of alignments is too small to pro-
duce a good phrase translation table. Similarly
the U alignment also has low scores (0.1062 and
0.0897) on the dev and test sets, respectively. The
best scores for E2F direction for both dev and test
set is obtained using the model based on PMn al-
gorithm. We obtained BLEU scores of 0.1378 on
the dev set and 0.1209 on the test set which is bet-
ter than all heuristic based methods. It is better
by 1.22 absolute BLEU score on the dev set and
1.18 on a test compared to commonly used GDF
(Koehn et al., 2003) heuristics. The above BLEU
scores were all computed based on 1 reference.
Note that for the e2f direction PM, which com-
bines only 2 alignments, is not worse than any of
the heuristic based methods. Also note that the
difference in the BLEU score of PM and PMn is
quite large, which indicates that combining more
than two alignments using the power mean leads
to substantial gains in performance.

Although we saw significant gains on E2F di-

Type PT Size (100K)
I 182.17
H 30.73

GDF 27.65
PM 60.87

PMn 25.67
U 24.54

Table 4: E2F Phrase Table Size

rection we did not see similar gains on F2E di-
rection unfortunately. Matching our expectation
Intersection (I) produced the worse results with
BLEU scores of 0.1145 and 0.1101 on the dev
and test set respectively, as shown in Table 3. Our
PMn algorithm obtained BLEU score of 0.1198
on the dev set and 0.1196 on test set which is
better by 0.83 absolute in dev set over GDF. On
the test set though performance between PMn and
GDF is only slightly different with 0.1196 for
PMn and 0.1204 for GDF. The standard deviation
on test set BLEU scores for F2E direction is only
0.0042 which is one third of the standard devia-
tion in E2F direction at 0.013 signifying that the
alignment seems to make less difference in F2E
direction for our models. One possible explana-
tion for such results is that the Pashto LM for the
E2F direction is trained on a small set of sen-
tences available from training corpus while En-
glish LM for F2E direction was trained on 1.4 mil-
lion sentences. Therefore the English LM, which
is trained on significantly more data, is probably
more robust to translation model errors.

Type PT Size (100K)
I 139.98
H 56.76

GDF 22.96
PM 47.50

PMn 21.24
U 20.33

Table 5: F2E Phrase Table Size

Note that different alignments lead to differ-
ent phrase table (PT) sizes (Figure 2). The inter-
section (I) method has the least number of align-
ment links, and tends to produce the largest phrase
tables, because there are less restrictions on the
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phrases to be extracted. The Union (U) method,
on the other hand, tends to produce the least num-
ber of phrases, because the phrase extraction al-
gorithm has more constraints to satisfy. We ob-
serve that PT produced by intersection is signifi-
cantly larger than others as seen in Tables 4 and
5. The PT size produced by PMn as shown in
Table 4 is between I and U and is significantly
smaller than the other heuristic based methods. It
is 7.1% smaller than GDF heuristic based phrase
table. Similarly in F2E direction as well (Table
5) we see the similar trend where PMn PT size
is smaller than GDF by 4.2%. The decrease in
phrase table size and increase in BLEU scores for
most of the dev and test sets show that our PM
based combined alignments are helping to pro-
duce better MT models.

6 Conclusion and Future Work

We have presented a mathematical formulation for
combining alignment tables based on their power
mean. The presented framework allows us to find
the optimal alignment between intersection and
union by finding the best power mean parameter
between 0 and ∞, which correspond to intersec-
tion and union operations, respectively. We eval-
uated the proposed method empirically by com-
puting BLEU scores in English-Pashto transla-
tion task and also by computing an F-measure
with respect to human alignments. We showed
that the approach is more effective than intersec-
tion, union, the heuristics of (Och and Ney, 2003),
and the grow diagonal final (GDF) algorithm of
(Koehn et al., 2003). We also showed that our al-
gorithm is not limited to two tables, which makes
it possible to jointly optimize the combination of
multiple alignment tables to further increase per-
formance.

In future work we would like to address two
particular issues. First, in this work we converted
power mean outputs to binary alignment links by
simple selection process. We are currently investi-
gating ways to integrate the binary constraint into
the PM-based optimization algorithm. Second,
we do not have to limit ourselves to alignments ta-
bles that are binary. PM based algorithm can com-
bine alignments that are not binary, which makes
it easier to integrate other sources of information

such as posterior probability of word translation
into the alignment combination framework.
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Abstract

Traditional 1-best translation pipelines
suffer a major drawback: the errors of 1-
best outputs, inevitably introduced by each
module, will propagate and accumulate
along the pipeline. In order to alleviate
this problem, we use compact structures,
lattice and forest, in each module instead
of 1-best results. We integrate both lat-
tice and forest into a single tree-to-string
system, and explore the algorithms of lat-
tice parsing, lattice-forest-based rule ex-
traction and decoding. More importantly,
our model takes into account all the proba-
bilities of different steps, such as segmen-
tation, parsing, and translation. The main
advantage of our model is that we can
make global decision to search for the best
segmentation, parse-tree and translation in
one step. Medium-scale experiments show
an improvement of +0.9 BLEU points over
a state-of-the-art forest-based baseline.

1 Introduction

Statistical machine translation (SMT) has wit-
nessed promising progress in recent years. Typi-
cally, conventional SMT is characterized as a 1-
best pipeline system (Figure 1(a)), whose mod-
ules are independent of each other and only take
as input 1-best results from the previous module.
Though this assumption is convenient to reduce
the complexity of SMT systems. It also bring a
major drawback of error propagation. The errors
of 1-best outputs, introduced inevitably in each
phase, will propagate and accumulate along the
pipeline. Not recoverable in the final decoding

(b)source segmentation lattice

parse forest target

source 1-best segmentation

1-best tree target

(a)

Figure 1: The pipeline of tree-based system: (a) 1-
best (b) lattice-forest.

step. These errors will severely hurt the translation
quality. For example, if the accuracy of each mod-
ule is 90%, the final accuracy will drop to 73%
after three separate phases.

To alleviate this problem, an obvious solution
is to widen the pipeline with k-best lists rather
than 1-best results. For example Venugopal et
al. (2008) use k-best alignments and parses in the
training phase. However, with limited scope and
too many redundancies, it is inefficient to search
separately on each of these similar lists (Huang,
2008).

Another efficient method is to use compact data
structures instead of k-best lists. A lattice or forest,
compactly encoded exponentially many deriva-
tions, have proven to be a promising technique.
For example, Mi and Huang (2008), Mi et al.
(2008), Liu et al. (2009) and Zhang et al. (2009)
use forests in rule extraction and decoding phases
to extract more general rules and weaken the influ-
ence of parsing errors; Dyer et al. (2008) use word
lattice in Chinese word segmentation and Arabic
morphological variation phases to weaken the in-
fluence of segmentation errors; Huang (2008) and
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0 1 2 3 4 5 6 7 8 90 1 2 3 4 5 6 7 8 9c0:Bù c1:shı́ c2:yǔ c3:Shā c4:lóng c5:jǔ c6:xı́ng c7:tǎo c8:lùn

(0, 2, NR) (2, 3, CC) (3, 5, NR) (5, 6, VV) (6, 8, NN) (8, 9, NN)

(5, 7, VV) (7, 9, NN)(2, 3, P)

Figure 2: The lattice of the example:“ Bù shı́ yǔ Shā lóng jǔ xı́ng tǎo lùn.” The solid lines show the 1-best
result, which is wrong.

Jiang et al. (2008b) stress the problems in re-
ranking phase. Both lattices and forests have be-
come popular in machine translation literature.

However, to the best of our knowledge, previous
work only focused on one module at a time. In this
paper, we investigate the combination of lattice
and forest (Section 2), as shown in Figure 1(b).
We explore the algorithms of lattice parsing (Sec-
tion 3.2), rule extraction (Section 4) and decod-
ing (Section 5). More importantly, in the decoding
step, our model can search among not only more
parse-trees but also more segmentations encoded
in the lattice-forests and can take into account all
the probabilities of segmentations and parse-trees.
In other words, our model postpones the disambi-
guition of segmentation and parsing into the final
translation step, so that we can do global search
for the best segmentation, parse-tree and transla-
tion in one step. When we integrate a lattice into
a forest system, medium-scale experiments (Sec-
tion 6) show another improvement of +0.9 BLEU
points over a state-of-the-art forest-based system.

2 Compact Structures

A word lattice (Figure 2) is a compact representa-
tion of all the possible of segmentations and POS
tags, while a parse forest (Figure 5) is a compact
representation of all parse trees.

2.1 Word Lattice

For a given input sentence C = c0..cn−1, where
ci denotes a character at position i, and n is the
length of the sentence.

A word lattice (Figure 2), or lattice in short, is
a set of edges L, where each edge is in the form
of (i, j, X), which denotes a word of tag X , cov-
ering characters ci through cj−1. For example, in
Figure 2, (7, 9, NN) is a noun “tǎolùn” of two char-
acters.

The lattice in Figure 2 shows result of the ex-
ample:“ Bù shı́ yǔ Shā lóng jǔ xı́ng tǎo lùn ”.
One ambiguity comes from the POS tag of word
“yǔ” (preposition (P) or conjunction (CC)). The
other one is the segmentation ambiguity of the last
four characters, we can segment into either “jǔ
xı́ngtǎo lùn” (solid lines), which means lift, beg-
ging and argument separately for each word or
“jǔxı́ng tǎolùn” (dashed lines), which means hold
a discussion.

lift begging argument

5 jǔ 6 xı́ng 7 tǎo 8 lùn 9

hold a discussion

The solid lines above (and also in Figure 2)
show the 1-best result, which is obviously wrong.
If we feed it into the next modules in the SMT
pipeline, parsing and translation will be become
much more difficult, since the segmentation is not
recoverable. So it is necessary to postpone er-
ror segmentation decisions to the final translation
step.

2.2 Parse Forest

In parsing scenario, a parse forest (Figrure 5), or
forest for short, can be formalized as a hyper-
graph H , a pair 〈V, E〉, where node v ∈ V is in
the form of Xi,j , which denotes the recognition of
nonterminal X spanning the substring ci:j−1 from
positions ci through cj−1. Each hyperedge e ∈ E
is a pair 〈tails(e), head(e)〉, where head(e) ∈ V
is the consequent node in an instantiated deduc-
tive step, and tails(e) ∈ (V )∗ is the list of an-
tecedent nodes.

For the following deduction:

NR0,2 CC2,3 NR3,5

NP0,5 (*)
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its hyperedge e∗ is notated:

〈(NR0,2, CC2,3, NR3,5), NP0,5〉.

where

head(e∗) = {NP0,5}, and
tails(e∗) = {NR0,2, CC2,3, NR3,5}.

We also denote IN (v) to be the set of incoming
hyperedges of node v, which represents the dif-
ferent ways of deriving v. For simplicity, we only
show a tree in Figure 5(a) over 1-best segmenta-
tion and POS tagging result in Figure 2. So the
IN (NP0,5) is {e∗}.

3 Lattice Parsing

In this section, we first briefly review the con-
ventional CYK parsing, and then extend to lattice
parsing. More importantly, we propose a more ef-
ficient parsing paradigm in Section 3.3.

3.1 Conventional Parsing

The conventional CYK parsing algorithm in Fig-
ure 3(a) usually takes as input a single sequence of
words, so the CYK cells are organized over words.
This algorithm consists of two steps: initialization
and parsing. The first step is to initialize the CYK
cells, whose span size is one, with POS tags pro-
duced by a POS tagger or defined by the input
string1. For example, the top line in Figure 3(a)
is initialized with a series of POS tags in 1-best
segmentation. The second step is to search for the
best syntactic tree under a context-free grammar.
For example, the tree composed by the solid lines
in Figure 5(a) shows the parsing tree for the 1-best
segmentation and POS tagging results.

3.2 Lattice Parsing

The main differences of our lattice parsing in Fig-
ure 3(b) from conventional approach are listed in
following: First, the CYK cells are organized over
characters rather than words. Second, in the ini-
tialization step, we only initialize the cells with
all edges L in the lattice. Take the edge (7, 9,
NN) in Figure 2 for example, the corresponding
cell should be (7, 9), then we add a leaf node
v = NN7,9 with a word tǎolùn. The final initial-
ization is shown in Figure 3(b), which shows that

1For simplicity, we assume the input of a parser is a seg-
mentation and POS tagging result

0 Bù 1 shı́ 2 yǔ 3Shā 4lóng 5 jǔ 6xı́ng 7tǎo 8 lùn 9

NR CC NR VV NN NN

NP VPB

IP

O(n3
w)

(a): Parsing over 1-best segmentation

0 Bù 1 shı́ 2 yǔ 3Shā 4lóng 5 jǔ 6xı́ng 7tǎo 8 lùn 9

NR
CC,P

NR
VV
VV NN NN

NN

NP VPB

IP

PP

VP

O(n3)

(b): Parsing over characters

0 Bù 1 shı́ 2 yǔ 3Shā 4lóng 5 jǔ 6xı́ng 7tǎo 8 lùn 9

NR CC,P NR VV
VV NN NN

NN

NP VPB

IP

PP

VP
O(n3

r)

(c): Parsing over most-refined segmentation

Figure 3: CKY parsing charts (a): Conventional
parsing over 1-best segmentation. (b): Lattice
parsing over characters of input sentence. (c): Lat-
tice parsing over most-refined segmentation of lat-
tice. nw and nr denotes the number of tokens over
the 1-best segmentation and the most-refined seg-
menation respectively, and nw ≤ nr ≤ n.

lattice parsing can initialize the cells, whose span
size is larger than one. Third, in the deduction step
of the parsing algorithm i, j, k are the indexes be-
tween characters rather than words.

We formalize our lattice parser as a deductive
proof system (Shieber et al., 1994) in Figure 4.

Following the definitions of the previous Sec-
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tion, given a set of edges L of a lattice for an in-
put sentence C = c0..cn−1 and a PCFG grammar:
a 4-tuple 〈N, Σ, P, S〉, where N is a set of non-
terminals, Σ is a set of terminal symbols, P is a
set of inference rules, each of which is in the form
of X → α : p for X ∈ N , α ∈ (N ∪ Σ)∗ and p is
the probability, and S ∈ N is the start symbol. The
deductive proof system (Figure 4) consists of ax-
ioms, goals and inference rules. The axioms are
converted by edges in L. Take the (5, 7, NN) as-
sociated with a weight p1 for example, the corre-
sponding axiom is NN→ tǎolùn : p1. All axioms
converted from the lattice are shown in Figure 3(b)
exclude the italic non-terminals. Please note that
all the probabilities of the edges L in a lattice are
taken into account in the parsing step. The goals
are the recognition X0,n ∈ S of the whole sen-
tence. The inference rules are the deductions in
parsing. Take the deduction (*) for example, it will
prove a new item NP0,5 (italic NP in Figure 3(b))
and generate a new hyper-edge e∗ (in Figure 5(b)).
So the parsing algorithm starts with the axioms,
and then applies the inference rules to prove new
items until a goal item is proved. The final whole
forest for the input lattice (Figure 2) is shown in
Figure 5(b). The extra hyper-edges of lattice-forest
are highlighted with dashed lines, which can in-
ference the input sentence correctly. For example:
“yǔ” is tagged into P rather than CC.

3.3 Faster Parsing with Most-refined Lattice

However, our statistics show that the average num-
ber of characters n in a sentence is 1.6 times than
the number of words nw in its 1-best segmenta-
tion. As a result, the parsing time over the charac-
ters will grow more than 4 times than parsing over
the 1-best segmentation, since the time complexity
is O(n3). In order to alleviate this problem, we re-
duce the parsing time by using most-refined seg-
mentation for a lattice, whose number of tokens
is nr and has the property nw ≤ nr ≤ n.

Given a lattice with its edges L over indexes
(0, .., n), a index i is a split point, if and only if
there exists some edge (i, j, X) ∈ L or (k, i, X) ∈
L. The most-refined segmentation, or ms for
short, is the segmentation result by using all split
points in a lattice. For example, the corresponding
ms of the example is “Bùshı́ yǔ Shālóng jǔ xı́ng
tǎo lùn” since points 1 and 4 are not split points.

Item form: Xi,j

Axioms:
Xi,j : p(i, j, X)

(i, j, X) ∈ L

Infer. rules:
Xi,k : p1 Yk,j : p2

Zi,j : pp1p2
Z → XY : p ∈ P

Goals: X0,n

Figure 4: Lattice parsing as deductive proof sys-
tem. The i, j, k are the indexes between characters.

Figure 3(c) shows the CKY parsing cells over
most-refined segmentation, the average number
of tokens nr is reduced by combining columns,
which are shown with red dashed boxes. As a re-
sult, the search space is reduced without losing any
derivations. Theoretically, the parsing over fs will
speed up in O((n/nr)

3). And our experiments in
Section 6 show the efficiency of our new approach.

It turns out that the parsing algorithm developed
in lattice-parsing Section 3.2 can be used here
without any change. The non-terminals inducted
are also shown in Figure 3(c) in italic style.

4 Rule Extraction with Lattice & Forest

We now explore the extraction algorithm from
aligned source lattice-forest and target string2,
which is a tuple 〈F, τ, a〉 in Figure 5(b). Following
Mi and Huang (2008), we extract minimal rules
from a lattice-forest also in two steps:

(1) frontier set computation

(2) fragmentation

Following the algorithms developed by Mi and
Huang (2008) in Algorithm 1, all the nodes in
frontier set (fs) are highlighted with gray in Fig-
ure 5(b).

Our process of fragmentation (lines 1- 13) is
to visit each frontier node v and initial a queue
(open) of growing fragments with a pair of empty
fragment and node v (line 3). Each fragment is as-
sociated with a list of expansion sites (front) being

2For simplicity and consistency, we use character-based
lattice-forest for the running example. The “Bù” and “shı́”
are aligned to the same word “Bush”. In our experiment,
we use most-refined segmentation to run lattice-parsing and
word alignment.
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IP0,9

NP0,5 VPB5,9

(a)

0 1 2 3 4 5 6 7 8 9.Bù .shı́ .yǔ .Shā .lóng .jǔ .xı́ng .tǎo .lùn

.NR0,2 .CC2,3 .NR3,5 .VV5,6 .NN6,8 .NN8,9

e∗

IP0,9

NP0,5 VP2,9

PP2,5 VPB5,9

(b)

0 1 2 3 4 5 6 7 8 9.Bù .shı́ .yǔ .Shā .lóng .jǔ .xı́ng .tǎo .lùn

. NR0,2 . CC2,3 . NR3,5 .VV5,6 .NN6,8 .NN8,9. VV5,7 . NN7,9. P2,3

e∗

Bush held a discussion with Sharon

Forest only (Minimal rules) Lattice & forest (Extra minimal rules)

(c)

IP(NP(x1:NR x2:CC x3:NR) x4:VPB) IP(x1:NR x2:VP)→ x1 x2

→ x1 x4 x2 x3 VP(x1:PP x2:VPB)→ x2 x1

CC(yǔ)→with PP(x1:P x2:NR)→ x1 x2

NR(Shālóng)→Sharon P(yǔ)→with
NR(Bùshı́)→Bush VPB(x1:VV x2:NN)→ x1 x2

VPB(VV(jǔ) NN(xı́ngtǎo) NN(lùn)) VV(jǔxı́ng)→held
→held a discussion NN(tǎolùn)→a discussion

Figure 5: (a): The parse forest over the 1-best segmentation and POS tagging result. (b): Word-aligned
tuple 〈F, τ, a〉: the lattice-forest F , the target string τ and the word alingment a. The solid hyperedges
form the forest in (a). The dashed hyperedges are the extra hyperedges introduced by the lattice-forest.
(c): The minimal rules extracted on forest-only (left column), and the extra minimal rules extracted on
lattice-forest (right column).

the subset of leaf nodes of the current fragment
that are not in the fs except for the initial node
v. Then we keep expanding fragments in open in

following way. If current fragment is complete,
whose expansion sites is empty, we extract rule
corresponding to the fragment and its target string
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Code 1 Rule Extraction (Mi and Huang, 2008).
Input: lattice-forest F , target sentence τ , and
alignment a
Output: minimal rule setR

1: fs ← FROSET(F, τ, a) � frontier set
2: for each v ∈ fs do
3: open ← {〈∅, {v}〉} � initial queue
4: while open 	= ∅ do
5: 〈frag , front〉 ← open.pop()
6: if front = ∅ then � finished?
7: generate a rule r using frag
8: R.append(r)
9: else � incomplete: further expand

10: u← front .pop() � expand frontier
11: for each e ∈ IN (u) do
12: f ← front ∪ (tails(e) \ fs)
13: open .append(〈frag ∪ {e}, f 〉)

(line 7) . Otherwise we pop one expansion node
u to grow and spin-off new fragments by IN (u),
adding new expansion sites (lines 11- 13), until all
active fragments are complete and open queue is
empty.

The extra minimal rules extracted on lattice-
forest are listed at the right bottom of Figure 5(c).
Compared with the forest-only approach, we can
extract smaller and more general rules.

After we get all the minimal rules, we com-
pose two or more minimal rules into composed
rules (Galley et al., 2006), which will be used in
our experiments.

For each rule r extracted, we also assign a frac-
tional count which is computed by using inside-
outside probabilities:

c(r) =
α(root(r)) · P(lhs(r)) · Q

v∈yield(root(r)) β(v)

β(TOP)
,

(1)

where root(r) is the root of the rule, lhs(r) is
the left-hand-side of rule, rhs(r) is the right-
hand-side of rule, P(lhs(r)) is the product of
all probabilities of hyperedges involved in lhs(r),
yield(root(r)) is the leave nodes, TOP is the root
node of the forest, α(v) and β(v) are outside and
inside probabilities, respectively.

Then we compute three conditional probabili-
ties for each rule:

P(r | lhs(r)) =
c(r)∑

r′:lhs(r′)=lhs(r) c(r′)
(2)

P(r | rhs(r)) =
c(r)∑

r′:rhs(r′)=rhs(r) c(r′)
(3)

P(r | root(r)) =
c(r)∑

r′:root(r′)=root(r) c(r′)
. (4)

All these probabilities are used in decoding step
(Section 5). For more detail, we refer to the algo-
rithms of Mi and Huang (2008).

5 Decoding with Lattice & Forest

Given a source-side lattice-forest F , our decoder
searches for the best derivation d∗ among the set of
all possible derivation D, each of which converts
a tree in lattice-forest into a target string τ :

d∗ = argmax
d∈D,T∈F

P (d|T )λ0 · eλ1|d|

· LM(τ(d))λ2 · eλ3|τ(d)|,
(5)

where |d| is the penalty term on the number of
rules in a derivation, LM(τ(d)) is the language
model and eλ3|τ(d)| is the length penalty term on
target translation. The P (d|T ) decomposes into
the product of rule probabilities P (r), each of
which is decomposed further into

P (d|T ) =
∏

r∈d

P (r). (6)

Each P (r) in Equation 6 is decomposed further
into the production of five probabilities:

P(r) = P(r|lhs(r))λ4

· P(r|rhs(r))λ5

· P(r|root(lhs(r))λ6

· Plex(lhs(r)|rhs(r))λ7

· Plex(rhs(r)|lhs(r))λ8 ,

(7)

where the last two are the lexical probabilities be-
tween the terminals of lhs(r) and rhs(r). All the
weights of those features are tuned by using Min-
imal Error Rate Training (Och, 2003).

Following Mi et al. (2008), we first convert the
lattice-forest into lattice translation forest with the
conversion algorithm proposed by Mi et al. (2008),
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and then the decoder finds the best derivation on
the lattice translation forest. For 1-best search, we
use the cube pruning technique (Chiang, 2007;
Huang and Chiang, 2007) which approximately
intersects the translation forest with the LM. For
k-best search after getting 1-best derivation, we
use the lazy Algorithm 3 of Huang and Chiang
(2005) to incrementally compute the second, third,
through the kth best alternatives.

For more detail, we refer to the algorithms of
Mi et al. (2008).

6 Experiments

6.1 Data Preparation

Our experiments are on Chinese-to-English trans-
lation. Our training corpus is FBIS corpus with
about 6.9M/8.9M words in Chinese/English re-
spectively.

We use SRI Language Modeling Toolkit (Stol-
cke, 2002) to train a 4-gram language model with
Kneser-Ney smoothing on the first 1/3 of the Xin-
hua portion of Gigaword corpus.

We use the 2002 NIST MT Evaluation test set
as development set and the 2005 NIST MT Eval-
uation test set as test set. We evaluate the trans-
lation quality using the case-insensitive BLEU-4
metric (Papineni et al., 2002). We use the standard
MERT (Och, 2003) to tune the weights.

6.1.1 Baseline Forest-based System

We first segment the Chinese sentences into the
1-best segmentations using a state-of-the-art sys-
tem (Jiang et al., 2008a), since it is not necessary
for a conventional parser to take as input the POS
tagging results. Then we parse the segmentation
results into forest by using the parser of Xiong et
al. (2005). Actually, the parser will assign multiple
POS tags to each word rather than one. As a result,
our baseline system has already postponed the
POS tagging disambiguition to the decoding step.
Forest is pruned by using a marginal probability-
based pruning algorithm similar to Huang (2008).
The pruning threshold are pf = 5 and pf = 10 at
rule extraction and decoding steps respectively.

We word-align the strings of 1-best segmenta-
tions and target strings with GIZA++ (Och and
Ney, 2000) and apply the refinement method
“grow-diag-final-and” (Koehn et al., 2003) to get
the final alignments. Following Mi and Huang

(2008) and Mi et al. (2008), we also extract rules
from forest-string pairs and translate forest to
string.

6.1.2 Lattice-forest System

We first segment and POS tag the Chinese sen-
tences into word lattices using the same sys-
tem (Jiang et al., 2008a), and prune each lat-
tice into a reasonable size using the marginal
probability-based pruning algorithm.

Then, as current GIZA++ (Och and Ney, 2000)
can only handle alignment between string-string
pairs, and word-alingment with the pairs of Chi-
nese characters and target-string will obviously re-
sult in worse alignment quality. So a much better
way to utilize GIZA++ is to use the most-refined
segmentation for each lattice instead of the char-
acter sequence. This approach can be viewed as a
compromise between character-string and lattice-
string word-alignment paradigms. In our exper-
iments, we construct the most-refined segmen-
tations for lattices and word-align them against
the English sentences. We again apply the refine-
ment method “grow-diag-final-and” (Koehn et al.,
2003) to get the final alignments.

In order to get the lattice-forests, we modi-
fied Xiong et al. (2005)’s parser into a lattice
parser, which produces the pruned lattice forests
for both training, dev and test sentences. Finally,
we apply the rule extraction algorithm proposed in
this paper to obtain the rule set. Both lattices and
forests are pruned using a marginal probability-
based pruning algorithm similar to Huang (2008).
The pruning threshold of lattice is pl = 20 at both
the rule extraction and decoding steps, the thresh-
olds for the latice-forests are pf = 5 and pf = 10
at rule extraction and decoding steps respectively.

6.2 Results and Analysis

Table 1 shows results of two systems. Our lattice-
forest (LF) system achieves a BLEU score of
29.65, which is an absolute improvement of 0.9
points over the forest (F) baseline system, and the
improvement is statistically significant at p < 0.01
using the sign-test of Collins et al. (2005).

The average number of tokens for the 1-best
and most-refined segmentations are shown in sec-
ond column. The average number of characters
is 46.7, which is not shown in Table 1. Com-
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Sys
Avg # of Rules

BLEU
tokens links All dev&tst

F 28.7 35.1 29.6M 3.3M 28.75
LF 37.1 37.1 23.5M 3.4M 29.65

Table 1: Results of forest (F) and lattice-forest
(LF) systems. Please note that lattice-forest system
only extracts 23.5M rules, which is only 79.4% of
the rules extracted by forest system. However, in
decoding step, lattice-forest system can use more
rules after filtered on dev and test sets.

pared with the characters-based lattice parsing, our
most-refined lattice parsing speeds up parsing by
(37.1/46.7)3 ≈ 2 times, since parsing complexity
is O(n3).

More interestingly, our lattice-forest model only
extracts 23.5M rules, which is 79.4% percent of
the rules extracted by the baseline system. The
main reason lies in the larger average number
of words for most-refined segmentations over lat-
tices being 37.1 words vs 28.7 words over 1-best
segmentations. With much finer granularity, more
word aligned links and restrictions are introduced
during the rule extraction step by GIZA++. How-
ever, more rules can be used in the decoding step
for the lattice-forest system, since the lattice-forest
is larger than the forest over 1-best segmentation.

We also investigate the question of how often
the non 1-best segmentations are picked in the fi-
nal translation. The statistic on our dev set sug-
gests 33% of sentences choose non 1-best segmen-
tations. So our lattice-forest model can do global
search for the best segmentation and parse-tree to
direct the final translation. More importantly, we
can use more translation rules in the translation
step.

7 Related Works

Compactly encoding exponentially many deriva-
tions, lattice and forest have been used in some
previous works on SMT. To alleviate the prob-
lem of parsing error in 1-best tree-to-string trans-
lation model, Mi et al. (2008) first use forest to
direct translation. Then Mi and Huang (2008) use
forest in rule extraction step. Following the same
direction, Liu et al. (2009) use forest in tree-
to-tree model, and improve 1-best system by 3
BLEU points. Zhang et al. (2009) use forest in

tree-sequence-to-string model and also achieve a
promising improvement. Dyer et al. (2008) com-
bine multiple segmentations into word lattice and
then use lattice to direct a phrase-based transla-
tion decoder. Then Dyer (2009) employ a single
Maximum Entropy segmentation model to gen-
erate more diverse lattice, they test their model
on the hierarchical phrase-based system. Lattices
and forests can also be used in Minimal Error
Rate Training and Minimum Bayes Risk Decod-
ing phases (Macherey et al., 2008; Tromble et al.,
2008; DeNero et al., 2009; Kumar et al., 2009; Li
and Eisner, 2009). Different from the works listed
above, we mainly focus on how to combine lattice
and forest into a single tree-to-string system.

8 Conclusion and Future Work

In this paper, we have proposed a lattice-forest
based model to alleviate the problem of error prop-
agation in traditional single-best pipeline frame-
work. Unlike previous works, which only focus on
one module at a time, our model successfully in-
tegrates lattice into a state-of-the-art forest tree-to-
string system. We have explored the algorithms of
lattice parsing, rule extraction and decoding. Our
model postpones the disambiguition of segmenta-
tion and parsing into the final translation step, so
that we can make a more global decision to search
for the best segmentation, parse-tree and transla-
tion in one step. The experimental results show
that our lattice-forest approach achieves an abso-
lute improvement of +0.9 points in term of BLEU
score over a state-of-the-art forest-based model.

For future work, we would like to pay more
attention to word alignment between lattice pairs
and forest pairs, which would be more principled
than our current method of word alignment be-
tween most-refined segmentation and string.
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Abstract

In this paper, an automatic method for 
Persian WordNet construction based on 
Prenceton WordNet 2.1 (PWN) is intro-
duced. The proposed approach uses Per-
sian and English corpora as well as a bi-
lingual dictionary in order to make a 
mapping between PWN synsets and Per-
sian words. Our method calculates a score 
for each candidate synset of a given Per-
sian word and for each of its translation,
it selects the synset with maximum score 
as a link to the Persian word. The manual 
evaluation on selected links proposed by 
our method on 500 randomly selected 
Persian words, shows about 76.4% quali-
ty respect to precision measure. By aug-
menting the Persian WordNet with the 
un-ambiguous words, the total accuracy 
of automatically extracted Persian Word-
Net is about 82.6% which outperforms 
the previously semi-automated generated 
Persian WordNet by about 12.6%.

1 Introduction

In Natural Language Processing (NLP) wide cov-
erage lexical databases are used in different area 
such as information retrieval and cross-language 
information retrieval. WordNet is an example for 
a lexical database that groups words into sets of 
synonyms and categorizes them in four categories:
noun, verb, adjective and adverb and records 
various relations between synonym sets. A broad 
overview of the different PWN applications such 
as "Machine Translation", "Information Retriev-
al", "Document Classification", "Query Answer-
ing" and "Conceptual Identification" have been 
presented in (Morato et al., 2004).
PWN was created and maintained since 1990s. 
After this WordNet for other languages have 

been under development and new projects start 
every year. PWN database contains about 150000 
words organized in over 115000 synsets. 

Manual construction of WordNet is a time 
consuming task and requires linguistic know-
ledge. A number of automatic methods were pro-
posed for constructing WordNet for other lan-
guages that use PWN and other existing lexical 
resources. In order to help the development of 
WordNets for other languages rather than English, 
especially for European one, a project named Eu-
roWordNet was found (Vossen, 1999), in which a 
number of automatic methods for construction of
such databases were proposed (Farreres et al., 
1998).

There have been some other efforts to create a 
WordNet for Persian language (Famian, 2007;
Rouhizadeh et al., 2008; Shamsfard, 2008) but 
there exists no Persian WordNet yet that covers 
all Persian words in dictionary and comparable 
with PWN. These projects have tried to construct 
Persian WordNet in the manually or semi auto-
matic manner. In (Shamsfard, 2008) a semi au-
tomatic method is proposed in which for each 
Persian word a number of PWN synsets are sug-
gested by system in order to be supervised by a 
human annotator to select a relevant synset. 
Based on experiments mentioned by Shamsfard
(2008), the proposed WordNet extracted automat-
ically by the system, retrieved about 70% accura-
cy.

In this paper a fully automatic method for con-
structing a large-scale Persian WordNet from 
available resource such as PWN, MRDs and cor-
pora has been proposed. Our approach uses dif-
ferent word similarity metrics like mutual infor-
mation and WordNet similarity to map Persian 
words to appropriate PWN synsets. 

2 Related Works

In the related field of automatic and semi 
automatic WordNet construction, several efforts 
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have been made. In (Shamsfard, 2008) a semi 
automatic method has been used for developing a 
lexical ontology called FarsNet for Persian 
language. About 1500 verbs and 1500 nouns have 
been gathered manually to make WorldNet's 
core. Then some heuristics and Word Sense 
Disambiguation (WSD) methods have been used 
to find the most likely related Persian synsets.  

According to the first heuristic, a Persian word 
has only one synset if it’s be translated to a single 
English word. In this case no ambiguity exists for 
the Persian word whose one of synsets will be 
equivalent with that of English word. In other 
cases, second heuristic is used: if two translations 
of a Persian word have only one common synset 
then for the Persian word this common synset is 
selected. The existence of a single common 
synset in fact implies the existence of a single 
common sense between the two words and 
therefore their Persian translations shall be 
connected to this synset (Shamsfard, 2008). For 
words whose English translations have more than 
one synset and second heuristic cannot find the 
appropriate synset, WSD methods have been 
used to select correct synset. For each candidate 
synset, a score is calculated using the measure of 
semantic similarity and synset gloss words. 
Manual evaluation of the proposed automatic 
method in this research shows 70% correctness 
and covers about 6500 Entries on WordNet. 

In (Sathapornrungkij and Pluempitiwiriyawej,
2005) a semi-automatic approach has been 
described to construct the Thai WordNet lexical 
database from WordNet and LEXiTRON 
machine readable dictionaries. Thai WordNet 
synsets have been derived from the PWN. The 
candidate links between Thai words and synsets 
have been derived from semantic links which are 
obtained from WordNet and the translation links 
which are obtained from LEXiTRON.  In order to 
derive links between Thai words and PWN
synsets, 13 criteria have been used which are 
categorized into three groups: monosemic, 
polysemic and structural criteria. Monosemic 
criteria focus on an English word which has only 
one meaning. Such English word has one synset 
in PWN. Polysemic criteria focus on an English 
word which has multiple meaning. Such English 
word has multiple synset in PWN. Structural 
criteria focus on the structural relations among 
synsets with respect to WordNet 1.7. In order to 

verify links that constructed using these 13 
criteria, stratified sampling technique has been 
applied and for each criterion 400 links have been 
verified manually. The results of verification 
show that the best criterion has 92% correctness 
and the lowest correctness is equal 49.25%.

In PWN, there is a gloss for each synset that 
can be used in automatic WordNet construction. 
In (Kaji and Watanabe, 2006) this information
has been used for automatic construction of 
Japanese WordNet. Given an English synset, it
calculates the score for each of its Japanese 
translation candidates according to the gloss 
appended to the synset. A pair of words is called 
associated if mutual information between them be 
larger than a threshold. The score is defined as 
the sum of correlations between the translation 
candidate and the associated words appearing in 
the gloss. Whereas availability of bilingual 
corpora is limited, for calculating pair wise 
correlation between the Japanese translations of 
an English word and its associated words an 
iteratively approach has been proposed that 
calculate this correlation without using bilingual 
corpora.

In (Lee et al., 2000) a set of automatic WSD 
techniques have been described for linking 
Korean words collected from a bilingual MRD to 
PWN synsets. For a given synset, 6 individual 
heuristic scores are calculated and then a decision 
tree is used to combine these scores to classify 
the synset as linking or discarding. In order to 
make the decision tree, a set of synsets have been 
labeled manually as linking or discarding and 
corresponding heuristic scores have been 
calculated and then used for training data set. To 
evaluate the accuracy of proposed method the 
candidate synsets of 3260 senses of Korean 
words have been classified manually as linking or 
discarding. This test set has been used to 
calculate precision of each heuristic. The results 
of experiments show that the precision of all 
heuristics is better than random mapping and the 
best heuristic have 75.21% precision. The 
combination of heuristics using decision tree 
shows 93.59% precision.

3 Automatic Persian WordNet Con-
struction

Each Persian word can have several English 
translations and each English translation has also 
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several PWN synsets. For a given Persian word, a 
bilingual dictionary is used to extract English 
equivalent words, and then a set of candidate 
synset is generated using PWN that contains all 
synsets of English translations of Persian word. 
As in (Shamsfard, 2008), if the English transla-
tion of a given Persian word has only one synset 
in PWN, then the Persian word is linked to this 
PWN synset directly, or if for a candidate synset 
at least two English translations belong to it, then 
Persian word is linked to this PWN synset.

In other cases, a score is calculated for each 
remaining candidate synset and the synset with 
maximum score is selected as an appropriate syn-
set of the Persian word. Note that after selecting a 
synset, all synsets that share English words are 
removed from candidate synsets.
The following resources have been used in the 
process of score calculation:

PWN: synset words, synset definition
and hypernymy relations have been used.
Bilingual dictionary (Persian – English)
Raw Persian text corpus for extracting  
related words of a given Persian word
Raw English text corpus for extracting 
mutual information between English 
words

Text corpora have been used to extract the re-
lated words of any given word. To do this, Mu-
tual Information (MI) metric between any words 
in corpus and given Persian word are calculated 
and n-best words with higher MI values are se-
lected. Mutual Information of pair x and x’ is 
defined as follows:

( , ) =
( , )

( ) ( )
(1)

In formula 1, n(x, x’) is co-occurrence fre-
quency of x and x’ in corpus. This frequency is 
calculated using a window with specific size. n(x) 
is the frequency of word x in corpus and N is the 
number of unique words in corpus. 
So, in order to select the most related words for a 
given Persian word, an additional step is consi-
dered. For each Persian word w, other related 
Persian words with highest mutual information 
are selected and considered as a set R = {r1, r2, …, 
rn}. Then for each Persian word ri a similar 
process is used and a set of words is extracted 
that is called Ri. If Ri contains the word w, then ri

is selected as the related word for w and other-
wise discarded. 

After extracting the related words of the given 
Persian word, a Persian to English dictionary has 
been used to find equivalent translation of each 
related word. These words are referred as Related 
Translation Set (RTS). In scoring algorithm 
words that appear in gloss of each synset and 
words that appear in hypernym synset are called 
Gloss Words (GW). These words are considered 
as related words to the candidate synset and dis-
tinguish each synset from other. 

Now for each candidate synset of a given Per-
sian word a score is calculated that is based on 
the idea that two related words in the two-side 
languages share the same words in the correlation 
set. That is, if Persian word w relates to English 
synset e, then other co-related Persian words r1,
r2, …, rn which have gotten the best MI respect to 
w, should be related to the same synset e again. 

Based on the above notion, the score of each 
candidate synset S can be estimated as follow:

( ) =

( , ) ( , ) (2)

The score of synset S is defined as summation 
on product of semantic similarity between words 
in RTS and synset S, and mutual information be-
tween words in RTS and words in GW. In (Pe-
dersen et al., 2004) several methods for calculat-
ing semantic similarity based on WordNet's 
structure have been presented. Some of these me-
thods are based on path lengths between concepts 
and some of them are based on information con-
tent. One of these methods is named path in 
which for each word w and synset s is defined as 
inverse of shortest path length between any syn-
set of w and s. In our experiments the measure 
path has been used and calculated using formula 
3.

( , )

=
1

minsi synsets of w( ( , ))
(3)

In formula 2 the words from RTS which has less 
similarity to synset s has little effect on the 
amount of score in synset.
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4 Experiments and Evaluations

Persian WordNet constructor components are 
Word Translator, Related Word Extractor, Synset 
Extractor and Synset Selector. Persian words and 
their selected synsets are input and output of this 
system. Persian word is given as input to the 
Word Translator and Related Word Extractor 
components.  In our experiment, 10 words with 
highest MI to the given Persian word are ex-
tracted using Related Word Extractor. For this 
purpose, 3000 documents of IRNA 1 newspaper 
text corpus have been used. IRNA is a news 
agency published their news on different lan-
guages, mainly on Persian. In order to count the 
number of co-occurrences of words x and x’, a 
window with the size of 20 words was considered. 
Translations of related words and candidate syn-
sets are given to Synset Selector and appropriate 
synsets for the given Persian word are selected. 
In this step PWN is used for semantic similarity 
calculation and an English text corpus (USENET 
corpus) is used to calculate mutual information. 
Table 1 shows the number of words and docu-
ments in the Persian and English text corpora.
About 30698 Persian words from Aryanpour 2

Persian to English dictionary has been used for 
constructing Persian WordNet. 

Num of docu-
ments

Num of Unique 
Words

Persian 3000 32197
English 3000 32899

Table 1: number of documents and unique 
words in Persian and English corpuses

As it was mentioned in the previous section,
Persian words were linked to PWN synsets in the 
two different ways. Some links was selected di-
rectly without calculating their score by using 
some heuristics. We call these links as unambi-
guous links. Some of these links are shown in 
table 2. As it shown in the table, unambiguous 
links are wrong in some cases. For example in the 
case of '<barchasb>tag', a verb synset is selected 
while the Persian word is noun, so the selection is 
judged as incorrect. If the part of speech tag in-
formation of word is used in this example the 
correct synset would be selected.

1 Islamic Republic News Agency (http://www.irna.ir)
2 http://www.aryanpour.com/

Another type of links are ambiguous links, in 
which a scoring method is used for selecting the 
appropriate synset. Examples of these links are 
shown in table 3. As it’s shown in the table, the 
word '<karmozd>commission' has been linked to
6th sense of word 'commission' that is wrong. In 
constructed Persian WordNet also word 
'<farman>commission' has been linked to this 
sense of word 'commission' but the word 
'<karmozd>commission' and the word 
'<farman>commission' have less similarity to-
gether. In this example link between 
'<farman>commission' and 6th sense of word 
'commission' is an unambiguous link. Therefore 
we can avoid of selecting this synset for 
'<karmozd>commission' using this information.
In order to evaluate the quality of the selected 
links, 500 Persian words have been randomly 
selected and the accuracy of selected synsets has 
been evaluated manually. Table 4 summarizes the 
results of this evaluation. As it’s shown in the 
table, the precision of unambiguous links is about 
95.8% while this precision is 76.4% for the am-
biguous links. The weighted average precision of 
the whole links in our automatically generated 
Persian WordNet is 82.6%, which outperforms 
the only comparable semi-automated Persian
WordNet which was previously presented by 
(Shamsfard, 2008), about 12.5%. Also, by com-
paring the PWN coverage rate of these Persian 
WordNets, it reveals that our result covered 
29716 entries on PWN which it is about 4 times 
more than the previously generated Persian 
WordNet. 

Precision
Unambiguous links 95.8%

Ambiguous links 76.4%
All links 82.6%

Table 4: accuracy of selected links for 
500 words

The experimental results reveal that in PWN 
there is a short gloss for some synsets which 
makes the calculated score for those synsets to be 
lower than other candidate synsets of a given Per-
sian word. This problem can be overcome by 
normalizing the scores of candidate synset of a 
given Persian word, i.e. by dividing the score of 
each synset by the number of words in GW. An-
other solution of this problem is proposed by 
(Kaji and Watanabe, 2006). In (Kaji and Wata-
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Persian word English translation Selected synset Gloss Correct 
/incorrect

<mosen>
aged aged, elderly, old aged, elderly people who are old collectively correct

<barchasb>
tag tag, label, mark tag, label, mark attach a tag or label to incorrect

Table 2: Examples of unambiguous links

Persian 
word

English 
translation Selected synset Gloss Correct 

/incorrect
<enteshar>
publication publication publication the communication of something to the pub-

lic; making information generally known correct

<karmozd>
commission commission commission, charge, 

direction
a formal statement of a command or injunc-

tion to do something incorrect

Table 3: Examples of ambiguous links

nabe, 2006), the gloss is given as a query to 
text retrieval engine and the words that appear 
as the answer of this query are used instead of 
the words of gloss. In our experiments, the first 
solution is  chosen which retrived the results 
shown in table 4.

5 Conclusion

This paper explored a method for automati-
cally linking WordNet synsets to Persian words 
using pre-existing lexical resources such as Per-
sian and English text corpora and PWN. The 
proposed method calculates a score for each 
candidate synset of a given Persian word and 
selects the synset with maximum score to be 
linked to the Persian word. This score is calcu-
lated considering related words of Persian word 
and words that appear in gloss of synset. A pre-
liminary experiment shows that this method can 
be used to construct Persian WordNet. In the 
proposed method for each Persian word synsets 
with maximum calculated score are selected 
without considering other Persian words. In fu-
ture work we intend to adapt our method and 
contribute other Persian word in order to select a 
synset for a given Persian word.
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Abstract

Entity sense disambiguation becomes dif-
ficult with few or even zero training in-
stances available, which is known as im-
balanced learning problem in machine
learning. To overcome the problem, we
create a new set of reliable training in-
stances from dictionary, called dictionary-
based prototypes. A hierarchical classifi-
cation system with a tree-like structure is
designed to learn from both the prototypes
and training instances, and three different
types of classifiers are employed. In addi-
tion, supervised dimensionality reduction
is conducted in a similarity-based space.
Experimental results show our system out-
performs three baseline systems by at least
8.3% as measured by macro F1 score.

1 Introduction

Ambiguities in terms and named entities are a
challenge for automatic information extraction
(IE) systems. The problem is particularly acute
for IE systems targeting the biomedical domain,
where unambigiously identifying terms is of fun-
damental importance. In biomedical text, a term
(or its abbreviation (Okazaki et al., 2010)) may
belong to a wide variety of semantic categories
(e.g., gene, disease, etc.). For example, ER may
denote protein estrogen receptor in one context,
but cell subunit endoplasmic reticulum in another,

not to mention it can also mean emergency room.
In addition, same terms (e.g., protein) may be-
long to many model organisms, due to the nomen-
clature of gene and gene products, where genes
in model organisms other than human are given,
whenever possible, the same names as their hu-
man orthologs (Wain et al., 2002). On the other
hand, public biological databases keep species-
specific records for the same protein or gene,
making species disambiguation an inevitable step
for assigning unique database identifiers to entity
names in text (Hakenberg et al., 2008; Krallinger
et al., 2008).

One way to entity disambiguation is classify-
ing an entity into pre-defined semantic categories,
based on its context (e.g., (Bunescu and Paşca,
2006)). Existing classifiers, such as maximum
entropy model, achieved satisfactory results on
the “majority” classes with abundant training in-
stances, but failed on the “minority” ones with few
or even zero training instances, i.e., the knowl-
edge acquisition bottleneck (Agirre and Martinez,
2004). Furthermore, it is often infeasible to cre-
ate enough training data for all existing semantic
classes. In addition, too many training instances
for certain majority classes lead to increased com-
putational complexity for training, and a biased
system ignoring the minority ones. These corre-
spond to two previously addressed difficulties in
imbalanced learning: “... either (i) you have far
more data than your algorithms can deal with,

851



and you have to select a sample, or (ii) you have
no data at all and you have to go through an in-
volved process to create them” (Provost, 2000).
Given an entity disambiguation task with imbal-
anced data, this paper explores how to create more
informative training instances for minority classes
and how to improve the large-scale training for
majority classes.

Previous research has shown that words denot-
ing class information in the surrounding context of
an entity can be an informative indicator for dis-
ambiguation (Krallinger et al., 2008; Wang et al.,
2010). Such words are refered to as “cue words”
throughout this paper. For example, to disam-
biguate the type of an entity, that is, whether it
is a protein, gene, or RNA, looking at words such
as protein, gene and RNA are very helpful (Hatzi-
vassiloglou et al., 2001). Similarly, for the task
of species disambiguation (Wang et al., 2010),
the occurrence of mouse p53 strongly suggests
that p53 is a mouse protein. In many cases, cue
words are readily available in dictionaries. Thus,
for the minority classes, instead of creating arti-
ficial training instances by commonly used sam-
pling methods (Haibo and Garcia, 2009), we pro-
pose to create a new set of real training instances
by modelling cue words from a dictionary, called
dictionary-based prototypes. To learn from both
the original training instances and the dictionary-
based prototypes, a hierarchical classification sys-
tem with a tree-like structure is designed. Further-
more, to cope with the large number of features
representing each instance, supervised orthogo-
nal locality preserving projection (SOLPP) is con-
ducted for dimensionality reduction, by simulta-
neously preserving the intrinsic structures con-
structed from both the features and labels. A new
set of lower-dimensional embeddings with better
discriminating power is obtained and used as in-
put to the classifier. To cope with the large num-
ber of training instances in some majority classes,
we propose a committee machine scheme to ac-
celerate training speed without sacrificing classi-
fication accuracy. The proposed method is evalu-
ated on a species disambiguation task, and the em-
pirical results are encouraging, showing at least
8.3% improvement over three different baseline
systems.

2 Related Work

Construction of a classification model using su-
pervised learning algorithms is popular for entity
disambiguation. A number of researchers have
tackled entity disambiguation in general text us-
ing wikipedia as a resource to learn classifica-
tion models (Bunescu and Paşca, 2006). Hatzi-
vassiloglou et al. (2001) studied disambiguating
proteins, genes, and RNA in text by training var-
ious classifiers using entities with class informa-
tion provided by adjacent cue words. Wang et
al. (2010) proposed a “hybird” system for species
disambiguation, which heuristically combines re-
sults obtained from classifying the context, and
those from modeling relations between cue words
and entities. Although satisfactory performance
was reported, their system incurs higher computa-
tional cost due to syntactic parsing and the binary
relation classifier.

Many imbalanced learning techniques, as re-
viewed by Haibo and Garcia (2009), can also be
used to achieve the same purpose. However, to
our knowledge, there is little research in apply-
ing these machine learning (ML) techniques to en-
tity disambiguation. It is worth mentioning that
although these ML techniques can improve the
learning performance to some extent, they only
consider the information contained in the origi-
nal training instances. The created instances do
not add new information, but instead utilize the
original training information in a more sophisti-
cated way. This motivates us to pursue a differ-
ent method of creating new training instances by
using information from a related and easily ob-
tained source (e.g., a dictionary), similar to trans-
fer learning (Pan and Yang, 2009).

3 Task and Corpus

In this work, we develop an entity disambiguation
technique with the use of cue words, as well as a
general ML algorithm for imbalanced classifica-
tion using a set of newly created dictionary-based
prototypes. These prototypes are represented with
different features from those used by the original
training instances. The proposed method is eval-
uated on a species disambiguation task: given a
text, in which mentions of biomedical named en-
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tities are annotated, we assign a species identi-
fier to every entity mention. The types of entities
studied in this work are genes and gene products
(e.g., proteins), and we use the NCBI Taxonomy1

(taxon) IDs as species tags and to build the proto-
types. Note that this paper focuses on the task of
species disambiguation and makes the assumption
that the named entities are already recognised.

Consider the following sentence as an exam-
ple: if one searches the proteins (i.e., the under-
lined term) in a protein database, he/she will find
they belong to many model organisms. However,
in this particular context, CD200R-CD4d3+4 is
human and mouse protein, while rCD4d3+4 is
a rat one.2 We call such a task of assigning
species identifiers to entities, according to context,
as species disambiguation.

The amounts of human and mouse
CD200R-CD4d3+4 and rCD4d3+4
protein on the microarray spots were
similar as visualized by the red fluo-
rescence of OX68 mAb recognising
the CD4 tag present in each of the
recombinant proteins.

The informative cue words (e.g., mouse) used
to help species disambiguation are called species
words. In this work, species words are defined as
any word that indicates a model organism and also
appears in the organism dictionaries we use. They
may have various parts-of-speech, and may also
contain multiple tokens (despite the name species
word). For example, “human”, “mice”, “bovine”
and “E. Coli” are all species words. We detect
these words by automatic dictionary lookup: a
word is annotated as a species word if it matches
an entry in a list of organism names. Each entry in
the list contains a species word and its correspond-
ing taxon ID, and the list is merged from two dic-
tionaries: the NCBI Taxonomy and the UniProt
controlled vocabulary of species.3 The NCBI por-
tion is a flattened NCBI Taxonomy (i.e., without
hierarchy) including only the identifiers of genus
and species ranks. In total, the merged list con-

1http://www.ncbi.nlm.nih.gov/sites/entrez?db= taxon-
omy

2Prefix ‘r’ in “rCD4d3+4” indicates that it is a rat protein.
3http://www.expasy.ch/cgi-bin/speclist

tains 356,387 unique species words and 272,991
unique species IDs. The ambiguity in species
words is low: 3.86% of species words map to mul-
tiple IDs, and on average each word maps to 1.043
IDs.

The proposed method was evaluated on the
corpus developed in (Wang et al., 2010), con-
taining 6, 223 genes and gene products, each of
which was manually assigned with either a taxon
ID or an “Other” tag, with human being the
most frequent at 50.30%. With the extracted
features and the species ID tagged by domain
experts, each occurrence of named entities can
be represented as a d-dimensional vector with
a label. Species disambiguation can be mod-
elled as a multi-classification task: Given n train-
ing instances {xi}ni=1, their n × d feature ma-
trix X = [xij ] and n-dimensional label vector
y = [y1, y2, . . . , yn]

T are used to train a clas-
sifier C(·), where xi = [xi1, xi2, . . . , xid]

T , yi ∈
{1, 2, . . . , c}, and c denotes the number of ex-
isting species in total. Given m different query
instances {x̂i}mi=1, their m × d feature matrix
X̂ = [x̂ij ] are used as the input to the trained
classifier, so that their labels can be predicted by
{C(x̂i)}mi=1.

We used relatively simple contextual features
because this work was focused on developing a
ML framework. In more detail, we used the fol-
lowing features: 1) 200 words surrounding the en-
tity in question; 2) two nouns and two adjectives
at the entity’s left and right; 3) 5 species words
at the entity’s left and right. In addition, function
words and words that consist of only digits and
punctuations are filtered out. The final numeri-
cal dataset consists of 6,227 instances, each rep-
resented by 16,851 binary features and belonging
to one of the 13 classes. The dataset is highly im-
balanced: among the 13 classes, the numbers of
instances in the four majority classes vary from
449 to 3,220, while no more than 20 instances are
contained in the eight minority classes (see Table
1).

853



4 Proposed Method

4.1 Dictionary-based Prototypes

For each existing species, we create a b-
dimensional binary vector, given as pi =
[pi1, pi2, . . . , pib]

T , using b different species
words listed in the dictionary as features, which
is called dictionary-based prototype. The binary
value pij denotes whether the jth species word
belongs to the ith species in the dictionary. This
leads to a c × b feature matrix P = [pij ] for c
species.

Considering that the species words preceding
and appearing in the same sentence as an en-
tity can be informative indicators for the possible
species of this entity, we create two morem×b bi-
nary feature matrices for the query instances with
the same b species words as features: X̂1 = [x̂

(1)
ij ]

and X̂2 = [x̂
(2)
ij ], where x̂(1)ij denotes whether the

jth species word is the preceding word of the ith
entity, and x̂

(2)
ij denotes whether the jth species

word appears in the same sentence as the ith en-
tity but is not preceding word. Thus, the similar-
ity between each query entity and existing species
can be simply evaluated by calculating the inner-
product between the entity instance and the cor-
responding prototype. This leads to the following
m× c similarity matrix Ŝ = [ŝij ]:

Ŝ = θX̂1PT + (1− θ)X̂2PT , (1)

where 0 ≤ θ ≤ 1 is a user-defined parameter con-
trolling the degree of indicating reliability of the
preceding word and the same-sentence word. The
n×c similarity matrix S = [sij ] between the train-
ing instances and the species can be constructed in
exactly the same way. Based on empirical expe-
rience, the preceding word indicates the entity’s
species more accurately than the same-sentence
word. Thus, θ is preferred to be set as greater
than 0.5. The obtained similarity matrix will be
used in the nearest neighbour classifier (see Sec-
tion 4.2.1).

Both the original training instances X and the
newly created prototypes P are used to train the
proposed hierarchical classification system. Sub-
ject to the nature of the classifier employed, it is
convenient to construct one single feature matrix

Nearest 
Neighbor 
Classifier

(IT1)

Minority 
Classes

Majority 
Classes

SOLPP-
FLDA 

Classifier

(IT2)

Small-
scale 

Majority 
Classes

Large-
scale 

Majority 
Classes

Committee 
Classifier

(END)

Yes

No Yes

No

Output: Instances 
with predicted labels 
belonging to MI

Output: 
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with 
predicted 
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belonging 
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Output: Instances 
with predicted labels 
belonging to LMA

Note: Definition of the minority,
majority, small-scale majority, large-
scale majority classes, as well as the
IF-THEN rule 1 (IT1) and IF-THEN rule
2 (IT2) are provided in the paper.

Figure 1: Structure of the proposed hierarchical
classification system

instead of using X and P individually. Aiming at
keeping the same similarity values between each
entity instance and the species prototype, we con-
struct the following (n+c)×(d+b) feature matrix
for both the training instances and prototypes:

F =

[
X θX1 + (1− θ)X2

0 P

]
, (2)

where X1 and X2 are constructed in the same way
as X̂1 and X̂2 but for training instances. Their cor-
responding label vector is l = [yT , 1, 2, . . . , c]T .

4.2 Hierarchical Classification

Multi-stage or hierarchical classification (Giusti
et al., 2002; Podolak, 2007; Kurzyński, 1988)
is widely used in many complex multi-category
classification tasks. Existing research shows such
techniques can potentially achieve right trade-off
between accuracy and resource allocation (Giusti
et al., 2002; Podolak, 2007). Our proposed hier-
archical system has a tree-like structure with three
different types of classifier at nodes (see Figure 1).
Different classes are organized in a hierarchical
order to be classified based on the corresponding
numbers of available training instances. Letting
ni denote the number of training instances avail-
able in the ithe class excluding the created proto-
types, we categorize the classes as follows:

• Minority Classes (MI): Classes with less
training instances than the threshold: MI =
{i : ni

n < σ1, i ∈ {1, 2 . . . , c}}.

854



• Majority Classes (MA): Classes with more
training instances than the threshold: MA =
{i : ni

n ≥ σ1, i ∈ {1, 2 . . . , c}}.

• Small-scale Majority Classes (SMA): Ma-
jority Classes with less training instances
than the threshold: SMA = {i : ni

n <
σ2, i ∈ MA}.

• Large-scale Majority Classes (LMA): Ma-
jority Classes with more training instances
than the threshold: LMA = {i : ni

n ≥
σ2, i ∈ MA}.

Here, 0 < σ1 < 1 and 0 < σ2 < 1 are size
thresholds set by users. We have MI ∩MA = ∅,
SMA ∩ LMA = ∅, and SMA ∪ LMA = MA.

The tree-like hierarchical structure of our sys-
tem is determined by MI, MA, SMA, and LMA.
We propose two IF-THEN rules to control the sys-
tem: Given a query instance x̂i, the level 1 clas-
sifier C1 is used to predict whether x̂i belongs to
MA or a specific class in MI, which wer call IF-
THEN rule 1 (IT1). If x̂i belongs to MA, the level
2 classifier C2 is used to predict whether x̂i be-
longs to LMA or a specific class in SMA, called
IF-THEN rule 2 (IT2). If x̂i belongs to LMA, the
level 3 classifier C3 finally predicts the specific
class in LMA x̂i belongs to. We explain in the
following sections how the classifiers C1, C2, and
C3 work in detail.

4.2.1 Nearest Neighbour Classifier
The goal of the nearest neighbour classifier, de-

noted by C1, is to decide whether the nearest-
neighbour prototype of the query instance be-
longs to MI. The only used training instances are
our created dictionary-based prototypes {pi}ci=1

with the label vector [1, 2, . . . , c]T . The nearest-
neighbour prototype of the query instance x̂i pos-
sesses the maximum similarity to x̂i:

NN(x̂i) = arg max
j=1, 2, ..., c

ŝij , (3)

where ŝij is obtained by Eq. (1). Consequently,
the output of the classifier C1 is given as

C1(x̂i) =

{
NN(x̂i), If NN(x̂i) ∈ MI,
0, Otherwise.

(4)

The IF-THEN rule 1 can then be expressed as

Action(IT1) =

{
Go to C2, If C1(x̂i) = 0,
Stop, Otherwise.

4.2.2 SOLPP-FLDA Classifier
The goal of the SOLPP-FLDA classifier, de-

noted by C2, is to predict whether the query in-
stance belongs to LMA or a specific class in SMA.
In this classifier, the used training instances are
the original training entities and the dictionary-
based prototypes, both belonging to MA. The fea-
ture matrix F and the label vector l defined in Sec-
tion 4.1 are used, but with instances from MI re-
moved (we use ñ to denote the number of remain-
ing training instances, and the same symbol F for
feature matrix). The used label vector l̃ to train C2

should be re-defined as l̃i = li if li ∈ SMA, and 0
otherwise.

First, we propose to implement orthog-
onal locality preserving projection (OLPP)
(Kokiopoulou and Saad, 2007) in a supervised
manner, leading to SOLPP, to obtain a smaller set
of more powerful features for classification. Also,
we conduct SOLPP in a similarity-based feature
space computed from (d + 2b) original features
by employing dot-product based similarity, given
by FFT . As explained later, to compute the
new features from FFT instead of the original
features F achieves reduced computational cost.
An ñ×k projection matrix V = [vij ] is optimized
in this n-dimensional similarity-based feature
space. The optimal projections are obtained by
minimizing the weighted distances between the
lower-dimensional embeddings so that “similar”
instances are mapped together in the projected
feature space. Mathematically, this leads to the
following constrained optimization problem:

min
V∈Rñ×k,

VT V=Ik×k

tr[VTFTF(D−W)FFTV], (5)

where W = [wij ] denotes the n × n weight ma-
trix with wij defining the degree of “closeness” or
“similarity” between the ith and jth instances, D
is a diagonal matrix with {di =

∑ñ
j=1wij}ñi=1 as

the diagonal elements.
Usually, the weight matrix W is defined by

an adjacency graph constructed from the original
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data, e.g. for OLPP. One common way to define
the adjacency is by including the K-nearest neigh-
bors (KNN) of a given node to its adjacency list,
which is also called the KNN-graph (Kokiopoulou
and Saad, 2007). There are two common ways to
define the weight matrix: constant value, where
wij = 1 if the ith and jth samples are adjacent,
while wij = 0 otherwise, and Gaussian kernel.
We will denote in the rest of the paper such a
weight matrix computed only from the features
as WX . Ideally, if the features can accurately
describe all the discriminating characteristics, the
samples that are close or similar enough to each
other should have the same label vectors. How-
ever, when processing real dataset, what may hap-
pen is that, in the d-dimensional feature space,
the data points that are close to each other may
belong to different categories, while on the con-
trary, the data points that are in a distant to each
other may belong to the same category. In the k-
dimensional projected feature space obtained by
OLPP, one may have the same problem. Because
OLPP solves the constrained optimization prob-
lem in Eq. (5) using WX : if two instances are
close or similar to each other in the original fea-
ture space, they will be the same close or simi-
lar to each other in the projected space. To solve
this problem, we decide to modify the “closeness”
or “similarity” between instances in the projected
feature space by considering the label informa-
tion. The following computation of a supervised
weight matrix is used for our SOLPP:

W = (1− α)WX + αLLT , (6)

where 0 ≤ α ≤ 1 is a user-defined parameter
controlling the tradeoff between the label-based
and feature-based neighborhood structures, and
L = [lij ] is an ñ × c binary label matrix with
lij = 1 if the ith instance belongs to the jth class,
and lij = 0 otherwise.

The optimal solution of Eq. (5) is the top
(k + 1)th eigenvectors of the ñ × ñ symmetric
matrix FTF(D − W)FFT , corresponding to the
k + 1 smallest eigenvalues, but with the top one
eigenvector removed, denoted by V∗. It is worth
to mention that if the original feature matrix F is
used as the input of SOLPP, one needs to com-
pute the eigen-decomposition of the (d + b) ×

(d+ b) symmetric matrix FT (D−W)F. The cor-
responding computation complexity increases in
O((d + b)3), which is unacceptable in practical
when d + b � ñ. The projected features for the
training instances are computed by

Z = FFTV∗. (7)

Given a different set of m query instances with an
m× (d+ b) feature matrix,

F̂ = [X̂, θX̂1 + (1− θ)X̂2], (8)

their embeddings can be easily obtained by

Ẑ = F̂F̂TV∗. (9)

Then, the projected feature matrix Z and label
vector l̃ are used to train a multi-class classifier.
By employing the one-against-all scheme, differ-
ent binary classifiers {C(2)

i }i∈SMA∪{0} with label
space {+1, −1} are trained. For the ith class
(i ∈ SMA∪{0}), the training instances belonging
to it are labeled as positive, otherwise negative. In
each binary classifier C(2)

i , a separating function

f
(2)
i (x) = xTw

(2)
i + b

(2)
i (10)

is constructed, of which the optimal values of the
weight vector w(2)

i and bias b(2)i are computed us-
ing Fisher’s linear discriminant analysis (FLDA)
(Fisher, 1936; Mu, 2008). Finally, the output of
the classifier C2 can be obtained by assigning the
most confident class label to the query instance x̂i,
with the confidence value indicated by the value of
separating function:

C2(x̂i) = arg max
j∈SMA∪{0}

f
(2)
j (x̂i). (11)

The IF-THEN rule 2 can then be expressed as

Action(IT2) =

{
Go to C3, If C2(x̂i) = 0,
Stop, Otherwise.

4.2.3 Committee Classifier
The goal of the committee classifier, denoted

by C3, is to predict the specific class in LMA
the query instance belongs to. The used training
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instances are entities and dictionary-based proto-
types only belonging to LMA. With the same one-
against-all scheme, there are large number of pos-
itive and negative training instances to train a bi-
nary classifier for a class in LMA. To accelerate
the training procedure without sacrificing the ac-
curacy, the following scheme is designed.

Letting ne denote the number of experts in
committee, all the training instances are averagely
divided into ne+1 groups each containing similar
numbers of training instances from the same class.
The instances in the ith and the (i+1)th groups are
used to train the ith expert classifier. This achieves
overlapped training instances between expert clas-
sifiers. The output value of C(3)

i is not the class in-
dex as used in C2, but the value of the separating
function of the most confident class, denoted by
f
(3)
i . Different from the commonly used majority

voting rule, we only trust the most confident ex-
pert. Thus, the output of C3 for a query instance
x̂i can be obtained by

C3(x̂i) = arg max
j=1, 2, ..., ne

f
(3)
j (x̂i). (12)

By using C3, different expert classifiers can be
trained in parallel. The total training time is equal
to that of the slowest expert classifier. The more
expert classifiers are used, the faster the system is,
however, the less accurate the system may become
due to the decrease of used training instances for
each expert, especially the positive instances in
the case of imbalanced classification. This is also
the reason we do not apply the committee scheme
to SMA classes.

5 Experiments

5.1 System Evaluation and Baseline

We evaluate the proposed method using 5-fold
cross validation, with around 4,980 instances for
training, and 1,245 instances for test in each trial.
We compute the F1 score for each species, and
employ macro- and micro- average scheme to
compute performance for all species. Three base-
lines for comparison include:

• Baseline 1 (B1) : A maximum entropy
model trained with training data only.

• Baseline 1 (B2) : Combination of B1 and
the species dictionary using rules employed
in Wang et al. (2010).

• Baseline 2 (B3): The “hybrid” system com-
bining B1, the dictionary and a relation
model 4 using rules (Wang et al., 2010).

Our hierarchical classification system were imple-
mented in two ways:

• HC: Only the training data on its own is used
to train the system.

• HC/D: Both the training data and the
dictionary-based prototypes are used to train
the system.

5.2 Results and Analysis

The proposed system was implemented with θ =
0.8, α = 0.8, ne = 4, and k = 1000. The species
9606, 10090, 7227, and 4932 were categorized as
LMA, the species 10116 as SMA, and the rest sep-
cies as MI. To compute the supervised weight ma-
trix, the percentage of the used KNN in the KNN-
graph was 0.6. Parameters were not fine tuned, but
set based on our empirical experience on previous
classification research. As shown in Table 1: HC
and B1 were trained with the same instances and
features, and HC outperformed B1 in both macro
and micro F1. Both HC and B1 obtained zero F1

scores for most minority species, showing that it is
nearly impossible to correctly label the query in-
stances of minority classes, due to lack of training
data. By learning from a related resource, HC/D,
B2, and B3 yielded better macro performance. In
particular, while HC/D and B2 learned from the
same dictionary and training data, HC/D outper-
formed B2 by 19.1% in macro and 2.5% in mi-
cro F1. B3 aimed at improving the macro perfor-
mance by employing computationally expensive
syntactic parsers and also by training an extra re-
lation classifier. With the same goal, HC/D inte-
grated the cue word information into the ML clas-
sifier in a more general way, and yielded an 8.3%
improvement over B3, as measured by macro-F1.

4This is an SVM model predicting relations between en-
tities and nearby species words with positive output indicates
species words bear the semantic label of entities.
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Species Name Cat. No. HC HC/D B1 B2 B3
Homo sapiens (9606) LMA 3220 87.39 87.48 86.06 85.43 86.48
Mus musculus (10090) LMA 1709 79.99 79.98 79.59 80.00 80.41
Drosophila melanogaster (7227) LMA 641 86.62 86.35 87.96 87.02 87.37
Saccharomyces cerevisiae (4932) LMA 499 90.24 90.24 83.35 81.64 84.64
Rattus norvegicus (10116) SMA 50 55.07 69.23 48.42 64.41 59.41
Escherichia coli K-12 (83333) MI 18 0.00 0.00 0.00 0.00 0.00
Xenopus tropicalis (8364) MI 8 0.00 40.00 0.00 41.67 36.36
Caenorhabditis elegans (6239) MI 7 0.00 22.22 0.00 28.57 22.22
Oryctolagus cuniculus (9986) MI 3 0.00 0.00 0.00 20.00 0.00
Bos taurus (9913) MI 3 0.00 50.00 0.00 0.00 100.00
Arabidopsis thaliana (3702) MI 2 0.00 0.00 0.00 0.00 66.67
Arthropoda (6656) MI 1 0.00 100.00 0.00 50.00 0.00
Martes zibellina (36722) MI 1 0.00 50.00 0.00 28.57 0.00
Micro-average N/A N/A 85.03 85.13 83.59 83.04 83.80
Macro-average N/A N/A 30.72 51.96 29.42 43.64 47.97

Table 1: Performance is compared in F1 (%), where “No.” denotes the number of training instances
and “Cat.” denotes the category of species class as defined in Section 4.2.

6 Conclusions and Future Work

Disambiguating bio-entities presents a challenge
for traditional supervised learning methods, due
to the high number of semantic classes and lack of
training instances for some classes. We have pro-
posed a hierarchical framework for imbalanced
learning, and evaluated it on the species disam-
biguation task. Our method automatically builds
training instances for the minority or missing
classes from a cue word dictionary, under the as-
sumption that cue words in the surrounding con-
text of an entity strongly indicate its semantic cat-
egory. Compared with previous work (Wang
et al., 2010; Hatzivassiloglou et al., 2001), our
method provides a more general way to integrate
the cue word information into a ML framework
without using deep linguistic information.

Although the species disambiguation task is
specific to bio-text, the difficulties caused by im-
balanced frequency of different senses are com-
mon in real application of sense disambiguation.
The proposed technique can also be applied to
other domains, providing the availability of a cue
word dictionary that encodes semantic informa-
tion regarding the target semantic classes. Build-
ing such a dictionary from scratch can be chal-
lenging, but may be easier compared to manual

annotation. In addition, such dictionaries may al-
ready exist in specialised domains.

Acknowledgment

The authors would like to thank the biologists who
annotated the species corpus, and National Cen-
tre for Text Mining. Funding: Pfizer Ltd.; Joint
Information Systems Committee (to UK National
Centre for Text Mining)

References
Agirre, E. and D. Martinez. 2004. Unsupervised WSD

based on automatically retrieved examples: The im-
portance of bias. In Proceedings of EMNLP.
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Abstract 

The goal of this work is to produce a 
classifier that can distinguish subjective 
sentences from objective sentences for 
the Urdu language. The amount of la-
beled data required for training automatic 
classifiers can be highly imbalanced es-
pecially in the multilingual paradigm as 
generating annotations is an expensive 
task. In this work, we propose a co-
training approach for subjectivity analy-
sis in the Urdu language that augments 
the positive set (subjective set) and gene-
rates a negative set (objective set) devoid 
of all samples close to the positive ones. 
Using the data set thus generated for 
training, we conduct experiments based 
on SVM and VSM algorithms, and show 
that our modified VSM based approach 
works remarkably well as a sentence lev-
el subjectivity classifier. 

1 Introduction 

Subjectivity tagging involves distinguishing 
sentences that express opinions from sentences 
that present factual information (Banfield 1982; 
Wiebe, 1994). A wide variety of affective 
nuances can be used while delivering a message 
pertaining to an event. Although the factual 
content remains the same, lexical selections and 
grammatical choices can considerably influence 
the affective nature of the text. Recognizing 
sentences that exhibit affective behavior will 
require, at the least, recognizing the structure of 
the sentence and the emotion bearing words.  

To date, much of the research in this area is 
focused on English. A variety of reliable 
resources that facilitate effective sentiment 
analysis and opinion mining, such as polarity 
lexicons (Senti-WordNet 1 ) and contextual 
valence shifters (Kennedy and Inkpen, 2005) are 
available for English. The MPQA corpus of 
10,000 sentences (Wiebe et al., 2005) provides 
detailed annotations for sources of opinions, 
targets, speech events and fragments that indicate 
attitudes for the English newswire data. The 
IMDB corpus contains 10,000 sentences 
categorized as subjective and objective in the 
movie review domain. Clearly, English is well 
supported with resources. There are other widely 
spoken resource poor languages that are not as 
privileged. When we consider social media, 
limiting our analysis to a language like English, 
however universal, will lead to loss of 
information. With the advent of virtual 
keyboards and extended Unicode support, the 
internet is rapidly getting flooded by users who 
use their native language in textual 
communication. There is a pressing need to 
perform non-topical text analysis in the 
multilingual paradigm. 

Subjectivity analysis is a precursor to 
numerous applications performing non-topical 
text analysis like sentiment analysis, emotion 
detection, and opinion extraction (Liu et al., 
2005; Ku et al., 2006; Titov and McDonald, 
2008). Creating the state-of-the-art subjectivity 
classifier using machine learning techniques 
require access to large amounts of annotated 
data. For less commonly taught languages like 

                                                 
1 http://swn.isti.cnr.it/download_1.0/ 
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Urdu, Hindi, Bengali, Spanish and Romanian, 
the resources required to automate subjectivity 
analysis are either very sparse or unavailable. 
Generating annotated corpus for subjectivity 
detection is laborious and time consuming. 

However, several innovative techniques have 
been proposed by researchers in the past to 
generate annotated data and lexical resources for 
subjectivity analysis in resource poor languages. 
Mihalcea et al., (2007) and Banea et al., (2008) 
used machine translation technique to leverage 
English resources for analysis in Romanian and 
Spanish languages. Wan (2009) proposed a co-
training technique that leveraged an available 
English corpus for Chinese sentiment 
classification. Wan (2008) focused on improving 
Chinese sentiment analysis by using both 
Chinese and English lexicons. 

Unfortunately, not much work has been done 
in the area of subjectivity analysis for the Urdu 
language. This language lacks annotated 
resources required to generate even the basic 
NLP tools (POS tagger, NE tagger etc.) needed 
for text analysis. In order to facilitate subjectivity 
analysis in Urdu language, we annotated a small 
set of Urdu newswire articles for emotions (§2). 
The sentence level annotations provided in this 
dataset follow the annotation guidelines 
proposed by Wiebe et al., (2003). Although 
tremendous effort was put into generating this 
corpus, the data set is not very comprehensive 
and contains only about 500 sentences marked 
subjective. This is definitely insufficient to train 
a suitable subjectivity classifier.  

1.1 Issue with unbalanced data set 

A subjectivity classifier is a binary classifier. 
A traditional binary classifier is trained using 
universal representative sets for positive and 
negative categories. But in subjectivity analysis, 
especially for languages like Urdu that have no 
annotated data, generating universal 
representative sets is extremely difficult and 
almost an impossible task. Assimilating the 
negative set is especially a delicate task as the set 
should be carefully pruned of all the positive 
samples. Also, detecting subjectivity in a 
sentence is highly personalized. Annotators are 
sometimes prejudiced while marking samples. 
This bias, however small, produces errors with 
some true positive samples being unintentionally 

missed and categorized as negative. 
Traditionally, research in machine learning has 
assumed the class distribution in the training data 
to be reasonably balanced. However, when the 
training data is highly imbalanced, i.e., the 
number of positive examples is very small, the 
performance of text classification algorithms 
such as linear support vector machine (SVM) 
(Brank and Grobelnik, 2003), naïve Bayes and 
decision trees (Kubat and Matwin, 1997) are 
adversely affected.  

In order to achieve a balanced training set, 
Japkowicz (2000) duplicates positive examples 
(oversampling) and discards negative ones 
(downsizing). Kubat and Matwin (1997) discard 
all samples that are close to the positive set to 
avoid misclassification. Chan and Stalfo (1998) 
have trained several classifiers on different ba-
lanced data subsets, each constructed to include 
all positive training samples and a set of negative 
samples of comparable size. The predictions are 
combined through stacking.  

For the task of subjectivity analysis, especially 
in the multilingual paradigm where the data set is 
highly unbalanced, using one of the techniques 
proposed above will yield benefit. To the best of 
our knowledge, co-training technique has not 
been applied before for the subjectivity detection 
task, in particular, for the Urdu language. 

1.2 Contribution 

Our first contribution is inspired by the work 
of Luo et al., (2008). We propose a similar co-
training technique that helps to create a likely 
negative set (objective sentences) and a filtered 
positive set (subjective sentences) 
simultaneously from the unlabeled set. We use 
two learning models trained using the linear 
SVM algorithm iteratively. In every iteration of 
co-training, the likely positive samples are 
filtered. The iterative process terminates when no 
more positive samples are found. The final 
negative set is the likely negative set, considered 
as the universal representative set for the non-
subjective category. The likely positive sample 
set is appended to the already existing positive 
set (annotated set). The SVM models are trained 
using part of speech, unigrams and emotion 
bearing words, as features.  

The second contribution of this work includes 
training a state-of-the-art Vector Space Model 
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(VSM) for Urdu newswire data using the data 
sets generated by the co-training method. 
Experiments that use the SVM classifier are also 
performed. The results show that the 
performance of the proposed VSM based 
approach helps to achieve state-of-the-art 
sentence level subjectivity classifier. The F-
Measure of the VSM subjectivity classifier is 
82.72% with 78.7% F-measure for the subjective 
class and 86.7% F-Measure for the objective 
class.  

2 Data Set 

The data set used to generate a subjectivity 
classifier for Urdu newswire articles is obtained 
from BBC Urdu2. The annotating efforts are di-
rected towards achieving the final goal- emotion 

detection in Urdu newswire data and the annota-
tion guidelines are based on the MPQA standards 
set for English.  

The repository of articles provided by BBC is 
huge and needs to be filtered intelligently. Two 
levels of filters are applied. – date and keyword 
search. The date filter is applied to retrieve ar-
ticles of three years, starting year 2003. The key-

word based filter consists of a set of seed words 
that are commonly used to express emotions in 
Urdu -ghussa (~anger), pyar (~love) etc. Clearly, 
this list will not cover all possible linguistic ex-
pressions that express emotion and opinion. But 
it is definitely a representative of a wide range of 
phenomena that naturally occurs in text express-
ing emotions.  

The data retrieved is parsed using an in-house 
HTML parser to produce clean data. To date, we 
have 500 articles, consisting of 700 sentences 
annotated for emotions. There are nearly 6000 
sentences that do not contain any emotions mak-
ing it highly unbalanced. This data set is divided 
into testing and training sets with 30% and 70% 
of the data respectively. Co-training is performed 
only on the 70% training set that consists of 470 
subjective sentences and about 4000 objective 
sentences. The purpose of co-training here is to 
remove samples that are close to subjective from 
the objective set and create a likely negative set. 
The samples removed are the likely positive set. 
This set of 4000 objective sentences can be con-
sidered as the un-annotated set. 

                                                 
2 http://www.bbc.co.uk/urdu/ 

3 Co-Training 

Identifying sentences that express emotions in 
Urdu newswire data is not trivial. Subjective sen-
tences do not always contain individual expres-
sions that indicate subjectivity. Analysis is high-
ly dependent on the contextual information. 
Wiebe et al., (2001) reported that nearly 44% of 
sentences in the MPQA corpus (English news-
wire data) are subjective. In newswire data, 
though most facts are reported objectively, there 
are cases when the tone of the sentence is very 
intense indicating the existence of emotion. Con-
sider Example 1. 
 
Example 1:  
Political news headline  

بھارتی سے انکار ، مذاکرات جامعبھارت کا پاکستان کے ساتھ 
 ليکچر سننے کے خواہاں نہيں

[bhart ka pakstan kE sath jame mZakrat sE ankar, 

bharty lykcr snnE kE Kwaha" nhy"] 

[India refuses to have a dialog with Pakistan, In-

dians are not willing to listen to the lecture] 

Common Urdu 
کارنے سے انکار کر ديا ہے چيت باتنے پاکستان سے  انڈيا  

[India refuses to talk to Pakistan] 

Clearly, the news headline is extremely in-
tense and strongly expresses the opinion of India 
on Pakistan. However, the statement in common 
Urdu is not as affective.  
 
Example 2: 

نے کہا، ميری رائے ميں عامر سہيل ايک بد دماغ اور  انصاری
   ضدی شخص ہيں

[anSary nE kha “myry ray^E my" eamr shyl ayk 

bd dmaG awr Zdy XKS hy"” ]                                                      

[Ansari said, “according to me Aamir Sohail is one 

crazy and stubborn man”] 

Statements in quotes that express emotions are 
subjective as shown in example 2. 

 
Consider example 3. Here, identifying the 

words that indicate subjectivity is not straight 
forward. The phrase, “found it very difficult to 

hide his smile” is indicative of the emotion expe-
rienced by “Habib Miya”.  
 
Example 3: 

تھا  بہت مشکلرقم کی اس وصولی پر يہ حبيب مياں کے لئے 
  کہ وه اپنی مسکراہٹ چھپا سکيں

[rqm ky as wSwly pr yh Hbyb mya" kE ly^E bht 

mXkl t|ha kh wh apny mskrahT c|hpa sky"]                                  

 [At this event of money collection, Habib Miyan 

found it very difficult to hide his smile.]  
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There are also several false positives that 

make subjective detection hard task. Example 4 
is an objective sentence despite the usage of 
word “pyar” ~ love, an emotion bearing word.  
 
Example 4:  

کا نام انزی پڑا ہےانضمام کا نيا پيار   
[n|Zmam ka nya pyar ka nam anzy pRa hE] 

[The new nickname for Inzaman is Inzi] 

 
Expressive elements in Urdu sentences were 

marked with an inter-annotator agreement of 0.8 
kappa score. Though high, there still exists a bias 
that can influence classification especially when 
the number of sentences in the positive set is rel-
atively less. In order to obtain a reliable positive 
and negative set for training a learning algorithm, 
we adopt a semi-supervised learning technique of 
co-training. Co-training (Blum and Mitchell, 
1998) is similar to self-training in that it increas-
es the amount of labeled data by automatically 
annotating unlabeled data. The intuition here is 
that if the conditional independence assumption 
holds, then on an average each selected docu-
ment will be as informative as a random docu-
ment, and the learning will progress. Co-training 
differs from self-training as it uses multiple 
learners to do the annotation. Each learner offers 
its own perspective that when combined gives 
more information. This technique is especially 
effective when the feature space of a particular 
type of problem can be divided into distinct 
groups and each group contains sufficient infor-
mation to perform the annotation. In other words, 
co-training algorithm involves training two dif-
ferent learning algorithms on two different fea-
ture spaces. The learning of one becomes condi-
tionally independent of the other and the predic-
tion made by each classifier is used on the unla-
beled data set to augment the training data of the 
other.  

A traditional co-training classifier is trained 
and later applied on the same unlabeled data set. 
Theoretically such classifiers are not likely to 
assign confident labels. In this work, the pro-
posed co-training method differs from the tradi-
tional co-training method in that the two classifi-
ers are based not on two different feature spaces 
but on two different training data sets with the 
same feature space.  

 
 

Figure 1: Co-Training model 
 
Figure 1 explains the overall working of the 

model. The negative set (which can also be the 
unlabeled set) is split into two equal parts N1 and 
N2. S represents the positive annotated set. Two 
linear SVM classifiers are trained iteratively to 
purify the negative data set. SVM1 is trained us-
ing S+N1

i
 and SVM2 is trained using S+N2

i data 
sets. In every iteration i, N1

i data set is evaluated 
using SVM2 model and N2

i data set is evaluated 
using SVM1 model. The samples that are classi-
fied as positive in a given iteration i are binned 
into sets P1

i and P2
i respectively. These samples 

are removed from N1
i and N2

i data sets to create 
new N1

i+1 and N2
i+1 sets that are used for training 

in the next iteration i+1. The iterations continue 
until no positive samples are marked by both 
SVM1 and SVM2 models. The final set of likely 
negatives is S = N1

k + N2
k sets, where N1

k and 
N2

k are sets created in the last k iteration of the 
algorithm. In order to obtain the likely positive 
set, the final P1 = {P1

1 + P1
2 + …. + P1

k} and P2 = 
{P2

1 + P2
2 + …. + P2

k} sets are combined and 
tested using the SVMs modeled in the last k ite-
ration of the co-training algorithm. Similar to the 
traditional co-training method the samples that 
are marked positive by both classifiers (P1

o = P2
o) 

are considered to be the likely positive set L.  
Several features are used to train the SVM 

learning models used for co-training. The best 
performance is obtained when word unigrams, 
parts of speech and likely emotion words are 
used as features.  

This technique of co-training provides us with 
a relatively huge set of likely positive samples 
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(close to 400 sentences). Sentences in this set 
were examined by the annotators and nearly 60% 
of the sentences were subjective or near subjec-
tive in nature (Example 5 and 6). 

 
Labels R % P % IF % AF % 

Unigram 52.63 
 1 18.64 74.57 29.83 

-1 95.4 62.35 75.44 
Unigram+Bigram 50.25 

1 14.40 85 24.63 
-1 98.19 61.82 75.87 

Table 1: Performance of the model using  
un-balanced data set3 

 
Labels R % P % IF % AF % 

Annotated positive + likely positive + likely 
negative 

62.95 
 

1 39 70 50.09 
-1 87.28 67.34 79.9 

Annotated positive + likely negative 55.42 
1 30 61.2 40.26 
-1 86.1 64.23 73.57 

Table 2 – Performance of the model after  
co-training method 

 
Table 1 shows the performance of the SVM 
model using the unbalanced data set for training. 
Table 2 shows the performance of the same 
model using data generated after co-training.  
 
Example 5:  

 يںہ يتےل يکھتنکا د يںآنکھ م یپوتن نے کہا کہ لوگ دوسروں ک
آتا ۔ يںنظر نہ يںانہ يرپڑا شہت يںآنکھ م یاپن يکنل   

[pwtn nE kha kh lwg dwsrw" ky Ank|h my" tnka 

dyk|h lytE hy" lykn apny Ank|h my" pRa Xhtyr an-

hy" n|zr nhy" Ata .] 

[Potan said people who see dust in others eyes 

never realize that it is their eyes that are filled with 

dirt.] 

The above example is a metaphor indicating 
extreme anger. 

 
Example 6: 

 يٹوںان کے ب يںکا کہنا ہے کہ باره اگست کو انہ يخعطاء الرحمن ش
یگئ یکرائ يڈکے سامنے مکمل طور پر برہنہ کر کے پر  

[e|ta& alrHmn XyK ka khna hE kh barh agst kw an-

hy" an kE byTw" kE samnE mkml |twr pr brhnh kr 

kE pryD kray^y gy^y] 

[etlaalrahman said that on 12
th
 Aug they made him 

parade naked in front of his children.] 

                                                 
3 Convention used across tables -  Label 1: subjective sen-
tences Label -1: objective sentences R: Recall P: Precision 
IF: Individual F-Measure AF: Average F-Measure. 
 

Example 6 indicates extreme sad emotion. Such 
examples were found in the likely positive set. 

4 Features 

Features that are commonly used to train a 
subjectivity classifier for English are word uni-
grams, emotion keywords, part of speech infor-
mation and noun patterns (Pang et al., 2002). 
Due to difference in syntactic structure, vocabu-
lary and style, features that work for English may 
not work for Urdu. Also, Urdu is handicapped by 
the lack of resources required to perform basic 
NLP analysis. However, it is worth exploring the 
English feature set as subjectivity is more a se-
mantic phenomenon. Efforts to generate likely 
emotion word lexicons and subjectivity patterns 
for the Urdu language are underway. The sec-
tions that follow summarize the experimented 
features. 

4.1 Word Unigrams 

Unigram word features are very informative. 
Three different approaches are tried for selecting 
the unigrams. The first method involves selecting 
only those words that occur more than twice in 
the dataset. This eliminates proper nouns (low 
frequency named entities do not generally con-
tribute towards subjectivity detection) and spel-
ling errors (Pang et al., 2002). In the second me-
thod, only words that are adjectives and verbs 
along with the surrounding case markers are ac-
counted for as features. This has the advantage of 
drastically reducing the feature set. The third me-
thod involves including the nouns as well to the 
feature set. A simple list of stop words (common 
Urdu words – pronouns such as ‘us’, ‘is’, ‘aap’, 

‘un’, salutations like ‘shabba khair’, ‘aadab’ and 
honorifics along with punctuations and special 
symbols) are eliminated. The features are 
represented as Boolean features for the SVM 
model. The value is 1 if the feature word appears 
in the sentence to be classified and 0 otherwise. 
The best performance is obtained for the first 
method that considers all words with frequency 
greater than 2. This conforms to what is shown 
by Pang et al., (2002) for classification of Eng-
lish movie reviews. 

4.2 Part of Speech (POS) Information 

The work done by Mukund and Srihari (2009) 
provides suitable POS and NE tagger for Urdu. 
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This POS tagger is used to generate parts of 
speech tags on the acquired data set (§3).  The 
POS tags associated with adjectives, verbs, 
common nouns and auxiliary words are consi-
dered and used as Boolean features for the SVM 
model. The proper noun words are normalized to 
one common word “nnp” and are assigned the 
common noun tag. For the English language, 
when building a subjectivity classifier for review 
classification, the use of POS information did not 
benefit the system (Kennedy and Inkpen, 2006). 
However, for Urdu, the performance of the co-
training model with POS information showed 
1.2% improvement (table 3). 

4.3 Likely Emotion Lexicon 

In order to facilitate simple keyword based 
detection of subjectivity, access to a lexicon con-
sisting of likely emotion words is needed. Unfor-
tunately, no such lexicon is available off the 
shelf for Urdu. In this work, an Urdu specific 
emotion list is generated that contains transla-
tions from the English emotion list released by 
SemEval (2007) ‘Word"et affect Emotion List’. 
Words for each emotion category - sadness (sad), 
fear, joy (happy), surprise, anger and disgust are 
obtained for Urdu by using an Urdu-English dic-
tionary. The list is pruned manually and cor-
rected to remove errors. Simple keyword lookup 
on the Urdu annotated corpus has an emotion 
detection rate of 29.27%. This shows that al-
though the contribution of the emotion lexicon 
for subjectivity classification is not significant, it 
contains information which when used along 
with other features aid subjectivity detection. 

4.4 Patterns 

Extracting syntactic patterns contribute to-
wards the affective orientation of a sentence (Ri-
loff et al., 2003). The Apriori algorithm (Agar-
wal and Srikant, 1994) for learning association 
rules is used here to mine the syntactic word pat-
terns commonly used in the positive and negative 
data set. The length of the candidate item set k = 
4. Starting from a small set of seed words (likely 
emotion words) and the associated POS tags, 
POS sequential patterns like “adverb verb 
verbtransitive sentencemarker”, “noun noun ca-
semarker verbtransitive”, etc., that are most 
commonly found in subjectivity set are extracted. 
23 patterns that strongly indicate subjectivity 

were found by this method and included as fea-
tures to train the SVM learning algorithm.  

4.5 Confidence Words 

The confidence word list positively aids the 
VSM classifier (§5). The words in the likely 
emotion list are not the only ones that contribute 
towards the emotion orientation of a sentence 
and also, not all of these words contribute effec-
tively. There are several stop words (eliminated 
while accounting for unigrams) (esp. case mark-
ers) that contribute significantly for categoriza-
tion. In order to identify all the keywords that 
actually contribute to subjectivity categorization, 
a technique proposed by Soucy and Mineau 
(2004) is used.  

The confidence weight of a given word w, 
based on the number of documents it is asso-
ciated with under each category, is measured us-
ing the Wilson Proportion Estimate (Wilson, 
1927). In order to compute the confidence of w 
for a specific category, the number of positive 
and negative documents associated with w has to 
be determined. A document is positive if it be-
longs to that category and negative otherwise. 
Thus, two kinds of word confidence metrics are 
computed, CPOS:w and C"EG:w as given below.  

 
                 ………     (Eq. 1) 

                   ………    (Eq. 2) 
where n is the total number of positive and nega-

tive documents,  is the ratio of the num-
ber of positive documents which contain w to the 

total number of documents, and  is the 
ratio of the number of negative documents which 
contain w to the total number of documents. The 
normal distribution is used when n > 30.  

Note that equations 1 and 2 give a range of 
values for CPOS:w and C"EG:w. If the lower bound 
of CPOS:w is greater than the upper bound of 
C"EG:w, we say that w is likely to be a word in 
that category. Now, we compute the strength of a 
word Sw in a particular category as 
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                                                 ……… (Eq. 3) 
where mPRF is given by  

                         
                                                     ………   (Eq. 4) 
and lb(…) and ub(…) are the lower and upper 
bounds of their arguments, respectively. 
Equations 1 through 4 generated a very good set 
of keywords that are used as category word fea-
tures in the SVM learning model. For VSM, the 
strength value is used as a boost factor along 
with the tf-idf weight when calculating the simi-
larity score (table 3). 

5 Final Subjectivity Classifier 

Wiebe et al., (2005) and Pang et al., (2002) 
have shown that an SVM based approach works 
well for subjectivity classification. Riloff et al., 
(2003) have conducted experiments that use Bag-
Of-Words (BoW) as features to generate a Naïve 
Bayes subjectivity classifier for the MPQA cor-
pus in English. This method has an accuracy of 
73.3%. Su and Markert (2008) use BoW features 
termed as lexical features on the IMDB corpus to 
generate an accuracy of 60.5%. Das and Ban-
dyopadhyay (2009) use a CRF based approach to 
generate a subjectivity classifier for Bengali data 
with a precision of 72.16% for news and 74.6% 
for blogs domain. The same approach has a pre-
cision of 76.08% and 79.9% on the two domains 
respectively. Impressive results for emotion de-
tection are obtained by Danisman and Alpkocak, 
(2007) who use a VSM based approach. They 
show that their approach works much better than 
a traditional SVM based approach commonly 
used for emotion detection. 

In this work, we conduct subjectivity classifi-
cation experiments using two different learning 
algorithms – linear SVM and VSM. The best 
performance is obtained using the VSM model as 
shown in table 4. All experiments are conducted 
on the data set obtained after applying the co-
training technique.  

5.1 VSM algorithm 

The final subjectivity classifier is based on the 
VSM approach. Inspired by the work done in 
“Feeler” (Danisman and Alpkocak, 2007), a sim-
ilar technique is used to train the final subjectivi-
ty classifier for Urdu. The algorithm is explained 
in table 3. The similarity metric is modified to 

include the confidence score for each word 
(pt.5). In VSM, documents and queries are 
represented as vectors, and the cosine angle be-
tween them indicates the similarity. 

1.  di = <w1i, w2i, …. wni> where wki is the weight of 
the kth term in document i , di is the document 
vector. wki is computed using tf-idf weighting 
scheme. 

2. Mj={d1,d2,…,dc} where Mj is each class (subjec-
tive and objective) 

3.  Model vector for an arbitrary class Ej is created 
by taking the mean of dj vectors  

∑
∈

=
||1 j

ji

M

Md

i

j

j d
M

E

 
where |Mj| represents number of documents in Mj. 

4. The whole system is represented with a set of 
model vectors, D={E1,E2,...,Es} where s represents 
the number of distinct classes to be recognized.  

5. The normalized similarity between a given query 
text Q, and a class, Ej, is defined as follows: 
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conf is the confidence factor applied for lexical 
terms found in the word list. 

6. classification result is, 
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Table 3: VSM Algorithm for subjectivity 

 Classification 
 

Labels R % P % IF % AF % 
Before Co-Training (all data) 62.95 

 1 65.85 70.85 67.4 
-1 85.58 83.33 84.44 

After Co-Training (pruned data) 86.73 
1 72.88 85.57 78.72 
-1 91.29 82.60 86.73 
Table 4: VSM approach, using all training data and 

using pruned training data (L+S+true) 
 
The confidence metric (strength) for each term 

is calculated using the Wilson proportion esti-
mate (§4.4) and added to the term score as the 
boost factor. Q is the test set. Model vectors are 
obtained using the data set that consists of true 
set (annotated positive samples), likely positive 
set L and likely negative set N. Sets L and N are 
obtained from the co-training method. The re-
sults are shown in table 4.  
The power of SVM cannot be ignored. Pang et 

al., (2002) use SVM to generate a subjectivity 
(polarity) classifier for English. Our second set 
of experiments is conducted to measure the per-
formance of a linear SVM classifier for subjec-
tivity analysis on the Urdu newswire data. The 
data set used for training is the pruned data set 
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obtained after applying the co-training technique. 
The features used and the performance of the 
model with each feature is documented in table 6.  

Labels R % P % IF % AF % 
Unigrams + POS 64.2 

 1 40.67 71.1 51.75 
-1 88.29 67.74 76.67 

Unigrams + POS + Patterns 65.68 
1 43.22 72.34 54.11 
-1 88.29 68.69 77.26 
Unigrams + POS + Patterns + emotion words  67.31 
1 48.31 70.81 57.43 
-1 85.88 70.09 77.19 

Table 6: SVM classifier on Urdu newswire data 
 
In order to provide a better understanding of 

the power of the VSM technique, we applied this 
model on the IMDB data set. The training data 
consists of 4000 positive (subjective) and 4000 
negative (objective) samples. Since the data set is 
already balanced, we skip the co-training method. 
Our aim here is to test the working of VSM clas-
sifier. The test set consists of 1000 positive and 
1000 negative samples. The classification result 
on this data set is shown in table 5. The results 
are comparable to the state-of-the-art perfor-
mance of English subjectivity classifier that uses 
SVM (Wiebe et al., 2005). 

Labels R % P % IF % AF % 
Balanced training 78.01 

 1 64 90.57 75 
-1 93.18 71.68 81.03 

Table 5: VSM approach on IMDB data set 

6 Analysis of results 

In this work, experiments were conducted us-
ing two different classification approaches; 1. 
VSM based 2. SVM based.  Results in table 4 
indicate that the VSM technique when combined 
with the modified boost factor (confidence 
measure) can be a very powerful technique for 
sentence level classification tasks. When model 
vectors were constructed using the entire training 
set (highly unbalanced), the performance was at 
62% F-Measure with the subjectivity detection 
rate of 70.85%. Post co-training, using the mod-
ified model vectors obtained from the pruned 
data set generated better scores. The increase in 
the recall of negative class and the increase in the 
overall F-Measure can be attributed to (i) in-
crease in the positive samples (~likely positive 
set), and (ii) cleaner negative set (no near posi-
tive samples).  

The results in table 6 for the SVM classifier 
also indicate the benefits of co-training. The sub-
jectivity classification performance show posi-
tive improvement. Although the performance of 
the SVM model is not as good as the VSM mod-
el, addition of each feature shows an improve-
ment in the subjectivity recognition rate. This 
performance indicates that the feature sets ex-
plored definitely contain positive information 
necessary for accurate detection.  

The poor performance of SVM (over VSM) 
can be attributed to 1. lack of balanced data for 
training a traditional SVM model and, 2. small 
number of positive samples. In VSM the problem 
of unbalanced data set in a way is overcome by 
using the confidence score at the time of calcu-
lating similarity. If these factors are compensated, 
the performance of the SVM model will signifi-
cantly improve. 

7 Conclusion 

This research provides interesting insights in 
modeling a subjectivity classifier for Urdu 
newswire data. We show that despite Urdu being 
a resource poor language, techniques like co-
training and statistical techniques based on tf-idf 
and word unigrams coupled with confidence 
measures help model the state-of-the-art subjec-
tivity classifier. We demonstrate the power of the 
co-training technique in generating likely nega-
tive and positive sets. The number of near sub-
jective samples in the likely positive set suggests 
that this method can be used as an adaptive 
learning technique to enable the annotators pro-
duce more samples. For a task like emotion de-
tection, that requires fine grained analysis, sen-
tences need to be analyzed at the semantic level 
and this goes beyond simple keyword based ap-
proach. Our efforts are now concentrated in this 
direction. 
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Abstract

We propose a method for the task of iden-
tifying the general positions of users in
online debates, i.e., support or oppose the
main topic of an online debate, by ex-
ploiting local information in their remarks
within the debate. An online debate is
a forum where each user post an opin-
ion on a particular topic while other users
state their positions by posting their re-
marks within the debate. The supporting
or opposing remarks are made by directly
replying to the opinion, or indirectly to
other remarks (to express local agreement
or disagreement), which makes the task of
identifying users’ general positions diffi-
cult. A prior study has shown that a link-
based method, which completely ignores
the content of the remarks, can achieve
higher accuracy for the identification task
than methods based solely on the contents
of the remarks. In this paper, we show
that utilizing the textual content of the
remarks into the link-based method can
yield higher accuracy in the identification
task.

1 Introduction

Social computing tools, such as a SNS (So-
cial Network Service) or an online discussion
board have become very powerful communication
tools for discussing topics with people around the
world. Many companies use these kinds of social
computing tools to understand their customers’ re-
quirements and their marketing activities. Social

computing tools are very useful not only for ag-
gregating customers’ opinions outside the com-
panies, but also for aggregating their employees’
ideas. For example, IBM has held Jam1 sessions,
which are short-term online discussions to aggre-
gate ideas from employees and customers. The re-
sults of Jam sessions help management decisions,
for instance the technology areas to invest.

Not just enterprises, but some nations are try-
ing to aggregate their citizens’ ideas in the Internet
and provide systems for discussions at the people-
to-people levels as part of the movement for open
government. The United States government has
the Idea Factory2 website for collecting ideas to
enhance activities of Department of Homeland
Security (DHS) and theOpen For Questions3 to
collect requests for the US government.

The motivation for creating these kinds of on-
line discussions is not limited to collecting ideas
but also to help understand the trends of opinions
about the ideas or topics. This means that getting
a quick overview of opinions about ideas is a key
point for the success of online discussions.

In this paper we propose a method to show
quick overview of participants’ positions, “Sup-
port” or “Oppose” for the main idea or topic in
online debates. It is difficult to identify each per-
son’s position for a topic directly, since most of
opinionative expressions are made not for main
topic but for adjacent remarks. This causes a dif-
ficulty in building answer sets for classifier. The
following example shows opinion expressions for
a main topic focused on an adjacent remark in a

1https://www.collaborationjam.com
2http://www.whitehouse.gov/open/innovations/IdeaFactory
3http://www.whitehouse.gov/OpenForQuestions/
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Figure 1: Identifying users’ positions from their opinions about previous remarks

debate. In this example, The main topic is “Travel
and F2F (face-to-face) meeting is fundamental to
business”.

Remark A Travel isn’t necessary be-
cause besides the high cost of trav-
els around the world, today we
have a lot of communication tools,
for instance web conference, video
chat that can easily contribute to
join leaders around the world in a
cheaper way.

Remark B I disagree. Without travel
and F2F meetings global integra-
tion does not work as well or as
quickly. It doesn’t mean that ev-
erybody has to travel all the time,
but at least some meetings are key
to success.

The author of Remark A mentions that travel is
not necessary to business. This opinion opposed
to the main topic, so that the position for the main
topic is “Oppose”. In contrast, the opinion expres-
sion in Remark B is not an opinion about the main
topic, but relates to the previous opinion in Re-
mark A. This opinion expression indicates that the
author of Remark B disagrees with the opinion of
Remark A, and indirectly implies agreement with
the main topic. Thus, although it is hard to infer
the global position of Remark B from only the sur-

face expressions, it is straightforward to infer that
an opinion in Remark B about Remark A is nega-
tive (i.e., Remark B expresses disagreement with
Remark A).

In this paper, positions with regards to the main
topic (global positions) are classified into two
classes: support and oppose, while opinions about
the previous remarks (local positions) are classi-
fied into three:agree, disagree, andneutral. For
example, let us consider the case in Fig. 1, where
Remark “a” is the main topic, and Remark “b” is
the reply to Remark “a” and Remark “c” is the
reply to Remark “b”. Here, letb(a) be the local
position, that is, opinion (agree/disagree/neutral)
in Remark “b” on the topic in Remark “a”. For
example, ifb(a) andc(b) aredisagree, one can de-
termine that the authors of the corresponding re-
marks are in the opposition. That is, the author of
Remark “c” agrees with Author A (the author of
Remark “a”), that is, the main topic, while Author
B is against the others. On the contrary, ifb(a) is
disagreeandc(b) is agree, then Author C agrees
with Author B and therefore it implies that Author
C is against Author A. In this case, only Author A
supports the main topic while Author B and Au-
thor C oppose to the main topic.

To infer supporting or opposing positions with
regards to the main topic, two steps are used. First,
the degree of disagreement between any two users
is computed from the link structure and the text of
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each pair of their adjacent replies. This is used as
the link weight between nodes (which correspond
to users in a debate) in the network. Second, the
bipartition of the users in the weighted network is
computed by finding a bipartition that induces the
maximum cutof the network, a partition of nodes
into two disjoint sets that maximizes the sum of
the weights of the links connecting nodes in dif-
ferent sets. Since the weight of the links is higher
(more positive) when the degree of disagreement
is higher, the bipartition is expected to express two
groups of opposing positions.

In order to evaluate the performance of our
method, we conducted some experiments to iden-
tify the supporting and opposing positions of par-
ticipants in online debates. The experimental re-
sults indicate that our method leads to higher pre-
cision than the baseline method, which is de-
scribed in (Agrawal et al., 2003).

The rest of this paper is organized as follows.
First we describe related work in Section 2, and
in Section 3 we propose our method for identify-
ing participants’ positions from their reply activi-
ties and text contents. In Section 4 we explain the
data sets used for the evaluations and show the ex-
perimental results of an opinion classifier for ad-
jacent remarks and a support/oppose classifier for
the participants in online debates. We conclude
this paper and describe future work in Section 5.

2 Related Work

There are some research papers published on anal-
ysis of online discussions. Some researches re-
ported on how to analyze and navigate IBM Jam
sessions. Millen et al. pointed out the importance
of supporting the participants in discussions and
demonstrated the effectiveness of their methods
in one of these jams (Millen and Fontaine, 2003).
Dave et al. described ways for jam participants to
navigate using visualization techniques (Dave et
al., 2004). One of the authors previously also pro-
posed a method to mine discussion records using
XML annotations (Murakami et al., 2001) and a
method to find important remarks in a discussion
thread based on the reply-to structure and partici-
pants’ opinions (Murakami et al., 2007).

Classifying agree/disagree opinions in conver-
sational debates using Bayesian networks was

presented in (Galley et al., 2004). Agrawal et al.
described an observation that reply activities show
disagreement with previous authors, and showed a
method to classify the supporting/opposing posi-
tion of users based on this observation in (Agrawal
et al., 2003). Thomas et al. (Thomas et al., 2006)
introduced some constraints that a single speaker
retains the same position for the classification
of participants’ positions from floor-debate tran-
scripts.

3 Proposed Method

3.1 Calculating theReaction Coefficient
between participants

We call the degree of divergence in the opinions
between participants areaction coefficient. This
reaction coefficient is defined as a function of the
participantsi, j, represented asr(i, j). To calcu-
late reaction coefficients, we extracted pairs of a
remark and its reply remark, and assigned “local
position flags” to the pairs. There are three lo-
cal position flags, “agree”, “disagree”, and “neu-
tral”. The reaction coefficientr(i, j) between par-
ticipantsi andj is defined as:

r(i, j) = αNdisagree(i, j)+βNneutral(i, j)+γNagree(i, j),
(1)

whereNopinion(i, j) is the number of remark pairs
with opinion as the corresponding local position
flag between participantsi andj.

Typically we assign a positive value toα, a
slightly positive value toβ, and a negative value
to γ. This means thatr(i, j) is positive when there
are only neutral remarks between useri and j.
This is based on the hypothesis in (Agrawal et al.,
2003) that replies usually indicate disagreement
with previous remarks. There is no directionality
in reaction coefficients so thatr(i, j) = r(j, i).

3.2 Classification of Participants’ Positions
based on the Max Cut Problem

Let the graph corresponding to the activity net-
work of the participants in an online debate be
G(V, E), whereV is the set of nodes that corre-
sponds to participants andE is the set of edges
each of which links participants that exchanged
remarks. For anyi, j ∈ V , letr(i, j) be the weight
of the link betweeni and j. A partition of the
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Table 1: Ideas and Number of Comments and Participants for the Ideas

Idea ID Title
# of
Comments

# of
Participant

# of Remarks
per Participant

1
Making “IT” Education as a Compulsory
Subject in Schools

75 45 1.7

2
Making Personal-Computer Makers to
Supplying Service Parts

130 21 6.2

3 Adoption of “Basic Income” 118 57 2.1
4 Votes in elections using Closed Networks 108 40 2.7
5 Computerized Books in Libraries 50 12 4.2

participants into supporting and opposing parties,
SsupandSopprespectively, is computed by solv-
ing the max cutproblem onG(V,E) defined as
follows.

[Max cut problem] Given G(V, E) as above,
find a bipartition ofV into Ssup and Sopp =
V \ Ssupso that

∑
i∈Ssup,j∈Soppr(i, j) is max-

imized.
The max cut problem is known to be NP-hard,

and thus in general is difficult to solve. How-
ever, good approximation algorithms based on
Linear Programming and Semidefinite Program-
ming have been developed recently, and combined
with branch-and-bound techniques a good exact
max-cut solver calledBiqMacexists (Rendl et al.,
2010). We used BiqMac for solving the max cut
problemexactlyon the activity network. Although
a faster approximate max cut solver is used in
(Agrawal et al., 2003), it is based on the limiting
assumption that the size ofSoppis approximately
the same asSopp. This cannot be assumed for the
networks in this paper.

4 Experiments

4.1 Corpus

The Ministry of Economy, Trade and Industry
in Japan (METI) was accepting public opinions
on e-government programs via the “e-METI Idea
Box4” from February 23 to March 15 2010. Par-
ticipants could show their positions for the ideas
since the site accepted comments on the main idea
and other comments, so this discussion can be re-
garded as a kind of debate. We used this data

4http://www.meti.go.jp/policy/itpolicy/open-meti/

to evaluate our proposed method. The ideas and
comments were written in Japanese and the data
is available at the METI website.

For the 936 ideas that were posted to the Idea
Box, we examined 17 ideas with more than 40
comments. Finally we selected five ideas for the
evaluation. The numbers of remarks (a main idea
and comments), participants, and remarks per par-
ticipants are shown in Table 1.

We extracted the reply-to structure information
in textual contents. The Idea Box system had a
capability to adding a comment to a main topic
or the other comment, and the system inserted
an identifier in comment’s text. Each identifier
started with “#” and the IDs of the previous com-
ments followed the identifier, such as “#003 ”
(with #001 referring to the main topic in the
thread). An idea or comments may have several
comments as replies, so this reply-to structure in a
debate is a tree structure whose root node is the
main topic. A typical reply-to tree structure is
shown in Fig 2.

4.2 Agree/Disagree Classification

To calculate the reaction coefficients, we need to
extract the reply-to pairs and classify these pairs
into the agree/disagree/neutral classes. To classify
these remark pairs we use opinionative and senti-
ment expressions. If a reply remark contains an
expression of “I agree with you” then it should be
classified into the agree class. Another example
of expressions of the agree class would be “That’s
a good idea!”.

To extract expressions of opinion, we cre-
ated a simple pattern dictionaries that contains
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Figure 2: Reply-to Structure of a Debate

agree/disagree expressions. For instance, “I dis-
agree with your idea” and “I don’t agree with you”
are in the disagree pattern dictionary. At the same
time we use a sentiment analysis tool to extract
sentiment expressions. The tool we used for sen-
timent expression extractions is the same as de-
scribed in (Kanayama et al., 2004), which use ma-
chine translation techniques to identify sentiment
expressions in text. The tool returns sentiment ex-
pressions with a sentiment label, favorable or un-
favorable.

After identifying opinionative and sentiment
expressions in the remarks, scores for the opin-
ion classification are calculated. The score of each
reply-to pair is the number of agreeing and favor-
able expressions minus the number of disagreeing
and unfavorable expressions in the reply remark.
When the score is positive, the opinion of the pair
is identified as agree, and if the score is negative
then the opinion of the pair identified as disagree.
If the score equals zero, then the opinion is iden-
tified as neutral.

To evaluate this opinion classifier, we did an
experiment with the METI data, which was man-
ually assigned agree/disagree/neutral flags. The
answers for these evaluation were created by us
for three of the idea threads (Idea IDs #1,#2 and
#3). Since most remarks do not have agree or dis-
agree expressions, most reply-to pairs are classi-
fied into the neutral class. This means that cal-
culating precision and recall for the neutral class
are not important. For the evaluation of the clas-

Table 2: Accuracy of opinion classification for
reply-to pairs

Idea ID Precision Recall

1 0.63 0.25
2 0.62 0.14
3 0.44 0.38

Ave. 0.56 0.26

sifier we calculated precisions and recalls only for
agree and disagree classes. The results are shown
in Table 2.

4.3 Support/Oppose Classification

Using the numbers of agree/disagree/neutral
reply-to pairs, we can calculate the reaction co-
efficients for each pair of participants. After cal-
culating the reaction coefficients for all of the par-
ticipants’ pairs, we can classify each participant
into support or oppose sets using the max cut tech-
nique. In this subsection, we explain how to eval-
uate our proposed method and show experimental
results.

4.3.1 Answer Sets for Global Position
Classification

To evaluate our method we created answer sets
for a global position classifier, consisting of par-
ticipant sets with the position labelsSupportor
Oppose. We identified the positions of the par-
ticipants’ remarks with contexts, but we assigned
the “Unclear” label for some participants since
their remarks did not contain enough information
to classify their global positions.For showing the
validity of the answer sets, two annotators anno-
tated three ideas and calculated aκ value. Theκ
value is 0.69 so that this answer set is appropri-
ate as an evaluation set. The use of the answer set
annotated by a single annotator for the evaluation
of support/oppose classification is justified since
the agreement rate (theκ value) is enough for the
evaluation.

4.3.2 Evaluation Index for Position
Classification

For evaluation we defined the estimation index
accuracy since the number of participants in the
Support position is not always the same as the
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number of participants in the Oppose position.
If the answers are grossly one-sided, the general
accuracy does not work well, since the system
can lead to a high score when it classifies all of
the participants into the larger side. To minimize
this potential bias, we defined an estimation in-
dexaccuracy using the average of the accuracies
for the Support/Oppose sets. The estimation index
accuracy is defined as:

accuracy =
1

2

( |Asup ∩ Ssup|
|Asup| +

|Aopp ∩ Sopp|
|Aopp|

)
, (2)

whereAsup and Aopp are the Support and Op-
pose participant sets in the answer set andSsup

andSopp are the Support and Oppose participant
sets generated by the system, respectively. For
accuracy, we ignore “Unclear” users since the
system is a two-class classifier.

4.3.3 Experimental Results

In the experiments we use the reaction coeffi-
cientsr(i, j) calculated based on the results of the
agree/disagree/neutral Classifier, and classify par-
ticipants into Support/Oppose position sets using
BiqMac. Since we assumed that the main topic of
the debate is the first remark of the debate thread,
we assume that the set which includes the author
of the first remark as the “Support” set and the
other set as the “Oppose” set5.

We conducted experiments for(α, β, γ) =
(1, 0, 0), (1, 0.5, 0), (1, 0.5, −1) in Eq. (1) to ex-
amine the dependency of the accuracy on the co-
efficientsr(i, j). We also conducted an experi-
ment for(1, 1, 1), which is regarded as a baseline
method described in (Agrawal et al., 2003), since
all of the reply actions represent “disagree” opin-
ions for the previous remarks with these parame-
ter. The experimental results are shown in Table
3.

The ideas other than ID 1 show better accu-
racy than the baseline and their accuracies tend
to increase in the order of(1, 0, 0), (1, 0.5, 0),
(1, 0.5, −1). This result shows that the effec-
tiveness of distinguishing between “disagree” and
“agree” replies. This distinction makes it possible
to introduce the constraint in which the user pairs

5For this reason, the values of the accuracies can be lower
than0.5.

Table 3: Accuracy of Support/Oppose position
classification

ID Baseline (1,0,0) (1,0.5,0) (1,0.5,-1)

1 47.86 66.67 54.52 54.05
2 66.43 76.43 76.43 89.29
3 46.47 48.88 42.63 55.45
4 53.19 51.52 55.36 77.60
5 66.67 58.33 66.67 75.00

with “disagree” and “neutral” should be classi-
fied into opposing positions and user pairs with
“agree” should be classified into same position in
the Support/Oppose user sets.

At the same time, ID 1 shows lower accuracy
for (1, 0.5, 0), (1, 0.5, −1) even though the accu-
racy of agree/disagree classifier is good. In idea
ID 1, the number of remarks per participant is the
lowest in data sets, so the errors of the Agree-
ment/Disagreement classifier strongly affect the
results of the Support/Oppose classifier.

5 Conclusion and Future Work

We have shown how to classify users in an online
debate based on their general positions with re-
gards to the main topic by the textual contents of
their remarks and the link structure of their replies.
The previous work used the assumption that the
replies are usually disagreements and based on
this assumption used a link-based method to clas-
sify the participants. However, in an online debate
the replies are also used for clarifying previous
remarks and quite often for supporting the previ-
ous ones. Our proposed method uses not only the
link structure of the replies, but also the textual
contents of the local agreement/disagreement po-
sitions between the remarks to boost the accuracy
of the task of classifying users into the supporting
and opposing parties.

The proposed method is based on the observa-
tion that it is easier to use the textual contents for
classifying the local positions of a user’s replies
with regards to the previous remarks, than to use
them (e.g., by aggregating them) for classifying
his/her global position with regards to the main
topic of the debate. In our experiments, we used
a rule-based classifier to classify the replies into
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agree, disagree, and neutral (with regards to the
previous replies) and used these classifier’s result
to determine the weight of the corresponding links
in the link structure of the reply network. The
max cut algorithm is then applied to the network,
which results in a classification of the users into
supporting or opposing parties (with regards to the
main topic of the debate). The experiments indi-
cate that the accuracies of the link-based method
of (Agrawal et al., 2003) can be significantly in-
creased by considering the textual contents of the
replies.

There are several directions to extend our
method. When an expression of opinion appears
in a reply, we have to locate the target of the opin-
ion. In the current method the target is deter-
mined by the ID of the remark pointed by the re-
ply. When the ID is not available, we assume that
the reply is with regards to the main topic. How-
ever, we also observed that even though a reply
was directed to a particular remark, it often also
contained opinions about the main topic. Identi-
fying such replies can be used to yield higher ac-
curacy in the classification task.

Much work remains for ultimate understanding
of the participants’ opinions in debate corpus. Un-
derstanding the reasons for the position for the
main topic is one of the ways to understand their
opinions and it may help to decide the next steps
for companies or governments which held the de-
bate sessions. An integrated system that includes
a discussion system and an analysis system show-
ing the ratio of positions and the reasons would
support such purposes.
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Abstract

In this paper, we present a two-stage ap-
proach to acquire Japanese unknown mor-
phemes from text with full POS tags as-
signed to them. We first acquire unknown
morphemes only making a morphology-
level distinction, and then apply semantic
classification to acquired nouns. One ad-
vantage of this approach is that, at the sec-
ond stage, we can exploit syntactic clues
in addition to morphological ones because
as a result of the first stage acquisition, we
can rely on automatic parsing. Japanese
semantic classification poses an interest-
ing challenge: proper nouns need to be
distinguished from common nouns. It
is because Japanese has no orthographic
distinction between common and proper
nouns and no apparent morphosyntactic
distinction between them. We explore
lexico-syntactic clues that are extracted
from automatically parsed text and inves-
tigate their effects.

1 Introduction

A dictionary plays an important role in Japanese
morphological analysis, or the joint task of
segmentation and part-of-speech (POS) tag-
ging (Kurohashi et al., 1994; Asahara and Mat-
sumoto, 2000; Kudo et al., 2004). Like Chi-
nese and Thai, Japanese does not delimit words
by white-space. This makes the first step of nat-
ural language processing more ambiguous than
simple POS tagging. Accordingly, morphemes in
a pre-defined dictionary compactly represent our
knowledge about both segmentation and POS.

One obvious problem with the dictionary-based
approach is caused by unknown morphemes,

or morphemes not defined in the dictionary.
Even though, historically, extensive human re-
sources were used to build high-coverage dictio-
naries (Yokoi, 1995), texts other than newspa-
per articles, in particular web pages, contain a
large number of unknown morphemes. These un-
known morphemes often cause segmentation er-
rors. For example, morphological analyzer JU-
MAN 6.01 wrongly segments the phrase “さっぽ
ろ駅” (saQporo eki, “Sapporo Station”), where “
さっぽろ” (saQporo) is an unknown morpheme,
as follows:

“さ” (sa, noun-common, “difference”),
“っ” (Q, UNK), “ぽ” (po, UNK),
“ろ” (ro, noun-common, “sumac”) and
“駅” (eki, noun-common, “station”),

where UNK refers to unknown morphemes auto-
matically identified by the analyzer. Such an er-
roneous sequence has disastrous effects on appli-
cations of morphological analysis. For example, it
can hardly be identified as a LOCATION in named
entity recognition.

One solution to the unknown morpheme prob-
lem is unknown morpheme acquisition (Mori and
Nagao, 1996; Murawaki and Kurohashi, 2008). It
is the task of automatically augmenting the dictio-
nary by acquiring unknown morphemes from text.
In the above example, the goal is to acquire the
morpheme “さっぽろ” (saQporo) with the POS
tag “noun-location name.” However, unknown
morpheme acquisition usually adopts a coarser
POS tagset that only represents the morphology
level distinction among noun, verb and adjective.
This means that “さっぽろ” (saQporo) is acquired
as just a noun and that the semantic label “loca-
tion name” remains to be assigned. The reason
only the morphology level distinction is made is

1http://nlp.kuee.kyoto-u.ac.jp/
nl-resource/juman-e.html
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that the semantic level distinction cannot easily
be captured with morphological clues that are ex-
ploited in unknown morpheme acquisition.

In this paper, we investigate the remaining
problem and introduce the new task of seman-
tic classification that is to be applied to automat-
ically acquired nouns. In this task, we can ex-
ploit syntactic clues in addition to morphologi-
cal ones because, as a result of acquisition, we
can now rely on automatic parsing. For exam-
ple, since text containing “さっぽろ” (saQporo,
noun-unclassified) is correctly segmented, we can
extract not only the phrase “saQporo station,” but
the tree fragment “ϕ go to saQporo,” and we can
determine its semantic label.

Japanese semantic classification poses an inter-
esting challenge: proper nouns need to be distin-
guished from common nouns. Like Chinese and
Thai, Japanese has no orthographic distinction be-
tween common and proper nouns as there is no
such thing as capitalization. In addition, there
seems no morphosyntactic (i.e. grammatical) dis-
tinction between them.

In this paper, we explore lexico-syntactic clues
that can be extracted from automatically parsed
text. We train a classification model on manually
registered nouns and apply it to automatically ac-
quired nouns. We then investigate the effects of
lexico-syntactic clues.

2 Semantic Classification Task

2.1 Two-Stage Approach to Unknown
Morpheme Acquisition

Our goal is to identify unknown morphemes in un-
segmented text and assign POS tags to them. In
this section, we omit the details of boundary iden-
tification (segmentation) and review the Japanese
POS tagset to see why we propose a two-stage ap-
proach to assign full POS tags.

The Japanese POS tagset derives from tradi-
tional grammar. It is a mixture of several linguis-
tic levels: morphology, syntax and semantics. In
other words, information encoded in a POS tag
is more than how the morpheme behaves in a se-
quence of morphemes. In fact, POS tags given to
pre-defined morphemes are useful for applications
of morphological analysis, such as dependency

parsing (Kudo and Matsumoto, 2002), named en-
tity recognition (Asahara and Matsumoto, 2003;
Sasano and Kurohashi, 2008) and anaphora res-
olution (Iida et al., 2009; Sasano and Kurohashi,
2009). In these applications, POS tags are incor-
porated as features for models.

On the other hand, the mixed nature of the POS
tagset poses a challenge to unknown morpheme
acquisition. Previous approaches (Mori and Na-
gao, 1996; Murawaki and Kurohashi, 2008) di-
rectly or indirectly reply on morphology, or our
knowledge on how a morpheme behaves in a se-
quence of morphemes. This means that semantic
level distinction is difficult to make in these ap-
proaches, and in fact, is left unresolved. To be
specific, nouns are only distinguished from verbs
and adjectives but they have subcategories in the
original tagset. These are what we try to classify
acquired nouns into in this paper.

2.2 Semantic Labels

The Japanese noun subcategories may require an
explanation since they are different from the En-
glish ones (Marcus et al., 1993) in many re-
spects. Singular and mass nouns are not distin-
guished from plural nouns because Japanese has
no grammatical distinction between them. More
importantly for this paper, proper nouns have sub-
categories such as person name, location name
and organization name in addition to the distinc-
tion from common nouns. These subcategories
provide important information to named entity
recognition among other applications. For proper
nouns, we adopt these subcategories as semantic
labels in our task.

In contrast to proper nouns, common nouns
have only one subcategory “common.” How-
ever, we consider that subcategories of common
nouns similar to those of proper nouns are use-
ful for, for example, anaphora resolution (Sasano
and Kurohashi, 2009). We adopt the “categories”
of morphological analyzer JUMAN, with which
common nouns in its dictionary are annotated.
There are 22 “categories” including PERSON,
ORGANIZATION and CONCEPT. We collapse
these “categories” into coarser semantic labels
that roughly correspond to those for proper nouns.
To sum up, we define 9 semantic labels as shown
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Table 1: List of semantic labels.
labels P/C sources1 manually registered nouns automatically acquired nouns

PSN-P

proper

subPOS:person name 松井 (matsui, a surname) 佐祐理 (sayuri, a given name)
ジョージ (jôji, “George”) キョン (kyoN, a nickname)

LOC-P subPOS:place name 京都 (kyouto, “Kyoto”) アキバ (akiba, “Akihabara”)
ドイツ (doitsu, “Germany”) ワイキキ (waikiki, “Waikiki”)

ORG-P subPOS:organization name 日銀 (nichigin, a bank) マツダ (matsuda, “Mazda”)
NHK (a broadcaster) ヤフー (yahû, “Yahoo”)

OTH-P subPOS:proper noun 平成 (heisei, an era name) ジプシー (jipushı̂, “Gypsy”)スラブ (surabu, “Slav”)

PSN-C

common

category:PERSON 先生 (seNsei, “teacher”) メル友 (merutomo, “keypal”)
スタッフ (sutaQfu, “staff”) ニート (nı̂to, “NEET”)

LOC-C category:PLACE-∗2 職場 (shokuba, “office”) 囲炉裏 (irori, “hearth”)
カフェ (kafe, “cafe”) 圃場 (hojou, “farm field”)

ORG-C category:ORGANIZATION 政府 (seifu, “government”) メーカ (mêka, “manufacturer”)
チーム (chı̂mu, “team”) 弊所 (heisho, “our office”)

ANI-C
category:ANIMAL and 犬 (inu, “dog”) チワワ (chiwawa, “Chihuahua”)
category:ANIMAL-PART 顔 (kao, “face”) マンタ (maNta, “manta”)

OTH-C other categories 主張 (shuchou, “argument”) 甚平 (jiNbei, a kind of clothing)
枕 (makura, “pillow”) 着メロ (chakumero, “ringtone”)

1 A subPOS refers to a subcategory of noun. For example, PSN-P corresponds to the POS tag “noun-person name”.
2 category:PLACE-INSTITUTION, category:PLACE-INSTITUION PART and others.

in Table 1.

2.3 Related Tasks

A line of research is dedicated to identify un-
known morphemes with varying degrees of identi-
fication. Asahara and Matsumoto (2004) only fo-
cus on boundary identification (segmentation) of
unknown morphemes. Mori and Nagao (1996),
Nagata (1999) and Murawaki and Kurohashi
(2008) assign POS tags at the morphology level.
Uchimoto et al. (2001) assign full POS tags but
unsurprisingly the accuracy is low. Nakagawa
and Matsumoto (2006) also assign full POS tags.
They address the fact that local information used
in previous studies is inherently insufficient and
present a method that uses global information,
in other words, takes into consideration all oc-
currences of each unknown word in a document.
They report an improvement in tagging proper
nouns in Japanese.

A related task is named entity recognition
(NER). It can handle a named entity longer than
a single morpheme and is usually formalized as a
chunking problem. Since Japanese does not de-
limit words by white-space, the unit of chunk-
ing can be a character (Asahara and Matsumoto,
2003; Kazama and Torisawa, 2008) or a mor-
pheme (Sasano and Kurohashi, 2008). In either
case, NER models encode the output of morpho-
logical analysis and therefore are affected by its

errors. In fact, Saito et al. (2007) report that a ma-
jority of unknown named entities (those never ap-
pear in a training corpus) contain unknown mor-
phemes as their constituents and that NER models
perform poorly on them. A straightforward solu-
tion to this problem would be to acquire unknown
morphemes and to assign semantic labels to them.

Another related task is supersense tagging (Cia-
ramita and Johnson, 2003; Curran, 2005; Cia-
ramita and Altun, 2006). A supersense corre-
sponds to one of the 26 broad categories defined
by WordNet (Fellbaum, 1998). Each noun synset
is associated with a supersense. For example,
“chair” has supersenses PERSON, ARTIFACT
and ACT because it belongs to several synsets.

Since supersense tagging is studied in English,
it differs from our task in several respects. In En-
glish, the distinction between common and proper
nouns is clear. In fact, the tagging models can use
POS features even for unknown nouns. In addi-
tion, the syntactic behavior of English nouns is
different from that of Japanese nouns (Gil, 1987).
Definiteness is not marked in Japanese as it lacks
determiners (e.g. “the” and “a”), and Japanese has
no obligatory plural marking. On the other hand,
Japanese obligatorily uses numeral classifiers to
indicate the count of nouns, as in

(1) saN

three
satsu
CL

no
GEN

hoN

book
three volumes of books, or three books,
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where “satsu” is a numeral classifier for books. A
number together with its numeral classifier forms
a numeral quantifier. Numeral quantifiers would
be informative about the semantic categories of
nouns. Note that Japanese shares the above fea-
tures with Chinese and Thai. Our findings in this
paper may hold for these languages.

3 Proposed Method

3.1 Lexico-Syntactic Clues

In the task of semantic classification, we can ex-
ploit syntactic clues in addition to morpholog-
ical ones. As a result of unknown morpheme
acquisition, text containing acquired morphemes,
or former unknown morphemes, is correctly seg-
mented. Now we can treat automatic parsing as
(at least partly) reliable with regard to acquired
morphemes.

For noun X , we use the following sets of fea-
tures for classification.

call: noun phrase Y that appears in a pat-
tern like “Y called X” and “Y such as X ,” e.g.
“call:kuni” from

X
X

to
QT

iu
call

kuni
country

a country called X .

cf: predicate with a case marker with which it
takes X as an argument, e.g. “cf:tooru:wo” from

X
X

wo
ACC

tooru
pass

ϕ pass through X .

demo: demonstrative that modifies X , e.g.
“demo:kono” from “kono X” (this X) and
“demo:doNna” from “doNna X” (what kind of
X).

ncf1: noun phrase which X modifies with the
genitive case marker “no,” e.g. “ncf1:heya” from

X
X

no
GEN

heya
room

X’s room.

ncf2: noun phrase that modifies X with the
genitive case marker “no,” e.g. “ncf2:subete”
from

subete
all

no
GEN

X
X

all X .

suf: suffix or suffix-like noun that follows X ,
e.g. “suf:saN” from “X saN” (Mr./Ms. X) and
“suf:eki” from “X eki” (X station).

Using automatically parsed text to extract syn-
tactic features has an advantage. Since no manual
annotation is necessary, we can utilize a huge raw
corpus. On the other hand, parsing errors are in-
evitable. However, we can circumvent this prob-
lem by using the constraints of Japanese depen-
dency structures: head-final and projective. The
simplest example is the second last element of a
sentence, which always depends on the last ele-
ment. With these constraints, we can focus on
syntactically unambiguous dependency pairs and
extract syntactic features accurately. We follow
Kawahara and Kurohashi (2001) to extract a pair
of an argument noun and a predicate (cf), and
Sasano et al. (2004) to extract a pair of nouns con-
nected with the genitive case marker “no” (ncf1
and ncf2).

Noun X can be part of a compound noun. We
leave it for named entity recognition. Except for
suf, we extract features only when X alone forms
a word. Similarly, we extract suf features only
when X and a suffix alone form a noun phrase.

For call, ncf1, and ncf2, we generalize
numerals within noun phrases. For “hoN”
(book) in example 1, we extract the feature
“ncf2:<NUM>satsu.”

3.2 Instances for Classification

Now that features are extracted for each noun, the
question is how to combine them together to make
an instance for classification. One factor we need
to consider is polysemy: a noun can be a person
name in one context and a location name in an-
other. If we combine features extracted from the
whole corpus, they may represent several seman-
tic labels.

Modeling a mixture of semantic labels might
be a solution, but we do not take this approach on
the grounds that each occurrence of a noun corre-
sponds to a single semantic label.

In our strategy, we perform classification mul-
tiple times for each noun and aggregate the results
at the end. The features for each classification are
extracted from a relatively small subset of a cor-
pus where the noun is supposedly consistent in
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terms of semantic labels. In the field of named
entity recognition, it is known that label consis-
tency holds strongly at the level of a document
and less strongly across different documents (Kr-
ishnan and Manning, 2006). Thus we start with a
document and gradually cluster related documents
until a sufficient number of features are obtained.
For the specific procedures we took in the experi-
ments, see Section 4.1.

3.3 Training Data

Following unknown morpheme acquisition (Mu-
rawaki and Kurohashi, 2008), we create training
data using manually registered nouns, for which
we can obtain correct semantic labels. We per-
form the same procedure as above to make in-
stances of registered nouns.

Some registered nouns are tagged with more
than one semantic label, which we call “explicit
polysemy.” We drop them from the training data.
The remaining problem is “implicit polysemy.”
Nouns are sometimes used with an uncovered
sense. In preliminary experiments, we found that
a typical case of implicit polysemy was that a
proper noun derived from a basic noun. To al-
leviate this problem, we use an NE tagger for fil-
tering. We run an NE tagger over a small portion
of the corpus and extract common nouns that are
frequently tagged as named entities. Then we re-
move these nouns from the training data.

We also drop nouns that appear extremely fre-
quently such as “人” (hito, “person”), “事” (koto,
“thing”) and “私” (watashi, “I”2). Since acquired
nouns to be classified are typically low frequency
morphemes, they would not behave similarly to
these basic nouns.

3.4 Classifier

To assign a semantic label to each instance, we use
a multiclass discriminative classifier. The input it
takes is an instance that is represented by a feature
vector x ∈ Rd. The output is one semantic label
y ∈ Y , where Y is the set of semantic labels.

We use a linear classifier. It has a weight vector
wy ∈ Rd for each y and outputs y that maximizes

2Japanese personal pronouns are treated as common
nouns because they show no special morphosyntactic behav-
ior.

the inner product of wy and x.

y = argmax
y

⟨wy, x⟩.

Several methods have been proposed to esti-
mate weight vector wy from training data. We use
online algorithms because they are easy to imple-
ment and scale to huge instances. We try the Per-
ceptron family of algorithms.

4 Experiments

4.1 Settings
We used JUMAN for morphological analysis and
KNP3 for dependency parsing. The dictionary
of JUMAN was augmented with automatically
acquired morphemes (Murawaki and Kurohashi,
2008). The number of manually registered mor-
phemes was 120 thousands while there were
13,071 acquired morphemes, of which 12,615
morphemes were nouns.

We used a web corpus that was compiled
through the procedures proposed by Kawahara
and Kurohashi (2006). It consisted of 100 million
pages.

We first extracted features from the web cor-
pus. To keep the model size manageable, we
used 447,082 features that appeared more than
100 times in the corpus.

We constructed training data from manually
registered nouns and test data from automatically
acquired nouns. For each noun, we combined text
together until the number of features grew to more
than 100. We started with a single web page, then
merge pages that share a domain name and fi-
nally clustered texts across different domains. We
split the web corpus into 40 subcorpora and ap-
plied this procedure in parallel. We used Bayon4

for clustering domain texts. We sequentially read
texts and applied the repeated bisections cluster-
ing every time some 5,000 pages were appended.
The vectors for clustering were nouns, both regis-
tered and acquired, with their tf-idf scores. We ob-
tained 4,843,085 instances for 10,613 registered
nouns and 196,098 instances for 2,556 acquired
nouns.

3http://nlp.kuee.kyoto-u.ac.jp/
nl-resource/knp-e.html

4http://code.google.com/p/bayon/
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Table 2: Results of semantic classification.
learning algorithms acquired nouns registered nouns
Averaged Perceptron 86.40% (432 / 500) 88.59% (123,113 / 138,971)
Passive-Aggressive 87.00% (435 / 500) 91.68% (127,407 / 138,971)
Confidence-Weighted 85.20% (426 / 500) 89.66% (124,604 / 138,971)
baseline1 69.60% (348 / 500) 79.14% (109,980 / 138,971)
1 assign OTH-C to all instances.

Table 3: Examples of aggregated instances.
acquired nouns instances labels

ヒカル (hikaru, a person name) 84 PSN-P:58.33%, PSN-C:41.67%
チワワ (chiwawa, “Chihuahua”) 128 ANI-C:54.69%, OTH-C:45.31%
かみさん (kamisaN, colloq. “wife”) 131 PSN-C:100%
ラスベガス (rasubegasu, “Las Vegas”) 136 LOC-P:97.06%, LOC-C:2.94%
アップル (aQpuru, “Apple/apple”) 187 ORG-P:63.10%, PSN-C:34.76%, OTH-C:2.14%
メルマガ (merumaga, abbr. of “mail magazine”) 1,622 OTH-C:99.32%, LOC-C:0.55%, PSN-C:0.06%

In order to handle polysemy, we evaluated se-
mantic classification on an instance-by-instance
basis. We randomly selected 500 instances from
the test data and manually assigned the correct la-
bels to them. For comparison purposes, we also
classified registered nouns. We split the training
data: 829 nouns or 138,971 instances for testing
and the rest for training.

We trained the model with three online learn-
ing algorithms, (1) the averaged version (Collins,
2002) of Perceptron (Crammer and Singer, 2003),
(2) the Passive-Aggressive algorithm (Crammer
et al., 2006), and (3) the Confidence-Weighted
algorithm (Crammer et al., 2009). For Passive-
Aggressive algorithm, we used PA-I and set pa-
rameter C to 1. For Confidence-Weighted, we
used the single-constraint updates. All algorithms
iterated five times through the training data.

4.2 Results

Table 2 shows the results of semantic classifica-
tion. All algorithms significantly improved over
the baseline. As suggested by the gap in accu-
racy between acquired and registered nouns in the
baseline method, the label distribution of the train-
ing data differed from that of the test data, but the
decrease in accuracy was smaller than expected.

The Passive-Aggressive algorithm performed
best on both acquired and registered nouns. For
the rest of this paper, we report the results of the
Passive-Aggressive algorithm.

Table 3 shows aggregated instances of some ac-
quired nouns. Although classification sometimes
failed, correct labels took the majority. How-

ever, it is noticeable that PSN-P was frequently
misidentified as PSN-C while PSN-C was cor-
rectly identified. This phenomenon is clearly seen
in the confusion matrix (Table 4). Half of PSN-P
instances were misidentified as PSN-C but the
percentage of errors in the opposite direction was
just above 9%. We will investigate this in the next
section.

4.3 Discussion

Our interest is in determining what kinds of fea-
tures are effective in semantic classification. We
first performed standard ablation experiments. We
trained a series of models on the training data af-
ter removing each feature set. The training and
test data were the same with those in Section 4.1.

Table 5 shows the results of ablation experi-
ments. Significant decreases in accuracy are ob-
served in the cf dataset. This is easily explained by
the fact that more than half of features belonged
to cf. The ratio of ncf1 was much the same with
that of ncf2, but the removal of ncf1 resulted in a
worse performance in classifying registered nouns
than that of ncf2. This means that a modifiee of a
noun explains more about the noun than its modi-
fier.

The ablation experiments cannot capture inter-
esting properties of features because each feature
set has a great diversity within it. Next, we di-
rectly examine features instead. Since we use a
simple linear classifier, a feature has |Y | corre-
sponding weights, each of which represents how
likely a noun belongs to label y. For example,
features whose weights for PSN-C are the largest
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Table 4: Confusion matrix of acquired nouns.
Actual

PSN-P LOC-P ORG-P OTH-P PSN-C LOC-C ORG-C ANI-C OTH-C
Pr

ed
ic

te
d

PSN-P 16 1 4 1
LOC-P 1
ORG-P 4
OTH-P
PSN-C 16 39 1 2
LOC-C 2 2 1 10 4
ORG-C 2
ANI-C 28
OTH-C 3 1 1 1 13 9 338

Table 5: Results of ablation experiments.
feature set ratio1 acquired nouns registered nouns
-call 0.23% 87.60% (438 / 500) 91.58% (127,276 / 138,971)
-cf 54.84% 84.80% (424 / 500) 88.96% (123,630 / 138,971)
-demo 2.40% 88.00% (440 / 500) 91.38% (126,996 / 138,971)
-ncf1 19.03% 87.20% (436 / 500) 89.23% (124,008 / 138,971)
-ncf2 18.40% 85.60% (428 / 500) 91.54% (127,220 / 138,971)
-suf 5.10% 87.40% (437 / 500) 91.30% (126,889 / 138,971)
all 87.00% (435 / 500) 91.68% (127,407 / 138,971)
1 The proportion of each feature set that appears in the instances of the test

data.

include:

• cf:nakusu:wo (“ϕ lose X to the disease”),

• cf:oshieru:ni (“ϕ1 teach X ϕ2”),

• ncf2:ooku (“many/much X”), and

• ncf2:<NUM>niN (X is modified by
<NUM> plus a numeral classifier for
persons).

As briefly mentioned in Section 2.3, Japanese
numeral quantifiers received scholarly attention
in the fields of linguistic philosophy and lin-
guistics in relation to the count/mass distinc-
tion (Quine, 1969; Gil, 1987). In our feature
sets, numeral quantifiers typically appear as ncf2,
e.g. “ncf2:<NUM>niN.” The weights given to
them demonstrate their effectiveness in semantic
classification. They discriminate common nouns
from proper nouns as the weights given to com-
mon nouns are larger with wide margins. It is not
surprising because, say, the phrase “two Johns” is
semantically acceptable but extremely rare in re-
ality. They are also informative about the distinc-
tion among PSN, LOC and others. For example,
the classifier “niN” for persons suggest the noun in
question is a person while “keN” for houses would
modify a location-like noun. However, we found
quite a few “noises” about these features in data.

The modifiee of a numeral expression is not al-
ways the noun to be counted, as demonstrated by
the following example:

(2) saN

three
niN
CL

no
GEN

moNdai
problem

matters among the three persons.
From the above, the feature “ncf2:<NUM>niN”
is extracted although “moNdai” is OTH-C. Theis
“noise” is attributed to the genitive case marker
“no” because it can denote a wide range of rela-
tions between two nouns. We might be able to
avoid this problem if we focus on “floating” nu-
meral quantifiers. A floating numeral quantifier
has no direct dependency relation to the noun to
be counted, as in

(3) seito
student

ga
NOM

saN

three
niN
CL

keQseki
absence

shita
do

three students were absent,
where the numeral quantifier modifies the verb
phrase instead of the noun. Further work is
needed to anchor floating numeral quantifiers
since they bring a different kind of ambiguity
themselves (Bond et al., 1998).

Closely related to numeral quantifiers are quan-
tificational nouns that appear as “ncf2:ooku”
(“many/much”), “ncf2:subete” (“all”) and oth-
ers. They distinguish common nouns from proper
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nouns but does not make a further classifica-
tion. The same is true of other numeral expres-
sions such as “cf:hueru:ga” (“X increase in num-
ber”) and “cf:nai:ga” (“there is no X” or “X
do not exist”). We found that, other than nu-
meral expressions, some features distinguished
common nouns from proper nouns because they
indicated the noun denoted an attribute. Such fea-
tures include “cf:naru:ni” (“ϕ become X”) and
“cf:kaneru:wo” (“ϕ double as X”).

We expected that demonstratives (demo)
served similar functions to quantificational ex-
pressions, but it turned out to be more com-
plex. The distal demonstrative “ano” (“that”) of-
ten modifies proper nouns to give emphasis. In
fact, the model gave larger weights to proper
nouns. On the other hand, interrogative demon-
stratives such as “dono” (“which”) and “doNna”
(“what kind of”) are rarely used with proper nouns
although semantically acceptable.

As seen above, there is an abundant variety
of features that distinguish common nouns from
proper nouns. Also, it is not difficult to make a
distinction among PSN, LOC and others although
the far largest cluster OTH-C sometimes absorbs
other instances. The remaining question is how to
distinguish proper nouns from common nouns, or
specifically PSN-P from PSN-C. We examined
features that gave larger weights to PSN-P than
to PSN-C. They generally had smaller margins
in weights than those which distinguish PSN-C
from PSN-P. Among them, features such as
“cf:utau:ga” (“X sing”) and “cf:hanasu:ni” (“ϕ
talk to X”) have no problem with being used for
common nouns in terms of both semantics and
pragmatics. They seem to have resulted from
over-training. There were seemingly appropriate
features such as “suf:saNchi” (“X’s house”) and
“suf:seNshu” (honorific suffix for players), but
they were not ubiquitous in the corpus. PSN-P in-
stances suffered from lack of distinctive features.

One solution to this problem is to combine ad-
ditional knowledge about person names. For ex-
ample, a Japanese family name is followed by a
given name, and most Chinese names consist of
three Chinese characters. However, quite a few
person names in the web corpus do not follow
the usual patterns of person names because they

are handles (or nicknames) and names for fic-
tional characters. Thus it would be desirable to be
able to classify person names without additional
knowledge.

5 Conclusion

In this paper, we presented the new task of seman-
tic classification of Japanese nouns and applied it
to nouns automatically acquired from text. Unlike
in unknown morpheme identification in previous
studies, we can exploit automatically parsed text.
We explored lexico-syntactic clues and investi-
gated their effects. We found plenty of features
that distinguished common nouns from proper
nouns, but few features worked in the opposite di-
rection. Further work is needed to overcome this
bias.
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Abstract

Lexicalized Well-Founded Grammar
(LWFG) is a recently developed syntactic-
semantic grammar formalism for deep
language understanding, which balances
expressiveness with provable learnability
results. The learnability result for LWFGs
assumes that the semantic composition
constraints are learnable. In this paper,
we show what are the properties and
principles the semantic representation and
grammar formalism require, in order to
be able to learn these constraints from
examples, and give a learning algorithm.
We also introduce a LWFG parser as a
deductive system, used as an inference
engine during LWFG induction. An
example for learning a grammar for noun
compounds is given.

1 Introduction

Recently, several machine learning approaches
have been proposed for mapping sentences to their
formal meaning representations (Ge and Mooney,
2005; Zettlemoyer and Collins, 2005; Muresan,
2008; Wong and Mooney, 2007; Zettlemoyer and
Collins, 2009). However, only few of them in-
tegrate the semantic representation with a gram-
mar formalism: λ-expressions and Combinatory
Categorial Grammars (CCGs) (Steedman, 1996)
are used by Zettlemoyer and Collins (2005;2009),
and ontology-based representations and Lexical-
ized Well-Founded Grammars (LWFGs) (Mure-
san and Rambow, 2007) are used by Muresan
(2008).

An advantage of the LWFG formalism, com-
pared to most constraint-based grammar for-
malisms developed for deep language understand-
ing, is that it is accompanied by a learnability

guarantee, the search space for LWFG induc-
tion being a complete grammar lattice (Muresan
and Rambow, 2007). Like other constraint-based
grammar formalisms, the semantic structures in
LWFG are composed by constraint solving, se-
mantic composition being realized through con-
straints at the grammar rule level. Moreover, se-
mantic interpretation is also realized through con-
straints at the grammar rule level, providing ac-
cess to meaning during parsing.

However, the learnability result given by Mure-
san and Rambow (2007) assumed that the gram-
mar constraints were learnable. In this paper we
present the properties and principles of the seman-
tic representation and grammar formalism that al-
low us to learn the semantic composition con-
straints. These constraints are a simplified version
of ”path equations” (Shieber et al., 1983), and we
present an algorithm for learning these constraints
from examples (Section 5). We also present a
LWFG parser as a deductive system (Shieber et
al., 1995) (Section 3). The LWFG parser is used
as an innate inference engine during LWFG learn-
ing, and we present an algorithm for learning
LWFGs from examples (Section 4). A discussion
and an example of learning a grammar for noun
compounds are given is Section 6.

2 Lexicalized Well-Founded Grammars

Lexicalized Well-Founded Grammar (LWFG) is
a recently developed formalism that balances
expressiveness with provable learnability results
(Muresan and Rambow, 2007). LWFGs are a type
of Definite Clause Grammars (Pereira and War-
ren, 1980) in which (1) the context-free back-
bone is extended by introducing a partial ordering
relation among nonterminals, 2) grammar non-
terminals are augmented with strings and their
syntactic-semantic representations, called seman-
tic molecules, and (3) grammar rules can have
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1. Syntagmas containing elementary semantic molecules
a. (w1,

`h1
b1

´
)= (laser,

0BBBBB@

264cat noun
head X1

mod X2

375
D
X1.isa = laser, X2.P1=X1

E

1CCCCCA
) b. (w2,

`h2
b2

´
)=(printer,

0BBBBB@

264cat noun
nr sg
head X3

375
D
X3.isa = printer

E

1CCCCCA
)

2. Syntagmas containing a derived semantic molecule
(w,
`h
b

´
)=(laser printer,

0BBBBB@

264cat nc
nr sg
head X

375
D
X1.isa = laser, X .P1=X1, X .isa=printer

E

1CCCCCA
)

3. Constraint Grammar Rule
NC(w,

`h
b

´
) → Noun(w1,

`h1
b1

´
), Noun(w2,

`h2
b2

´
) : Φc(h, h1, h2),Φonto(b)

Φc(h, h1, h2) = {h.cat = nc, h1.cat = noun, h2.cat = noun, h.head = h1.mod, h.head = h2.head, h.nr = h2.nr}
Φonto(b) returns 〈X1.isa = laser,X.instr = X1,X.isa = printer〉

Figure 1: Syntagmas containing elementary semantic molecules (1) and a derived semantic molecule
(2); A constraint grammar rule together with the semantic composition and ontology-based interpreta-
tion constraints, Φc and Φonto (3)

two types of constraints, one for semantic com-
position and one for semantic interpretation. The
first property allows LWFG learning from a small
set of examples. The last two properties make
LWFGs a type of syntactic-semantic grammars.

Definition 1. A semantic molecule associated
with a natural language string w, is a syntactic-
semantic representation, w′ =

(
h
b

)
, where h

(head) encodes compositional information, while
b (body) is the actual semantic representation of
the string w.

Grammar nonterminals are augmented with
pairs of strings and their semantic molecules.
These pairs are called syntagmas, and are denoted
by σ = (w,w′) = (w,

(
h
b

)
).

Examples of semantic molecules for the nouns
laser and printer and the noun-noun compound
laser printer are given in Figure 1. When as-
sociated with lexical items, semantic molecules
are called elementary semantic molecules. When
semantic molecules are built by the combina-
tion of others, they are called derived semantic
molecules. Formally, the semantic molecule head,
h, is a one-level feature structure (i.e., values are
atomic), while the semantic molecule body, b, is a
logical form built as a conjunction of atomic pred-
icates 〈concept〉.〈attr〉 = 〈concept〉, where vari-
ables are either concept or slot identifiers in an on-
tology.1

1The body of a semantic molecule is called OntoSeR and

Muresan and Rambow (2007) formally defined
LWFGs, and we present here a slight modification
of their definition.

Definition 2. A Lexicalized Well-Founded Gram-
mar (LWFG) is a 7-tuple, G = 〈Σ,Σ′, NG,�
, PG, PΣ, S〉, where:

1. Σ is a finite set of terminal symbols.

2. Σ′ is a finite set of elementary seman-
tic molecules corresponding to the terminal
symbols.

3. NG is a finite set of nonterminal symbols.
NG∩Σ = ∅. We denote pre(NG) ⊆ NG, the
set of pre-terminals (a.k.a, parts of speech)

4. � is a partial ordering relation among non-
terminals.

5. PG is the set of constraint grammar rules. A
constraint grammar rule is written A(σ) →
B1(σ1), . . . , Bn(σn) : Φ(σ̄), where A,Bi ∈
NG, σ̄ = (σ, σ1, ..., σn) such that σ =
(w,w′), σi = (wi, wi

′), 1 ≤ i ≤ n,w =
w1 · · ·wn, w′ = w′1 ◦ · · · ◦ w′n, and ◦ is the
composition operator for semantic molecules
(more details about the composition oper-
ator are given in Section 5). For brevity,
we denote a rule by A → β : Φ, where
A ∈ NG, β ∈ N+

G . PΣ is the set of con-
straint grammar rules whose left-hand side
are pre-terminals, A(σ) →, A ∈ pre(NG).

is a flat ontology-based semantic representation.
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We use the notation A → σ for this gram-
mar rules. In LWFG due to partial ordering
among nonterminals we can have ordered
constraint grammar rules and non-ordered
constraint grammar rules (both types can be
recursive or non-recursive). A grammar rule
A(σ) → B1(σ1), . . . , Bn(σn) : Φ(σ̄), is an
ordered rule, if for all Bi, we have A � Bi.
In LWFGs, each nonterminal symbol is a
left-hand side in at least one ordered non-
recursive rule and the empty string cannot be
derived from any nonterminal symbol.

6. S ∈ NG is the start nonterminal symbol, and
∀A ∈ NG, S � A (we use the same notation
for the reflexive, transitive closure of �).

The partial ordering relation�makes the set of
nonterminals well-founded2 , which allows the or-
dering of the grammar rules, as well as the order-
ing of the syntagmas generated by LWFGs. This
ordering allow LWFG learning from a small set of
representative examples (Muresan and Rambow,
2007) (PΣ is not learned).

An example of a LWFG rule is given in Fig-
ure 1(3). Nonterminals are augmented with syn-
tagmas. Moreover, in LWFG the semantic com-
position and interpretation are realized via con-
straints at the grammar rule level (Φ(σ̄) in Defi-
nition 2). More precisely, syntagma composition
means string concatenation (w = w1w2) and se-
mantic molecule composition (

(
h
b

)
=
(
h1

b1

)
◦
(
h2

b2

)
)

—- where the bodies of semantic molecules are
concatenated through logical conjunction (b =
(b1, b2)ν, where ν is a variable substitution ν =
{X2/X,X3/X}), while the semantic molecules
heads are composed through compositional con-
straints Φc(h, h1, h2), which are a simplified ver-
sion of “path equations” (Shieber et al., 1983) (see
Figure 1(3)). During LWFG learning, composi-
tional constraints Φc are learned together with the
grammar rules. Semantic interpretation, which
is ontology-based in LWFG, is also encoded as
constraints at the grammar rule level — Φonto

— providing access to meaning during parsing.
Φonto(b) constraints are applied to the body of
the semantic molecule corresponding to the syn-

2� should not be confused with information ordering de-
rived from flat feature structures

tagma associated with the left-hand side nonter-
minal. The ontology-based constraints are not
learned; rather, Φonto is a general predicate that
succeed or fail as a result of querying an ontology
— when it succeeds, it instantiates the variables
of the semantic representation with concepts/slots
in the ontology (see the example in Figure 1(3)).

2.1 Derivation in LWFG

The derivation in LWFG is called ground syn-
tagma derivation, and it can be seen as the
bottom up counterpart of the usual derivation.
Given a LWFG, G, the ground syntagma deriva-
tion relation, ∗G⇒, is defined as: A→σ

A
∗G⇒σ

(if σ =

(w,w′), w ∈ Σ, w′ ∈ Σ′, i.e., A ∈ pre(NG, ),

and Bi
∗G⇒σi, i=1,...,n, A(σ)→B1(σ1),...,Bn(σn) : Φ(σ̄)

A
∗G⇒σ

.

The set of all syntagmas generated by a gram-
mar G is Lσ(G) = {σ|σ = (w,w′), w ∈
Σ+, ∃A ∈ NG, A

∗G⇒ σ}. Given a LWFG G,
Eσ ⊆ Lσ(G) is called a sublanguage of G. Ex-
tending the notation, given a LWFG G, the set of
syntagmas generated by a rule (A→ β : Φ) ∈ PG
is Lσ(A → β : Φ) = {σ|σ = (w,w′), w ∈
Σ+, (A → β : Φ)

∗G⇒ σ}, where (A → β : Φ)
∗G⇒

σ denotes the ground derivation A ∗G⇒ σ obtained
using the rule A → β : Φ in the last derivation
step.

3 LWFG Parsing as Deduction

Following Shieber (1995), we present the Lexical-
ized Well-Founded Grammar parser as a deduc-
tive proof system in Table 1. The items of the
logic are of the form [i, j, σij , A → α • βΦA],
where A → αβ : ΦA is a grammar rule, ΦA —
the constraints corresponding to the grammar rule
whose left-hand side nonterminal is A— can be
true, • shows how much of the right-hand side
of the rule has been recognized so far, i points to
the parent node where the rule was invoked, and j
points to the position in the input that the recogni-
tion has reached. We use the following notations:

σRij = (wRij ,
(hRij
bRij

)
) are syntagmas corresponding

to the partially parsed right-hand side of a rule;

σLij = (wLij ,
(hLij
bLij

)
) are ground-derived syntagmas

(i.e., they are augmenting the left-hand side non-

887



Item form [i, j, σij , A→ α • βΦA] 1 ≤ i, j ≤ n+ 1, A ∈ NG, αβ ∈ N∗G
the ΦA constraint can be true

Axioms [i, i+ 1, σLii+1, Bi → •] 1 ≤ i ≤ n,Bi ∈ pre(NG), Bi → σLii+1 ∈ PΣ

Goals [i, j, σLij , A→ αΦA•] 1 ≤ i, j ≤ n+ 1, A ∈ NG, α ∈ N+
G

Inference Rules

Prediction [i,j,σL
ij ,B→βΦB•]

[i,i,σR
ii,A→•BγΦA]

〈A→ Bγ : ΦA〉 (A→ Bγ : ΦA) ∈ PG
σRii = σ∅ (i.e., wRii = ε, bRii = true and hRii = ∅)

Completion
[i,j,σR

ij ,A→α • B γ ΦA] [j,k,σL
jk,B→β ΦB •]

[i,k,σR
ik
,A→α B • γ ΦA]

σRik = σRij ◦ σLjk, where

wRik = wRijw
L
jk, bRik = bRijb

L
jk, hRik = hRij ∪ hLjk

Constraint [i,j,σR
ij ,A→α•ΦA]

[i,j,σL
ij ,A→αΦA•] 〈ΦA is satisfiable 〉 σLij = φ(σRij)

Table 1: LWFG parsing as deductive system

terminal of a LWFG rule). The goal items are
of the form [i, j, σLij , A → αΦA•], where σLij is
ground-derived from the rule A→ α : ΦA.

Compared to the deductive system in (Shieber
et al., 1995), the LWFG parser has the follow-
ing characteristics: each item is augmented with
a syntagma; the Constraint rule is a new infer-
ence rule, and the goal items are associated to
every nonterminal in the grammar, not only to
the start symbol (i.e., LWFG parser is a robust
parser). The Constraint inference rule is the only
one that obtains an inactive edge3, from an active
edge by executing the grammar constraint ΦA (the
• is shifted across the constraint). By applying the
Constraint rule as the last inference rule we obtain
the ground-derived syntagmas σLij . Thus, the goal
items are obtained only after the Constraint rule is
applied. During this inference rule we have that
σLij = φ(σRij), where φ is defined by: wLij = wRij ,
bLij = bRijνij , and hLij = ϕ(hRij). The substitution
νij and the function ϕ are implicitly contained in
the grammar constraint ΦA

c (hLij , h
R
ij) (see Section

5 for details)

Definition 3 (Robust parsing provability). Robust
parsing provability corresponds to reaching the
goal item: `rp A(σLij) iff [i, j, σLij , A→ αΦA•].

Thus, we can notice that the ground syntagma
derivation is equivalent to robust parsing provabil-
ity, i.e., A ∗G⇒ σ iff G `rp A(σ).

3We use Kay’s terminology: items are edges, where the
axioms and goals are inactive edges having • at the end,
while the rest are active edges (Kay, 1986).

4 Learning LWFGs

The theoretical learning model for LWFG induc-
tion, Grammar Approximation by Representative
Sublanguage (GARS), together with a learnability
theorem was introduced in (Muresan and Ram-
bow, 2007). LWFG’s learning framework char-
acterizes the “importance” of substructures in the
model not simply by frequency, but rather lin-
guistically, by defining a notion of “representa-
tive examples” that drives the acquisition process.
Informally, representative examples are “building
blocks” from which larger structures can be in-
ferred via reference to a larger generalization cor-
pus referred to as representative sublanguage in
(Muresan and Rambow, 2007). The GARS model
uses a polynomial algorithm for LWFG learning
that take advantage of the building blocks nature
of representative examples.

The LWFG induction algorithm belongs to the
class of Inductive Logic Programming methods
(ILP), based on entailment (Muggleton, 1995;
Dzeroski, 2007). At each step a new constraint
grammar rule is learned from the current repre-
sentative example, σ. Then this rule is added to
the grammar rule set. The process continues until
all the representative examples are covered. We
describe below the process of learning a grammar
rule from the current representative example:

1. Most Specific Grammar Rule Generation.
In the first step, the most specific grammar
rule is generated from the current represen-
tative example σ. The category annotated
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STEP 1 (Most Specific Grammar Rule Generation)

STEP 2 (Grammar Rule Generalization)

(laser printer, 

CANDIDATE GRAMMAR RULES

laser printer

Performance Criteria
BEST RULE 

((laser printer) manual)
(desktop (laser printer))

K ! Background Knowledge
Lexicon 

(laser, )

Previously learned grammar rules

cat   nc

                                 )

(printer, )

σ = (w,
(
h
b

)
) - Current representative example

a) chunks={[NA(laser), Noun(laser)], [NC(printer),Noun(printer)]}

rg1 NC → Noun Noun: Φc4 (score=1)

rg2 NC → NA Noun: Φc5 (score=2)

b) r: NC(w,
(

h
b

)
) → Noun(w1,

(
h1

b1

)
) Noun(w2,

(
h2

b2

)
): Φc4(h, h1, h2)

Φc4(h, h1, h2) = {h.cat = nc, h1.cat = noun, h2.cat = noun,

Eσ - Representative Sublanguage

NC → NA NC: Φc7

rg4 NC → NA NC: Φc7 (score=3)

rg3 NC → Noun NC: Φc6 (score=2)

Noun →

cat noun
head X1

mod X2

〈X1.isa = laser, X2.Y = X1〉
cat noun

〈X3.isa = printer〉

NA → Noun: Φc1

〈B.isa = laser, A.P1 = B, A.isa = printer〉

NA → NA NA: Φc2

NC → Noun: Φc3

nr sg
head A

head X3

nr sg

Noun →

h.head = h1.mod, h.head = h2.head, h.nr = h2.nr}

Figure 2: Example of Grammar Rule Learning

in the representative example gives the
left-hand-side nonterminal, while a robust
parser returns the minimum number of
chunks covering the representative example.
The categories of the chunks give the non-
terminals of the right-hand side of the most
specific rule. For example, in Figure 2, given
the representative example laser printer
annotated with its semantic molecule, and
the background knowledge containing the
already learned rules NA → Noun : Φc1 ,
NA → NA NA : Φc2 , NC → Noun : Φc3

the robust parser generates the chunks
corresponding to the noun laser and the
noun printer: [NA(laser),Noun(laser)]
and [NC(printer),Noun(printer)], re-
spectively. The most specific rule is
NC → Noun Noun : Φc4 , where the
left-hand side nonterminal is given by the
category of the representative example, in
this case nc. Compositional constraints Φc4

are learned as well. In section 5 we give
the algorithm for learning these constraints,
and several properties and principles that are
needed in order for these constraints to be
learnable.

2. Grammar Rule Generalization. In the sec-
ond step, this most specific rule is gener-
alized, obtaining a set of candidate gram-
mar rules (the generalization step is the in-
verse of the derivation step used to define
the complete grammar lattice search space in

(Muresan and Rambow, 2007)). The perfor-
mance criterion in choosing the best gram-
mar rule among these candidate hypotheses
is the number of examples in the representa-
tive sublanguage Eσ (generalization corpus)
that can be parsed using the candidate gram-
mar rule, rgi in the last ground derivation
step, together with the previous learned rules,
i.e., |Eσ∩Lσ(rgi)|. In Figure 2 given the rep-
resentative sublanguage Eσ={ laser printer,
laser printer manual, desktop laser printer}
the learner will generalize to the recursive
rule NC → NA NC : Φ7, since only this
rule can parse all the examples in Eσ.

5 Learnable Composition Constraints

In LWFG, the semantic structures are composed
by constraint solving, rather than functional ap-
plication (with lambda expressions and lambda re-
duction). This section presents the properties and
principles that guarantee the learnability of the
compositional constraints,Φc, and presents an al-
gorithm to generate these constraints from exam-
ples, which is a key result for LWFG learnability.

The information for semantic composition is
encoded in the head of semantic molecules. There
are three types of attributes that belong to the se-
mantic molecule head h: category attributes Ach,
variable attributes Avh, and feature attributes Afh.
Thus, Ah = Ach ∪ Avh ∪ A

f
h and Ach,Avh,A

f
h are

pairwise disjoint. For example, in Figure 1 for the
noun-noun compound laser printer, we have that
Ach = {cat}, Afh = {nr}, and Avh = {head},
while for the noun laser we have that Ach1

=

{cat}, Afh1
= ∅, andAvh1

= {head,mod} (nouns
can be modifiers of other nouns, so their represen-
tation is similar to that of an adjective).

We describe in turn each of these types of at-
tributes and their corresponding principles. All
principles, except the first and the last mirror
principles in other constraint-based linguistic for-
malisms, such as HPSG (Pollard and Sag, 1994).

The category attributes Ach are state at-
tributes, and their value set gives the category of
the semantic molecule. There is one attribute, cat
∈ Ach, which is mandatory and whose value is the
name of the category (e.g., h.cat = nc in Figure
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1). The category of a semantic molecule can be
given by: 1) the cat attribute alone, or 2) the cat
attribute together with other state attributes in Ach
which are syntactic-semantic markers.

Principle 1 (Category Name Principle). The cat-
egory name h.cat of a syntagma σ = (w,

(
h
b

)
) is

the same as the grammar nonterminal augmented
with syntagma σ.

When learning a LWFG rule from an example
σ, the above principle allows us to determine the
nonterminal in the left-hand side of the grammar
rule. For example, when learning the LWFG rule
from the syntagma corresponding to laser printer
in Figure 2, the nonterminal in the left-hand side
of the LWFG rule is NC since h.cat = nc.

The variable attributes Avh are attributes
whose values are logical variables and represent
the semantic valence of the molecule, which al-
lows the binding of the semantic representations.
These logical variables appear in the semantic
molecule body as well. For example, in Figure
1(2) for the noun-noun compound laser printer,
the value of the variable attribute head ∈ Avh is
a variable X , which appears also in the body of
the semantic molecule 〈X1.isa = laser,X.P1 =
X1, X.isa = printer〉. It can be noticed that the
semantic molecule body contains other variables
as well (X1, P1). However, only the variables
present in the semantic molecule head as well (X)
will participate in further composition.

Principle 2 (Semantic Representation Binding
Principle). All the logical variables that the body
b of a semantic molecule corresponding to a syn-
tagma σ = (w,

(
h
b

)
), share with other syntagmas,

are at the same time values of the variable at-
tributes (Avh) of the semantic molecule head.

There is one variable attribute, head ∈ Avh that
represents the head of a syntagma, giving the fol-
lowing principle:

Principle 3 (Semantic Head Principle). Given a
syntagma σ = (w,

(
h
b

)
) ground derived from a

grammar rule, r, there exists one and only one
syntagma σi = (wi,

(
hi
bi

)
) corresponding to a non-

terminal Bi in rule r’s right-hand side, which
has the same value of the attribute head, i.e.,
h.head = hi.head.

The feature attributes Afh are the attributes
whose values express the specific properties of the
semantic molecules (e.g., number, person).

Principle 4 (Feature Inheritance Principle). If
σi = (wi,

(
hi
bi

)
) is the semantic head of a ground-

derived syntagma σ = (w,
(
h
b

)
), then all fea-

ture attributes of σ inherit the values of the cor-
responding attributes that belong to the seman-
tic head σi. That is, if h.head = hi.head , then
h.f = hi.f , ∀f ∈ Afh ∩A

f
hi

.

Besides this principle, the feature attributes are
used for category agreement. The categories that
enter in agreement are maximum projection cat-
egories. This linguistic knowledge about agree-
ment is used in the form of the following princi-
ple:

Principle 5 (Feature Agreement Principle). The
agreeing categories and the agreement features
are a-priori given based on linguistic knowledge,
and are applied only at the semantic head level.

Given all the above principles, we can now for-
mulate the general Composition Principle:

Principle 6 (Composition Principle). A syntagma
σ = (w,w′) corresponding to the left-hand side
nonterminal of a grammar rule is obtained by
string concatenation (w = w1 . . . wn) and the
composition of semantic molecules corresponding
to the nonterminals from the rule right-hand side:

w′ =
(
h

b

)
= (w1 · · ·wn)′ = w′1 ◦ · · · ◦ w′n

=

(
h1

b1

)
◦ · · · ◦

(
hn
bn

)
=

(
h1 ◦ · · · ◦ hn
〈b1, . . . , bn〉ν

)

The composition of the semantic molecule bod-
ies is realized through conjunction after the ap-
plication of a variable substitution ν. The body
variable specialization substitution ν is the most
general unifier (mgu) of b and b1, . . . , bn, s.t
b = (b1, . . . , bn)ν. It is a particular form of the
commonly used substitution (Lloyd, 2003), i.e.,
a finite set of the form {X1/Y1, . . . , Xm/Ym},
whereX1, . . . , Xm, Y1, . . . , Ym are variables, and
X1, . . . , Xm are distinct.

The composition of the semantic molecule
heads is realized by a set of constraints
Φc(h, h1..., hn), which is a system of equations
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similar to “path equations” (Shieber et al., 1983;
van Noord, 1993), but applied to flat feature struc-
tures:




hi.c = ct
hi.vi = hj .vj
hi.f = ct or
hi.f = hj .f



 where

0 ≤ i, j ≤ n, i 6= j

c ∈ Achi

vi ∈ Avhi
, vj ∈ Avhj

f ∈ Afhi
, f ∈ Afhj

When learning a LWFG rule from a repre-
sentative example σ as in Figure 2, the robust
parser returns the minimum number of chunks,
n, covering σ. The body variable substitution ν
is fully determined by the representative exam-
ple as mgu of b and b1, . . . , bn, and the compo-
sitional constraints Φc(h, h1, . . . , hn) are learned
using Alg 1. For example, in Figure 2, when
learning from the representative example corre-
sponding to the string laser printer, we have that
ν = {X1/B,X2/A,X3/A, Y/P1}.

In Alg 1 we use the notation σ0 = (w0,
(
h0

b0

)
) to

denote the representative example σ.

Alg 1: Learn Constraints(σ0, σ1, . . . , σn)
σi = (wi,

`
hi
bi

´
), 0 ≤ i ≤ n

Φc ← ∅
ν ← mgu(b0, (b1, . . . , bn))
foreach 0 ≤ i ≤ n ∧ c ∈ Achi

do1
if hi.c = c1 then

Φc ← Φc ∪ {hi.c = c1}

foreach 0 ≤ i, j ≤ n ∧ i 6= j ∧X/Y ∈ ν∧2
vi ∈ Avhi ∧ vj ∈ Avhj do

if hi.vi = X ∧ hj .vj = Y then
Φc ← Φc ∪ {hi.vi = hj .vj}

if hs.head = h0.head, 1 ≤ s ≤ n then3

foreach f ∈ Afh0
∩ Afhs

do
if h0.f = c1 ∧ hs.f = c1 then

Φc ← Φc ∪ {h0.f = hs.f}
if hs.cat = cs ∧ hi.cat = ci ∧ agr(cs, ci),
1 ≤ i ≤ n then

foreach f ∈ agrFeatures(cs, ci) do
if hs.f = c1 ∧ hi.f = c1 then

Φc ← Φc ∪ {hs.f = hi.f}

for all other f ∈ Afhi
, 0 ≤ i ≤ n do4

/*i.e., if we are not in case 3 */
if hi.f = c1 then

Φc ← Φc ∪ {hi.f = c1}
return Φc /*i.e., Φc(h0, h1, . . . , hn) */

In the first step, the constraints corresponding
to category attributes are fully determined by the

values of these attributes that appear in the se-
mantic molecule heads of σ0, . . . σn. In Figure
2, when learning the most specific rule r from
the representative example laser printer, the set
of constraints {h.cat = nc, h1.cat = noun, h2 =
noun} ⊂ Φc4 are the constraints corresponding
to category attributes. In the second step, the con-
straints corresponding to variable attributes are
fully determined by the variables in the substitu-
tion ν that also appear as values of variable at-
tributes hi.vi, hj .vj , where 0 ≤ i, j ≤ n and
i 6= j. In Figure 2, only {X2/A,X3/A} ⊂ ν
will be used, generating the set of constraints
{h.head = h1.mod, h.head = h2.head} ⊂ Φc4 .
In the third step, the values of the feature at-
tributes which obey Principles 4 and 5 are gen-
eralized — agr(cs, ci) is the predicate which gives
us the agreement between the categories cs and
ci (e.g., the subject agrees with the verb), and
agrFeatures(cs, ci) gives us the set of feature at-
tributes that participate in agreement (e.g., nr,
pers, case). In Figure 2, the set of constraints
{h.nr = h2.nr} ⊂ Φc4 represents the general-
ization of the feature attribute values for nr, using
Principle 4 . For all features attributes besides the
ones that obey the above two principles, the gener-
ated constraints keep the particular values of these
attributes (step 4 of Alg 1).

6 Examples

The LWFG formalism allows us to learn gram-
mars for deep language understanding from ex-
amples. Instead of writing syntactic-semantic
grammar by hand (both rules and constraints),
we need to provide only a small set of repre-
sentative examples — strings and their semantic
molecules. Qualitative experiments on learning
LWFGs showed that complex linguistic construc-
tions can be learned and covered, such as com-
plex noun phrases, relative clauses and reduced
relative clauses, finite and non-finite verbal con-
structions (including, tense, aspect, negation, and
subject-verb agreement), and raising and control
constructions (Muresan and Rambow, 2007). In
Figure 3 we show an example of learning a LWFG
grammar for noun-noun compounds. The first
four examples (1-4) are representative examples,
while the last four examples are used for gener-
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A. Learning Examples:
1. (laser,

0BBBBB@

264cat na
head A
mod B

375
D

A.isa = laser, B.P1=A
E

1CCCCCA
) 5. (laser printer manual,

0BBBBB@

264cat na
head A
mod B

375
D

C.isa = laser, D.P1=C, D.isa=printer,A.P2=D, A.isa=manual, B.P3=A
E

1CCCCCA
)

2. (laser printer,
0BBBBB@

264cat na
head A
mod B

375
D

C.isa = laser, A.P1=C, A.isa=printer, B.P2=A
E

1CCCCCA
) 6. (desktop laser printer,

0BBBBB@

264cat na
head A
mod B

375
D

C.isa = desktop, A.P1=C, D.isa=laser,A.P2=D, A.isa=printer, B.P3=A
E

1CCCCCA
)

3. (printer,
0BBBBB@

264cat nc
nr sg
head A

375
D

A.isa = printer
E

1CCCCCA
) 7. (laser printer manual,

0BBBBB@

264cat nc
nr sg
head A

375
D

B.isa = laser, C.P1=B, C.isa=printer, A.P2=C, A.isa=manual
E

1CCCCCA
)

4. (laser printer,
0BBBBB@

264cat nc
nr sg
head A

375
D

B.isa = laser, A.P1=B, A.isa=printer
E

1CCCCCA
) 8. (desktop laser printer,

0BBBBB@

264cat nc
nr sg
head A

375
D

B.isa = desktop, A.P1=B, C.isa=laser, A.P2=C, A.isa=printer
E

1CCCCCA
)

B. Learned LWFG Rules:

NA(w,
“
h
b

”
)→ Noun(w1 ,

“
h1
b1

”
) : Φc1

(h, h1) , where Φc1
(h, h1) =

8>><>>:
h.cat = na
h1.cat = noun
h.head = h1.head
h.mod = h1.mod

9>>=>>;

NA(w,
“
h
b

”
)→ NA(w1,

“
h1
b1

”
), NA(w2,

“
h2
b2

”
) : Φc2

(h, h1, h2) where Φc2
(h, h1, h2) =

8>>>>><>>>>>:

h.cat = na
h1.cat = na
h2.cat = na
h.head = h1.mod
h.head = h2.head
h.mod = h2.mod

9>>>>>=>>>>>;
NC(w,

“
h
b

”
)→ Noun(w1,

“
h1
b1

”
) : Φc3

(h, h1) , where Φc3
(h, h1) =

8>><>>:
h.cat = nc
h1.cat = noun
h.head = h1.head
h.nr = h1.nr

9>>=>>;

NC(w,
“
h
b

”
)→ NA(w1,

“
h1
b1

”
), NC(w2,

“
h2
b2

”
) : Φc4

(h, h1, h2) where Φc4
(h, h1, h2) =

8>>>>><>>>>>:

h.cat = nc
h1.cat = na
h2.cat = nc
h.head = h1.mod
h.head = h2.head
h.nr = h2.nr

9>>>>>=>>>>>;
Figure 3: Learning LWFG Rules for Noun-Noun Compounds

alization (5-8). The learned grammar rules, in-
cluding the learned composition constraints are
also shown. The first two LWFG rules ground de-
rive syntagmas for noun adjuncts, while the last
two rules ground derive syntagmas for noun com-
pounds. For example, ”desktop laser printer” can
be either a fully-formed noun compound (cate-
gory nc), or it can be further combined with the
noun ”invoice” to obtain ”desktop laser printer in-
voice”, case in which it is a noun adjunct (cate-
gory na). The learned rule for noun adjuncts is
both left and right recursive, accounting for both
left and right-branching noun compounds. Even
though we can obtain overgeneralization in syn-
tax, the ontology-based interpretation constraint
at the rule level will prune some erroneous parses.
Preliminary results in the medical domain show
that Φonto can help remove erroneous parses even
when using just a weak ontological model (se-
mantic roles of verbs, prepositions, attributes of
adjectives and adverbs, but no synonymy, or hi-

erarchy of concepts or roles). However, more ex-
periments need to be run for reporting quantitative
results.

7 Conclusions

We have presented the properties and princi-
ples that the semantic representation integrated
in LWFG requires so that the semantic compo-
sitional constraints are learnable from examples.
These properties together with Alg 1 give a the-
oretical result that in conjunction with the learn-
ability result of Muresan and Rambow (2007)
show that LWFG is a learnable constraint-based
grammar formalism that can be used for deep lan-
guage understanding. Instead of writing grammar
rules and constraints by hand, one needs to pro-
vide only a small set of annotated examples.4

4The author acknowledges the support of the NSF (SGER
grant IIS-0838801). Any opinions, findings, or conclusions
are those of the author, and do not necessarily reflect the
views of the funding organization.
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Abstract

This paper proposes a method for eval-
uating grammatical error detection meth-
ods to maximize the learning effect ob-
tained by grammatical error detection.
To achieve this, this paper sets out the
following two hypotheses — imperfect,
rather than perfect, error detection max-
imizes learning effect; and precision-
oriented error detection is better than a
recall-oriented one in terms of learning ef-
fect. Experiments reveal that (i) precision-
oriented error detection has a learning ef-
fect comparable to that of feedback by a
human tutor, although the first hypothesis
is not supported; (ii) precision-oriented er-
ror detection is better than recall-oriented
in terms of learning effect; (iii)

�
-measure

is not always the best way of evaluating
error detection methods.

1 Introduction

To reduce the efforts taken to correct grammat-
ical errors in English writing, there has been a
great deal of work on grammatical error detec-
tion (Brockett et al., 2006; Chodorow and Lea-
cock, 2000; Chodorow and Leacock, 2002; Han
et al., 2004; Han et al., 2006; Izumi et al., 2003;
Nagata et al., 2004; Nagata et al., 2005; Nagata
et al., 2006). One of its promising applications
is writing learning assistance by detecting errors
and showing the results to the learner as feedback
that he or she can use to rewrite his or her essay.
Grammatical error detection has greatly improved
in detection performance as well as in the types of
the errors it is able to detect, including errors in
articles, number, prepositions, and agreement.

In view of writing learning assistance, how-
ever, one important factor has been missing in

the previous work. In the application to writ-
ing learning assistance, error detection methods
should be evaluated by learning effect obtained
by error detection. Nevertheless, they have been
evaluated only by detection performance such as�

-measure.
This brings up a further research question —

are any of the previous methods effective as writ-
ing learning assistance? It is very important to an-
swer this question because it is almost impossible
to develop a perfect method. In other words, one
has to use an imperfect method to assist learners
no matter how much improvement is achieved. In
practice, it is crucial to reveal the lower bound of
detection performance that has a learning effect.

Related to this, one should discuss the follow-
ing question. Most error detection methods are
adjustable to be recall-oriented/precision-oriented
by tuning their parameters. Despite this fact,
no one has examined which is better in terms
of learning effect — recall-oriented or precision-
oriented? (hereafter, this problem will be referred
to as the recall-precision problem). Chodorow
and Leacock (2000) and Chodorow et al. (2007)
argue that precision-oriented is better, but they do
not give any concrete reason. This means that the
recall-precision problem has not yet been solved.

Accordingly, this paper explores the relation
between detection performance and learning ef-
fect. To do this, this paper sets out two hypothe-
ses:

Hypothesis I : imperfect, rather than perfect, er-
ror detection maximizes learning effect

Hypothesis II : precision-oriented is better than
recall-oriented in terms of learning effect

Hypothesis I contradicts the intuition that the
better the detection performance is, the higher the
learning effect is. To see the motivation for this,
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suppose that we had a perfect method. It would
detect all errors in a given essay with no false-
positives. In that case, the learner would not have
to find any errors by himself or herself. Neither
would he or she have to examine the causes of
the errors. In the worst case, they just copy the
detection results. By contrast, with an imperfect
method, he or she has to do these activities, which
is expected to result in better learning effect. Be-
sides, researchers, including Robb et al. (1986),
Bitchener et al. (2005), and Ferris and Roberts
(2001), report that the amount of feedback that
learners receive does not necessarily correspond
to the amount of learning effect. For instance,
Robb et al. (1986) compared four types of feed-
back ((1) error detection and correction, (2) error
detection and error type, (3) error detection, and
(4) number of errors per line) and reported that
(1), the most-detailed feedback, did not necessar-
ily have the highest learning effect.

Hypothesis II concerns the recall-precision
problem. If a limited number of errors are
detected with high precision (i.e., precision-
oriented), learners have to carefully read their own
essay to find the rest of the errors by examining
whether their writing is correct or not, using sev-
eral sources of information including (i) the in-
formation that can be obtained from the detected
errors, which is useful for finding undetected er-
rors similar to the detected ones; (ii) their knowl-
edge on English grammar and writing, and (iii)
dictionaries and textbooks. We believe that learn-
ing activities, especially learning from similar in-
stances, have a favorable learning effect. By con-
trast, in a recall-oriented setting, these activities
relatively decrease. Instead, learners focus on
judging whether given detection results are correct
or not. Besides, learning from similar instances is
likely not to work well because a recall-oriented
setting frequently makes false-positives.

This paper proposes a method for testing the
two hypotheses in Sect. 2. It conducts experiments
based on the method in Sect. 3. It discusses the ex-
perimental results in Sect. 4.

2 Method

We conducted a pre-experiment where ten sub-
jects participated and wrote 5.6 essays on average.

We used the obtained data to design the method.

2.1 Target Errors

To obtain general conclusions, one has to test Hy-
pothesis I and Hypothesis II against a variety of
errors and also a variety of error detection meth-
ods. However, it would not be reasonable or fea-
sible to do this from the beginning.

Considering this, this paper targets errors in ar-
ticles and number. The reasons for selecting these
are that (a) articles and number are difficult for
learners of English (Izumi et al., 2003; Nagata et
al., 2005), and (b) there has been a great deal of
work on the detection of these errors.

2.2 Error detection method

Among the previous methods for detecting errors
in articles and number, this paper selects Nagata et
al. (2006)’s method that detects errors in articles
and number based on countability prediction. It
has been shown to be effective in the detection of
errors in articles and number (Nagata et al., 2005;
Nagata et al., 2006). It also has the favorable prop-
erty that it can be adjusted to be recall-oriented or
precision-oriented by setting a threshold for the
probability used in countability prediction. This
subsection briefly describes Nagata et al. (2006)’s
method (See Nagata et al. (2006) for the details).

The method, first, automatically generates
training instances for countability prediction. In-
stances of each noun that head their noun phrase
(NP) are collected from a corpus with their sur-
rounding words. Then, the collected instances are
tagged with their countability by a set of hand-
coded rules. The resulting tagged instances are
used as training data for countability prediction.

Decision lists (Yarowsky, 1995) are used to pre-
dict countability. Tree types of contextual cue are
used as features: (i) words in the NP that the target
noun heads; (ii) three words to the left of the NP;
(iii) three words to its right. The log-likelihood ra-
tio (Yarowsky, 1995) decides in which order rules
in a decision list are applied to the target noun in
countability prediction. It is the log ratio of the
probabilities of the target noun being count and
non-count when one of the features appears in its
context. To predict countability in error detection,
each rule in the decision list is tested on the target
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noun in the sorted order until the first applicable
one is found. The prediction is made by the first
applicable one.

After countability prediction, errors in articles
and number are detected by using a set of rules.
For example, if the noun in question is plural and
predicted to be non-count, then it is an error. Sim-
ilarly, the noun in question has no article and is
singular and is predicted to be count, then it is an
error.

The balance of recall and precision in error de-
tection can be adjusted by setting a certain thresh-
old to the probabilities used to calculate the log-
likelihood ratio1. If the probability of the applied
rule in countability prediction is lower than a cer-
tain threshed, error detection is blocked. Namely,
the higher the threshed is, the more precision-
oriented the detection is.

2.3 Learning Activity

The proposed method is based on a learning ac-
tivity consisting of essay writing, error detection,
and rewriting. Table 1 shows the flow of the learn-
ing activity. In Step 1, an essay topic is assigned
to learners. In Step 2, they have time to think
about what to write with a piece of white paper for
preparation (e.g., to summarize his or her ideas).
In Step 3, they write an essay on a blog system in
which the error detection method (Nagata et al.,
2005) is implemented. This system allows them
to write, submit, and rewrite their essays (though
it does not allow them to access the others’ es-
says or their own previous essays). They are not
allowed to use any dictionary or textbook in this
step. They are required to write ten sentences or
more. In Step 4, the system detects errors in each
essay. It displays each essay of which errors are
indicated in red to the corresponding learner. Al-
though the detection itself takes only a few sec-
onds, five minutes are assigned to this step for two
purposes: to take a short break for learners and
to remove time differences between learners. Fi-
nally, in Step 5, learners rewrite their essay using
the given feedback. Here, they are allowed to use

1Setting a threshold to the probability is equivalent to set-
ting a threshold to the log-likelihood and both has the same
effect on the balance of recall and precision. However, we
use the former because it is intuitive and easy to set a thresh-
old

Table 1: Flow of learning activity

Procedure Min
1. Learner is assigned an essay topic –
2. Learner prepares for writing 5
3. Learner writes an essay 35
4. System detects errors in the essay 5
5. Learner rewrites the essay 15

a dictionary (Konishi and Minamide, 2007) and
an A4 paper that briefly explains article and num-
ber usage, which was made based on grammar
books (Hirota, 1992; Iizuka and Hagino, 1997).
They are informed that the feedback may contain
false-positives and false-negatives.

2.4 How to Measure Learning Effect
Before discussing how to measure learning effect,
one has to define the ability to write English. Con-
sidering that this paper aims at the evaluation of
error detection, it is reasonable to define the abil-
ity as the degree of error occurrence (that is, the
fewer errors, the better). To measure this, this pa-
per uses error rate, which is defined by

��� Number of target errors in Step 3 ���
Number of NPs in Step 3 ��� � (1)

Ones (“ ��� ”) are added to the numerator and de-
nominator for a mathematical reason that will be
clear shortly. The addition also has the advan-
tage that it can evaluate a longer essay to be better
when no errors occur.

Having defined ability, it is natural to measure
learning effect by a decrease in the error rate. Sim-
ply, it is estimated by applying the linear regres-
sion to the number of instances of learning and the
corresponding error rates.

Having said this, this paper applies an expo-
nential regression instead of the linear regression.
There are two reasons for this. The first is that
it becomes more difficult to decrease the error
rate as it decreases (in other words, it becomes
more difficulty to improve one’s ability as one im-
proves). The other is that the error rate is expected
to asymptotically decrease to zero as learning pro-
ceeds. The exponential regression is defined by

�	��

����������� ������� (2)
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where � , � , and � denote the number of instances
of learning, decrease in the error rate (learning ef-
fect), and the ability before the learning starts, re-
spectively. The parameters � and � can be esti-
mated from experimental data by least squares.

To examine Hypothesis I and Hypothesis II,
the learning effect parameter � must be estimated
for several error detection conditions. To do this,
detection performance (recall, precision, and

�
-

measure) is first defined. Recall and precision is
defined by

��� Number of errors correctly detected
Number of errors

(3)

and

 !� Number of errors correctly detected
Number of errors detected " (4)

respectively. Using recall and precision,
�

-
measure is defined by

# � $ �% � �  � (5)

With these, this paper compares four conditions.
In the first condition, the system detects no error
at all. Thus, it plays a role as a baseline. The sec-
ond and third conditions are recall-oriented and
precision-oriented, respectively. The threshold
that maximized

�
-measure, which was 0.60, was

computed by applying the error detection method
to the essays obtained in the pre-experiment (in-
creasing the threshold from 0 to 1, 0.05 at a time).
This was selected as the recall-oriented condition.
Then, the threshold for the precision-oriented con-
dition was determined to be 0.90 so that its pre-
cision became higher. The final condition corre-
sponds to the perfect error detection. Because it
was impossible to implement such error detection,
a native speaker of English took this part. Here-
after, the four conditions will be referred to as No-
feedback, Recall-oriented, Precision-oriented,
and Human.

3 Experiments

As subjects, 26 Japanese college students (first
to fourth grade) participated in the experiments.
These 26 subjects were assigned to each condi-
tion as follows: Human: 6; Recall-oriented: 7;
Precision-oriented: 7; No-feedback 6:.

Table 2: Essay topics used in the experiments

No. Topic
1 University life
2 Summer vacation
3 Gardening
4 My hobby
5 My frightening experience
6 Reading
7 My home town
8 Traveling
9 My favorite thing
10 Cooking

The number of learning activities was ten. Es-
say Topics for each learning activity is shown in
Table 2 They were selected based on a writing
textbook (Okihara, 1985) & The experiments were
conducted from Oct. 2008 to Dec. 2008. The sub-
jects basically did the learning activity twice a
week on average. Some of them could not finish
the ten-essays assignment during this term. Sub-
jects who did not do the learning activity eight or
more times were excluded from the experiments.
As a result, 22 subjects were valid in the end (Hu-
man: 4; Recall-oriented: 7; Precision-oriented:
6; No-feedback: 5).

Figure 1 shows the experimental results. It
shows the plots of Eq. (2) where � is calculated
by averaging the estimated values of � over each
condition (No-feedback: �'�)(+*

�
* $-, ; Recall-

oriented: �.�/(+*
�
* �10 ; Precision-oriented: �!�(+*

�
*3254 ; Human: �6�7(+* �

* ,98 ). The value of � is
set to 0 for the purpose of comparison.

4 Discussion

Although Hypothesis I is not supported, the ex-
perimental results reveal that Precision-oriented
has a learning effect comparable to Human. A
concrete example makes this clearer. Precision-
oriented takes 18 instances of learning to de-
crease the error rate 32%, which is the average of
the subjects at the beginning, by half. This is very
near the 16 instances of Human. By contrast, No-
feedback takes nearly double that (29 times), and
Recall-oriented far more (47 times).

From these results, it follows that one should
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Figure 1: Experimental results

use precision-oriented error detection for writing
learning assistance in a circumstance where feed-
back by a human tutor is not fully available (e.g.,
writing classroom consisting of a number of stu-
dents). According to Burstein et al. (1998), the
best way to improve one’s writing skills is (i) to
write, (ii) to receive feedback from a human tutor,
(iii) to revise based on the feedback, and then re-
peat the whole process as often as possible. How-
ever, it is almost impossible to practice this in a
writing classroom consisting of a number of stu-
dents. In such circumstances, this can be done by
using precision-oriented error detection. At the
end, learners may have their essays corrected by a
human tutor, which guarantees the quality of feed-
back, still reducing the efforts of human tutors.

At the same time, it should be emphasized that
this is not a general but a limited conclusion be-
cause the experiments involve limited target er-
rors and a limited number of subjects. In dif-
ferent conditions (e.g., setting a higher thresh-
old), Precision-oriented may outperform Hu-
man, meaning that Hypothesis I is not conclu-
sively rejected.

The experimental results support Hypothesis II
as we expected. The learning effect of Recall-
oriented is even less than No-feedback. A
possible reason for this is that false-positives,
which Recall-oriented frequently makes, con-
fused the subjects. By contrast, Precision-
oriented achieved better learning effect because it
detected a few errors with a high precision. To be

precise, Recall-oriented achieved a precision of*
� 8
* with a recall * �

2 � whereas a precision of 0.72
with a recall of 0.25 in Precision-oriented. Be-
sides, the fact that Recall-oriented detects errors
more frequently with less precision (that is, the
number of false-positives is higher) might make
learners feel as if the precision is lower than is ac-
tually. This might have discouraged the subjects
in Recall-oriented from learning.

These results suggest interesting findings from
another point of view. In the past, overall per-
formance of error detection has often been eval-
uated by

�
-measure, which considers both re-

call and precision. Following this convention,
one comes to the conclusion that Recall-oriented
(
� � *

� , � ) is superior to Precision-oriented
(
� �:*

�
23; ). Contrary to this, the experimen-

tal results favor Precision-oriented over Recall-
oriented in terms of learning effect. This suggest
that

�
-measure is not always the best method of

evaluation.
To conclude this section, let us discuss some

problems with the proposed method that the ex-
periments have revealed. To obtain more gen-
eral conclusions, the amount of experimental data
should be increased. However, it appeared to be
difficult for the subjects to do the learning activ-
ity more than ten times; some subjects might have
got bored with repeating the same learning activ-
ities. This is the problem that has to be solved
in its actual use in learning assistance. Another
problem is that detection performance tends to de-
crease relative to the original as learning proceeds
because subjects improve (for instance,

� �<*
� ,5,for the first half and

� �7*
�
254 for the last half in

Recall-oriented). In order to investigate the rela-
tion between detection performance and learning
effect more deeply, one should take this fact into
consideration.

5 Conclusions

This paper tested the two hypotheses — imper-
fect, rather than perfect, error detection maxi-
mizes learning effect; and precision-oriented er-
ror detection is better than a recall-oriented one in
terms of learning effect. The experiments revealed
the interesting findings that precision-oriented er-
ror detection has learning effect similar to that of
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feedback by a human tutor, although the first hy-
pothesis was not supported. Considering the find-
ings, this paper has come to the conclusion that
one should use precision-oriented error detection
to assist writing learning in a circumstance where
feedback by human tutors is not fully available.
By contrast, the experiments supported the second
hypothesis. They also showed that

�
-measure

was not always the best way of evaluation.
In future work, we will expand the experiments

in terms of both the number of subjects and tar-
get errors, such as errors in preposition, to obtain
more general conclusions. The essays which are
collected and error-annotated2 in the experiments
are available as a learner corpus for research and
education purposes. Those who are interested in
the learner corpus should contact the author.
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Abstract

We present novel kernels based on struc-
tured and unstructured features for rerank-
ing the N-best hypotheses of conditional
random fields (CRFs) applied to entity ex-
traction. The former features are gener-
ated by a polynomial kernel encoding en-
tity features whereas tree kernels are used
to model dependencies amongst tagged
candidate examples. The experiments on
two standard corpora in two languages,
i.e. the Italian EVALITA 2009 and the En-
glish CoNLL 2003 datasets, show a large
improvement on CRFs in F-measure, i.e.
from 80.34% to 84.33% and from 84.86%
to 88.16%, respectively. Our analysis re-
veals that both kernels provide a compara-
ble improvement over the CRFs baseline.
Additionally, their combination improves
CRFs much more than the sum of the indi-
vidual contributions, suggesting an inter-
esting kernel synergy.

1 Introduction

Reranking is a promising computational frame-
work, which has drawn special attention in the
Natural Language Processing (NLP) community.
Basically, this method first employs a probabilis-
tic model to generate a list of top-n candidates and
then reranks this n-best list with additional fea-
tures. One appeal of this approach is its flexibility
of incorporating arbitrary features into a model.
These features help in discriminating good from
bad hypotheses and consequently their automatic
learning. Various algorithms have been applied
for reranking in NLP applications (Huang, 2008;

Shen et al., 2004; Collins, 2002b; Collins and
Koo, 2000), including parsing, name tagging and
machine translation. This work has exploited the
disciminative property as one of the key criterion
of the reranking algorithm.

Reranking appears extremely interesting if cou-
pled with kernel methods (Dinarelli et al., 2009;
Moschitti, 2004; Collins and Duffy, 2001), as the
latter allow for extracting from the ranking hy-
potheses a huge amount of features along with
their dependencies. Indeed, while feature-based
learning algorithms involve only the dot-product
between feature vectors, kernel methods allow
for a higher generalization by replacing the dot-
product with a function between pairs of linguis-
tic objects. Such functions are a kind of similarity
measure satisfying certain properties. An exam-
ple is the tree kernel (Collins and Duffy, 2001),
where the objects are syntactic trees that encode
grammatical derivations and the kernel function
computes the number of common subtrees. Simi-
larly, sequence kernels (Lodhi et al., 2002) count
the number of common subsequences shared by
two input strings.

Named-entities (NEs) are essential for defin-
ing the semantics of a document. NEs are ob-
jects that can be referred by names (Chinchor and
Robinson, 1998), such as people, organizations,
and locations. The research on NER has been
promoted by the Message Understanding Con-
ferences (MUCs, 1987-1998), the shared task of
the Conference on Natural Language Learning
(CoNLL, 2002-2003), and the Automatic Content
Extraction program (ACE, 2002-2005). In the lit-
erature, there exist various learning approaches
to extract named-entities from text. A NER sys-
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tem often builds some generative/discriminative
model, then, either uses only one classifier (Car-
reras et al., 2002) or combines many classifiers us-
ing some heuristics (Florian et al., 2003).

To the best of our knowledge, reranking has
not been applied to NER except for the rerank-
ing algorithms defined in (Collins, 2002b; Collins,
2002a), which only targeted the entity detection
(and not entity classification) task. Besides, since
kernel methods offer a natural way to exploit lin-
guistic properties, applying kernels for NE rerank-
ing is worthwhile.

In this paper, we describe how kernel methods
can be applied for reranking, i.e. detection and
classification of named-entities, in standard cor-
pora for Italian and English. The key aspect of
our reranking approach is how structured and flat
features can be employed in discriminating candi-
date tagged sequences. For this purpose, we apply
tree kernels to a tree structure encoding NE tags of
a sentence and combined them with a polynomial
kernel, which efficiently exploits global features.

Our main contribution is to show that (a) tree
kernels can be used to define general features (not
merely syntactic) and (b) using appropriate al-
gorithms and features, reranking can be very ef-
fective for named-entity recognition. Our study
demonstrates that the composite kernel is very
effective for reranking named-entity sequences.
Without the need of producing and heuristically
combining learning models like previous work on
NER, the composite kernel not only captures most
of the flat features but also efficiently exploits
structured features. More interestingly, this kernel
yields significant improvement when applied to
two corpora of two different languages. The eval-
uation in the Italian corpus shows that our method
outperforms the best reported methods whereas on
the English data it reaches the state-of-the-art.

2 Background

2.1 The data

Different languages exhibit different linguistic
phenomena and challenges. A robust NER sys-
tem is expected to be well-adapted to multiple
domains and languages. Therefore, we experi-
mented with two datasets: the EVALITA 2009

Italian corpus and the well-known CoNLL 2003
English shared task corpus.

The EVALITA 2009 Italian dataset is based
on I-CAB, the Italian Content Annotation
Bank (Magnini et al., 2006), annotated with four
entity types: Person (PER), Organization (ORG),
Geo-Political Entity (GPE) and Location (LOC).
The training data, taken from the local newspa-
per “L’Adige”, consists of 525 news stories which
belong to five categories: News Stories, Cultural
News, Economic News, Sports News and Local
News. Test data, on the other hand, consist of
completely new data, taken from the same news-
paper and consists of 180 news stories.

The CoNLL 2003 English dataset is created
within the shared task of CoNLL-2003 (Sang
and Meulder, 2003). It is a collection of news
wire articles from the Reuters Corpus, annotated
with four entity types: Person (PER), Location
(LOC), Organization (ORG) and Miscellaneous
name (MISC). The training and the development
datasets are news feeds from August 1996, while
the test set contains news feeds from December
1996. Accordingly, the named entities in the test
dataset are considerably different from those that
appear in the training or the development set.

Italian GPE LOC ORG PER

Train
2813 362 3658 4577

24.65% 3.17% 32.06% 40.11%

Test
1143 156 1289 2378

23.02% 3.14% 25.96% 47.89%

English LOC MISC ORG PER

Train
7140 3438 6321 6600

30.38% 14.63% 26.90% 28.09%

Dev
1837 922 1341 1842

30.92% 15.52% 22.57% 31.00%

Test
1668 702 1661 1617

29.53% 12.43% 29.41% 28.63%

Table 1: Statistics on the Italian EVALITA 2009
and English CoNLL 2003 corpora.

2.2 The baseline algorithm

We selected Conditional Random Fields (Lafferty
et al., 2001) as the baseline model. Conditional
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random fields (CRFs) are a probabilistic frame-
work for labeling and segmenting sequence data.
They present several advantages over other purely
generative models such as Hidden Markov models
(HMMs) by relaxing the independence assump-
tions required by HMMs. Besides, HMMs and
other discriminative Markov models are prone to
the label bias problem, which is effectively solved
by CRFs.

The named-entity recognition (NER) task is
framed as assigning label sequences to a set of
observation sequences. We follow the IOB nota-
tion where the NE tags have the format B-TYPE,
I-TYPE or O, which mean that the word is a be-
ginning, a continuation of an entity, or not part of
an entity at all. For example, consider the sentence
with their corresponding NE tags, each word is la-
beled with a tag indicating its appropriate named-
entity, resulting in annotated text, such as:

Il/O presidente/O della/O Fifa/B-ORG Sepp/B-PER

Blatter/I-PER affermando/O che/O il/O torneo/O era/O

stato/O ottimo/O (FIFA president Sepp Blatter says that the

tournament was excellent)

For our experiments, we used CRF++ 1 to build
our recognizer, which is a model trained discrim-
inatively with the unigram and bigram features.
These are extracted from a window at k words
centered in the target word w (i.e. the one we want
to classify with the B, O, I tags). More in detail
such features are:

• The word itself, its prefixes, suffixes, and
part-of-speech

• Orthographic/Word features. These are
binary and mutually exclusive features that
test whether a word contains all upper-cased,
initial letter upper-cased, all lower-cased,
roman-number, dots, hyphens, acronym,
lonely initial, punctuation mark, single-char,
and functional-word.

• Gazetteer features. Class (geographical,
first name, surname, organization prefix, lo-
cation prefix) of words in the window.

• Left Predictions. The predicted tags on the
left of the word in the current classification.

1http://crfpp.sourceforge.net

The gazetteer lists are built with names im-
ported from different sources. For English, the
geographic features are imported from NIMA’s
GEOnet Names Server (GNS)2, The Alexandria
Digital Library (ADL) gazetteer3. The company
data is included with all the publicly traded com-
panies listed in Google directory4, the European
business directory5. For Italian, the generic proper
nouns are extracted from Wikipedia and various
Italian sites.

2.3 Support Vector Machines (SVMs)
Support Vector Machines refer to a supervised
machine learning technique based on the latest re-
sults of the statistical learning theory. Given a
vector space and a set of training points, i.e. posi-
tive and negative examples, SVMs find a separat-
ing hyperplane H(~x) = ~ω × ~x + b = 0 where
ω ∈ Rn and b ∈ R are learned by applying the
Structural Risk Minimization principle (Vapnik,
1998). SVMs are a binary classifier, but they can
be easily extended to multi-class classifier, e.g. by
means of the one-vs-all method (Rifkin and Pog-
gio, 2002).

One strong point of SVMs is the possibility to
apply kernel methods to implicitly map data in
a new space where the examples are more easily
separable as described in the next section.

2.4 Kernel methods
Kernel methods (Schölkopf and Smola, 2001) are
an attractive alternative to feature-based methods
since the applied learning algorithm only needs
to compute a product between a pair of objects
(by means of kernel functions), avoiding the ex-
plicit feature representation. A kernel function
is a scalar product in a possibly unknown feature
space. More precisely, The object o is mapped in
~x with a feature function φ : O → <n, where O
is the set of the objects.

The kernel trick allows us to rewrite the deci-
sion hyperplane as:

H(~x) =
( ∑

i=1..l

yiαi~xi
)
· ~x+ b =

2http://www.nima.mil/gns/html
3http://www.alexandria.ucsb.edu
4http://directory.google.com/Top/Business
5http://www.europages.net
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∑

i=1..l

yiαi~xi · ~x+ b =
∑

i=1..l

yiαiφ(oi) · φ(o) + b,

where yi is equal to 1 for positive and -1 for
negative examples, αi ∈ < with αi ≥ 0, oi
∀i ∈ {1, .., l} are the training instances and the
product K(oi, o) = 〈φ(oi) · φ(o)〉 is the kernel
function associated with the mapping φ.

Kernel engineering can be carried out by com-
bining basic kernels with additive or multiplica-
tive operators or by designing specific data objects
(vectors, sequences and tree structures) for the tar-
get tasks.

Regarding NLP applications, kernel methods
have attracted much interest due to the ability of
implicitly exploring huge amounts of structural
features. The parse tree kernel (Collins and Duffy,
2001) and string kernel (Lodhi et al., 2002) are
examples of the well-known convolution kernels
used in various NLP tasks.

2.5 Tree Kernels

Tree kernels represent trees in terms of their sub-
structures (called tree fragments). Such fragments
form a feature space which, in turn, is mapped into
a vector space. Tree kernels measure the similar-
ity between pair of trees by counting the number
of fragments in common. There are three impor-
tant characterizations of fragment type: the Sub-
Trees (ST), the SubSet Trees (SST) and the Partial
Trees (PT). For sake of space, we do not report the
mathematical description of them, which is avail-
able in (Vishwanathan and Smola, 2002), (Collins
and Duffy, 2001) and (Moschitti, 2006), respec-
tively. In contrast, we report some descriptions in
terms of feature space that may be useful to un-
derstand the new engineered kernels.

In principle, a SubTree (ST) is defined by tak-
ing any node along with its descendants. A SubSet
Tree (SST) is a more general structure which does
not necessarily include all the descendants. The
distinction is that an SST must be generated by ap-
plying the same grammatical rule set which gen-
erated the original tree, as pointed out in (Collins
and Duffy, 2001). A Partial Tree (PT) is a more
general form of sub-structures obtained by relax-
ing constraints over the SSTs. Figure 1 shows the
overall fragment set of the ST, SST and PT kernels
for the syntactic parse tree of the sentence frag-

Figure 1: Three kinds of tree kernels.

ment: gives a talk .
In the next section, we will define new struc-

tures for tagged sequences of NEs which along
with the application of the PT kernel produce in-
novative tagging kernels for reranking.

3 Reranking Method

3.1 Reranking Strategy

As a baseline we trained the CRFs model to gen-
erate 10-best candidates per sentence, along with
their probabilities. Each candidate was then rep-
resented by a semantic tree together with a feature
vector. We consider our reranking task as a binary
classification problem where examples are pairs
of hypotheses < Hi, Hj >.

Given a sentence “South African Breweries Ltd
bought stakes in the Lech and Tychy brewers” and three
of its candidate tagged sequences:
H1 B-ORG I-ORG I-ORG I-ORG O O O O B-ORG O

B-ORG O (the correct sequence)
H2 B-MISC I-MISC B-ORG I-ORG O O O O B-ORG

I-ORG I-ORG O

H3 B-ORG I-ORG I-ORG I-ORG O O O O B-ORG O

B-LOC O

where B-ORG, I-ORG, B-LOC, O are the gen-
erated NE tags according to IOB notation as de-
scribed in Section 3.2.

With the above data (an original sentence to-
gether with a list of candidate tagged sequences),
the following pairs of hypotheses will be gener-
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ated < H1, H2 >, < H1, H3 >,< H2, H1 > and
< H3, H1 >, where the first two pairs are positive
and the latter pairs are negative instances. Then a
binary classifier based on SVMs and kernel meth-
ods can be trained to discriminate between the
best hypothesis, i.e. < H1 > and the others. At
testing time the hypothesis receiving the highest
score is selected (Collins and Duffy, 2001).

3.2 Representation of Tagged Sequences in
Semantic Trees

We now consider the representation that exploits
the most discriminative aspects of candidate struc-
tures. As in the case of NER, an input can-
didate is a sequence of word/tag pairs x =
{w1/t1...wn/tn} where wi is the i′th word and
ti is the i′th NE tag for that word. The first repre-
sentation we consider is the tree structure. See fig-
ure 2 as an example of candidate tagged sequence
and its semantic tree.

With the sentence “South African Breweries Ltd
bought stakes in the Lech and Tychy brewers” and three
of its candidate tagged sequences in the previous
section, the training algorithm considers to con-
struct a tree for each sequence, with the named-
entity tags as pre-terminals and the words as
leaves. See figure 2 for an example of the seman-
tic tree for the first tagged sequence.

With this tree representation, for a word wi, the
target NE tag would be set at parent and the fea-
tures for this word are at child nodes. This allows
us to best exploit the inner product between com-
peting candidates. Indeed, in the kernel space,
the inner product counts the number of common
subtrees thus sequences with similar NE tags are
likely to have higher score. For example, the sim-
ilarity between H1 and H3 will be higher than the
similarity of the previous hypotheses withH2; this
is reasonable since these two also have higher F1.

It is worth noting that another useful modifica-
tion is the flexibility of incorporate diverse, ar-
bitrary features into this tree structure by adding
children to the parent node that contains entity tag.
These characteristics can be exploited efficiently
with the PT kernel, which relaxes constraints of
production rules. The inner product can implicitly
include these features and deal better with sparse
data.

3.3 Global features

Mixed n-grams features
In previous works, some global features have

been used (Collins, 2002b; Collins, 2002a) but the
employed algorithm just exploited arbitrary infor-
mation regarding word types and linguistic pat-
terns. In contrast, we define and study diverse
features by also considering n-grams patterns pre-
ceding, and following the target entity.

Complementary context
In supervised learning, NER systems often suf-

fer from low recall, which is caused by lack of
both resource and context. For example, a word
like “Arkansas” may not appear in the training set
and in the test set, there may not be enough con-
text to infer its NE tag. In such cases, neither
global features (Chieu and Ng, 2002) nor aggre-
gated contexts (Chieu and Ng, 2003) can help.

To overcome this deficiency, we employed the
following unsupervised procedure: first, the base-
line NER is applied to the target un-annotated cor-
pus. Second, we associate each word of the corpus
with the most frequent NE category assigned in
the previous step. Finally, the above tags are used
as features during the training of the improved
NER and also for building the feature represen-
tation for a new classification instance.

This way, for any unknown word w of the test
set, we can rely on the most probable NE category
as feature. The advantage is that we derived it by
using the average over many possible contexts of
w, which are in the different instances of the un-
nanotated corpus.

The unlabeled corpus for Italian was collected
from La Repubblica 6 and it contains over 20 mil-
lions words. Whereas the unlabeled corpus for
English was collected mainly from The New York
Times 7 and BBC news stories 8 with more than
35 millions words.

Head word
As the head word of an entity plays an impor-

tant role in information extraction (Bunescu and
Mooney, 2005a; Surdeanu et al., 2003), it is in-

6http://www.repubblica.it/
7http://www.nytimes.com/
8http://news.bbc.co.uk/

905



Figure 2: Semantic structure of the first sequence

cluded in the global set together with its ortho-
graphic feature. We now describe some primitives
for our global feature framework.

1. wi for i = 1 . . . n is the i′th word

2. ti is the NE tag of wi

3. gi is the gazetteer feature of the word wi

4. fi is the most frequent NE tag seen in a large
corpus of wi

5. hi is the head word of the entity. We nor-
mally set the head word of an entity as its last
word. However, when a preposition exists in
the entity string, its head word is set as the
last word before the preposition. For exam-
ple, the head word of the entity “University
of Pennsylvania” is “University”.

6. Mixed n-grams features of the words and
their gazetteers/frequent-tag before/after the
start/end of an entity. In addition to the
normal n-grams solely based on words, we
mixed words with gazetteers/frequent-tag
seen from a large corpus and create mixed
n-grams features.

Table 2 shows the full set of global features in
our reranking framework. Features are anchored
to each entity instance and adapted to entity types.
This helps to discriminate different entities with
the same surface forms. Moreover, they can be
combined with n-grams patterns to learn and ex-
plicitly push the score of the correct sequence
above the score of competing sequences.

3.4 Reranking with Composite Kernel
In this section we describe our novel tagging ker-
nels based on diverse global features as well as
semantic trees for reranking candidate tagged se-
quences. As mentioned in the previous section,
we can engineer kernels by combining tree and
entity kernels. Thus we focus on the problem to
define structure embedding the desired relational
information among tagged sequences.

The Partial Tree Kernel
Let F = f1, f2, . . . , f|F | be a tree fragment

space of type PTs and let the indicator function
Ii(n) be equal to 1 if the target f1 is rooted at node
n and 0 otherwise, we define the PT kernel as:

K(T1, T2) =
∑

n1∈NT1

∑

n2∈NT2

∆(n1, n2)

where NT1 and NT2 are the set of nodes
in T1 and T2 respectively and ∆(n1, n2) =
∑|F |
i=1 Ii(n1)Ii(n2), i.e. the number of common

fragments rooted at the n1 and n2 nodes of the
type shown in Figure 1.c.

The Polynomial Kernel
The polynomial kernel between two candidate

tagged sequences is defined as:

K(x, y) = (1 + ~x1 · ~x2)2,

where ~x1 and ~x2 are two feature vectors extracted
from the two sequences with the global feature
template.

The Tagging Kernels
In our reranking framework, we incorporate the

probability from the original model with the tree
structure as well as the feature vectors. Let us con-
sider the following notations:
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Feature Description
ws ws+1 . . . we Entity string
gs gs+1 . . . ge The gazetteer feature within the entity
fs fs+1 . . . fe The most frequent NE tag feature (seen from a

large corpus) within the entity
hw The head word of the entity
lhw Indicates whether the head word is lower-cased
ws−1 ws; ws−1 gs; gs−1 ws; gs−1 gs Mixed bigrams of the words/gazetteer features

before/after the start of the entity
we we+1; we ge+1; ge we+1; ge ge+1 Mixed bigrams of the words/gazetteer features

before/after the end of the entity
ws−1 ws; ws−1 fs; fs−1 ws; fs−1 fs Mixed bigrams of the words/frequent-tag fea-

tures before/after the start of the entity
we we+1; we fe+1; fe we+1; fe fe+1 Mixed bigrams of the words/frequent-tag fea-

tures before/after the end of the entity
ws−2 ws−1 ws; ws−1 ws ws+1; we−1 we we+1; we−2 we−1 we Trigram features of the words before/after the

start/end of the entity
ws−2 ws−1 gs; ws−2 gs−1 ws; ws−2 gs−1 gs;
gs−2 ws−1 ws; gs−2 ws−1 gs; gs−2 gs−1 ws; gs−2 gs−1 gs;
ws−1 ws gs+1; ws−1 gs ws+1; ws−1 gs gs+1;
gs−1 ws ws+1; gs−1 ws gs+1; gs−1 gs ws+1; gs−1 gs gs+1

Mixed trigrams of the words/gazetteer features
before/after the start of the entity

we−1 we ge+1; we−1 ge we+1; we−1 ge ge+1;
ge−1 we we+1; ge−1 we ge+1; ge−1 ge we+1; ge−1 ge ge+1;
we−2 we−1 ge; we−2 ge−1 we; we−2 ge−1 ge;
ge−2 we−1 we; ge−2 we−1 ge; ge−2 ge−1 we; ge−2 ge−1 ge

Mixed trigrams of the words/gazetteer features
before/after the end of the entity

ws−2 ws−1 fs; ws−2 fs−1 ws; ws−2 fs−1 fs;
fs−2 ws−1 ws; fs−2 ws−1 fs; fs−2 fs−1 ws; fs−2 fs−1 fs;
ws−1 ws fs+1; ws−1 fs ws+1; ws−1 fs fs+1;
fs−1 ws ws+1; fs−1 ws fs+1; fs−1 fs ws+1; fs−1 fs fs+1

Mixed trigrams of the words/frequent-tag fea-
tures before/after the start of the entity

we−1 we fe+1; we−1 fe we+1; we−1 fe fe+1;
fe−1 we we+1; fe−1 we fe+1; fe−1 fe we+1; fe−1 fe fe+1;
we−2 we−1 fe; we−2 fe−1 we; we−2 fe−1 fe;
fe−2 we−1 we; fe−2 we−1 fe; fe−2 fe−1 we; fe−2 fe−1 fe

Mixed trigrams of the words/frequent-tag fea-
tures before/after the end of the entity

Table 2: Global features in the entity kernel for reranking. These features are anchored for each entity
instance and adapted to entity categories. For example, the entity string (first feature) of the entity
“United Nations” with entity type “ORG” is “ORG United Nations”.

• K(x, y) = L(x) · L(y) is the basic kernel
where L(x) is the log probability of a can-
didate tagged sequence x under the original
probability model.

• TK(x, y) = t(x) · t(y) is the partial tree ker-
nel under the structure representation

• FK(x, y) = f(x) · f(y) is the polynomial
kernel under the global features

The tagging kernels between two tagged se-
quences are defined in the following combina-
tions:

1. CTK = α ·K + (1− α) · TK

2. CFK = β ·K + (1− β) · FK

3. CTFK = γ ·K + (1− γ) · (TK + FK)

where α, β, γ are parameters weighting the two
participating terms. Experiments on the validation
set showed that these combinations yield the best
performance with α = 0.2 for both languages,
β = 0.4 for English and β = 0.3 for and Italian,
γ = 0.24 for English and γ = 0.2 for Italian.

4 Experimens and Results

4.1 Experimental Setup

As a baseline we trained the CRFs classifier on
the full training portion (11,227 sentences in the
Italian and 14,987 sentences in the English cor-
pus). In developing a reranking strategy for both
English and Italian, the training data was split into
5 sections, and in each case the baseline classifier
was trained on 4/5 of the data, then used to decode
the remaining 1/5.
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The top 10 hypotheses together with their log
probabilities were recovered for each training sen-
tence. Similarly, a model trained on the whole
training data was used to produce 10 hypotheses
for each sentence in the development set. For the
reranking experiments, we applied different ker-
nel setups to the two corpora described in Section
2.1. The three kernels were trained on the training
portion.

Italian Test P R F
CRFs 83.43 77.48 80.34

CTK 84.97 78.03 81.35

CFK 84.93 79.13 81.93

CTFK 85.99 82.73 84.33
(Zanoli et al., 2009) 84.07 80.02 82.00

English Test P R F
CRFs 85.37 84.35 84.86

CTK 87.19 84.79 85.97

CFK 86.53 86.75 86.64

CTFK 88.07 88.25 88.16
(Ratinov and Roth, ) N/A N/A 90.57

Table 3: Reranking results of the three tagging
kernels on the Italian and English testset.

4.2 Discussion
Table 3 presents the reranking results on the test
data of both corpora. The results show a 20.29%
relative improvement in F-measure for Italian and
21.79% for English.
CFK based on unstructured features achieves

higher accuracy than CTK based on structured
features. However, the huge amount of subtrees
generated by the PT kernel may limit the expres-
sivity of some structural features, e.g. many frag-
ments may only generate noise. This problem is
less important with the polynomial kernel where
global features are tailored for individual entities.

In any case, the experiments demonstrate that
both tagging kernels CTK and CFK give im-
provement over the CRFs baseline in both lan-
guages. This suggests that structured and unstruc-
tured features are effective in discriminating be-
tween competing NE annotations.

Furthermore, the combination of the two tag-
ging kernels on both standard corpora shows a

large improvement in F-measure from 80.34% to
84.33% for Italian and from 84.86% to 88.16%
for English data. This suggests that these two ker-
nels, corresponding to two kinds of feature, com-
plement each other.

To better collocate our results with previous
work, we report the best NER outcome on the
Italian (Zanoli et al., 2009) and the English (Rati-
nov and Roth, ) datasets, in the last row (in italic)
of each table. This shows that our model outper-
forms the best Italian NER system and it is close
to the state-of-art model for English, which ex-
ploits many complex features9. Also note that we
are very close to the F1 achieved by the best sys-
tem of CoNLL 2003, i.e. 88.8.

5 Conclusion

We analyzed the impact of kernel-based ap-
proaches for modeling dependencies between
tagged sequences for NER. Our study illustrates
that each individual kernel, either with structured
or with flat features clearly gives improvement to
the base model. Most interestingly, as we showed,
these contributions are independent and, the ap-
proaches can be used together to yield better re-
sults. The composite kernel, which combines both
kinds of features, can outperform the state-of-the-
art.

In the future, it will be very interesting to
use syntactic/semantic kernels, as for example in
(Basili et al., 2005; Bloehdorn and Moschitti,
2007a; Bloehdorn and Moschitti, 2007b). An-
other promising direction is the use of syntactic
trees, feature sequences and pairs of instances,
e.g. (Nguyen et al., 2009; Moschitti, 2008).
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Abstract

In this paper we propose a novel algorithm
for opinion summarization that takes ac-
count of content and coherence, simulta-
neously. We consider a summary as a se-
quence of sentences and directly acquire
the optimum sequence from multiple re-
view documents by extracting and order-
ing the sentences. We achieve this with a
novel Integer Linear Programming (ILP)
formulation. Our proposed formulation is
a powerful mixture of the Maximum Cov-
erage Problem and the Traveling Sales-
man Problem, and is widely applicable to
text generation and summarization tasks.
We score each candidate sequence accord-
ing to its content and coherence. Since
our research goal is to summarize reviews,
the content score is defined by opinions
and the coherence score is developed in
training against the review document cor-
pus. We evaluate our method using the
reviews of commodities and restaurants.
Our method outperforms existing opinion
summarizers as indicated by its ROUGE
score. We also report the results of human
readability experiments.

1 Introduction

The Web now holds a massive number of reviews
describing the opinions of customers about prod-
ucts and services. These reviews can help the cus-
tomer to reach purchasing decisions and guide the
business activities of companies such as product
improvement. It is, however, almost impossible to
read all reviews given their sheer number.

Automatic text summarization, particularly
opinion summarization, is expected to allow all
possible reviews to be efficiently utilized. Given
multiple review documents, our summarizer out-
puts text consisting of ordered sentences. A typ-

This restaurant offers customers a delicious menu and a
relaxing atmosphere. The staff are very friendly but the
price is a little high.

Table 1: A typical summary.

ical summary is shown in Table 1. This task is
considered as multidocument summarization.

Existing summarizers focus on organizing sen-
tences so as to include important information in
the given document into a summary under some
size limitation. A serious problem is that most of
these summarizers completely ignore coherence
of the summary, which improves reader’s compre-
hension as reported by Barzilay et al. (2002).

To make summaries coherent, the extracted
sentences must be appropriately ordered. How-
ever, most summarization systems delink sentence
extraction from sentence ordering, so a sentence
can be extracted that can never be ordered natu-
rally with the other extracted sentences. More-
over, due to recent advances in decoding tech-
niques for text summarization, the summarizers
tend to select shorter sentences to optimize sum-
mary content. It aggravates this problem.

Although a preceding work tackles this prob-
lem by performing sentence extraction and order-
ing simultaneously (Nishikawa et al., 2010), they
adopt beam search and dynamic programming to
search for the optimal solution, so their proposed
method may fail to locate it.

To overcome this weakness, this paper proposes
a novel Integer Linear Programming (ILP) formu-
lation for searching for the optimal solution effi-
ciently. We formulate the multidocument sum-
marization task as an ILP problem that tries to
optimize the content and coherence of the sum-
mary by extracting and ordering sentences simul-
taneously. We apply our method to opinion sum-
marization and show that it outperforms state-of-
the-art opinion summarizers in terms of ROUGE
evaluations. Although in this paper we challenge

910



our method with opinion summarization, it can be
widely applied to other text generation and sum-
marization tasks.

This paper is organized as follows: Section 2
describes related work. Section 3 describes our
proposal. Section 4 reports our evaluation experi-
ments. We conclude this paper in Section 5.

2 Related Work

2.1 Sentence Extraction

Although a lot of summarization algorithms have
been proposed, most of them solely extract sen-
tences from a set of sentences in the source docu-
ment set. These methods performextractive sum-
marizationand can be formalized as follows:

Ŝ = argmax
S⊆T

L(S) (1)

s.t. length(S) ≤ K

T stands for all sentences in the source docu-
ment set andS is an arbitrary subset ofT . L(S)
is a function indicating the score ofS as deter-
mined by one or more criteria.length(S) indi-
cates the length ofS, K is the maximum size of
the summary. That is, most summarization algo-
rithms search for, or decode, the set of sentencesŜ
that maximizes functionL under the given maxi-
mum size of the summaryK. Thus most stud-
ies focus on the design of functionL and efficient
search algorithms (i.e. argmax operation in Eq.1).

Objective Function
Many usefulL functions have been proposed

including the cosine similarity of given sentences
(Carbonell and Goldstein, 1998) and centroid
(Radev et al., 2004); some approaches directly
learn functionL from references (Kupiec et al.,
1995; Hirao et al., 2002).

There are two approaches to defining the score
of the summary. One defines the weight on each
sentence forming the summary. The other defines
a weight for a sub-sentence,concept, that the sum-
mary contains.

McDonald (2007) and Martins and Smith
(2009) directly weight sentences and use MMR
to avoid redundancy (Carbonell and Goldstein,
1998). In contrast to their approaches, we set
weights on concepts, not sentences. Gillick
and Favre (2009) reported that the concept-based
model achieves better performance and scalability
than the sentence-based model when it is formu-
lated as ILP.

There is a wide range of choice with regard
to the unit of the concept. Concepts include
words and the relationship between named en-
tities (Filatova and Hatzivassiloglou, 2004), bi-
grams (Gillick and Favre, 2009), and word stems
(Takamura and Okumura, 2009).

Some summarization systems that target re-
views, opinion summarizers, extract particular
information, opinion, from the input sentences
and leverage them to select important sentences
(Carenini et al., 2006; Lerman et al., 2009). In
this paper, since we aim to summarize reviews,
the objective function is defined through opinion
as the concept that the reviews contain. We ex-
plain our detailed objective function in Section 3.
We describe features of above existing summariz-
ers in Section 4 and compare our method to them
as baselines.

Decoding Method
The algorithms proposed for argmax operation

include the greedy method (Filatova and Hatzivas-
siloglou, 2004), stack decoding (Yih et al., 2007;
Takamura and Okumura, 2009) and Integer Linear
Programming (Clarke and Lapata, 2007; McDon-
ald, 2007; Gillick and Favre, 2009; Martins and
Smith, 2009). Gillick and Favre (2009) and Taka-
mura and Okumura (2009) formulate summariza-
tion as a Maximum Coverage Problem. We also
use this formulation. While these methods focus
on extracting a set of sentences from the source
document set, our method performs extraction and
ordering simultaneously.

Some studies attempt to generate a single sen-
tence (i.e. headline) from the source document
(Banko et al., 2000; Deshpande et al., 2007).
While they extract and orderwords from the
source document as a unit, our model uses the unit
of sentences. This problem can be formulated as
the Traveling Salesman Problem and its variants.
Banko et al. (2000) uses beam search to identify
approximate solutions. Deshpande et al. (2007)
uses ILP and a randomized algorithm to find the
optimal solution.

2.2 Sentence Ordering

It is known that the readability of a collection of
sentences, a summary, can be greatly improved
by appropriately ordering them (Barzilay et al.,
2002). Features proposed to create the appropri-
ate order include publication date of document
(Barzilay et al., 2002), content words (Lapata,
2003; Althaus et al., 2004), and syntactic role of
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Figure 1: Graph representation of summarization.

words (Barzilay and Lapata, 2005). Some ap-
proaches use machine learning to integrate these
features (Soricut and Marcu, 2006; Elsner et al.,
2007). Generally speaking, these methods score
the discourse coherence of a fixed set of sentences.
These methods are separated from the extraction
step so they may fail if the set includes sentences
that are impossible to order naturally.

As mentioned above, there is a preceding work
that attempted to perform sentence extraction and
ordering simultaneously (Nishikawa et al., 2010).
Differences between this paper and that work are
as follows:

• This work adopts ILP solver as a decoder.
ILP solver allows the summarizer to search
for the optimal solution much more rapidly
than beam search (Deshpande et al., 2007),
which was adopted by the prior work. To
permit ILP solver incorporation, we propose
in this paper a totally new ILP formulation.
The formulation can be widely used for text
summarization and generation.

• Moreover, to learn better discourse coher-
ence, we adopt the Passive-Aggressive al-
gorithm (Crammer et al., 2006) and use
Kendall’s tau (Lapata, 2006) as the loss func-
tion. In contrast, the above work adopts Av-
eraged Perceptron (Collins, 2002) and has no
explicit loss function.

These advances make this work very different
from that work.

3 Our Method

3.1 The Model

We consider a summary as a sequence of sen-
tences. As an example, document setD =
{d1, d2, d3} is given to a summarizer. We de-
fine d as a single document. Documentd1,
which consists of four sentences, is describe
by d1 = {s11, s12, s13, s14}. Documentsd2

and d3 consist of five sentences and three sen-
tences (i.e.d2 = {s21, s22, s23, s24, s25}, d3 =

e1 e2 e3 . . . e6 e7 e8

s11 1 0 0 1 0 0
s12 0 1 0 0 0 0
s13 0 0 0 0 0 1

...
...

s31 0 0 0 0 0 0
s32 0 0 1 0 1 0
s33 0 0 0 0 0 1

Table 2: Sentence-Concept Matrix.

{s31, s32, s33}). If the summary consists of four
sentencess11, s23, s32, s33 and they are ordered as
s11 → s23 → s32 → s33, we add symbols indicat-
ing the beginning of the summarys0 and the end
of the summarys4, and describe the summary as
S = 〈s0, s11, s23, s32, s33, s4〉. SummaryS can
be represented as a directed path that starts ats0

and ends ats4 as shown in Fig. 1.
We describe a directed arc betweensi andsj as

ai,j ∈ A. The directed path shown in Fig. 1 is de-
composed into nodes,s0, s11, s23, s32, s33, s4, and
arcs,a0,11, a11,23, a23,32, a32,33, a33,4.

To represent the discourse coherence of two ad-
jacent sentences, we define weightci,j ∈ C as
the coherence score on the directed arcai,j . We
assume that better summaries have higher coher-
ence scores, i.e. if the sum of the scores of the arcs∑

ai,j∈S ci,jai,j is high, the summary is coherent.
We also assume that the source document set

D includes set of conceptse ∈ E. Each concept
e is covered by one or more of the sentences in
the document set. We show this schema in Ta-
ble 2. According to Table 2, document setD has
eight conceptse1, e2, . . . , e7, e8 and sentences11

includes conceptse1 ande6 while sentences12 in-
cludese2.

We consider each conceptei has a weightwi.
We assume that conceptei will have high weight
wi if it is important. This paper improves sum-
mary quality by maximizing the sum of these
weights.

We define, based on the above assumption, the
following objective function:

L(S) =
∑

ei∈S wiei +
∑

ai,j∈S ci,jai,j (2)

s.t. length(S) ≤ K

Summarization is, in this paper, realized by
maximizing the sum of weights of concepts in-
cluded in the summary and the coherence score of
all adjacent sentences in the summary under the
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limit of maximum summary size. Note that while
S andT represents thesetof sentences in Eq.1,
they represent thesequenceof sentences in Eq.2.

Maximizing Eq.2 is NP-hard. If each sen-
tence in the source document set has one concept
(i.e. Table 2 is a diagonal matrix), Eq.2 becomes
the Prize Collecting Traveling Salesman Problem
(Balas, 1989). Therefore, a highly efficient decod-
ing method is essential.

3.2 Parameter Estimation

Our method requires two parameters: weights
w ∈ W of concepts and coherencec ∈ C of two
adjacent sentences. We describe them here.

Content Score
In this paper, as mentioned above, since we at-

tempt to summarize reviews, we adoptopinion
as a concept. We define opinione = 〈t, a, p〉
as the tuple oftarget t, aspecta and itspolarity
p ∈ {−1, 0, 1}. We define targett as the tar-
get of an opinion. For example, the targett of
the sentence “This digital camera has good im-
age quality.” isdigital camera. We define aspect
a as a word that represents a standpoint appro-
priate for evaluating products and services. With
regard to digital cameras, aspects includeimage
quality, designandbattery life. In the above ex-
ample sentence, the aspect isimage quality. Po-
larity p represents whether the opinion is positive
or negative. In this paper, we definep = −1 as
negative,p = 0 as neutral andp = 1 as posi-
tive. Thus the example sentence contains opinion
e = 〈digital camera, image quality, 1〉.

Opinions are extracted using a sentiment ex-
pression dictionary and pattern matching from de-
pendency trees of sentences. This opinion extrac-
tor is the same as that used in Nishikawa et al.
(2010).

As the weightwi of conceptei, we use only
the frequency of each opinion in the input docu-
ment set, i.e. we assume that an opinion that ap-
pears frequently in the input is important. While
this weighting is relatively naive compared to Ler-
man et al. (2009)’s method, our ROUGE evalua-
tion shows that this approach is effective.

Coherence Score
In this section, we define coherence scorec.

Since it is not easy to model the global coherence
of a set of sentences, we approximate the global
coherence by the sum of local coherence i.e. the
sum of coherence scores of sentence pairs. We

define local coherence scoreci,j of two sentences
x = {si, sj} and their ordery = 〈si, sj〉 repre-
sentingsi → sj as follows:

ci,j = w · φ(x, y) (3)

w·φ(x, y) is the inner product ofw andφ(x, y),
w is a parameter vector andφ(x, y) is a feature
vector of the two sentencessi andsj .

Since coherence consists of many different el-
ements and it is difficult to model all of them,
we approximate the features of coherence as the
Cartesian product of the following features: con-
tent words, POS tags of content words, named en-
tity tags (e.g.LOC, ORG) and conjunctions. Lap-
ata (2003) proposed most of these features.

We also define feature vectorΦ(x,y) of the bag
of sentencesx = {s0, s1, . . . , sn, sn+1} and its
entire ordery = 〈s0, s1, . . . , sn, sn+1〉 as follows:

Φ(x,y) =
∑

x,y

φ(x, y) (4)

Therefore, the score of ordery is w · Φ(x,y).
Given a training set, if trained parameter vectorw
assigns scorew · Φ(x,yt) to correct orderyt that
is higher than scorew ·Φ(x, ŷ) assigned to incor-
rect order̂y, it is expected that the trained parame-
ter vector will give a higher score to coherently or-
dered sentences than to incoherently ordered sen-
tences.

We use the Passive-Aggressive algorithm
(Crammer et al., 2006) to findw. The Passive-
Aggressive algorithm is an online learning algo-
rithm that updates the parameter vector by taking
up one example from the training examples and
outputting the solution that has the highest score
under the current parameter vector. If the output
differs from the training example, the parameter
vector is updated as follows;

min ||wi+1 − wi|| (5)

s.t. s(x,yt;w
i+1) − s(x, ŷ;wi+1) ≥ `(ŷ;yt)

s(x,y;w) = w · Φ(x,y)

wi is the current parameter vector andwi+1 is
the updated parameter vector. That is, Eq.5 means
that the score of the correct order must exceed the
score of an incorrect order by more than loss func-
tion `(ŷ;yt) while minimizing the change in pa-
rameters.

When updating the parameter vector, this al-
gorithm requires the solution that has the highest
score under the current parameter vector, so we
have to run an argmax operation. Since we are
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attempting to order a set of sentences, the opera-
tion is regarded as solving the Traveling Salesman
Problem (Althaus et al., 2004); that is, we locate
the path that offers the maximum score through
all n sentences wheres0 andsn+1 are starting and
ending points, respectively. This operation is NP-
hard and it is difficult to find the global optimal
solution. To overcome this, we find an approxi-
mate solution by beam search.1

We define loss functioǹ(ŷ;yt) as follows:

`(ŷ;yt) = 1 − τ (6)

τ = 1 − 4
S(ŷ,yt)

N(N − 1)
(7)

τ indicates Kendall’s tau.S(ŷ,yt) is the mini-
mum number of operations that swap adjacent ele-
ments (i.e. sentences) needed to bringŷ toyt (La-
pata, 2006).N indicates the number of elements.
Since Lapata (2006) reported that Kendall’s tau
reliably reproduces human ratings with regard to
sentence ordering, using it to minimize the loss
function is expected to yield more reliable param-
eters.

We omit detailed derivations due to space limi-
tations. Parameters are updated as per the follow-
ing equation.

wi+1 = wi + ηi(Φ(x,yt) − Φ(x, ŷ)) (8)

ηi =
`(ŷ;yt) − s(x,yt;w

i) + s(x, ŷ;wi)

||Φ(x,yt) − Φ(x, ŷ)||2 + 1
2C

(9)

C in Eq.9 is theaggressiveness parameterthat
controls the degree of parameter change.

Note that our method learnsw from documents
automatically annotated by a POS tagger and a
named entity tagger. That is, manual annotation
isn’t required.

3.3 Decoding with Integer Linear
Programming Formulation

This section describes an ILP formulation of the
above model. We use the same notation con-
vention as introduced in Section 3.1. We use
s ∈ S, a ∈ A, e ∈ E as the decision variable.
Variable si ∈ S indicates the inclusion of thei
th sentence. If thei th sentence is part of the
summary, thensi is 1. If it is not part of the

1Obviously, ILP can be used to search for the path that
maximizes the score. While beam search tends to fail to find
out the optimal solution, it is tractable and the learning al-
gorithm can estimate the parameter from approximate solu-
tions. For these reasons we use beam search.

summary, thensi is 0. Variableai,j ∈ A indi-
cates the adjacency of thei th andj th sentences.
If these two sentences are ordered assi → sj ,
thenai,j is 1. Variableei ∈ E indicates the in-
clusion of thei th conceptei. Taking Fig.1 as
an example, variabless0, s11, s23, s32, s33, s4 and
a0,11, a11,23, a23,32, a32,33, a33,4 are 1. ei, which
correspond to the concepts in the above extracted
sentences, are also 1.

We represent the above objective function
(Eq.2) as follows:

max



λ

∑

ei∈E

wiei + (1 − λ)
∑

ai,j∈A

ci,jai,j



 (10)

Eq.10 attempts to cover as much of the concepts
included in input document set as possible accord-
ing to their weightsw ∈ W and orders sentences
according to discourse coherencec ∈ C. λ is a
scaling factor to balancew andc.

We then impose some constraints on Eq.10 to
acquire the optimum solution.

First, we range the above three variabless ∈
S, a ∈ A, e ∈ E.

si, ai,j , ei ∈ {0, 1} ∀i, j

In our model, a summary can’t include the same
sentence, arc, or concept twice. Taking Table 2
for example, ifs13 ands33 are included in a sum-
mary, the summary has twoe8, but e8 is 1. This
constraint avoids summary redundancy.

The summary must meet the condition of maxi-
mum summary size. The following inequality rep-
resents the size constraint:

∑

si∈S

lisi ≤ K

li ∈ L indicates the length of sentencesi. K is
the maximum size of the summary.

The following inequality represents the rela-
tionship between sentences and concepts in the
sentences.

∑

i

mijsi ≥ ej ∀j

The above constraint represents Table 2.mi,j is
an element of Table 2. Ifsi is not included in the
summary, the concepts insi are not included.

Symbols indicating the beginning and end of
the summary must be part of the summary.
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s0 = 1

sn+1 = 1

n is the number of sentences in the input docu-
ment set.

Next, we describe the constraints placed on
arcs.

The beginning symbol must be followed by a
sentence or a symbol and must not have any pre-
ceding sentences/symbols. The end symbol must
be preceded by a sentence or a symbol and must
not have any following sentences/symbols. The
following equations represent these constraints:

∑

i

a0,i = 1

∑

i

ai,0 = 0

∑

i

an+1,i = 0

∑

i

ai,n+1 = 1

Each sentence in the summary must be pre-
ceded and followed by a sentence/symbol.

∑

i

ai,j +
∑

i

aj,i = 2sj ∀j

∑

i

ai,j =
∑

i

aj,i ∀j

The above constraints fail to prevent cycles. To
rectify this, we set the following constraints.

∑

i

f0,i = n

∑

i

fi,0 ≥ 1

∑

i

fi,j −
∑

i

fj,i = sj ∀j

fi,j ≤ nai,j ∀i, j

The above constraints indicate thatflowsf are
sent froms0 as a source tosn+1 as a sink.n unit
flows are sent from the source and each node ex-
pends one unit of flows. More than one flow has
to arrive at the sink. By setting these constraints,
the nodes consisting of a cycle have no flow. Thus
solutions that contain a cycle are prevented. These
constraints have also been used to avoid cycles in
headline generation (Deshpande et al., 2007).

4 Experiments

This section evaluates our method in terms of
ROUGE score and readability. We tested our
method and two baselines in two domains: re-
views of commodities and restaurants. We col-
lected 4,475 reviews of 100 commodities and
2,940 reviews of 100 restaurants from websites.
The commodities included items such as digital
cameras, printers, video games, and wines. The
average document size was 10,173 bytes in the
commodity domain and 5,343 bytes in the restau-
rant domain. We attempted to generate 300 byte
summaries, so the summarization rates were about
3% and 6%, respectively.

We prepared 4 references for each review, thus
there were 400 references in each domain. The au-
thors were not those who made up the references.
These references were used for ROUGE and read-
ability evaluation.

Since our method requires the parameter vec-
tor w for determining the coherence scores. We
trained the parameter vector for each domain.
Each parameter vector was trained using 10-fold
cross validation. We used 8 samples to train, 1
to develop, and 1 to test. In the restaurant do-
main, we added 4,390 reviews to each training set
to alleviate data sparseness. In the commodity do-
main, we add 47,570 reviews.2

As the solver, we used glpk.3 According to the
development set,λ in Eq.10 was set as 0.1.

4.1 Baselines

We compare our method to the references (which
also provide the upper bound) and the opinion
summarizers proposed by Carenini et al. (2006)
and Lerman et al. (2009) as the baselines.

In the ROUGE evaluations, Human indicates
ROUGE scores between references. To compare
our summarizer to human summarization, we cal-
culated ROUGE scores between each reference
and the other three references, and averaged them.

In the readability evaluations, we randomly se-
lected one reference for each commodity and each
restaurant and compared them to the results of the
three summarizers.

Carenini et al. (2006)

Carenini et al. (2006) proposed two opinion
2The commodities domain suffers from stronger review

variation than the restaurant domain so more training data
was needed.

3http://www.gnu.org/software/glpk/
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summarizers. One uses a natural language genera-
tion module, and other is based on MEAD (Radev
et al., 2004). Since it is difficult to mimic the natu-
ral language generation module, we implemented
the latter one. The objective function Carenini et
al. (2006) proposed is as follows:

L1(S) =
∑

a∈S

∑

s∈D

|polaritys(a)| (11)

polaritys(a) indicates the polarity of aspecta
in sentences present in source document setD.
That is, this function gives a high score to a sum-
mary that covers aspects frequently mentioned in
the input, and whose polarities tend to be either
positive or negative.

The solution is identified using the greedy
method. If there is more than one sentence that
has the same score, the sentence that has the
higher centroid score (Radev et al., 2004) is ex-
tracted.

Lerman et al. (2009)
Lerman et al. (2009) proposed three objective

functions for opinion summarization, and we im-
plemented one of them. The function is as fol-
lows:

L2(S) = −(KL(pS(a), pD(a)) (12)

+
∑

a∈A

KL(N (x|µaS , σ2
aS

), N (x|µaD , σ2
aD

)))

KL(p, q) means the Kullback-Leibler diver-
gence between probability distributionp and q.
pS(a) andpD(a) are probability distributions in-
dicating how often aspecta ∈ A occurs in sum-
maryS and source document setD respectively.
N (x|µ, σ2) is a Gaussian distribution indicating
distribution of polarity of an aspect whose mean
is µ and variance isσ2. µaS , µaD andσ2

aS
, σ2

aD

are the means and the variances of aspecta in
summaryS and source document setD, respec-
tively. These parameters are determined using
maximum-likelihood estimation.

That is, the above objective function gives high
score to a summary whose distributions of aspects
and polarities mirror those of the source document
set.

To identify the optimal solution, Lerman et al.
(2009) use a randomized algorithm. First, the
summarizer randomly extracts sentences from the
source document set, then iteratively performs in-
sert/delete/swap operations on the summary to in-
crease Eq.12 until summary improvement satu-
rates. While this method is prone to lock onto

Commodity R-2 R-SU4 R-SU9

(Carenini et al., 2006) 0.158 0.202 0.186
(Lerman et al., 2009) 0.205 0.247 0.227

Our Method 0.231 0.251 0.230
Human 0.384 0.392 0.358

Restaurant R-2 R-SU4 R-SU9

(Carenini et al., 2006) 0.251 0.281 0.258
(Lerman et al., 2009) 0.260 0.296 0.273

Our Method 0.285 0.303 0.273
Human 0.358 0.370 0.335

Table 3: Automatic ROUGE evaluation.

# of Sentences

(Carenini et al., 2006) 3.79
(Lerman et al., 2009) 6.28

Our Method 7.88
Human 5.83

Table 4: Average number of sentences in the sum-
mary.

local solutions, the summarizer can reach the op-
timal solution by changing the starting sentences
and repeating the process. In this experiment, we
used 100 randomly selected starting points.

4.2 ROUGE

We used ROUGE (Lin, 2004) for evaluating the
content of summaries. We chose ROUGE-2,
ROUGE-SU4 and ROUGE-SU9. We prepared
four reference summaries for each document set.

The results of these experiments are shown in
Table 3. ROUGE scores increase in the order of
(Carenini et al., 2006), (Lerman et al., 2009) and
our method, but no method could match the per-
formance of Human. Our method significantly
outperformed Lerman et al. (2009)’s method over
ROUGE-2 according to the Wilcoxon signed-rank
test, while it shows no advantage over ROUGE-
SU4 and ROUGE-SU9.

Although our weighting of the set of sentences
is relatively naive compared to the weighting pro-
posed by Lerman et al. (2009), our method out-
performs their method. There are two reasons
for this; one is that we adopt ILP for decoding,
so we can acquire preferable solutions efficiently.
While the score of Lerman et al. (2009)’s method
may be improved by adopting ILP, it is difficult
to do so because their objective function is ex-
tremely complex. The other reason is the coher-
ence score. Since our coherence score is based on
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Commodity (Carenini et al., 2006) (Lerman et al., 2009) Our Method Human

(Carenini et al., 2006) - 27/45 18/29 8/46
(Lerman et al., 2009) 18/45 - 29/48 11/47

Our Method 11/29 19/48 - 5/46
Human 38/46 36/47 41/46 -

Restaurant (Carenini et al., 2006) (Lerman et al., 2009) Our Method Human

(Carenini et al., 2006) - 31/45 17/31 8/48
(Lerman et al., 2009) 14/45 - 25/47 7/46

Our Method 14/31 22/47 - 8/50
Human 40/48 39/46 42/50 -

Table 5: Readability evaluation.

content words, it may impact the content of the
summary.

4.3 Readability

Readability was evaluated by human judges.
Since it is difficult to perform absolute evalua-
tion to judge the readability of summaries, we
performed a paired comparison test. The judges
were shown two summaries of the same input and
decided which was more readable. The judges
weren’t informed which method generated which
summary. We randomly chose 50 sets of reviews
from each domain, so there were 600 paired sum-
maries.4 However, as shown in Table 4, the aver-
age numbers of sentences in the summary differed
widely from the methods and this might affect the
readability evaluation. It was not fair to include
the pairs that were too different in terms of the
number of sentences. Therefore, we removed the
pairs that differed by more than five sentences.
In the experiment, 523 pairs were used, and 21
judges evaluated about 25 summaries each. We
drew on DUC 2007 quality questions5 for read-
ability assessment.

Table 5 shows the results of the experiment.
Each element in the table indicates the number
of times the corresponding method won against
other method. For example, in the commodity do-
main, the summaries that Lerman et al. (2009)’s
method generated were compared with the sum-
maries that Carenini et al. (2006)’s method gener-
ated 45 times, and Lerman et al. (2009)’s method
won 18 times. The judges significantly preferred
the references in both domains. There were no
significant differences between our method and
the other two methods. In the restaurant do-

4
4C2 × 100 = 600

5http://www-nlpir.nist.gov/projects/
duc/duc2007/quality-questions.txt

main, there was a significant difference between
(Carenini et al., 2006) and (Lerman et al., 2009).

Since we adopt ILP, our method tends to pack
shorter sentences into the summary. However,
our coherence score prevents this from degrading
summary readability.

5 Conclusion

This paper proposed a novel algorithm for opinion
summarization that takes account of content and
coherence, simultaneously. Our method directly
searches for the optimum sentence sequence by
extracting and ordering sentences present in the
input document set. We proposed a novel ILP
formulation against selection-and-ordering prob-
lems; it is a powerful mixture of the Maximum
Coverage Problem and the Traveling Salesman
Problem. Experiments revealed that the algo-
rithm creates summaries that have higher ROUGE
scores than existing opinion summarizers. We
also performed readability experiments. While
our summarizer tends to extract shorter sentences
to optimize summary content, our proposed co-
herence score prevented this from degrading the
readability of the summary.

One future work includes enriching the features
used to determine the coherence score. We expect
that features such as entity grid (Barzilay and La-
pata, 2005) will improve overall algorithm perfor-
mance. We also plan to apply our model to tasks
other than opinion summarization.
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Abstract 

Position information has been proved to 
be very effective in document 
summarization, especially in generic 
summarization. Existing approaches 
mostly consider the information of 
sentence positions in a document, based 
on a sentence position hypothesis that 
the importance of a sentence decreases 
with its distance from the beginning of 
the document. In this paper, we consider 
another kind of position information, i.e., 
the word position information, which is 
based on the ordinal positions of word 
appearances instead of sentence 
positions. An extractive summarization 
model is proposed to provide an 
evaluation framework for the position 
information. The resulting systems are 
evaluated on various data sets to 
demonstrate the effectiveness of the 
position information in different 
summarization tasks. Experimental 
results show that word position 
information is more effective and 
adaptive than sentence position 
information. 

1 Introduction 

Position information has been frequently used in 
document summarization. It springs from 
human’s tendency of writing sentences of 
greater topic centrality at particular positions in 
a document. For example, in newswire 
documents, topic sentences are usually written 
earlier. A sentence position hypothesis is then 
given as: the first sentence in a document is the 
most important and the importance decreases as 

the sentence gets further away from the 
beginning. Based on this sentence position 
hypothesis, sentence position features are 
defined by the ordinal position of sentences. 
These position features have been proved to be 
very effective in generic document 
summarization. In more recent summarization 
tasks, such as query-focused and update 
summarization tasks, position features are also 
widely used.  

Although in these tasks position features may 
be used in different ways, they are all based on 
the sentence position hypothesis. So we regard 
them as providing the sentence position 
information. In this paper, we study a new kind 
of position information, i.e., the word position 
information. The motivation of word position 
information comes from the idea of assigning 
different importance to multiple appearances of 
one word in a document.  

As to many language models such as the bag-
of-words model, it is well acknowledged that a 
word which appears more frequently is usually 
more important. If we take a closer look at all 
the appearances of one word, we can view this 
as a process that the different appearances of the 
same word raise the importance of each other. 
Now let’s also take the order of the appearances 
into account. When reading a document, we can 
view it as a word token stream from the first 
token to the last. When a new token is read, we 
attach more importance to previous tokens that 
have the same lemma because they are just 
repeated by the new token. Inspired by this, we 
postulate a word position hypothesis here: for 
all the appearances of a fixed word, the 
importance of each appearance depends on all 
its following appearances. Therefore, the first 
appearance of a word is the most important and 
the importance decreases with the ordinal 
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positions of the appearances. Then, a novel kind 
of position features can be defined for the word 
appearances based on their ordinal positions. 
We believe that these word position features 
have some advantages when compared to 
traditional sentence position features. According 
to the sentence position hypothesis, sentence 
position features generally prefer earlier 
sentences in a document. As to the word 
position features that attempt to differentiate 
word appearances instead of sentences, a 
sentence which is not the first one in the 
document may still not be penalized as long as 
its words do not appear in previous sentences. 
Therefore, word position features are able to 
discover topic sentences in deep positions of the 
document. On the other hand, the assertion that 
the first sentence is always the most important is 
not true in actual data. It depends on the writing 
style indeed. For example, some authors may 
like to write some background sentences before 
topic sentences. In conclusion, we can expect 
word position features  to be more adaptive to 
documents with different structures.  

In the study of this paper, we define several 
word position features based on the ordinal 
positions of word appearances. We also develop 
a word-based summarization system to evaluate 
the effectiveness of the proposed word position 
features on a series of summarization data sets. 
The main contributions of our work are: 
(1) representation of word position information, 
which is a new kind of position information in 
document summarization area. 
(2) empirical results on various data sets that 
demonstrate the impact of position information 
in different summarization tasks. 

2 Related Work 

The use of position information in document 
summarization has a long history. In the seminal 
work by (Luhn, 1958), position information was 
already considered as a good indicator of 
significant sentences. In (Edmundson, 1969), a 
location method was proposed that assigns 
positive weights to the sentences to their ordinal 
positions in the document. Position information 
has since been adopted by many successful 
summarization systems, usually in the form of 
sentence position features. For example, Radev 
et al. (2004) developed a feature-based system 

MEAD based on word frequencies and sentence 
positions. The position feature was defined as a 
descending function of the sentence position. 
The MEAD system performed very well in the 
generic multi-document summarization task of 
the DUC 2004 competition. Later, position 
information is also applied to more 
summarization tasks. For example, in query-
focused task, sentence position features are 
widely used in learning-based summarization 
systems as a component feature for calculating 
the composite sentence score (Ouyang et al, 
2007; Toutanova et al, 2007). However, the 
effect of position features alone was not studied 
in these works.  

There were also studies aimed at analyzing 
and explaining the effectiveness of position 
information. Lin and Hovy (1997) provided an 
empirical validation on the sentence position 
hypothesis. For each position, the sentence 
position yield was defined as the average value 
of the significance of the sentences with the 
fixed position. It was observed that the average 
significance at earlier positions was indeed 
larger. Nenkova (2005) did a conclusive 
overview on the DUC 2001-2004 evaluation 
results. It was reported that position information 
is very effective in generic summarization. In 
generic single-document summarization, a lead-
based baseline that simply takes the leading 
sentences as the summary can outperform most 
submitted summarization system in DUC 2001 
and 2002. As in multi-document summarization, 
the position-based baseline system is 
competitive in generating short summaries but 
not in longer summaries. Schilder and 
Kondadadi (2008) analyzed the effectiveness of 
the features that are used in their learning-based 
sentence scoring model for query-focused 
summarization. By comparing the ROUGE-2 
results of each individual feature, it was 
reported that position-based features are less 
effective than frequency-based features. In 
(Gillick et al., 2009), the effect of position 
information in the update summarization task 
was studied. By using ROUGE to measure the 
density of valuable words at each sentence 
position, it was observed that the first sentence 
of newswire document was especially important 
for composing update summaries. They defined 
a binary sentence position feature based on the 
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observation and the feature did improve the 
performance on the update summarization data. 

3 Methodology 

In the section, we first describe the word-based 
summarization model. The word position 
features are then defined and incorporated into 
the summarization model. 

3.1 Basic Summarization Model 

To test the effectiveness of position information 
in document summarization, we first propose a 
word-based summarization model for applying 
the position information. The system follows a 
typical extractive style that constructs the target 
summary by selecting the most salient sentences.  

Under the bag-of-words model, the 
probability of a word w in a document set D can 
be scaled by its frequency, i.e., p(w)=freq(w)/|D|, 
where freq(w) indicates the frequency of w in D 
and |D| indicates the total number of words in D. 
The probability of a sentence s={w1, …, wN} is 
then calculated as the product of the word 
probabilities, i.e., p(s)=Πi p(wi). Moreover, the 
probability of a summary consisting a set of 
sentences, denoted as S={s1, …, sM}, can be 
calculated by the product of the sentence 
probabilities, i.e., p(S)=Πj p(sj). To obtain the 
optimum summary, an intuitive idea is to select 
the sentences to maximize the overall summary 
probability p(S), equivalent to maximizing 
log(p(S)) = ΣjΣi log(p(wji)) = ΣjΣi (logfreq(wji)- 
log|D|) = ΣjΣi log freq(wji) - |S|·log |D|,  
where wji indicates the ith word in sj and |S| 
indicates the total number of words in S. As to 
practical summarization tasks, a maximum 
summary length is usually postulated. So here 
we just assume that the length of the summary 
is fixed. Then, the above optimization target is 
equivalent to maximizing ΣjΣi logfreq(wji). 
From the view of information theory, the sum 
can also be interpreted as a simple measure on 
the total information amount of the summary. In 
this interpretation, the information of a single 
word wji is measured by log freq(wji) and the 
summary information is the sum of the word 
information. So the optimization target can also 
be interpreted as including the most informative 
words to form the most informative summary 
given the length limit.  

In extractive summarization, summaries are 
composed by sentence selection. As to the 
above optimization target, the sentence scoring 
function for ranking the sentences should be 
calculated as the average word information, i.e., 

score(s) = Σi log freq(wi) / |s|. 

After ranking the sentences by their ranking 
scores, we can select the sentences into the 
summary by the descending order of their score 
until the length limit is reached. By this process, 
the summary with the largest  p(S) can be 
composed.  

3.2 Word Position Features 

With the above model, word position features 
are defined to represent the word position 
information and are then incorporated into the 
model. According to the motivation, the features 
are defined by the ordinal positions of word 
appearances, based on the position hypothesis 
that earlier appearances of a word are more 
informative. Formally, for the ith appearance 
among the total n appearances of a word w, four 
position features are defined based on i and n 
using different formulas as described below. 
(1) Direct proportion (DP) With the word 
position hypothesis, an intuitive idea is to regard 
the information degree of the first appearance as 
1 and the last one as 1/n, and then let the degree 
decrease linearly to the position i. So we can 
obtain the first position feature defined by the 
direct proportion function, i.e., f(i)=(n-i+1)/n. 
(2) Inverse proportion (IP). Besides the linear 
function, other functions can also be used to 
characterize the relationship between the 
position and the importance. The second 
position feature adopts another widely-used 
function, the inversed proportion function, i.e., 
f(i)=1/i. This measure is similar to the above 
one, but the information degree decreases by the 
inverse proportional function. Therefore, the 
degree decreases more quickly at smaller 
positions, which implies a stronger preference 
for leading sentences. 
(3) Geometric sequence (GS). For the third 
feature, we make an assumption that the degree 
of every appearance is the sum of the degree of 
all the following appearances, i.e., f(i) = f(i+1)+ 
f(i+2)+…+ f(n). It can be easily derived that the 
sequence also satisfies f(i) = 2·f(i-1). That is, the 
information degree of each new appearance is 
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halved. Then the feature value of the ith 
appearance can be calculated as f(i) = (1/2)i-1.  
(4) Binary function (BF). The final feature is a 
binary position feature that regards the first 
appearance as much more informative than the 
all the other appearances, i.e., f(i)=1, if i=1; λ 
else, where λ is a small positive real number.  

3.3 Incorporating the Position Features  

To incorporate the position features into the 
word-based summarization model, we use them 
to adjust the importance of the word appearance. 
For the ith appearance of a word w, its original 
importance is multiplied by the position feature 
value, i.e., log freq(w)·pos(w, i), where pos(w, i) 
is calculated by one of the four position features 
introduced above. By this, the position feature is 
also incorporated into the sentence scores, i.e., 
score’(s) = Σi [log freq(wi) · pos(wi)] / |s| 

3.4 Sentence Position Features 

In our study, another type of position features, 
which model sentence position information, is 
defined for comparison with the word position 
features. The sentence position features are also 
defined by the above four formulas. However, 
for each appearance, the definition of i and n in 
the formulas are changed to the ordinal position 
of the sentence that contains this appearance 
and the total number of sentences in the 
document respectively. In fact, the effects of the 
features defined in this way are equivalent to 
traditional sentence position features. Since i 
and n are now defined by sentence positions, the 
feature values of the word tokens in the same 
sentence s are all equal. Denote it by pos(s), and 
the sentence score with the position feature can 
be written as  
score’(s) = ( Σw in slogfreq(w) · pos(s))/|s|  
= pos(s)·(Σ logw in s freq(w)/|s|), 
which can just be viewed as the product of the 
original score and a sentence position feature. 

3.5 Discussion 

By using the four functions to measure word or 
sentence position information, we can generate 
a total of eight position features. Among the 
four functions, the importance drops fastest 
under the binary function and the order is BF > 
GS > IP > DP. Therefore, the features based on 
the binary function are the most biased to the 

leading sentences in the document and the 
features based on the direct proportion function 
are the least. On the other hand, as mentioned in 
the introduction, sentence-based features have 
larger preferences for leading sentences than 
word-based position features.  

An example is given below to illustrate the 
difference between word and sentence position 
features. This is a document from DUC 2001. 
1. GENERAL ACCIDENT, the leading British 
insurer, said yesterday that insurance claims 
arising from Hurricane Andrew could 'cost it as 
much as Dollars 40m.'  
2. Lord Airlie, the chairman who was 
addressing an extraordinary shareholders' 
meeting, said: 'On the basis of emerging 
information, General Accident advise that the 
losses to their US operations arising from 
Hurricane Andrew, which struck Florida and 
Louisiana, might in total reach the level at 
which external catastrophe reinsurance covers 
would become exposed'.  
3. What this means is that GA is able to pass on 
its losses to external reinsurers once a certain 
claims threshold has been breached.  
4. It believes this threshold may be breached in 
respect of Hurricane Andrew claims.  
5. However, if this happens, it would suffer a 
post-tax loss of Dollars 40m (Pounds 20m).  
6. Mr Nelson Robertson, GA's chief general 
manager, explained later that the company has a  
1/2 per cent share of the Florida market.  
7. It has a branch in Orlando.  
8. The company's loss adjusters are in the area 
trying to estimate the losses.  
9. Their guess is that losses to be faced by all 
insurers may total more than Dollars 8bn.  
10. Not all damaged property in the area is 
insured and there have been estimates that the 
storm caused more than Dollars 20bn of 
damage.  
11. However, other insurers have estimated that 
losses could be as low as Dollars 1bn in total. 
12 Mr Robertson said: 'No one knows at this 
time what the exact loss is'. 

For the word “threshold” which appears 
twice in the document, its original importance is 
log(2), for the appearance of “threshold” in the 
4th sentence, the modified score based on word 
position feature with the direct proportion 
function is 1/2·log(2). In contrast, the score 
based on sentence position feature with the 
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same function is 9/12·log(2), which is larger. 
For the appearance of the word “estimate” in the 
8th sentence, its original importance is log(3) 
(the three boldfaced tokens are regarded as one 
word with stemming). The word-based and 
sentence-based scores are log(3) and 5/12·log(3) 
respectively. So its importance is larger under 
word position feature. Therefore, the system 
with word position features may prefer the 8th 
sentence that is in deeper positions but the 
system with sentence position feature may 
prefer the 4th sentence. As for this document, the 
top 5 sentences selected by sentence position 
feature are {1, 4, 3, 5, 2} and the those selected 
by the word position features are {1, 8, 3, 6, 9}. 
This clearly demonstrates the difference 
between the position features. 

4 Experimental Results 

4.1 Experiment Settings 

We conduct the experiments on the data sets 
from the Document Understanding Conference 
(DUC) run by NIST. The DUC competition 
started at year 2001 and has successfully 
evaluated various summarization tasks up to 
now. In the experiments, we evaluate the 
effectiveness of position information on several 
DUC data sets that involve various 
summarization tasks. One of the evaluation 
criteria used in DUC, the automatic 
summarization evaluation package ROUGE, is 
used to evaluate the effectiveness of the 
proposed word position features in the context 
of document summarization1. The recall scores 
of ROUGE-1 and ROUGE-2, which are based 
on unigram and bigram matching between 
system summaries and reference summaries, are 
adopted as the evaluation criteria.  

In the data sets used in the experiments, the 
original documents are all pre-processed by 
sentence segmentation, stop-word removal and 
word stemming. Based on the word-based 
summarization model, a total of nine systems 
are evaluated in the experiments, including the 
system with the original ranking model (denoted 
as None), four systems with each word position 
feature (denoted as WP) and four systems with 
each sentence position feature (denoted as SP). 

                                                 
1 We run ROUGE-1.5.5 with the parameters “-x -m -
n 2 -2 4 -u -c 95 -p 0.5 -t 0” 

For reference, the average ROUGE scores of all 
the human summarizers and all the submitted 
systems from the official results of NIST are 
also given (denoted as Hum and NIST 
respectively).  

4.2 Redundancy Removal 

To reduce the redundancy in the generated 
summaries, we use an approach similar to the 
maximum marginal relevance (MMR) approach 
in the sentence selection process (Carbonell and 
Goldstein, 1998). In each round of the sentence 
selection, the candidate sentence is compared 
against the already-selected sentences. The 
sentence is added to the summary only if it is 
not significantly similar to any already-selected 
sentence, which is judged by the condition that 
the cosine similarity between the two sentences 
is less than 0.7. 

4.3 Generic Summarization 

In the first experiment, we use the DUC 2001 
data set for generic single-document 
summarization and the DUC 2004 data set for 
generic multi-document summarization. The 
DUC 2001 data set contains 303 document-
summary pairs; the DUC 2004 data set contains 
45 document sets, with each set consisting of 10 
documents. A summary is required for each 
document set. Here we need to adjust the 
ranking model for the multi-document task, i.e., 
the importance of a word is calculated as its 
total frequency in the whole document set 
instead of a single document. For both tasks, the 
summary length limit is 100 words. 

Table 1 and 2 below provide the average 
ROUGE-1 and ROUGE-2 scores (denoted as R-
1 and R-2) of all the systems. Moreover, we 
used paired two sample t-test to calculate the 
significance of the differences between a pair of 
word and sentence position features. The bolded 
score in the tables indicates that that score is 
significantly better than the corresponding 
paired one. For example, in Table 1, the bolded 
R-1 score of system WP DP means that it is 
significantly better than the R-1 score of system 
SP DP. Besides the ROUGE scores, two 
statistics, the number of “first sentences 2 ” 
among the selected sentences (FS-N) and the 
                                                 
2 A “first sentence” is the sentence at the fist position 
of a document.  
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average position of the selected sentences (A-
SP), are also reported in the tables for analysis.  

 
System R-1 R-2 FS-N A-SP 
WP DP 0.4473 0.1942 301 4.00 
SP DP 0.4396 0.1844 300 3.69 
WP IP 0.4543 0.2023 290 4.30 
SP IP 0.4502 0.1964 303 3.08 

WP GS 0.4544 0.2041 278 4.50 
SP GS 0.4509 0.1974 303 2.93 
WP BF 0.4544 0.2036 253 5.57 
SP BF 0.4239 0.1668 303 9.64 
None 0.4193 0.1626 265 10.06
NIST 0.4445 0.1865 - - 
Hum 0.4568 0.1740 - - 
Table 1. Results on the DUC 2001 data set  
 

System R-1 R-2 FS-N A-SP 
WP DP 0.3728 0.0911 89 4.16 
SP DP 0.3724 0.0908 112 2.68 
WP IP 0.3756 0.0912 108 3.77 
SP IP 0.3690 0.0905 201 1.01 

WP GS 0.3751 0.0916 110 3.67 
SP GS 0.3690 0.0905 201 1.01 
WP BF 0.3740 0.0926 127 3.14 
SP BF 0.3685 0.0903 203 1 
None 0.3550 0.0745 36 10.98
NIST 0.3340 0.0686 - - 
Hum 0.4002 0.0962 - - 
Table 2. Results on the DUC 2004 data set 
 
From Table 1 and Table 2, it is observed that 

position information is indeed very effective in 
generic summarization so that all the systems 
with position features performed better than the 
system None which does not use any position 
information. Moreover, it is also clear that the 
proposed word position features consistently 
outperform the corresponding sentence position 
features. Though the gaps between the ROUGE 
scores are not large, the t-tests proved that word 
position features are significantly better on the 
DUC 2001 data set. On the other hand, the 
advantages of word position features over 
sentence position features are less significant on 
the DUC 2004 data set. One reason may be that 
the multiple documents have provided more 
candidate sentences for composing the summary. 
Thus it is possible to generate a good summary 
only from the leading sentences in the 

documents. According to Table 2, the average-
sentence-position of system SP BF is 1, which 
means that all the selected sentences are “first 
sentences”. Even under this extreme condition, 
the performance is not much worse. 

The two statistics also show the different 
preferences of the features. Compared to word 
position features, sentence position features are 
likely to select more “first sentences” and also 
have smaller average-sentence-positions. The 
abnormally large average-sentence-position of 
SP BF in DUC 2001 is because it does not 
differentiate all the other sentences except the 
first one. The corresponding word-position-
based system WP BF can differentiate the 
sentences since it is based on word positions, so 
its average-sentence-position is not that large. 

4.4 Query-focused Summarization 

Since year 2005, DUC has adopted query-
focused multi-document summarization tasks 
that require creating a summary from a set of 
documents to a given query. This task has been 
specified as the main evaluation task over three 
years (2005-2007). The data set of each year 
contains about 50 DUC topics, with each topic 
including 25-50 documents and a query. In this 
experiment, we adjust the calculation of the 
word importance again for the query-focused 
issue. It is changed to the total number of the 
appearances that fall into the sentences with at 
least one word in the query. Formally, given the 
query which is viewed as a set of words 
Q={w1, …, wT}, a sentence set SQ is defined as 
the set of sentences that contain at least one wi 
in Q. Then the importance of a word w is 
calculated by its frequency in SQ. For the query-
focused task, the summary length limit is 250 
words. 

Table 3 below provides the average ROUGE-
1 and ROUGE-2 scores of all the systems on the 
DUC 2005-2007 data sets. The boldfaced terms 
in the tables indicate the best results in each 
column. According to the results, on query-
focused summarization, position information 
seems to be not as effective as on generic 
summarization. The systems with position 
features can not outperform the system None. In 
fact, this is reasonable due to the requirement 
specified by the pre-defined query. Given the 
query, the content of interest may be in any 
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position of the document and thus the position 
information becomes less meaningful.  

On the other hand, we find that though the 
systems with word position features cannot 
outperform the system None, it does 
significantly outperform the systems with 
sentence position features. This is also due to 
the role of the query. Since it may refer to the 
specified content in any position of the 

documents, sentence position features are more 
likely to fail in discovering the desired 
sentences since they always prefer leading 
sentences. In contrast, word position features 
are less sensitive to this problem and thus 
perform better. Similarly, we can see that the 
direct proportion (DP), which has the least bias 
for leading sentences, has the best performance 
among the four functions. 

System
2005 2006 2007 

R-1 R-2 R-1 R-2 R-1 R-2 
WP DP 0.3791 0.0805 0.3909 0.0917 0.4158 0.1135 
SP DP 0.3727 0.0776 0.3832 0.0869 0.4118 0.1103 
WP IP 0.3772 0.0791 0.3830 0.0886 0.4106 0.1121 
SP IP 0.3618 0.0715 0.3590 0.0739 0.3909 0.1027 

WP GS 0.3767 0.0794 0.3836 0.0879 0.4109 0.1119 
SP GS 0.3616 0.0716 0.3590 0.0739 0.3909 0.1027 
WP BF 0.3740 0.0741 0.3642 0.0796 0.3962 0.1037 
SP BF 0.3647 0.0686 0.3547 0.0742 0.3852 0.1013 
NONE 0.3788 0.0791 0.3936 0.0924 0.4193 0.1140 
NIST 0.3353 0.0592 0.3707 0.0741 0.0962 0.3978 

Hum 0.4392 0.1022 0.4532 0.1101 0.4757 0.1402 
Table 3. Results on the DUC 2005 - 2007 data sets 

 

System 
2008 A 2008 B 2009 A 2009 B 

R-1 R-2 R-1 R-2 R-1 R-2 R-1 R-2 
WP DP 0.3687 0.0978 0.3758 0.1036 0.3759 0.1015 0.3693 0.0922 
SP DP 0.3687 0.0971 0.3723 0.1011 0.3763 0.1031 0.3704 0.0946 
WP IP 0.3709 0.1014 0.3741 0.1058 0.3758 0.1030 0.3723 0.0906 
SP IP 0.3619 0.0975 0.3723 0.1037 0.3693 0.0994 0.3690 0.0956 

WP GS 0.3705 0.1004 0.3732 0.1048 0.3770 0.1051 0.3731 0.0917 
SP GS 0.3625 0.0975 0.3723 0.1037 0.3693 0.0994 0.3690 0.0956 
WP BF 0.3661 0.0975 0.3678 0.0992 0.3720 0.1069 0.3650 0.0936 
SP BF 0.3658 0.0965 0.3674 0.0980 0.3683 0.1043 0.3654 0.0945 
NONE 0.3697 0.0978 0.3656 0.0915 0.3653 0.0934 0.3595 0.0834 
NIST 0.3389 0.0799 0.3192 0.0676 0.3468 0.0890 0.3315 0.0761 
Hum 0.4105 0.1156 0.3948 0.1134 0.4235 0.1249 0.3901 0.1059 

Table 4. Results on the TAC 2008 - 2009 data sets 
 

4.5 Update Summarization 

Since year 2008, the DUC summarization track 
has become a part of the Text Analysis 
Conference (TAC). In the update summarization 
task, each document set is divided into two 
ordered sets A and B. The summarization target 
on set A is the same as the query-focused task in 
DUC 2005-2007. As to the set B, the target is to 
write an update summary of the documents in 
set B, under the assumption that the reader has 

already read the documents in set A. The data 
set of each year contains about 50 topics, and 
each topic includes 10 documents for set A, 10 
documents for set B and an additional query. 
For set A, we follow exactly the same method 
used in section 4.4; for set B, we make an 
additional novelty check for the sentences in B 
with the MMR approach. Each candidate 
sentence for set B is now compared to both the 
selected sentences in set B and in set A to 
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ensure its novelty. In the update task, the 
summary length limit is 100 words.  

Table 4 above provides the average ROUGE-
1 and ROUGE-2 scores of all the systems on the 
TAC 2008-2009 data sets. The results on set A 
and set B are shown individually. For the task 
on set A which is almost the same as the DUC 
2005-2007 tasks, the results are also very 
similar. A small difference is that the systems 
with position features perform slightly better 
than the system None on these two data sets. 
Also, the difference between word position 
features and sentence position features becomes 
smaller. One reason may be that the shorter 
summary length increases the chance of 
generating good summaries only from the 
leading sentences. This is somewhat similar to 
the results reported in (Nenkova, 2005) that 
position information is more effective for short 
summaries. 

For the update set B, the results show that 
position information is indeed very effective. In 
the results, all the systems with position features 
significantly outperform the system None. We 
attribute the reason to the fact that we are more 
concerned with novel information when 
summarizing update set B. Therefore, the effect 
of the query is less on set B, which means that 
the effect of position information may be more 
pronounced in contrast. On the other hand, 
when comparing the position features, we can 
see that though the difference of the position 
features is quite small, word position features 
are still better in most cases.  

4.6 Discussion 

Based on the experiments, we briefly conclude 
the effectiveness of position information in 
document summarization. In different tasks, the 
effectiveness varies indeed. It depends on 
whether the given task has a preference for the 
sentences at particular positions. Generally, in 
generic summarization, the position hypothesis 
works well and thus the ordinal position 
information is effective. In this case, those 
position features that are more distinctive, such 
as GS and BF, can achieve better performances. 
In contrast, in the query-focused task that relates 
to specified content in the documents, ordinal 
position information is not so useful. Therefore, 
the more distinctive a position feature is, the 

worse performance it leads to. However, in the 
update summarization task that also involves 
queries, position information becomes effective 
again since the role of the query is less 
dominant on the update document set.   

On the other hand, by comparing the sentence 
position features and word position features on 
all the data sets, we can draw an overall 
conclusion that word position features are 
consistently more appreciated. For both generic 
tasks in which position information is effective 
and query-focused tasks in which it is not so 
effective, word position features show their 
advantages over sentence position features. This 
is because of the looser position hypothesis 
postulated by them. By avoiding arbitrarily 
regarding the leading sentences as more 
important, they are more adaptive to different 
tasks and data sets. 

5 Conclusion and Future Work 

In this paper, we proposed a novel kind of word 
position features which consider the positions of 
word appearances instead of sentence positions. 
The word position features were compared to 
sentence position features under the proposed 
sentence ranking model. From the results on a 
series of DUC data sets, we drew the conclusion 
that the word position features are more 
effective and adaptive than traditional sentence 
position features. Moreover, we also discussed 
the effectiveness of position information in 
different summarization tasks. 

In our future work, we’d like to conduct more 
detailed analysis on position information. 
Besides the ordinal positions, more kinds of 
position information can be considered to better 
model the document structures. Moreover, since 
position hypothesis is not always correct in all 
documents, we’d also like to consider a pre-
classification method, aiming at identifying the 
documents for which position information is 
more suitable. 
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Abstract

Supervised semantic role labeling (SRL)
systems are generally claimed to have ac-
curacies in the range of 80% and higher
(Erk and Padó, 2006). These numbers,
though, are the result of highly-restricted
evaluations, i.e., typically evaluating on
hand-picked lemmas for which training
data is available. In this paper we con-
sider performance of such systems when
we evaluate at the document level rather
than on the lemma level. While it is well-
known that coverage gaps exist in the re-
sources available for training supervised
SRL systems, what we have been lacking
until now is an understanding of the pre-
cise nature of this coverage problem and
its impact on the performance of SRL sys-
tems. We present a typology of five differ-
ent types of coverage gaps in FrameNet.
We then analyze the impact of the cov-
erage gaps on performance of a super-
vised semantic role labeling system on full
texts, showing an average oracle upper
bound of 46.8%.

1 Introduction

A lot of progress has been made in semantic
role labeling over the past years, but the per-
formance of state-of-the-art systems is still rel-
atively low, especially for deep, FrameNet-style
semantic parsing. Furthermore, many of the re-
ported performance figures are somewhat unre-
alistic because system performance is evaluated
on hand-selected lemmas, usually under the im-
plicit assumptions that (i) all relevant word senses
(frames) of each lemma are known, and (ii) there
is a suitable amount of training data for each
sense. This approach to evaluation arises from the

limited coverage of the available hand-coded data
against which to evaluate. More realistic evalua-
tions test systems on full text, but these same cov-
erage limitations mean that the assumptions made
in more restricted evaluations do not necessarily
hold for full text. This paper provides an analysis
of the extent and nature of the coverage gaps in
FrameNet. A more precise understanding of the
limitations of existing resources with respect to
robust semantic analysis of texts is an important
foundational component both for improving ex-
isting systems and for developing future systems,
and it is in this spirit that we make our analysis.

Full-text semantic analysis

Automated frame-semantic analysis aims to ex-
tract from text the key event-denoting predicates
and the semantic argument structure for those
predicates. The semantic argument structure of
a predicate describing an event encodes relation-
ships between the participants involved in the
event, e.g. who did what to whom. Knowledge of
semantic argument structure is essential for lan-
guage understanding and thus important for ap-
plications such as information extraction (Mos-
chitti et al., 2003; Surdeanu et al., 2003), ques-
tion answering (Shen and Lapata, 2007), or recog-
nizing textual entailment (Burchardt et al., 2009).
Evaluating an existing system for its ability to aid
such tasks is unrealistic if the evaluation is lemma-
based rather than text-based. Consequently, there
continues to be significant interest in developing
semantic role labeling (SRL) systems able to au-
tomatically compute the semantic argument struc-
tures in an input text.

Performance on the full text task, though, is
typically much lower than for the more restricted
evaluations. The SemEval 2007 Task on “Frame
Semantic Structure Extraction,” for example, re-
quired systems to identify key predicates in texts,
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assign a semantic frame to the relevant predi-
cates, identify the semantic arguments for the
predicates, and finally label those arguments with
their semantic roles. The systems participating
in this task only obtained F-Scores between 55%
and 78% for frame assignment, despite the fact
that the task organizers adopted a lenient evalu-
ation scheme which gave partial credit for near-
misses (Baker et al., 2007). For the combined task
of frame assigment and role labeling the perfor-
mance was even lower, ranging from 35% to 54%
F-Score.

Note that this distinction between evaluation
schemes for SRL systems corresponds to the dis-
tinction between “lexical sample” and “all words”
evaluations in word sense disambiguation, where
results for the latter scheme are also typically
lower (McCarthy, 2009).

The low performances are at least partly due
to coverage problems. For example, Baker et
al. (2007) annotated three new texts for their
SemEval 2007 task. Although these new texts
overlap in domain with existing FrameNet data,
the task organizers had to create 40 new frames
in order to complete annotation. The new frames
were for word senses found in the test set but
missing from FrameNet. The test set contained
only 272 frames (types), meaning that nearly 15%
of the frames therein were not yet defined in
FrameNet. Obviously, coverage issues of this de-
gree make full SRL a difficult task, but this is a
realistic scenario that will be encountered in real
applications as well.

As mentioned above, for many tasks it is neces-
sary to compute the semantic argument structures
for the whole text, or at least for multi-sentence
passages. Due to non-local relations between ar-
gument structures this is also true for tasks like
question answering, where it might be possible
to automatically determine a subset of lemmas
which are relevant for the task. For example, in (1)
it might be possible to determine that the second
sentence contains the answer to the question “Was
Thomas Preston acquitted of theft?” However,
to correctly answer this question, it is necessary
to resolve the null instantiation of the CHARGES

role of the VERDICT frame. This null instantiation
links back to the previous sentence, and resolving

it might require obtaining an analysis of the word
tried.

(1) [Captain Thomas Preston]Defendanti
was triedTry defendanti for
[murder]Chargesi,j .

In the end [he]Defendantj was
acquittedVerdictj [Ø]Chargesj .

Performance levels obtained for full text are
usually not sufficient for this kind of real-world
task. FrameNet-style semantic role labeling has
been shown to, in principle, be beneficial for ap-
plications that need to generalise over individual
lemmas, such as recognizing textual entailment or
question answering. However, studies also found
that state-of-the-art FrameNet-style SRL systems
perform too poorly to provide any substantial ben-
efit to real applications (Burchardt et al., 2009;
Shen and Lapata, 2007).

Extending the value of automated semantic
parsing for a variety of applications requires im-
proving the ability of systems to process unre-
stricted text. Several methods have been pro-
posed to address different aspects of the cover-
age problem, ranging from automatic data expan-
sion and semi-supervised semantic role labelling
(Fürstenau and Lapata, 2009b; Fürstenau and La-
pata, 2009a; Deschacht and Moens, 2009; Gordon
and Swanson, 2007; Padó et al., 2008) to systems
which can infer missing word senses (Pennac-
chiotti et al., 2008b; Pennacchiotti et al., 2008a;
Cao et al., 2008; Burchardt et al., 2005). How-
ever, so far there has not been a detailed analysis
of the problem. In this paper we provide that de-
tailed analysis, by defining different types of cov-
erage problems and performing analysis of both
coverage and performance of an automated SRL
system on three different data sets.

Section 2 of the paper provides an introduction
to FrameNet and introduces the basic terminol-
ogy. Section 4 describes our approach to coverage
evaluation, Section 3 discusses the texts analyzed,
and the analysis itself appears in Section 5. Sec-
tion 6 then looks at one possibility for addressing
the coverage problem. The final section presents
some discussion and conclusions.
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(a) (b)

Figure 1: Terminology: (a) Frame with core frame elements (FEs) and frame-evoking elements (FEEs)
(b) Target with possible frame assignments and resultant lexical units (LUs)

2 FrameNet

Manual annotation of corpora with semantic ar-
gument structure information has enabled the de-
velopment of statistical and supervised machine
learning techniques for semantic role labeling
(Toutanova et al., 2008; Moschitti et al., 2008;
Gildea and Jurafsky, 2002).

The two main resources are PropBank (Palmer
et al., 2005) and FrameNet (Ruppenhofer et al.,
2006). PropBank aims to provide a semantic role
annotation for every verb in the Penn TreeBank
(Marcus et al., 1994) and assigns roles on a verb-
by-verb basis, without making higher-level gener-
alizations. Whether two distinct usages of a given
verb are viewed as different senses or not is thus
driven by both syntax (namely, differences in syn-
tactic argument structure) and semantics (via ba-
sic, easily-discernable differences in meaning).

FrameNet1 is a lexicographic project whose
aim it is to create a lexical resource documenting
valence structures for different word senses and
their possible mappings to underlying semantic
argument structure (Ruppenhofer et al., 2006). In
contrast to PropBank, FrameNet is primarily se-
mantically driven; word senses (frames)2 are de-
fined mainly based on sometimes-subtle meaning
differences and can thus generalise across individ-
ual lemmas, and often also across different parts-
of-speech. Because FrameNet focusses on seman-
tics it is not restricted to verbs but also provides

1http://framenet.icsi.berkeley.edu/
2We follow Erk (2005) in treating frame assignment as a

word sense disambiguation task. Thus in this paper we use
the terms frame and sense interchangeably.

semantic argument annotations for nouns, adjec-
tives, adverbs, prepositions and even multi-word
expressions. For example, the sentence in (2) and
the NP in (3) have identical argument structures
because the verb speak and the noun comment
evoke the same frame STATEMENT.

(2) [The politician]Speaker spokeStatement
[about recent developments on the labour
market]Topic.

(3) [The politician’s]Speaker com-
mentsStatement [on recent developments
on the labour market]Topic

Since FrameNet annotations are semanti-
cally driven they are considerably more time-
consuming to create than PropBank annotations.
However, FrameNet also provides ‘deeper’ and
more informative annotations than PropBank
analyses (Ellsworth et al., 2004). For instance,
the fact that (2) and (3) refer to the same state-
of-affairs is not captured by PropBank sense dis-
tinctions.

FrameNet Terminology
The English FrameNet data consist of an inven-
tory of frames (i.e. word senses), a set of lexi-
cal entries, and a set of annotated examples ex-
emplifying different syntactic realizations for se-
lected frames (known as the lexicographic anno-
tations). Frames are conceptual structures that
describe types of situations or events together
with their participants. Frame-evoking elements
(FEEs) are predicate usages which evoke a par-
ticular frame. A given lemma can evoke different
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frames in different contexts; each instance of the
lemma is a separate target for semantic analysis.
For example, (4) and (5) illustrate two different
frames of the lemma speak.

(4) [The politician]Speaker spokeStatement
[about recent developments on the labour
market]Topic.

(5) [She]Interlocutor1 doesn’t speakChatting
to [anyone]Interlocutor2 .

In this paper we follow standard use of
FrameNet terminology, with the possible excep-
tion of the term lexical unit. Figure 1 illus-
trates our use of FrameNet-related terminology,
focussing on (a) the CAUSE TO MAKE NOISE

frame and (b) the target verb lemma ring.
The definition of a frame determines the avail-

able roles (frame elements or FEs) of the se-
mantic argument structure for the particular use
of the predicate, as well as the status—core or
peripheral—of those roles. For example, the FE
TOPIC is a core role under the STATEMENT frame,
but a peripheral role under the CHATTING frame.

The lexical entry of a lemma in FrameNet spec-
ifies a list of frames which the lemma can evoke,
and the pairing of a word with a particular frame is
called a lexical unit (LU). Ideally there should be
annotated examples for each lexical unit, exem-
plifying different syntactic constructions which
can realize this LU. However, as we will see
later (Section 5) annotated examples can be miss-
ing. Also, because FrameNet is a lexicographic
project, the examples were extracted to illustrate
particular usages, i.e., they are not meant to be sta-
tistically representative.

3 Data

Having introduced the basic FrameNet terminol-
ogy, we now describe in more detail the data
sets used in the analysis. FrameNet Release 1.3
(FN1.3), the latest release from the Berkeley
FrameNet project, includes both a corpus of lex-
icographic annotations (FNL), which we referred
to in Section 2, and a corpus of texts fully-
annotated with frames and semantic role labels
(FNF). Annotations in the two corpora of course
cover different sets of predicates and frames, and

FNL is the corpus commonly used as the basis for
training supervised FrameNet-based SRL systems
(Erk and Padó, 2006).

In our analysis, we look at three data sets: the
lexicographic annotations from FN1.3, the full
text annotations from FN1.3, and a new data set
of running text that was annotated for the SemEval
2010 Task-10 (see Table 1 for details).

FrameNet Lexicographic (FNL) FrameNet
started as a lexicographic project, aiming to draw
up an inventory of frames and lexical units, sup-
ported by corpus evidence, to document the range
of syntactic and semantic usages of each lexical
unit. The annotated example sentences in this part
of FN1.3 are taken from the British National Cor-
pus (BNC). BNC is a balanced corpus, hence FNL
covers, in principle, a variety of domains.

For each LU, a subset of the sentences in which
it occurs was selected for annotation, and in each
extracted sentence, only the target LU was anno-
tated. The sentences were not chosen randomly
but with a set of lexicographic constraints in mind.
In particular the sentences should exemplify dif-
ferent usage. Thus ideally selected sentences
would be easy to understand and not too long or
complex. As a consequence of this linguistically-
driven selection procedure, the annotated sen-
tences are not statistically representative in any
way. FNL provides annotations for just under
140,000 FEEs (tokens). On average, around 20
sentences are annotated for each LU. FrameNet’s
frame inventory contains 722 frames.3

FrameNet Full Texts (FNF) Starting with re-
lease 1.3, FrameNet also provides annotations of
running texts. In this annotation mode, all LUs
in a sentence and all sentences in a text are an-
notated. FN1.3 contains two subsets of full text
annotations. The first of these (PB) contains five
texts which were also annotated by the PropBank
project. While all texts come from the Wall Street
Journal, they are not prototypical examples of the
financial domain, rather they are longer essays
covering a wide variety of general interest topics

3Only lexical frames are included in this number. In addi-
tion to those, FrameNet 1.3 defines another 74 frames which
cannot be lexicalised but are included because they provide
useful generalisations in the frame hierarchy.
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FEEs Frames
Data Genre / Domain Tokens Types Types
FNL mixed 139,439 8370 722
PB essays, general interest 1580 680 319
NTI reports, foreign affairs 8271 1305 434
SE fiction, crime 1530 680 320

Table 1: Statistics for the three data sets

(ranging from ‘Bell Ringing’ to ‘Earthquakes’).
The second subset (NTI) contains 12 texts from
the Nuclear Threat Initiative website.4 These texts
are intelligence reports which summarize and dis-
cuss the status of various countries with regard to
the development of weapons and missile systems.
Statistics for both data sets are given in Table 1.

SemEval 2010 Task-10 Full Texts (SE) While
the FrameNet full texts allow us to estimate cover-
age gaps that arise from limited training data, they
do not allow us to gauge coverage problems aris-
ing from missing frames in the FN1.3 inventory.
The reason for this is that the frame inventory re-
flects the annotations of both the lexicographic
and the full text part of FN1.3, i.e., every frame
annotated in one of these subsets will also be part
of the inventory. To estimate the frame coverage
problem on completely new texts, we therefore in-
cluded a third (full text) data set that was anno-
tated for the SemEval 2010 Task 10 on “Linking
Events and Their Participants in Discourse” (Rup-
penhofer et al., 2009).5 The text is taken from
Arthur Conan Doyle’s ”The Adventure of Wiste-
ria Lodge”. It thus comes from the fiction domain.

The text was manually annotated with frame-
semantic argument structure by two experienced
annotators. Similar to the FNF texts, the annota-
tors aimed to annotate all LUs in the text. To do
so, some new frames had to be created for pre-
viously un-encountered LUs. These new frames
are not part of FN1.3 and we can thus use them to
estimate coverage problems arising from missing
frames. Details for the data set can be found in
Table 1. This data set is very similar to the PB set
in terms of size, FEE type-token ratio and number
of frames (types).

4http://www.nti.org
5The data set is available from http://semeval2.

fbk.eu/semeval2.php?location=data.

4 Types of Coverage Gaps

Semantic role labelling systems have to perform
two sub-tasks: (i) identifying the correct frame
for a given lemma and context, and (ii) identifying
and labeling the frame elements. The most severe
coverage problems typically arise with the first
subtask. Furthermore, coverage problems related
to frame identification have a knock-on effect on
role identification and labeling because the choice
of the correct frame determines which roles are
available. Therefore, we focus on the frame iden-
tification task in this paper.

Attempts to do automated frame assignment
on unrestricted text invariably encounter prob-
lems associated with limited coverage of frame-
evoking elements in FrameNet. However, not ev-
ery coverage gap is the same, and the precise na-
ture of a coverage gap influences potential strate-
gies for addressing it. In this section we describe
the different types of coverage gaps. We pro-
ceed from less problematic coverage gaps to more
problematic ones, in the sense that the former can
be addressed more straighforwardly by automated
systems than can the latter.

4.1 NOTR gaps

Some coverage gaps occur when lexical units
(LUs) defined in FrameNet lack corresponding
annotated examples; these gaps are the result of
lacking training data, hence we call them NOTR
gaps. To give a sense of the abundance of such
gaps, of the 10,191 LUs defined in FN1.3, anno-
tated examples are available for only 6727.

NOTR-LU: lexical unit with no training data.
In many cases, an LU — a specific pairing of a
target lemma with one frame — may be defined
in FrameNet, thus potentially accessible to an
automated system, but lacking labeled training
material. For example, FrameNet defines two
LUs for the noun ringer: with the frames CAUSE

TO MAKE NOISE and SIMILARITY. It is clear
that the occurrence of ringer in (6) belongs to
the former LU, even given a very limited context.
The lexicographic annotations, though, provide
training material only for the SIMILARITY frame.
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(6) Then, at a signal, the ringers begin vary-
ing the order in which the bells sound
without altering the steady rhythm of the
striking.

NOTR-LU gaps pose particular problems to a
fully-supervised SRL system, because such a sys-
tem cannot learn anything about the context in
which the CAUSE TO MAKE NOISE frame is more
appropriate. A NOTR-LU gap is identified for
an LU even if training data is available for other
senses (i.e. other LUs) of the target lemma.

NOTR-TGT: target with no training data. In
other cases, a target lemma may be defined as par-
ticipating in one or more LUs, but with no training
data available for any of them. In other words, a
supervised automated system trained only on the
available annotated examples will fail to learn any
potential frame assignments for the target lemma.
Such is the case for art, which in FrameNet is
assigned the single frame CRAFT, but for which
FNL contains no training data.

(7) The art of change-ringing is peculiar to
the English, and, like most English pe-
culiarities, unintelligible to the rest of the
world.

Whereas a NOTR-LU gap obscures a particular
frame assignment for a target lemma, a NOTR-
TGT gap indicates a complete absence in the lexi-
cographic corpus of annotated data for the lemma.

4.2 UNDEF gaps
The previous coverage problems arise from a lack
of annotated data, an issue which conceivably
could be addressed through further annotation.
More serious problems arise when a text contains
word senses, words, or frames not contained in
FrameNet. We call such elements ‘undefined’;
specifically, they receive no treatment in FN1.3.

UNDEF-LU: lexical unit not defined. Cover-
age gaps of this sort occur when the frame inven-
tory for a given lemma is not complete. In other
words, at least one LU for the lemma exists in
FrameNet, but one or more other LUs are miss-
ing. For example, the noun installation occurs
in FrameNet with the frames LOCALE BY USE

and INSTALLING. The sense of an art installation,
which is an instance of the frame PHYSICAL ART-
WORKS, is missing.

UNDEF-TGT: target not addressed. In the
worst case, all LUs for a target lemma might be
missing, i.e., the lemma does not occur in the
FrameNet lexicon at all. The noun fabric is an ex-
ample. Though it has at least two distinct senses—
that of cloth or material and that of a framework
(e.g. the fabric of society)—FrameNet provides
no help for determining appropriate frames for in-
stances of this lemma.

UNDEF-FR: frame not defined. Finally, it
may be not only that the LU is missing, but that
there is no definition in FrameNet for the cor-
rect frame given the context. For example, in
the sports domain the lemma ringer can have the
sense of (a horseshoe thrown so that it encircles
the peg); to our knowledge, this sense is not avail-
able in FrameNet.

5 Coverage gaps and automated
processing

With the exception of work on extending cov-
erage, most FrameNet-style semantic role label-
ing studies draw both training and evaluation data
from FNL. This is an unrealistic evaluation sce-
nario for full-text semantic analysis, as such eval-
uation limits the domain for which prediction can
occur to those lexical entries treated in FNL. For
systems which do not attempt any generalization
beyond those lexical entries with training data,
this limits the system to 5864 lemmas for which it
can make predictions regarding frame assignment
and role labeling.

Disregarding whether annotations have yet
been provided for the lexical units in FNL still
limits us to 8370 frame-evoking elements (tar-
gets). To better understand the potential of cur-
rent frame-semantic resources for semantic anal-
ysis of unrestricted text, we evaluate coverage of
the FNL annotations against the texts in FNF, as
well as against the SemEval text. We then analyze
the performance of an off-the-shelf, supervised
SRL system, Shalmaneser (Erk and Padó, 2006),
on the same texts, with a focus on the types of
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Dataset TR-LU NOTR-LU NOTR-TGT UNDEF-LU UNDEF-FR
PB 42.66 9.56 47.78 – –
NTI 46.77 7.77 45.46 – –
SE 51.64 6.86 26.01 3.40 12.09

Table 2: FrameNet coverage for analyzed texts

errors made and the upper bound on performance
for this system.

5.1 FrameNet coverage

As described in Section 4, in many cases a lex-
ical unit, a frame-evoking element, or a frame
may simply not be represented in FrameNet. In
other cases, the entity may be in FN1.3 but lack-
ing training data. Of the 722 frames defined in
FN1.3, for example, annotations exist for 502.

For the three data sets analyzed, Table 2 shows
the degree of coverage provided by FNL for the
gold-standard frame annotations. First, the TR-
LU column shows the non-problematic cases, for
which the correct frame annotation is available
in FrameNet, with training data. The next two
columns represent training gaps related to lack
of training data: NOTR-LU are cases for which
training data exists for the target, but not for the
correct sense of the target, and NOTR-TGT in-
stances are those for which no training data at all
exists for the target.

Because all targets annotated in the FNF texts
(i.e. PB and NTI above) are incorporated in
FN1.3, gaps due to missing LUs, targets, or
frames do not exist for those texts. The same
does not hold for the SemEval (SE) text. For
3.4% of the annotated SemEval targets, an LU is
entirely missing from the lemma’s frame inven-
tory in FrameNet, and in just over 12% of cases
both the lemma and the frame are missing. In to-
tal, more than 15% of LUs appearing in the gold-
standard SemEval annotations are not defined at
all within FrameNet. This figure accords with that
found by Baker et al. (2007).

5.2 Error analysis of full-text frame
assignment

Here we examine the errors made by Shalmaneser
for frame assignment on the three data sets. The
upper bound on apparent performance is fixed by

Dataset Correct Type(i) Type(ii) Type(iii)
PB 36.71 5.95 9.56 47.78
NTI 41.22 5.55 7.77 45.46
SE 46.67 4.97 6.86 41.50

Table 3: Shalmaneser performance on texts

the number of targets for which Shalmaneser has
seen training data, namely the sum of TR-LU and
NOTR-LU in Table 2.6

We consider three categories of errors: (i) nor-
mal or true errors are misclassifications when the
correct label has been seen in the training data. In
this category we also count errors resulting from
incorrect lemmatization. (ii) label-not-seen errors
are misclassifications when the correct label does
not appear in the training data and thus is unavail-
able to the classifier. Finally, (iii) no-chance er-
rors occur when the system has no information
for either a given target or a given frame. Ta-
ble 3 shows the prevalence of each error type for
each data set, given as the percentage of all frame-
assignment targets.

It can be seen that the frame assignment accu-
racy is relatively low for all three texts (between
37% and 47%). However, only a relatively small
proportion of the misclassifications are due to true
errors made by the system. Furthermore, a large
amount of errors (41% to 48%, with an average
of 46.8%) is due to cases where important infor-
mation is missing from FrameNet (Type (iii) er-
rors). Consequently, improving the semantic role
labeller by optimising the feature space or the ma-
chine learning framework is going to have very
little effect. A much more promising path would
be to investigate methods which might enable the
SRL system to deal gracefully with unseen data.
One possible strategy is discussed in the next sec-
tion.

6By ‘apparent performance’ we mean the system’s own
evaluation of its accuracy on frame assignment.
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6 Frame and lemma overlap

One potential strategy for improving full-text se-
mantic analysis without performing additional an-
notation is to take advantage of semantic overlap
as it is represented in FrameNet. We can look
at two different types of overlap in FrameNet:
lemma overlap and frame overlap.

6.1 Lemma overlap

The approach of treating frame assignment as a
word sense disambiguation task (as, e.g., by Shal-
maneser) relies on the overlap of LUs with the
same lemma and trains lemma-based classifiers
on all training instances for all LUs involving that
lemma. One way to consider using labeled mate-
rial in FrameNet to improve performance on tar-
gets for which we have no labeled material is to
generalize over lemmas associated with the same
frame. The idea is to use training instances from
related lemmas to build a larger training set for
lemmas with little or no annotated data.

Of the 8370 lemmas in FN, 8358 share a single
frame with at least one other lemma. 890 overlap
on two frames with at least one other lemma, and
111 have 3-frame overlap with at least one other
lemma. Only 16 lemmas show an overlap of four
or more frames. These groupings are:

1. clang.v, clatter.v, click.v, thump.v
2. hit.v, smack.v, swing.v, turn.v
3. drop.v, rise.v
4. remember.v, forget.v
5. examine.v, examination.n
6. withdraw.v, withdrawal.n

The first two groupings are sets of words that
are closely semantically related, the second two
are opposite pairs, and the third two are verb-
nominalization pairs.

The lemma overlap groups differ with respect
to how much training data they make accessible.

6.2 Frame overlap

Another possibility to be considered is general-
ization over all instances of a given frame. For
the 502 frames with annotated examples, the num-
ber of annotated instances ranges from one (SAFE

SITUATION, BOARD VEHICLE, and ACTIVITY

START to 6233 (SELF MOTION), with an average
of 278 training instances per frame.

In future work we will examine the effective-
ness of binary frame-based classifiers, abstract-
ing away from individual predicates to predict
whether a given lemma belongs to the frame in
question (for a related study see Johansson and
Nugues (2007)). A potential drawback to this ap-
proach is the loss of predicate-specific informa-
tion. We know, for example, about verbs that they
tend to have typical argument structures and typi-
cal syntactic realizations of those argument struc-
tures.

In addition to this frame-overlap approach, we
will consider the impact on coverage of using
coarser-grained versions of FrameNet in which
frames have been merged according to frame rela-
tions defined over the FrameNet hierarchy, using
the FrameNet Transformer tool described in (Rup-
penhofer et al., 2010).

7 Conclusions

Although it is clear that the capability to do shal-
low semantic analysis on unrestricted text, and on
complete documents or text passages, would help
performance on a number of key tasks, currently-
available resources seriously limit our potential
for achieving this with supervised systems. The
analysis in this paper aims for a better understand-
ing of the precise nature of these limitations in
order to address them more deliberately and with
a principled understanding of the coverage prob-
lems faced by current systems.

To this end, we outline a typology of coverage
gaps and analyze both coverage of FrameNet and
performance of a supervised semantic role label-
ing system on three different full-text data sets, to-
taling over 150,000 frame-assignment targets. We
find that, on average, 46.8% of targets are not cov-
ered under straight supervised-classification ap-
proaches to frame assignment.
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Abstract

The aim of this study is to use the
word-space model to measure the seman-
tic loads of single verbs, profile verbal
lexicon acquisition, and explore the se-
mantic information on Chinese resulta-
tive verb compounds (RVCs). A distri-
butional model based on Academia Sinica
Balanced Corpus (ASBC) with Latent Se-
mantic Analysis (LSA) is built to investi-
gate the semantic space variation depend-
ing on the semantic loads/specificity. The
between group comparison of age-related
changes in verb style is then conducted
to suggest the influence of semantic space
on verbal acquisition. Finally, it demon-
strates how meaning exploring on RVCs
is done with semantic space.

1 Introduction

The issue of ‘word space’ has been gaining atten-
tion in the field of distributional semantics, cogni-
tive and computational linguistics. Various meth-
ods have been proposed to approximate words’
meanings from linguistic distance. One of the
most popular models in distributional semantics is
Latent Semantic Analysis (LSA) with dimension-
reduction technique, Singular Value Decomposi-
tion (SVD)(Landauer and Dumais, 1997; Karl-
gren and Sahlgren, 2001; Sahlgren, 2002; Wid-
dows et al., 2002). The backbone of LSA is
the co-occurrence distributional model in which
words are conceived as points scattered in a texts-
built n-dimensional space(Lenci, 2008). Rather
than trying to predict the best performing model

from a set of models, this study highlights the ex-
tent to which word space or semantic space mea-
sured from a vector-based model can access the
verbal semantics and has influence on verbal ac-
quisition.
This paper is organized as follows: Section 2 pro-
files the variation of semantic space affected by
the semantic loads of single verbs. Section 3
discusses the correlation between the developing
change in verbal lexicon and word space from the
experimental data collected by M31 project. It
will reveal how semantic space facilitates early
child verbal learning. Section 4 demonstrates how
to assess the meaning of Chinese resultative verb
compounds (RVCs) from semantic space. The re-
sults of this work are finally concluded in Section
5.

2 The Variation of Semantic Space
Between Two Verb Types (G/S) in LSA

The goal of this section is to examine the seman-
tic variation between two verb types, generic ver-
sus specific verbs. It first creates a taxonomy for
the classification of various verb groups (generic
verbs versus specific verbs) based on the seman-
tic distance with Latent Semantic Analysis (LSA)
and Cluster Analysis.

2.1 Distributional Model Based on Sinica
Corpus

The distributional model built in this survey is
based on the Chinese texts collected in Academia

1Model and Measurement of Meaning: A Cross-lingual
and Multi-disciplinary Approach of French and Mandarin
Verbs based on Distance in Paradigmatic Graphs. Project
website: http://140.112.147.149:81/m3/

937



Sinica Balanced Corpus (ASBC)2. It includes 190
files containing about 96000 word types3. The
original matrix (M ) is further decomposed into
the product of three matrices (TSDT ). These ma-
trices are then reduced into k dimensions. In the
following reconstruction process based on k di-
mensions, it multiplies out the truncated matrices
TkSkD

′
k and then gets a Mk matrix (the approx-

imation of X)(Landauer et al., 1998; Sahlgren,
2005; Widdows and Ferraro, 2008). The follow-
ing shows an example of finding the nearest neigh-
bors of the word da (打 / to hit) via two methods
(see Table 1). For the convenience of visualization
and cluster analysis, Euclidean distance is applied
in the following study.

qu ‘go’ na ‘take’ zhao ‘find’
Cosine 0.928 0.926 0.920
Distance 0.377 0.382 0.397

Table 1: Associating words of da ‘hit’.

2.2 Semantic Clustering

The primary objective of cluster analysis is to ex-
amine the formation of a taxonomy: whether G
verbs and S verbs form two groups separately.
The clusters also help us grasp the semantic space
among verbs as well as the potential semantic re-
lation of them. Based on the distance matrix of
lexical items generated in the last section, this
part applied cluster analysis on the selected 150
verbs/observations4. For the convenience of com-
parison, each verb is coded with its type and a se-
rial number like zuo (做/ to do) is G1 and si (撕/

2ASBC website:
http://dbo.sinica.edu.tw/ftmsbin/kiwi1/mkiwi.sh

3The hapax legomena (words occur only once in the
whole data) are not included in the matrix. The total word
types including hapax amount to 220000 or so. To avoid time
and computer consuming, we excluded those hapax from the
co-occurrence matrix.

4These 150 verbs are single verbs selected from the ex-
perimental data. In the previous study of classification,
these verbs are divided into two types (G:generic versus
S:specific). There are 78 G verbs and 45 S verbs, along with
27 U(undetermined) verbs. It is noticeable that U verbs do
not count as one type of verbs. They are floating verbs be-
tween G and S. We keep their identity as U and examine their
potential characteristics in a binary cluster analysis.

to tear) is S275.
Once the similarity measure is done, the

next procedure is to combine similar verbs into
groups. The clustering procedure starts with
each verb/observation in its own cluster, and
combines two clusters together step by step until
all the verbs are in a single cluster6 The cluster
dendrogram is plotted is Figure 1, in which
clusters are formed from the bottom to the top.

Figure 1 demonstrates that the highest split
separates these verbs into two big groups: the
left branch group and right branch group drawn
in different squares. The constituents of the two
branches are listed in Table 2. It is clear that most
of the constituent parts of the left group are G
verbs whereas S verbs count as majority in the
right group. If the left group is considered as a
group formed with G verbs and right group with
S verbs, the hit ratio7 of G verbs (74.6%) is much
higher than that of S verbs (57.1%). The cluster-
ing algorithm that we applied shows some struc-
ture, but there is no accurate separation of these
two verb types. A detailed investigation of the re-
lationship between the verb type and the distance
is discussed in the next section.

left group right group
Generic verbs 59 (64.1%) 18 (33.3%)
Specific verbs 20 (21.7%) 24 (44.5%)
Undetermined verbs 13 (14.1%) 12 (22.2%)
Hit ratio 74.6% 57.1%

Table 2: Distribution of G/S verbs in two big clus-
ters.

5In fact, only 146 of 150 verbs are being classified be-
cause four words are missed in Sinica Corpus. To avoid con-
fusion, we still call them 150 verbs in cluster analysis.

6Agglomerative method is implemented in the process
in which single points are agglomerated into larger groups.
This is termed a hierarchical cluster procedure that explores
the co-relational structure of these single verbs. In complete
linkage, all objects in a cluster are linked to each other with
the longest distance. The use of the longest distance in com-
plete linkage makes the least similar pair of objects group
together. In other words, the maximum distance of the group
results from the linkage of objects with minimum similarity.

7The hit ratio is calculated as follows:
hit ratio of G in the left group: 59/(59 + 20) = 74.6%
hit ratio of S in the right group: 24/(18 + 24) = 57.1%
It is noticeable that U verbs are temporarily ignored here.
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2.3 Distance Variation in Small-G/S-clusters
Following the line of argumentation, this section
demonstrates how distance varies within small-G-
clusters and small-S-clusters. In order to examine
the distance difference, small-G-cluster (or small-
S-cluster) is defined as a cluster formed with the
nearest twenty words of the G verb (or S verb) tar-
get.8 In the example of one G verb yong (用/use)
coded as G5, the closest twenty words are almost
G verbs and the only one S verb is the farthest
word xie (寫/write) (see Figure 2). The distance
examination of the small cluster is applied to all
of the 150 verbs studied in this survey. Table 3
has illustrated the comparison of verb types and
the distance in the small cluster. As expected, the
semantic distance is significantly affected by the
verb type of the target word in the small cluster.
The distances among words in most of the small-
G-clusters range between 0.4 and 0.8. In contrast,
over eighty percent small-S-clusters obtain a dis-
tance from 0.8 to 1.2. As for those U verbs which
can not be decided as generic or specific in the
manual tagging because of the lacking of agree-
ment, they have distance between 0.6 and 1. Their
distance shows an overlap with part of G verbs and
part of S verbs. It confirms that U verbs are in a
fuzzy zone between G verbs and S verbs.

In summary, G verbs are words with more
senses and they appear more frequently in various
context. Based on their high frequency distribu-
tion, G verbs construct a solid relation with each
other in small-G-clusters. In contrast, S verbs are

8In order to test the representative power of small-clusters
with 20 words, we have examined the clusters with 25 and
30 words as well. In all of the cases, the curves in 20-word
cluster don’t change significantly when the sample size is set
to 25 or 30. The small-G/S-clusters with the sample size
(N=20) is justified as representative.

Figure 2: The small-G-cluster of yong (用/use).

words with restricted meanings and they have rel-
atively limited distributional patterns. Due to their
low variety of patterns, S verbs are not easy to
have tight relations with other words. It shows
that words with generic meaning have high dis-
tribution variety and the distances among them
are much shorter. The lack of polysemous fea-
ture makes the specific verbs be short of vari-
ous distributional patterns and lose the opportu-
nities to form close semantic relation with oth-
ers. The semantic space among G verbs is short
enough to form a solid cluster whereas S verbs
are relatively remote from each other in seman-
tic space. The distance of each verb cluster can
help assess the verb category as generic (G) or
specific (S). Approximately 75% of generic verbs
form small clusters with distance lower than 0.8
while more than 80% of specific verbs acquire a

Figure 1: Agglomerative hierarchical cluster analysis of 150 verbs.
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distance greater than 0.8 . As to the verbs of inde-
terminacy, they are averagely scattered in a fuzzy
zone between G and S verbs. Over 70% U verbs
are centering the distance 0.8, which suggests that
words near distance 0.8 are likely to be undeter-
mined verbs. This analysis has proved that seman-
tic space varies in accordance with verb’s meaning
specificity. The distributions in context represent
not only the linguistic behaviors but the semantic
contents of lexical items.

3 The Influence of Specificity on
Acquisition

This section assesses the influence of semantic
space on the acquisition of the verbal lexicon.
With the examination of Specific verb (S verb)
progress, this study proposes that Generic verbs
(G verbs) are acquired earlier than S verbs due
to the closer semantic space. It also testifies
whether the S verb development is a developing
trend parallel with the acquisition of conventional
verbs(Chen et al., 2008; Hsieh et al., 2009)9 from
the experimental data collected by M3 project.
Based on the developing trend of conventional
lexical items, the following parts analyze the
relation of meaning specificity and the acquisition
of lexical items.

3.1 Decreasing in Lexical Variation

The section is concerned with lexical variation
among participants within the same age group.

9They rearranged the five groups of participants into three
units and then investigated the learning trend by Replacing
Rate (Frequency of V 2freq / Frequency of V 1freq ). By
defining adults’ usages as the conventional one called V1,
children’s second highest frequency verb is counted as V2.
Along with the increase of age, the number of V2 drops
slowly whereas the amount of V1 increases gradually.

It measures type-token ratios of each group
and profiles the lexical variation10 in verbal
acquisition. Data analyzed in this part include
five groups of respondents’ usages of verbs to
four different films, each of which pictures one
event. Respondents are assigned into five groups
according to their age: 3-year-old, 5-year-old,
7-year-old, and 9-year-old groups have 20 respon-
dents separately while 60 respondents are in the
Adult group composed of people in their twenties.
In respondents’ answers, only one single verb is
extracted from each respondent in this study. The
number of verbs in each group is equal to the
amount of participants. The first analysis begins
with the lexical variation or lexical flexibility
in these five groups. It is done with the ratio
of lexical variation: the amount of word type is
divided by the amount of word token, as shown
in Table 4. The greater number of the ratio means
the lexical variation is more abundant and the
smaller ratio means a low diversity of word types.
The ratio of lexical variation in these four films all
show a decreasing trend from 3-year-old groups
to adult groups. The quantity of different verbs
is higher in children group (3y, 5y,7y, 9y) than
that in adult group. That is, children appear more
creative in event description tasks while adults
are confined in the conventional usage. With the
decreasing trend of lexical variety, the next step
is to propose an increasing trend of specific verb

10Lexical diversity or sometimes called lexical variation
is used to mean a combination of lexical variation and lex-
ical sophistication. It is also referred to an indication of a
combination of vocabulary size and the ability to use it ef-
fectively(Malvern et al., 2004). However, lexical variation or
lexical diversity doesn’t mean lexical richness in this study.
In other kinds of experiment like writing tests, adults should
perform better than children in lexical diversity. But the ex-
perimental data applied in this study is action-naming task.
The trend of lexical variation may perform in an opposite
way.

Distance 0.4-0.6 0.6-0.8 0.8-1.0 1.0-1.2
Small-G-cluster 24 (31.2%) 32 (41.6%) 17 (22.0%) 4 (5.2%)

Total:72.8% Total:27.2%
Small-S-cluster 0 (0) 6 (13.6%) 19 (43.2%) 19 (43.2%)

Total:13.6% Total:86.4%
Small-U-cluster 1 (4%) 8 (32%) 11 (44%) 5 (20%)

Table 3: Comparison of verb types (G/S) and semantic distance within small cluster.
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usage when the age raises. It will show that the
change is from various generic verbs to one or
two specific verbs rather than various specific
verbs.

Films carrot-
peel

paper-
crumple

plank-
saw

glass-
break

3y 0.35 0.55 0.2 0.33
5y 0.25 0.47 0.2 0.2
7y 0.3 0.2 0.25 0.1
9y 0.21 0.105 0.157 0.157
Adult 0.016 0.083 0.066 0.066

Table 4: The ratio of lexical variation (ratio =
word type/word token).

3.2 Increasing in Specific Verbs
With regard to the aim of the investigation, the
findings reported above provide evidence of the
changing trend of lexical variety in action-naming
tasks. The next step is to discover the developing
trend of verb type (G/S) usage. According to the
annotation result of verb category, each verb in the
data is now transferred into either generic (label as
G or 1) or specific (S or -1) and the proportions of
S verbs is plotted as Figure 3.

3.2.1 The Non-proportionality of S Verb
among Age Groups

A closer investigation is then implemented for
non-proportionalities by chi-squared test(Baayen,
2008). Although the proportion of S verb changes
more or less in different groups, it is still need to
confirm that whether S verbs are more frequently
used by adults than children. The hypothesis is
formulated as follows:
H0: The proportions of the two verb

types (G verb vs. S verb ) do NOT vary

in five age groups.

With Pearson’s chi-square test for four sets
of data. It is reported that the small p-values
(9.779e-07, 1.324e-09, and 1.191e-13) in the
first three sets of data (carrot-peel (f 6), paper-
crumple (f 2), and plank-saw (f 16)) suggest a
non-proportionality of S verb in different age
groups. However, the p-value (0.8467) obtained
in the last data set (glass-break (f 3)) is too

Figure 3: The proportion of S (-1) verbs to G (1)
verbs from 5 groups of respondents to four events.

large to suggest a significant variation of S verb
proportion in different age groups. It proves
that the proportions of S verb change with the
participant’s age in the three event-naming tasks
but that doesn’t happen in the glass-break (f 3)
event. Except for the data in glass-break (f 3)
event, the null hypothesis doesn’t hold in the
analysis.

3.2.2 The Relationship between S Verb and
Age

In order to test the correlation of S verb
proportion and age variation, four groups (3y, 5y,
7y, 9y) are merged into one group called Child
versus Adult group. The data are now represented
by two by two contingency tables with one
categorical dependent variable (verb types) and
one categorical independent variable (age). Here
summarizes the hypothesis:
H0: The frequency of the two verb types

(G verb vs. S verb, the dependent

variable) do NOT vary depending on

participants’ age (Child vs. Adult,

the independent variable).

The result has shown that the small p-values
(2.803e-05, 0.001225, 1.754e-12) verify the
significant difference of S verb in Child group
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and Adult group with regard to the three data
sets in carrot-peel (f 6), paper-crumple (f 2), and
plank-saw (f 16). Along with the correlation
examination, the effect size is revealed with
correlation coefficient from 0 (no correlation) to
1 (perfect correlation)(Gries, 2009). According
to the Phi value in this table, only the data in
plank-saw (f 16) has a correlation coefficient
(0.612) greater than 0.5. That is, the correlation
between S verb usage and age group is considered
as significantly correlated in the one data set
(plank-saw (f 16)). As for the other two data sets
(carrot-peel (f 6) with phi:0.379, paper-crumple
(f 2) with phi: 0.297), the correlation is not
particularly strong but it is still highly significant.
Over half of the data sets exhibit a significant
non-proportionality of S verb usage in different
age groups but the correlation of S verb and
participants’ age requires.

In relation to the aim of this study, it has shown
that meaning specificity functions as a factor in
the development of verbal lexicon. The results of
the analysis also show a significant variety of S
verb between children and adults. It is plausible
to suppose that verbs with specific meaning are
acquired later than those with generic meanings.
This developing trend suggests that a closer se-
mantic space among G verbs facilitates the acqui-
sition of verb meanings whereas a distant space
among S verbs causes difficulties in meaning ac-
quiring. Once those verbs with specific meanings
are picked up, most of them will become the so-
called conventional verbs. When the conventional
use to an action is a specific verb, the progress of
S verb usage is more obvious. The usage of verbs
with specificity meaning is a developing trend of
language acquisition.

4 Meaning Exploring on Chinese
Resultative Verb Compounds (RVCs)

In the verb-event co-occurrence matrix, verbs
elicited from the same event are considered to
be verbs have the same object in a verb-object
co-occurrence matrix. With the distributional
model, it then shows how meaning specificity af-
fects the linguistic behavior and semantic content
of Chinese resultative verb compounds (RVCs).

Those RVCs with similar distributional patterns
will present a high semantic relation. This se-
mantic relation could result from the meaning of
the first verbal morpheme (Vcaus) or the second
one (Vres). It is further proposed that the verb
type (generic or specific) of Vcaus would affect the
whole meaning content of V-V compounds.

4.1 The RVC Structure in the Data

A Chinese resultative verb compound (RVC) con-
sists two main elements: the first element (Vcaus)
expresses a causing event or a state while the sec-
ond element (Vres) denotes a resulting event or the
aspectual properties of the object. According to
the Aspectual Interface Hypothesis(Tenny, 1989),
the property of an internal argument can measure
out the event. In the Chinese example, da-po bo-li
(打破玻璃 / hit-break glass), the state of the object
bo-li (玻璃 / glass) is changed into smashed and
this change points out an end point of the event.
The resultative po (破 / broken) is an delimiting
expression which refers to the property of the ob-
ject. In addition to defining the second element
of an RVC as a delimiting expression, other sur-
veys label it as Vres which requires the saturation
of arguments. Four possible V-V compound argu-
ment structures are proposed in Li’s (1990) works.
In the following studies, most of RVCs require
an argument structure like (1). The first verbal
morpheme (Vcaus) has a theta-grid <1, 2> and
the second morpheme (Vres) has <1’>. Vcaus re-
quires an external argument (a person) and an in-
ternal argument (a glass). The internal argument
(a glass) is identified with the argument of Vres.
Since the internal argument of Vcaus has to be
identified with the argument of Vres, it raises the
issue that which one functions more prominent in
choosing the object of a V-V compound. From the
study of RVCs’ distributional pattern, it examines
which one (Vcaus or Vres) is more salient and also
dominates the argument selection of a V-V com-
pound.
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(1) V < 1, 2-1’ > (da-po bo-li)

Vcause

da
< 1, 2 >

< person, glass >

Vres

po
< 1’>

< glass >

4.2 Semantic Assessment

The semantic links among words are built by mea-
suring the linguistic distances among them. In or-
der to examine the semantic information of RVCs,
a sub-sample with thirty-six verbs is selected to do
cluster tasks. The semantic relationships of word
in the sub-sample is visualized as a clustering tree,
as shown in Figure 4. The figure shows that an
RVC with a G verb as its Vcaus (GVcaus − Vres)
build a close relation with other RVCs which have
the same Vres with it. Take the most extreme G
verb da (打/hit)as an example, da-lan (打爛/hit-
ruin) is closer to pai-lan (拍爛/hit with palm and
ruin) than da (打/hit). On the other hand, an
RVC with an S verb as its Vcaus (SVcaus − Vres),
are grouped with those having the same Vcaus.
The RVC, ju-kai (鋸開/saw-open), with a S verb
ju (鋸/saw) as its head, forms a cluster with ju
(鋸/saw) and ju-duan (鋸斷/saw-crack).

Figure 4: Semantic clustering of selected verbs.

With regard to the semantic relation of RVCs
shown in the cluster plot, the next step is to jus-
tify the proportion of RVCs with the structure
GVcaus − Vres in which Vres selects a G verb as
its Vcause. As Table 5 shows, the proportion of
GVcaus − Vres and SVcaus − Vres is 50% respec-

tively. That is, half of the selected seven Vres pick
up a G verbs as its head while the other half words
go with S verbs. Those Vres preferring a G head
to a S head are sui, po, lan, duan; those prefer-
ring a S verb to a G verb head are kai, diao, xia.
According to the semantic content these resulta-
tive verbs, kai, diao, xia describes the direction
of the action and the motion of objects and they
are defined as ‘path’ Vres in Ma and Lu’s (1997)
work. As for sui, po, lan, duan called as ‘result’
Vres, they mainly express the result of the object
affected by the action. The outcome reported here
suggests that ‘result’ Vres is apt to have a G verb
as its head verb whereas ‘path’ Vres tends to pick
up a S head verb. The proposal in literatures that
Vres tends to choose a G head verb is justified as
valid when the Vres expresses the meaning of ‘re-
sult’ rather than ‘path.’

GVcaus SVcaus
‘result’ Vres

sui (碎/smash) da, nong,
pai, ya, qiao

si

　 po (破/break) da, nong, ya,
qiao

si, ci

lan (爛/ruin) da, pai si　
duan (斷/crack) qie 　

Proportion 47% 15%
‘path’ Vres

kai (開/open) qie zhe, ju, si,
bo　

diao (掉/fall) zhe, ju, si, bo
xia (下/down) bo

Proportion 3% 35%

Table 5: GVcaus − Vres versus SVcaus − Vres.

In summary, words with small distance re-
sulting from their similar distributional patterns
can be interpreted to be semantically similar
in a semantic cluster. The result of semantic
clustering has suggested that the meaning of
RVCs depend on either the Vcaus or the Vres. The
meaning of GVcaus − Vres is more determined
by Vres because GVcaus is more polysemous and
the Vres becomes a prominent role to dominate
the meaning of GVcaus − Vres. In contrast,
SVcaus−Vres focuses on the part of SVcaus since

943



SVcaus expresses its meaning specific enough.
In addition, the property of Vres also affects the
category of its head verb. When Vres like sui
belong to the ‘result’ Vres, it tend to choose a G
verb as its Vcaus. On the other hand, the ‘path’
Vres like xia, its head verb is apt to be a S verb. It
is suggested that ‘path’ Vres is more likely to have
a G verb than ‘path’ Vres. As the empirical study
illustrates the semantic information on Chinese
RVCs are affected by the semantic space of words.

5 Conclusion

In this paper, we argue the following points:
firstly, the distributional model shows that the se-
mantic space differ clearly in accordance with the
specificity of verbs. The G verbs form tight re-
lations with each other and become a larger clus-
ter whereas the semantic space among S verbs is
too distant to become a solid group. Secondly,
semantic space has influence on the acquiring of
words’ meanings. Generic verbs are earlier and
easier acquired due to the closer semantic space
among words. The developing trend of specific
verb lexicon parallel with conventional usage sug-
gests a language acquisition phenomenon. Fi-
nally, the G/S verbs play an influential role in Chi-
nese resultative compounds. The resultative verb
becomes more prominent when the first verb is
with a generic meaning. The ‘result’ Vres is apt
to have a G verb as its head verb whereas ‘path’
Vres tends to pick up a S head verb. We believe
that results of our analysis will shed light on se-
mantic assessment and make predictions for lexi-
cal acquisition.
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Abstract

We present a novel algorithm for de-
tecting errors in MT, specifically focus-
ing on content words that are deleted
during MT. We evaluate it in the con-
text of cross-lingual question answering
(CLQA), where we try to correct the
detected errors by using a better (but
slower) MT system to retranslate a lim-
ited number of sentences at query time.
Using a query-dependent ranking heuris-
tic enabled the system to direct scarce
MT resources towards retranslating the
sentences that were most likely to ben-
efit CLQA. The error detection algo-
rithm identified spuriously deleted con-
tent words with high precision. How-
ever, retranslation was not an effective
approach for correcting them, which in-
dicates the need for a more targeted ap-
proach to error correction in the future.

1 Introduction

Cross-lingual systems allow users to find infor-
mation in languages they do not know, an in-
creasingly important need in the modern global
economy. In this paper, we focus on the spe-
cial case of cross-lingual tasks with result trans-
lation, where system output must be translated
back into the user’s language. We refer to tasks
such as these as task-embedded machine trans-
lation, since the performance of the system as a
whole depends on both task performance and the
quality of the machine translation (MT).

Consider the case of cross-lingual question
answering (CLQA) with result translation: a user
enters an English question, the corpus is Ara-
bic, and the system must return answers in En-
glish. If the corpus is translated into English be-

fore answer extraction, an MT error may cause
the system to miss a relevant sentence, leading
to decreased recall. Boschee et al. (2010) de-
scribe six queries from a formal CLQA evalu-
ation where none of the competing systems re-
turned correct responses, due to poor translation.
In one example, the answer extractor missed a
relevant sentence because the name “Abu Hamza
al-Muhajir” was translated as “Zarqawi’s succes-
sor Issa.” However, even if answer extraction is
done in Arabic, errorful translations of the cor-
rect answer can affect precision: if the user can-
not understand the translated English sentence,
the result will be perceived irrelevant. For in-
stance, the user may not realize that the mistrans-
lation “Alry$Awy” refers to Al-Rishawi.

Our goal was not to improve a specific CLQA
system, but rather to find MT errors that are
likely to impact CLQA and correct them. We in-
troduce an error detection algorithm that focuses
on several common types of MT errors that are
likely to impact translation adequacy:
• content word deletion
• out-of-vocabulary (OOV) words
• named entity missed translations

The algorithm is language-independent and MT-
system-independent, and generalizes prior work
by detecting errors at the word level and detect-
ing errors across multiple parts of speech.

We demonstrate the utility of our algorithm by
applying it to CLQA at query time, and investi-
gate using a higher-quality MT system to correct
the errors. The CLQA system translates the full
corpus, containing 119,879 text documents and
150 hours of speech, offline using a production
MT system, which is able to translate quickly
(5,000 words per minute) at the cost of lower
quality translations. A research MT system has
higher quality but is too slow to be practical for
a large amount of data (at 2 words per minute,
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it would take 170 days on 50 machines to trans-
late the corpus). At query-time, we can call the
research MT system to retranslate sentences, but
due to time constraints, we can only retranslate k
sentences (we set k=25). In order to choose the
sentences to best improve CLQA performance,
we rank potential sentences using a relevance
model and a model of error importance.

Our results touch on three areas:
• Evaluation of our algorithm for detecting

content word deletion shows that it is ef-
fective, accurately pinpointing errors 89%
of the time (excluding annotator disagree-
ments).
• Evaluation of the impact of re-ranking

shows that it is crucial for directing scarce
MT resources wisely as the higher-ranked
sentences were more relevant.
• Although the research MT system was per-

ceived to be significantly better than the
production system, evaluation shows that
it corrected the detected errors only 39%
of the time. Furthermore, retranslation
seems to have a negligible effect on rele-
vance. These unexpected results indicate
that, while we can identify errors, retrans-
lation is not a good approach for correcting
them. We discuss this finding and its impli-
cations in our conclusion.

2 Task-Embedded MT

A variety of cross-lingual applications use MT
to enable users to find information in other lan-
guages: e.g., CLQA, cross-lingual information
retrieval (CLIR), and cross-lingual image re-
trieval. However, cross-lingual applications such
as these typically do not do result translation
– for instance, an English-French CLIR system
would take an English query and return French
documents, assuming that result translation is a
separate MT problem. Part of the reason for
the separation between cross-lingual tasks and
MT is that evaluating task performance on MT
is often difficult. For example, for a multilin-
gual summarization task combining English and
machine translated English, Daumé and Marcu
(2006) found that doing a pyramid annotation on
MT was difficult due to the poor MT quality.

Assessing cross-lingual task performance
without result translation is problematic, because
in a real-world application, result translation
would affect task performance. For instance, in
English-Arabic CLIR, a poorly translated rele-
vant Arabic document may appear to be irrel-
evant to an English speaker. Decoupling the
cross-lingual application from the MT system
also limits the opportunity for feedback between
the application and the MT system. Ji and Grish-
man (2007) exploited a feedback loop between
Chinese and English named entity (NE) tagging
and Chinese-English NE translation to improve
both NE extraction and NE translation.

In this paper, error detection is done at query
time so that query context can be taken into ac-
count when determining which sentences to re-
translate. We also use the task context to detect
errors in translating NEs present in the query.

3 Related Work

There is extensive prior work in describing MT
errors, but they usually involve post-hoc error
analysis of specific MT systems (e.g., (Kirch-
hoff et al., 2007), (Vilar et al., 2006)) rather than
online error detection. One exception is Herm-
jakob et al. (2008), who studied NE translation
errors, and integrated an improved on-the-fly NE
transliterator into an SMT system.

Content word deletion in MT has been stud-
ied from different perspectives. Li et al. (2008)
and Menezes and Quirk (2008) explored ways of
modeling (intentional) source-word deletion in
MT and showed that it can improve BLEU score.
Zhang et al. (2009) described how errors made
during the word-alignment and phrase-extraction
phases in training phrase-based SMT often lead
to spurious insertions and deletions during trans-
lation decoding. This is a common error – Vilar
et al. (2006) found that 22% of errors produced
by their Chinese-English MT system were due to
missing content words. Parton et al. (2009) did
a post-hoc analysis on the cross-lingual 5W task
and found that content word deletion accounted
for 17-22% of the errors on that task.

Some work has been done in addressing MT
errors for different cross-lingual tasks. Ji and
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1) Source kmA tHdv wzyr AldfAE AlAsrA}yly Ayhwd bArAk Al*y zAr mwqE Altfjyr AlAntHAry fy dymwnp fy
wqt sAbq En Altfjyr AlAntHAry . . .

ProdṀT There also the Israeli Defense Minister Ehud Barak, who visited the site of the suicide bombing in Dimona
earlier, the suicide bombing . . .

Ref. Moreover, Israeli Defense Minister Ehud Barak, who visited the scene of the suicide bombing in Dimona
earlier, spoke about the suicide bombing . . .

2) Source . . . Akd Ely rgbp hrAry AlAstfAdp mn AltjArb AlAyrAnyp fy mwAjhp Alqwy AlmEtdyp.
ProdṀT . . . stressed the desire to test the Iranian Harare in the face of the invading forces.
Ref. . . . stressed Harare’s desire to benefit from the Iranian experience in the face of the forces of aggressors.

Table 1: Two examples of content word deletion during MT.

Grishman (2007) detected NE translation errors
in the context of cross-lingual entity extraction,
and used the task context to improve NE transla-
tion. Ma and McKeown (2009) investigated verb
deletion in Chinese-English MT in the context
of CLQA. They tested two SMT systems, and
found deleted verbs in 4-7% of the translations.
After using post-editing to correct the verb dele-
tion, QA relevance increased for 7% of the sen-
tences, showing that an error that may have little
impact on translation metrics such as BLEU (Pa-
pineni et al., 2002) can have a significant impact
on cross-lingual applications.

Our work generalizes Ma and McKeown
(2009) by detecting content-word deletions and
other MT errors rather than just verb deletions.
We also relax the assumption that translation pre-
serves part of speech (i.e., that verbs must trans-
late into verbs), assuming only that a phrase con-
taining a content word should be translated into
a phrase containing a content word. Instead of
post-editing, we use an improved MT system to
retranslate sentences with detected errors.

Using retranslation to correct errors exploits
the fact that some sentences are harder to trans-
late than others. In a resource-constrained set-
ting, it makes sense to apply a better MT system
only to sentences for which the fast MT system
has lower confidence. We do not know of other
systems that do multi-pass translation, but it is
an interesting area for further work.

4 MT Error Detection

Most MT systems try to balance translation flu-
ency with adequacy, which refers to the amount
of meaning expressed in the original that is also
expressed in the translation. For task-embedded
MT, errors in adequacy are more likely to have

an impact on performance than errors in fluency.
Many MT metrics (such as BLEU) treat all to-
kens equally, so deleting a verb is penalized the
same as deleting a comma. In contrast, we focus
on errors in translating content words, which are
words with open-class parts of speech (POS), as
they are more likely to impact adequacy. First
we describe how MT deletion errors arise and
how we can detect them, and finally we describe
detection of other types of errors.

4.1 Deletion in MT

The simplest case of content word deletion is
a complete deletion by the translation model
– in other words, a token was not translated.
We assume the MT system produces word or
phrase alignments, so this case can be detected
by checking for a null alignment. However, it
is necessary to distinguish correct deletion from
spurious deletion. Some content words do not
need to be translated – for example the Arabic
copular verb “kAn” (“to be”) is often correctly
deleted when translating into English.

A more subtle form of content word deletion
occurs when a content word is translated as a
non-content word. This can be detected by com-
paring the parts of speech of aligned words. Con-
sider the production MT System (Prod. MT) ex-
ample in Table 1: the verb “tHdv”1 (“spoke”) has
been translated as the expletive “there.”

Finally, another case of content word deletion
occurs when a content word is translated as part
of a larger MT phrase, but the content word is
not translated. In the second example in Table 1,
an Arabic phrase consisting of a noun and prepo-
sition is translated as just the preposition “to.”

1Arabic examples in this paper are shown in Buckwalter
transliteration (Buckwalter, 2002).
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The latter two kinds of content word deletion
are considered mistranslations rather than dele-
tions by the translation model, since the deleted
source-language token does produce one or more
target-language tokens. However, from the per-
spective of a cross-lingual application, there was
a deletion, since some content that was present
in the original is not present in the translation.

4.2 Detecting Deleted Content Words
The deletion detection algorithm is motivated
by the assumption that a source-language
phrase containing one or more meaning-bearing
words should produce a phrase with one or
more meaning-bearing words in the translation.
(Phrase refers to an n-gram rather than a syntac-
tic phrase.) Note that this does not assume a one-
to-one correspondence between content words
– for example, translating the phrase “spoke
loudly” as the single word “yelled” satisfies the
assumption. This hypothesis favors precision
over recall, since it may miss cases where two
content words are incorrectly translated as a sin-
gle content word (for instance, if “coffee table”
is translated as “coffee”).

The algorithm takes as input POS tags in both
languages and word alignments produced by the
MT system during translation. The exact defi-
nition of “content word” will depend upon the
language and POS tagset. The system iterates
over all content words in the source sentence,
and, for each word, checks whether it is aligned
to one or more content words in the target sen-
tence. If it has no alignment, or is aligned to
only function words, the system reports an error.
This rule-based approach has poor precision be-
cause of content words that are correctly deleted.
For example, in the sentence “I am going to
watch TV,” “am” and “going” are tagged as
verbs, but may be translated as function words.
To address this, frequent content words were
heuristically filtered using source-language IDF
(inverse-document frequency) over the QA cor-
pus. The cut-off was tuned on a development set.

This algorithm is a lightweight, language-
independent and MT-system-independent way
to find errors in MT. The only requirement is
that the MT system produce word or phrase

alignments. This algorithm generalizes Ma and
McKeown (2009) in several ways. First, it
detects any deleted content words, rather than
just verbs. The previous work only addresses
complete deletions, where the deleted token has
a null alignment, whereas this approach finds
cases where content words are mistranslated as
non-content words. Finally, this error detection
algorithm is more fine-grained, since it is at the
word level rather than the phrase level.

4.3 Additional Error Detection Heuristics

For the CLQA task, we extended our MT er-
ror detection algorithm to handle two additional
types of MT errors, OOV words and NE mis-
translations, and to rank the errors. The pro-
duction MT system was explicitly set to not
delete OOV words, so they were easy to detect
as source-language words left in the target lan-
guage. The CLIR system was used to find occur-
rences of query NEs in the corpus, and then word
alignments were used to extract the correspond-
ing translations. If the translations were not a
fuzzy match to the query, then it was flagged as
a possible NE translation error. For instance,
in a query about al-Rishawi, the CLIR would
return Arabic-language matches to the Arabic
word Alry$Awy. If the aligned English trans-
lation was al-Ryshoui instead of al-Rishawi, it
would be flagged as an error.

Even if the retranslation corrects the errors
in MT, if the sentences are not relevant, they
will have no impact on CLQA. To account for
relevance, we implemented a bilingual bag-of-
words matching model, and ranked sentences
with more keyword matches to the query higher.
Sentences with the same estimated relevance
were further sorted by potential impact of the
MT error on the task. Errors affecting NEs (ei-
ther via source-language POS tagging or source-
language NE recognition) were ranked highest,
since our particular CLQA task is focused on
NEs. The final output of the algorithm is a list of
sentences with MT errors, ranked by relevance
to the query and importance of the error.
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5 Experimental Setup

We begin by describing the MT systems, which
motivate the need for time-constrained MT. Then
we describe the CLQA task and the baseline
CLQA system, and finally how the error detec-
tion algorithm is used by the CLQA system.

5.1 MT Systems

Both the research and production MT systems
used in our evaluation were based on Direct
Translation Model 2 (Ittycheriah and Roukos,
2007), which uses a maximum entropy approach
to extract minimal translation blocks (one-to-
M phrases with optional variable slots) and
train system parameters over a large number of
source- and target-language features. The re-
search system incorporates many additional syn-
tactic features and does a deeper (and slower)
beam search, both of which cause it to be much
slower than the production system. In addition,
the research MT system filters the training data
to match the test data, as is customary in MT
evaluations, whereas the production system must
be able to handle a wide range of input data. Part
of the reason for the slower running time is that
the research system has to retrain; the advan-
tage is that more test-specific training data can
be used to tailor the MT system to the input.

Overall, the research MT system performs 4
BLEU points better than the production MT sys-
tem on a standard MT evaluation test corpus, but
at a great cost: the production MT handles 5,000
words per minute, while the research MT system
handles 2 words per minute. Using 50 machines,
the production MT system could translate the
corpus in under 2 hours, whereas the research
MT system would take 170 days. This vast dif-
ference succinctly captures the motivation be-
hind the time-constrained retranslation step.

5.2 CLQA Task

The CLQA task was designed for the DARPA
GALE (Global Autonomous Language Exploita-
tion) project. The questions found are open-
ended, non-factoid information needs. There are
22 question types, and each type has its own
relevance guidelines. For instance, one type is

“Describe the election campaign of [PERSON],”
and a question could be about Barack Obama.
Queries are in English, the corpus is in Arabic,
and the system must output comprehensible En-
glish sentences that are relevant to the question.

The Arabic corpus was created for the eval-
uation and consists of four genres: formal text
(72,677 documents), informal text (47,202 doc-
uments), formal speech (50 hours), and informal
speech (80 hours). The speech data was story
segmented and run through a speech recogni-
tion system before translation. We used 31 text
queries developed by the Linguistic Data Con-
sortium (LDC), and 39 speech queries developed
by other researchers working on the CLQA task.

5.3 CLQA System
The baseline CLQA system translates the full
corpus offline before running further processing
on the translated sentences (parsing, NE recog-
nition, information extraction, etc.) and index-
ing the corpus. At query-time, CLIR (imple-
mented with Apache Lucene) returns documents
relevant to the query, and the CLQA answer ex-
traction system is run over the translated doc-
uments. The answer extraction system relies
on target-language annotations, but any MT er-
rors will propagate to target-language process-
ing, and therefore affect answer extraction.

5.4 CLQA System with MT Error
Detection

The error detection and retranslation module was
added to the baseline system after CLIR, but be-
fore answer extraction. The inputs to the de-
tection algorithm are the query and a list of
ranked documents returned by CLIR. The detec-
tion algorithm has access to the indexed (bilin-
gual) corpus, source- and target-language anno-
tations (POS tagging and NE recognition), and
MT word alignments. The error detection algo-
rithm has two stages: first it runs over sentences
in documents related to the query, and after it
finds 2k sentences with errors (or exhausts the
document list), it reranks the errors as described
in section 4.3 and retranslates the top k=25 sen-
tences. Then the merged set of original and re-
translated relevant sentences are passed to the
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answer extraction module.
By doing retranslation before answer extrac-

tion, the algorithm has the potential to improve
precision and recall. An improved translation of
a relevant Arabic sentence is more likely to be
selected by the answer extraction system and in-
crease recall, as in Boschee et al. (2010), where
answers were missed due to mistranslation. A
better translation of a relevant sentence is also
more likely to be perceived as relevant, as shown
by Ma and McKeown (2009).

6 Evaluation

Amazon Mechanical Turk (AMT) was used to
conduct a large-scale evaluation of the impact
of error detection and retranslation on relevance.
An intrinsic evaluation of the error detection was
run on a subset of the sentences, since it required
bilingual annotators.

6.1 Task-Based Evaluation

Each sentence was annotated in the production
MT version and the research MT version. The
annotators were first presented with template
relevance guidelines and an example question,
along with 3 – 4 example sentences and expected
judgments. Then the actual question was pre-
sented to the annotator, along with 5 sentences
(all from a single MT system). For each sen-
tence, the annotators were first asked to judge
perceived adequacy and then relevance.

The perceived adequacy rating was loosely
based upon MT adequacy evaluations – in other
words, annotators were told to ignore grammati-
cal errors and focus on perceived meaning. How-
ever, since there were no reference translations,
annotators were asked to rate how much of the
sentence they believed they understood by se-
lecting one of (All, More than half, About half,

# detected errors # detected errors
Genre per sentence per 1,000 tokens
Newswire 0.16 56
Broadcast 0.23 105
news
Broadcast 0.14 84
conversation

Table 2: Number of errors detected across differ-
ent genres.

Less than half, and None).
The relevance rating was based on the tem-

plate relevance guidelines, and annotators could
select one of (Relevant, Maybe relevant, Not rel-
evant, Can’t tell due to bad translation and Can’t
tell due to other reason).

6.2 Amazon Mechanical Turk (AMT)

The evaluation was run on AMT, which has been
extensively used in NLP and has been shown to
have high correlation with expert annotators on
many NLP tasks at a lower cost (Snow et al.,
2008). It has also been used in MT evaluation
(Callison-Burch, 2009), though that evaluation
used reference translations.

For 70 queries, the top 25 ranked sentences
in both the production and research MT versions
were evaluated. Each sentence was judged for
both relevance and perceived adequacy by 5 an-
notators, for a total of 35,000 individual judg-
ments. As is standard, some of the judgments
were filtered due to noise by using the percent
of time that an annotator disagreed with all other
annotators, and the relative time spent on a given
annotation. The percent of sentences with ma-
jority agreement was 91% for relevance and 72%
for perceived adequacy.

6.3 Intrinsic Evaluation

Annotators were presented with an Arabic sen-
tence with a single token highlighted, and asked
whether the token was a “content word” or not.
Then annotators were asked to decide which of
two translations (in random order) translated the
highlighted Arabic word best, or whether they
were equal. In total, 150 sentences were judged
by annotators with knowledge of Arabic. For
both questions, kappa agreement was moderate.

7 Results

Table 2 shows how many errors were found
by the error detection algorithm for each genre.
Not surprisingly, more errors are detected in the
speech genres (84 and 105 errors per 1,000 to-
kens) than in formal text (56 errors per 1,000
tokens). We attribute the large difference be-
tween broadcast news and broadcast conversa-
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Prod. MT
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Prod. MT

Rank

Figure 1: Average normalized cumulative sen-
tence perceived adequacy and relevance versus
rank of the sentence, by the ranking heuristic.

tion to the large number of short sentences with-
out content words in informal speech (such as
“hello”, “thank you”, etc.).

7.1 Perceived MT Adequacy
The research MT significantly outperformed the
production MT in perceived adequacy (accord-
ing to ANOVA with p=0.001). Of the production
MT translations, 58% were considered “more
than half” or “all” understandable, whereas 69%
of the research MT were. Overall, retranslation
increased perceived adequacy in 17% of the sen-
tences, and decreased it in only 5% of sentences.

7.2 Ranking Algorithm
Figure 1 show the average cumulative sentence
relevance and perceived adequacy, as ranked by
the error detection algorithm. In other words, at
each rank i, the average relevance (or perceived
adequacy) of sentences (1 − i) was calculated.
On the perceived adequacy chart, the research
MT system consistently outperforms the produc-
tion MT system by a statistically significant mar-
gin. For relevance, the research MT curve is only
marginally higher than the production MT curve.

The shape of the relevance curves shows that
ranking sentences by a simple bilingual bag-of-
words model did affect sentence relevance, since
sentences that are higher ranked have higher cu-
mulative average relevance. By ranking sen-
tences with a basic relevance model, we were
able to focus the scarce MT resources on sen-

Relevance
⇑ Same ⇓ No maj./

Don’t know
MT ⇑ 20 201 9 56 17%
MT same 93 919 72 212 78%
MT ⇓ 2 56 4 28 5%

7% 70% 5% 18%

Table 3: The relationship between changes in
perceived adequacy and changes in relevance.

tences that are most likely to help the CLQA
task. This underscores the importance of using
the task context to guide MT error detection, es-
pecially in the case of time-constrained MT.

7.3 CLQA Relevance

Annotators judged 14.5% of the production MT
sentences relevant. After retranslation, the over-
all number of sentences considered relevant in-
creased to 14.7%. Although the overall numbers
are similar, the relevance of many individual sen-
tences did change. Table 3 shows the results of
comparing annotations on the original MT with
annotations on the retranslated MT. Relevance
was classified as ⇑ or ⇓ by comparing the ma-
jority judgment of the production MT to the re-
search MT. Changes in MT were based on com-
paring the average rating of both versions, with
a tolerance of 1.0.

Of the sentences with better perceived MT,
7% increased in relevance, and 3% decreased in
relevance. When the retranslated sentence was
considered worse, there was a 2% increased in
relevance and a 4% decrease. In other words,
when retranslation had a positive effect, it more
often led to increased relevance. However, the
impact of retranslation was mixed, and none of
the changes was statistically significant.

7.4 Intrinsic Evaluation

While the extrinsic evaluation focused on the im-
pact on CLQA relevance, the goal of the intrinsic
evaluation was to measure the precision of the
error detection algorithm, and whether retransla-
tion addressed the detected errors.

Of the 82% of sentences where both judges
agreed, 89% of the detected errors were con-
sidered content words. All of the OOV tokens
were content words (except for one disagree-
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ment). Surprisingly, for the errors involving con-
tent words, 60% of the time both systems were
judged the same with regard to the highlighted
error. The research system was better 39% of the
time, and the original was better only 1% of the
time (excluding 26% disagreements).

8 Discussion

The CLQA evaluation was based on three hy-
potheses:

• That we could detect errors in MT with high
precision.
• That retranslating errorful sentences with a

much better MT system would correct the
errors we detected.
• That correcting errors would cause some

sentences to become relevant which were
not previously relevant, as in (Ma and McK-
eown, 2009).

The intrinsic evaluation confirmed that we can
identify content word deletions in MT with high
precision, thus validating the first hypothesis.
However, detecting the errors and retranslat-
ing them did not lead to large improvements in
CLQA relevance – the impact of increased per-
ceived adequacy on relevance was mixed and not
significant. The intrinsic evaluation explains this
negative result: even though the retranslated sen-
tences were judged significantly better, the re-
translation only corrected the detected error 39%
of the time. In other words, the better research
MT system was making many of the same mis-
takes as the production MT system, despite us-
ing syntactic features and a much deeper search
space during decoding. Since the second hypoth-
esis did not hold, we need to improve our error
correction algorithm before we can tell whether
the third hypothesis holds.

This result directly motivates the need for tar-
geted error correction of MT. Automatic MT
post-editing has been successfully used for se-
lecting determiners (Knight and Chander, 1994),
reinserting deleted verbs (Ma and McKeown,
2009), correcting NE translations (Parton et al.,
2008), and lexical substitutions (Elming, 2006).
Since Arabic and English word order differ
significantly, straightforward re-insertion of the

deleted words is not sufficient for error correc-
tion, so we are currently working on more so-
phisticated post-editing techniques.

9 Conclusions

We presented a novel online algorithm for de-
tecting MT errors in the context of a question,
and a heuristic for ranking MT errors by their
potential impact on the CLQA task. The er-
ror detection algorithm focused on content word
deletion, which has previously been shown to be
a significant problem in SMT. The algorithm is
generally applicable to any MT system that pro-
duces word or phrase alignments for its output
and any language pair that can be POS-tagged,
and it is more fine-grained and covers more types
of errors than previous work. It was able to de-
tect errors in Arabic-English MT across multiple
text and speech genres, and the intrinsic evalu-
ation showed that the large majority of tokens
flagged as errors were indeed content words.

The large-scale CLQA evaluation confirmed
that the slower research MT system was signif-
icantly better than the production MT system.
Relevance judgments showed that the ranking
component was crucial for directing scarce MT
resources wisely, as the higher-ranked sentences
were most likely to be relevant to the query, and
therefore most likely to benefit the CLQA sys-
tem by being retranslated.

Although we correctly identified MT errors,
retranslating the sentences with the errors had a
negligible effect on CLQA relevance. This un-
expected result may be explained by the fact that
only 39% of the errors were actually corrected
by the research MT system, so re-translation was
not a good approach for error correction. We
are currently working on correcting content word
deletion in MT via post-editing.
Acknowledgments The authors are grateful to
Radu Florian, Salim Roukos, Vittorio Castelli,
Dan Bikel and the whole GALE IBM team for
providing the experimental testbed, including the
CLQA and MT systems. This research was par-
tially supported by DARPA grant HR0011-08-C-
0110.

953



References
Boschee, Elizabeth, Marjorie Freedman, Roger

Bock, John Graettinger, and Ralph Weischedel.
2010. Error analysis and future directions for dis-
tillation. In GALE book (in preparation).

Buckwalter, Tim. 2002. Buckwalter arabic mor-
phological analyzer. Linguistic Data Consortium.
(LDC2002L49).

Callison-Burch, Chris. 2009. Fast, cheap, and cre-
ative: evaluating translation quality using ama-
zon’s mechanical turk. In EMNLP ’09, pages 286–
295, Morristown, NJ, USA. Association for Com-
putational Linguistics.
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Abstract

A weakly supervised method uses
anonymized search queries to induce a
ranking among class labels extracted from
unstructured text for various instances.
The accuracy of the extracted class labels
exceeds that of previous methods, over
evaluation sets of instances associated
with Web search queries.

1 Introduction

Classes pertaining to unrestricted domains (e.g.,
west african countries, science fiction films, slr
cameras) and their instances (cape verde, avatar,
canon eos 7d) play a disproportionately important
role in Web search. They occur prominently in
Web documents and among search queries sub-
mitted most frequently by Web users (Jansen et
al., 2000). They also serve as building blocks in
formal representation of human knowledge, and
are useful in a variety of text processing tasks.

Recent work on offline acquisition of fine-
grained, labeled classes of instances applies
manually-created (Banko et al., 2007; Talukdar et
al., 2008) or automatically-learned (Snow et al.,
2006) extraction patterns to large document col-
lections. Although various methods exploit addi-
tional textual resources to increase accuracy (Van
Durme and Paşca, 2008) and coverage (Talukdar
et al., 2008), some of the extracted class labels
are inevitably less useful (works) or spurious (car
makers) for an associated instance (avatar). In
Web search, the relative ranking of documents re-
turned for a query directly affects the outcome of
the search. Similarly, the relative ranking among

class labels extracted for a given instance influ-
ences any applications using the labels.

Our paper proposes the use of features other
than those computed over the underlying doc-
ument collection, such as the frequency of co-
occurrence or diversity of extraction patterns pro-
ducing a given pair (Etzioni et al., 2005), to deter-
mine the relative ranking of various class labels,
given a class instance. Concretely, the method
takes advantage of the co-occurrence of a class
label and an instance within search queries from
anonymized query logs. It re-ranks lists of class
labels produced for an instance by standard ex-
traction patterns, to promote class labels that co-
occur with the instance. This corresponds to a soft
ranking approach, focusing on the ranking of can-
didate extractions such as the less relevant ones
are ranked lower, as opposed to removed when
deemed unreliable based on various clues.

By using queries in ranking, the ranked lists
of class labels available for various instances are
instrumental in determining the classes to which
given sets of instances belong. The accuracy of
the class labels exceeds that of previous work,
over evaluation sets of instances associated with
Web search queries. The results confirm the use-
fulness of the extracted IsA repository, which re-
mains general-purpose and is not tailored to any
particular task.

2 Instance Class Ranking

2.1 Extraction of Instances and Classes

The initial extraction of labeled instances relies
on hand-written patterns from (Hearst, 1992),
widely used in work on extracting hierarchies
from text (Snow et al., 2006; Ponzetto and Strube,
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2007):
〈[..] C [such as|including] I [and|,|.]〉,

whereI is a potential instance (e.g.,diderot) and
C is a potential class label (e.g.,writers).

Following (Van Durme and Paşca, 2008), the
boundaries of potential class labelsC are approx-
imated from the part-of-speech tags of the sen-
tence words, whereas the boundaries of instances
I are identified by checking thatI occurs as an
entire query in query logs. Since users type many
queries in lower case, the collected data is con-
verted to lower case.

When applied to inherently-noisy Web docu-
ments, the extraction patterns may produce irrele-
vant extractions (Kozareva et al., 2008). Causes of
errors include incorrect detection of possible enu-
merations, as incompanies such as Procter and
Gamble(Downey et al., 2007); incorrect estima-
tion of the boundaries of class labels, due to in-
correct attachment as inyearsfrom on a limited
number of vehicles over the past few years, includ-
ing the Chevrolet Corvette; subjective (famous ac-
tors) (Hovy et al., 2009), relational (competitors,
nearby landmarks) and otherwise less useful (oth-
ers, topics) class labels; or questionable source
sentences, as inLarge mammals such as deer and
wild turkeys can be [..](Van Durme and Paşca,
2008).

As a solution, recent work uses additional evi-
dence, as a means to filter the pairs extracted by
patterns, thus trading off coverage for higher pre-
cision. The repository extracted from a similarly-
sized Web document collection using the same
initial extraction patterns as here, after a weighted
intersection of pairs extracted with patterns and
clusters of distributionally similar phrases, con-
tains a total of 9,080 class labels associated with
263,000 instances in (Van Durme and Paşca,
2008). Subsequent extensions of the repository,
using data derived from tables within Web doc-
uments, increase instance coverage and induce a
ranking among class labels of each instance, but
do not increase the number of class labels (Taluk-
dar et al., 2008). Due to aggressive filtering, the
resulting number of class labels is higher than the
often-small sets of entity types studied previously,
but may still be insufficient given the diversity of
Web search queries.

2.2 Ranking of Classes per Instance

As an alternative, the soft ranking approach pro-
posed here attempts to rank better class labels
higher, without necessarily removing class labels
deemed incorrect according to various criteria.
For each instanceI, the associated class labels are
ranked in the following stages:

1) Apply the scoring formula below, resulting
in a ranked list of class labels L1(I):

Score(I, C) = Size({Pattern(I,C)})2 × Freq(I, C)

Thus, a class labelC is deemed more relevant
for an instanceI if C is extracted by multiple ex-
traction patterns and its original frequency-based
score is higher.

2) For each term within any class label from
L1(I), compute a score equal to the frequency
sum of the term within anonymized queries con-
taining the instanceI as a prefix, and the term
anywhere else in the queries. Each class label is
assigned the geometric mean of the scores of its
terms, after ignoring stop words. The class labels
are ranked according to the means, resulting in a
ranked list L2(I). In case of ties, L2(I) preserves
the relative ranking from L1(I). Thus, a class la-
bel is deemed more relevant if its individual terms
occur in popular queries containing the instance.

3) Compute a merged ranked list of class labels
out of the ranked lists L1(I) and L2(I), by sorting
the class labels in decreasing order of the inverse
of the average rank, computed with the following
formula:

MergedScore(C) =
2

Rank(C, L1) + Rank(C, L2)

where 2 is the number of input lists of class la-
bels, and Rank(C, Li) is the rank ofC in the list
Li of class labels computed for the correspond-
ing input instance. The rank is set to 1000, ifC
is not present in the list Li. By using only the
relative ranks of the class labels within the input
lists, and not on their scores, the outcome of the
merging is less sensitive to how class labels of a
given instance are scored within the IsA reposi-
tory. In case of ties, the scores of the class labels
from L1(I) serve as a secondary ranking criterion.

Note that the third stage is introduced because
relying on query logs to estimate the relevance of
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class labels exposes the ranking method to signifi-
cant noise. On one hand, arguably useful class la-
bels (e.g.,authors) may not occur in queries along
with the respective instances (diderot). On the
other hand, for each query containing an instance
and (part of) useful class labels, there are many
other queries containing, e.g., attributes (diderot
biography or diderot beliefs) or the name of a
book in the querydiderot the nun. Therefore, the
ranked lists L2(I) may be too noisy to be used di-
rectly as rankings of the class labels forI.

3 Experimental Setting

3.1 Textual Data Sources

The acquisition of the IsA repository relies on un-
structured text available within Web documents
and search queries. The collection of queries is
a sample of 50 million unique, fully-anonymized
queries in English submitted by Web users in
2009. Each query is accompanied by its frequency
of occurrence in the logs. The document col-
lection consists of a sample of 100 million doc-
uments in English. The textual portion of the
documents is cleaned ofHTML , tokenized, split
into sentences and part-of-speech tagged using the
TnT tagger (Brants, 2000).

3.2 Experimental Runs

The experimental runs correspond to different
methods for extracting and ranking pairs of an in-
stance and a class:

• as available in the repository from (Talukdar
et al., 2008), which is collected from a docu-
ment collection similar in size to the one used
here plus a collection of Web tables, in a run
denoted Rg;

• from the repository extracted here, with class
labels of an instance ranked based on the fre-
quency and the number of extraction patterns
(seeScore(I, C) in Section 2), in run Rs;

• from the repository extracted here, with class
labels of an instance ranked based on the
MergedScore from Section 2, in run Ru.

3.3 Evaluation Procedure

The manual evaluation of open-domain informa-
tion extraction output is time consuming (Banko
et al., 2007). Fortunately, it is possible to im-
plement an automatic evaluation procedure for
ranked lists of class labels, based on existing re-
sources and systems. Assume that a gold stan-
dard is available, containing gold class labels that
are each associated with a gold set of their in-
stances. The creation of such gold standards is
discussed later. Based on the gold standard, the
ranked lists of class labels available within an IsA
repository can be automatically evaluated as fol-
lows. First, for each gold label, the ranked lists
of class labels of individual gold instances are re-
trieved from the IsA repository. Second, the in-
dividual retrieved lists are merged into a ranked
list of class labels, associated with the gold label.
The merged list is computed using an extension
of the MergedScore formula described earlier
in Section 2. Third, the merged list is compared
against the gold label, to estimate the accuracy of
the merged list. Intuitively, a ranked list of class
labels is a better approximation of a gold label, if
class labels situated at better ranks in the list are
closer in meaning to the gold label.

3.4 Evaluation Metric

Given a gold label and a list of class labels, if any,
derived from the IsA repository, the rank of the
highest class label that matches the gold label de-
termines the score assigned to the gold label, in
the form of the reciprocal rank, max(1/rankmatch).
Thus, if the gold label matches a class label at rank
1, 2, 3, 4 or 5 in the computed list, the gold label
receives a score of 1, 0.5, 0.33, 0.25 or 0.2 respec-
tively. The score is 0 if the gold label does not
match any of the top 20 class labels. The overall
score over the entire set of gold labels is the mean
reciprocal rank (MRR) score over all gold labels
from the set. Two types of MRR scores are auto-
matically computed:

• MRRf considers a gold label and a class la-
bel to match if they are identical;

• MRRp considers a gold label and a class la-
bel to match if one or more of their tokens
that are not stop words are identical.
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During matching, all string comparisons are
case-insensitive, and all tokens are first converted
to their singular form (e.g.,european countries
to european country) when available, by using
WordNet’s morphological routines. Thus,insur-
ance carriersand insurance companiesare con-
sidered to not match in MRRf scores, but match
in MRRp scores, whereasinsurance companies
andinsurance companymatch in both MRRf and
MRRp scores. Note that both MRRf and MRRp

scores fail to give any credit to arguably valid
and useful class labels, such asinsurers for the
gold label insurance carriers, or asian nations
for the gold labelasia countries. On the other
hand, MRRp scores may give credit to less rele-
vant class labels, such asinsurance policiesfor the
gold label insurance carriers. Therefore, MRRp
is an approximate, and MRRf is a conservative,
lower-bound estimate of the actual usefulness of
the computed ranked lists of class labels as ap-
proximations of the semantics of the gold labels.

4 Evaluation Results

4.1 Evaluation Sets of Queries

A random sample of anonymized, class-seeking
queries (e.g.,video game charactersor smart-
phone) submitted by Web users to Google
Squared1 over a 30-day interval is filtered, to re-
move queries for which Google Squared returns
fewer than 10 instances at the time of the evalua-
tion. The resulting evaluation set of queries, de-
noted Qe, contains 807 queries, each associated
with a ranked list of between 10 and 100 instances
automatically extracted by Google Squared.

Since the instances available as input for each
query as part of Qe are automatically extracted,
they may (e.g.,acorn a7000) or may not (e.g.,
konrad zuse) be true instances of the respective
queries (e.g.,computers). A second evaluation
set Qm is assembled as a subset of 40 queries
from Qe, such that the instances available for each
query in Qm are correct. For this purpose, each
instance returned by Google Squared for the 40

1Google Squared (http://www.google.com/squared) is a
Web search tool taking as input class-seeking queries (e.g.,
insurance companies) and returning lists of instances (e.g.,
allstate, state farm insurance), along with attributes (e.g.,in-
dustry, headquarters) and values for each instance.

Query Set: Sample of Queries

Qe (807 queries): 2009 movies, amino acids,
asian countries, bank, board games, buildings,
capitals, chemical functional groups, clothes,
computer language, dairy farms near modesto
ca, disease, egyptian pharaohs, eu countries,
french presidents, german islands, hawaiian is-
lands, illegal drugs, irc clients, lakes, mac-
intosh models, mobile operator india, nba
players, nobel prize winners, orchids, photo
editors, programming languages, renaissance
artists, roller costers, science fiction tv series,
slr cameras, soul singers, states of india, tal-
iban members, thomas edison inventions, u.s.
presidents, us president, water slides
Qm (40 queries): actors, airlines, birds, cars,
celebrities, computer languages, digital cam-
era, dog breeds, drugs, endangered animals,
european countries, fruits, greek gods, hor-
ror movies, ipods, names, netbooks, operat-
ing systems, park slope restaurants, presidents,
ps3 games, religions, renaissance artists, rock
bands, universities, university, vitamins

Table 1: Size and composition of evaluation sets
of queries associated with non-filtered (Qe) or
manually-filtered (Qm) instances

queries from Qm is reviewed by at least three hu-
man annotators. Instances deemed highly rele-
vant (out of 5 possible grades) with high inter-
annotator agreement are retained. As a result, the
40 queries from Qm are associated with between
8 and 33 human-validated instances.

Table 1 shows a sample of the queries from Qe

and queries from Qm. A small number of queries
are slight lexical variations of one another, such as
u.s. presidentsandus presidentsin Qe, or univer-
sitiesanduniversity in Qm. In general, however,
the sets cover a wide range of domains of inter-
est, including entertainment for2009 moviesand
rock bands; biology for endangered animalsand
amino acids; geography forasian countriesand
hawaiian islands; food for fruits; history foregyp-
tian pharaohsand greek gods; health fordrugs
and vitamins; and technology forphoto editors
and ipods. Some of the queries from Table 1
are specific enough that computing them exactly,
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Accuracy
IQ 3 5 10 15
CI 5 10 20 5 10 20 5 10 20 5 10 20
MRRf computed over Qe:
Rg 0.106 0.112 0.112 0.121 0.122 0.123 0.131 0.135 0.127 0.134 0.132 0.127
Rs 0.186 0.195 0.198 0.198 0.207 0.210 0.204 0.214 0.218 0.206 0.216 0.221
Ru 0.202 0.211 0.216 0.232 0.238 0.244 0.245 0.255 0.257 0.245 0.252 0.254
MRRp computed over Qe:
Rg 0.390 0.399 0.394 0.420 0.420 0.413 0.443 0.443 0.435 0.439 0.431 0.425
Rs 0.489 0.495 0.495 0.517 0.528 0.529 0.541 0.553 0.557 0.551 0.557 0.557
Ru 0.520 0.531 0.533 0.564 0.573 0.578 0.590 0.601 0.602 0.598 0.603 0.601
MRRf computed over Qm:
Rg 0.284 0.289 0.295 0.305 0.327 0.322 0.320 0.335 0.335 0.334 0.328 0.337
Rs 0.406 0.436 0.442 0.431 0.447 0.466 0.467 0.470 0.501 0.484 0.501 0.554
Ru 0.423 0.426 0.429 0.436 0.483 0.508 0.500 0.526 0.530 0.520 0.540 0.524
MRRp computed over Qm:
Rg 0.507 0.517 0.531 0.495 0.509 0.518 0.555 0.553 0.550 0.563 0.561 0.572
Rs 0.667 0.662 0.660 0.675 0.677 0.699 0.702 0.695 0.716 0.756 0.765 0.787
Ru 0.711 0.703 0.680 0.734 0.731 0.748 0.733 0.797 0.782 0.799 0.834 0.819

Table 2: Accuracy of instance set labeling, as full-match (MRRf ) or partial-match (MRRp) scores over
the evaluation sets of queries associated with non-filteredinstances (Qe) or manually-filtered instances
(Qm), for various experimental runs (IQ=number of instances available in the input evaluation setsthat
are used for retrieving class labels; CI=number of class labels retrieved from IsA repository per input
instance)

even from a comprehensive, perfect list of ex-
tracted instance, would be very difficult whether
done automatically or manually. Examples of
such queries aredairy farms near modesto caand
science fiction tv series, but alsomobile opera-
tor india (phrase expressed as keywords) in Qe, or
park slope restaurants(specific location) in Qm.

Access to a system such as Google Squared is
useful, but not necessary to conduct the evalua-
tion. Given other sets of queries, it is straightfor-
ward, albeit time consuming, to create evaluation
sets similar to Qm, by manually compiling correct
instances, for each selected query or concept.

Following the general evaluation procedure,
each query from the sets Qe and Qm acts as a gold
class label associated with its set of instances.
Given a query and its instancesI from the evalu-
ation sets Qe or Qm, we compute merged, ranked
lists of class labels, by merging the ranked lists of
class labels available in the underlying IsA reposi-
tory for each instanceI. The evaluation compares
the merged lists of class labels, on one hand, and

the corresponding queries from Qe or Qm, on the
other hand.

4.2 Accuracy of Class Labels

Table 2 summarizes results from comparative ex-
periments, quantifying a) horizontally, the impact
of alternative parameter settings on the computed
lists of class labels; and b) vertically, the compar-
ative accuracy of the experimental runs over the
query sets. The experimental parameters are the
number of input instances from the evaluation sets
that are used for retrieving class labels, IQ, set to
3, 5, 10 and 15; and the number of class labels
retrieved per input instance, CI , set to 5, 10 and
20.

The scores over Qm are higher than those
over Qe, confirming the intuition that the higher-
quality input set of instances available in Qm rel-
ative to Qe should lead to higher-quality class la-
bels for the corresponding queries. When IQ is
fixed, increasing CI leads to small, if any, score
improvements. Conversely, when CI is fixed,
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even small values of IQ, such as 3 or 5 (that is,
very small sets of instances provided as input) pro-
duce scores that are competitive with those ob-
tained with a higher value like. This suggests that
useful class labels can be generated even in ex-
treme scenarios, where the number of instances
available as input is as small as 3 or 5.

For most combinations of parameter settings
and on both query sets, run Ru produces the high-
est scores. In particular, when IQ is set to 10 and
CI to 20, run Ru identifies the original query as
an exact match among the top four class labels
returned; and as a partial match among the top
two class labels returned, as an average over the
Qe set. In this case, the original query is iden-
tified at ranks 1, 2, 3, 4 and 5 for 16.8%, 8.7%,
6.1%, 3.7% and 1.7% of the queries, as an ex-
act match; and for 48.8%, 14.2%, 6.1%, 3.6% and
1.9% respectively, as a partial match. The corre-
sponding MRRf score of 0.257 over the Qe set
obtained with run Ru is higher than with run Rs,
and much higher than with run Rg. In all experi-
ments, the higher scores of Ru can be attributed to
higher coverage of class labels, relative to Rg; and
higher-quality lists of class labels, relative to Rs

but also to Rg, despite the fact that Rg combines
high-precision seed data with using both unstruc-
tured and structured text as sources of class labels
(cf. (Talukdar et al., 2008)). Among combinations
of parameter settings described in Table 2, values
around 15 for IQ and 20 for CI give the highest
scores over both Qe and Qm.

5 Related Work

5.1 Extraction of IsA Repositories

Knowledge including instances and classes can be
manually compiled by experts (Fellbaum, 1998)
or collaboratively by non-experts (Singh et al.,
2002). Alternatively, classes of instances acquired
automatically from text are potentially less ex-
pensive to acquire, maintain and grow, and their
coverage and scope are theoretically bound only
by the size of the underlying data source. Ex-
isting methods for extracting classes of instances
acquire sets of instances that are each either un-
labeled (Wang and Cohen, 2008; Pennacchiotti
and Pantel, 2009; Lin and Wu, 2009), or as-

sociated with a class label (Pantel and Pennac-
chiotti, 2006; Banko et al., 2007; Wang and Co-
hen, 2009). When associated with a class la-
bel, the sets of instances may be organized as
flat sets or hierarchically, relative to existing hi-
erarchies such as WordNet (Snow et al., 2006) or
the category network within Wikipedia (Wu and
Weld, 2008; Ponzetto and Navigli, 2009). Semi-
structured text was shown to be a complemen-
tary resource to unstructured text, for the purpose
of extracting relations from Web documents (Ca-
farella et al., 2008).

The role of anonymized query logs in Web-
based information extraction has been explored
in the tasks of class attribute extraction (Paşca
and Van Durme, 2007) and instance set ex-
pansion (Pennacchiotti and Pantel, 2009). Our
method illustrates the usefulness of queries con-
sidered in isolation from one another, in ranking
class labels in extracted IsA repositories.

5.2 Labeling of Instance Sets

Previous work on generating relevant labels, given
sets or clusters of items, focuses on scenarios
where the items within the clusters are descrip-
tions of, or full-length documents within docu-
ment collections. The documents are available as
a flat set (Cutting et al., 1993; Carmel et al., 2009)
or are hierarchically organized (Treeratpituk and
Callan, 2006). Relying on semi-structured con-
tent assembled manually as part of the struc-
ture of Wikipedia articles, such as article titles
or categories, the method introduced in (Carmel
et al., 2009) derives labels for clusters contain-
ing 100 full-length documents each. In contrast,
our method relies on IsA relations automatically
extracted from unstructured text within arbitrary
Web documents, and computes labels given tex-
tual input that is orders of magnitude smaller, i.e.,
around 10 phrases (instances). The experiments
described in (Carmel et al., 2009) assign labels to
one of 20 sets of newsgroup documents from a
standard benchmark. Each set of documents is as-
sociated with a higher-level, coarse-grained label
used as a gold label against which the generated
labels are compared. In comparison, our experi-
ments compute text-derived class labels for finer-
grained, often highly-specific gold labels.
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Reducing the granularity of the items to be la-
beled from full documents to condensed docu-
ment descriptions, (Geraci et al., 2006) submits
arbitrary search queries to external Web search en-
gines. It organizes the top 200 returned Web doc-
uments into clusters, by analyzing the text snip-
pets associated with each document in the output
from the search engines. Any words and phrases
from the snippets may be selected as labels for the
clusters, which in general leads to labels that are
not intended to capture any classes that may be as-
sociated to the query. For example, labels of clus-
ters generated in (Geraci et al., 2006) includearm-
strong ceilings, italia, armstrong sul sitoandlouis
jazz for the queryarmstrong; and madonnaweb,
music, madonna onlineandmadonnaitself for the
querymadonna. The amount of text available as
input for the purpose of labeling is at least two or-
ders of magnitude larger than in our method, and
the task of selecting any phrases as labels, as op-
posed to selecting only labels that correspond to
classes, is more relaxed and likely easier.

Another approach specifically addresses the
problem of generating labels for sets of instances,
where the labels are extracted from unstructured
text. In (Pantel and Ravichandran, 2004), given a
collection of news articles that is both cleaner and
smaller than Web document collections, a syn-
tactic parser is applied to document sentences in
order to identify and exploit syntactic dependen-
cies for the purpose of selecting candidate class
labels. Such methods are comparatively less ap-
plicable to Web document collections, due to scal-
ability issues associated with parsing a large set
of Web documents of variable quality. Moreover,
the class labels generated in (Pantel and Ravichan-
dran, 2004) tend to be rather coarse-grained. For
example, the top labels generated for a set of Chi-
nese universities (qinghua university, fudan uni-
versity, beijing university) areuniversity, institu-
tion, stock-holder, collegeandschool.

6 Conclusion

The method presented in this paper produces an
IsA repository whose class labels have higher
coverage and accuracy than with recent meth-
ods operating on document collections. This is
done by injecting useful ranking signals from

inherently-noisy queries, rather than making bi-
nary, coverage-reducing quality decisions on the
extracted data. Current work investigates the use-
fulness of the extracted class labels in the gener-
ation of flat or hierarchical query refinements for
class-seeking queries.
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Abstract

This article presents an original lexical
unit extraction system for Chinese. The
method is based on an incremental pro-
cess driven by an association score featur-
ing a minimal resources statistically aided
linguistic approach. We also introduce
a linguistics-based lexical unit definition
and use it to describe an evaluation pro-
tocol dedicated to the task. The experi-
mental results on a domain specific cor-
pus show that the method performs better
than other approaches. The extraction re-
sults, evaluated on a random sample of the
working corpus, show a recall of 68.4 %
and precision of 37.1 %.

1 Introduction

Lexical resources are all the more fundamental to
NLP systems since domain specific corpora are
multiple and various. The performance of com-
mon tasks, such as Information Retrieval or In-
formation Extraction, can be improved by com-
prehensive and updated domain specific lexicon
(i.e. terminology). However the constitution of
lexicons raises pragmatic issues, such as develop-
ment cost or re-usability, which have a great im-
portance in an industrial context ; and also theoret-
ical issues, such as the definition of the lexical unit
or evaluation protocol, which are crucial for the
relevance of the results. In Chinese text process-
ing context, lexicons are particularly important for
dictionary-based word segmentation techniques in
which out-of-vocabulary words are an important
cause of errors (Sproat and Emerson, 2003).

In this paper we consider the lexicon extraction
task independent of the word segmentation, this
position differs from Zhao and Kit’s (2004) point
of view. Generally speaking, word segmentation
aims at delimiting units in a sequence of charac-
ters. The delimited units are usually morpholog-
ical lexical units (i.e. words) and internal com-
position of the unit is not considered. The eval-
uation process checks whether each word occur-
rence is well delimited. On the opposite, lexicon
extraction aims at extracting lexicon entries from
a corpus. The extracted units are morphological
or syntactic units and the internal components are
also considered. The evaluation process checks
the extracted candidates list considering the cor-
pus global scope.

Many approaches for Chinese lexicon extrac-
tion rely on a supervised word segmenter (Wu and
Jiang, 2003; Li et al., 2004) or a morpho-syntactic
tagger (Piao et al., 2006) to extract unknown
words. These techniques perform well but suffer
from a major drawback, they cannot be applied
efficiently to corpora that cover different domains
than the calibration corpus. Some approaches are
nested in an unsupervised word segmentation pro-
cess and aim at improving its effectiveness. Fung
and Wu (1994) try to select segments using mu-
tual information on bigram. Chang and Su (1997)
present an iterative unsupervised lexicon extrac-
tion system driven by the quality of segmentation
obtained with the discovered lexicon. This ap-
proach, although efficient, imposes an arbitrarily
4-character length restriction on candidates. Other
works, like this approach, focus on the lexicon or
terminology extraction as standalone task. Feng et
al. (2004) introduce a lexicon extraction unsuper-
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vised method based on context variation with very
convincing results. Yang et al. (2008) focus on
terminology extraction using delimiters extracted
from a training corpus with good results.

This study proposes an original answer to the
Chinese lexicon extraction task using an incre-
mental minimal resources method to extract and
rank lexical unit candidates. An annotated refer-
ence corpus is required to extract a common-word
dictionary and to prepare the data. The method
has the advantage of proposing structured candi-
dates, which allow interactive candidate filtering.
In addition the candidate maximum length is de-
termined by the number of associations that allow
the detection of the longer lexical units. We ex-
tend the association measure method introduced
by Sun et al. (1998) for word segmentation with-
out lexical resources. This paper starts with a lin-
guistic definition of the lexical unit which drives
the method. We also build on it to propose an im-
provement of the evaluation protocol for the Chi-
nese lexicon extraction task.

2 Lexical Unit Definition

Although defining the Chinese lexical unit is not
a trivial task, we think that it is absolutely neces-
sary for the understanding of the kind of linguis-
tic phenomena we are dealing with. Without this
knowledge we may miss important features and
may not be able to efficiently evaluate the extrac-
tion process. We introduce two linguistic concepts
to define the lexical units focusing on contempo-
rary written Chinese: the morpho-syntactic unit
and the lexical content. These definitions use con-
cepts introduced by Polguère (2003) applied to the
Chinese case by Nguyen (2008).

2.1 Morpho-syntactic Unit
A graphy is the Chinese minimal autonomous or-
thographic unit and it approximatively matches
the glyph concept in computer science. The fol-
lowing glyphs are different Chinese graphies: 猫,
貓,寿,葡,萄. A morph (noted |m |) is the small-
est meaningful unit representable by a sequence of
graphies. Morphs are atomic so that they cannot
be representable by a smaller sequence of morphs.
The following sequences of graphies are different
morphs : |

longevity

寿 |, |
grape

葡萄|, |
aspirin

阿司匹林|, |
buy

买 |. Note that

the graphy 萄 does not carry any meaning and is
not a morph. A morpheme (noted ||M||1) is a set of
morphs sharing the same lexical content ignoring
grammatical inflection or variants (Table 1). Chi-
nese morphs cannot be inflected, unlike European
languages, but some graphies have variants.

Morpheme Morph
||protect

保 || |protect

保 |
|| aspirin

阿司匹林 || | aspirin

阿司匹林 |
|| cat

猫 || | cat

猫 | | cat

貓 |

Table 1: Morphemes and related morphs

A word-form (noted ( w )) is an autonomous
and inseparable sequence of morphs. Autonomy
means that it can be enunciated individually and
can take place in a syntactic paradigm. Insepa-
rability means that breaking the sequence causes
the loss of the relationship between elements. A
lexeme (noted ((W))) is a set of word-forms shar-
ing the same lexical content ignoring inflection or
variants (Table 2).

Lexeme Word-form
((

aspirin

阿司匹林)) (
aspirin

|阿司匹林| )
((

take

拿 )) (
take

|拿|) (
take /prefect/

|拿|了|) (
take /progressive/

|拿|着| ) (
take /experience/

|拿|过| )
((

insurance

保险 )) (
insurance

|保|险|)
((

panda

|熊|猫|)) (
panda

|熊|猫|) (
panda

|熊|貓|)

Table 2: Lexemes and associated word-forms

A phrase (noted [ s ]) is a syntactic combina-
tion of word-forms. The syntactic nature of the
combination implies that the phrase components
are relatively free. A locution (noted [[ S ]]) is a
set of lexicalized phrases sharing the same lexical
content ignoring inflection or variants (Table 3).

Locution Phrase
[[

shoot

开枪 ]] [
shoot

(开)(枪)] [
shoot /prefect/

(开了)(枪) ] ...
[[

be jealous

吃醋 ]] [
be jealous

(吃)(醋)]

[[
insurance company

保险公司]] [
insurance company

(保险)(公司) ]

Table 3: Locutions and associated phrases

1The standard simplified form is used to represent mor-
phemes.
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The morphs, word-forms and phrases are the
morpho-syntactic units, they describe the compo-
sition of lexemes and locutions.

2.2 Lexical Content

The lexical units we look for are lexemes and lo-
cutions. Finding lexical units means identifying
words-forms and phrases having a lexical content.
We use two criteria to define the lexical content:
the compositionality criterion and the referential-
ity criterion (Table 4). Units which fulfill at least
one of these criteria are said to have a lexical con-
tent.

The compositionality criterion (or lexicaliza-
tion criterion) is relative to the relationship be-
tween the sense of the unit and the sense of its
components. The question is whether or not the
sense of the unit can be deduced from the combi-
nation of its components. The referentiality crite-
rion is related to the relationship between the unit
and the referent concept or object. The question is
whether or not the referent has specific properties
for the speakers. This criterion is strongly depen-
dent on human judgment and the working domain.

Referential No-Referential
Compositional ((

Chinese food

中餐 )) (
anticization

古代化)

[[
insurance company

保险公司 ]] [
African car

非洲汽车 ]

Lexicalized ((
disinfect

消毒)) [[
everyone

大家 ]]

[[
dividend product

分红产品 ]] [[
selling vinegar as wine

挂羊头卖狗肉]]

Table 4: Referential and Compositional units

The Table 4 presents examples of four criterion
combinations. Referentiality and compositional-
ity criteria are always applied at the highest as-
sociation level, thus [[

insurance company

保险公司 ]]) is compositional,

although ((
insurance

保险)) and ((
company

公司)) are not compositional.
Word-forms are not necessarily compositional or
referential, thus the unit (

anticization

古代化) does not refer to
any concept and we can use the combination of its
components to interpret it: ((

antiquity

古代 )) + ||
-ation

化 ||. Ref-
erentiality does not imply lexicalization, thus the
compositional unit [[

German car

德国汽车 ]] is referential be-
cause it refers to the German car brands or char-
acteristics in the automobile context.

Morph detection

Segment detection

Lexical unit candidate selection

Max level

reached ?

Candidates reorganization

Presentation & user interaction user

yes

no

Figure 1: Method overview

3 Methodology

The method (Figure 1) follows the linguistic in-
tuitions developed in the previous section. We
identify morpho-syntactic units and select those
that are likely to have a lexical content to obtain
lexical unit candidates (LUCs). The word-forms
and phrases are respectively generated by associ-
ations of morphs or word-forms and association
of word-forms or phrases. We consequently use
an incremental process, which associates LUCs
as they are selected. The incremental process is
initiated by detecting every morph and spliting
the corpus into segments. Then we enumerate all
the morpho-syntactic unit couples and use lexical
content criteria to select the couples to associate.
This process is repeated until the maximum num-
ber of associations is reached. At the end, the
LUCs are reorganized and submitted to the user.
The user’s answers are used to filter the remaining
LUCs.

3.1 Morphs Detection

As stated in Section 2.1, we consider that the
morph is the minimal morpho-syntactic unit. Ev-
ery glyph is considered as a morph unless it
can be included in an ancient loanword morph
(((

butterfly

蝴蝶)) ((
garbage

垃圾 ))) or a foreign transcription morph

(((
Italy

意大利)), ((
microphone

麦克风))). In an ambiguous case the
longest possibility is accepted. Foreign transcrip-
tions are phonetic interpretations of foreign words
using the pronunciation of the Chinese graphies.
The set of graphies used for transcription is well-
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known and closed. We trained a CRF tagger2

using simple features based on current, next and
previous graphies to extract foreign transcriptions
(the training corpus is described in Section 4.1).
Ancient loanwords importation process is not pro-
ductive anymore, thus they are detected using a
loanword list.

3.2 Segment Detection

The aim of the segment detection step is to split
the corpus into segments (i.e. a succession of
Chinese graphies). Chinese texts contain two
kinds of delimiters which are not likely to be
components of a lexical unit, delimiter-words and
delimiter-expressions. Delimiter-words are enu-
merable with a common word dictionary3 and
include prepositions (对, 使), adverbs (很, 也,
都), pronouns (我, 其他, 那儿), interrogative
pronouns (哪里, 谁), conjunctions (而且, 但,
因此), discourse structure words (目前, 按照,
由), tonal particles (啊, 吧) and tool-words (的).
Delimiter-expressions include numerical expres-
sions (六万美元, 三个), temporal expressions
(今天晚上, 八点左右), circumstantial expres-
sions (从...开始, 在...中) , which are easily de-
scribable using shallow context-free grammars.
Delimiters are removed from the corpus and used
to delimit the segments. The inflexions (了, 过,
着), which introduce inflectional variations, are
also removed from the corpus but do not delimit
the segments. The delimiters identification is con-
trolled by rules. For instance tonal particles are
removed only if they are the end of a segment, dis-
course structure words are removed only if they
are the beginning of a segment. Delimiters and
inflexions are not removed if they are inside a se-
quence of graphies which is present in a common-
word dictionary.

3.3 Selection of Lexical Unit Candidates

In this step, lexical unit candidates (LUCs) are
extracted by selecting morpho-syntactic unit cou-
ples, which are likely to have a lexical content.
The first assumption is that lexical units can al-
ways be decomposed into binary trees. Only a
small number of lexical units do not satisfy this

2CRF++ implementation of Conditional Random Fields
3We assert that this kind of dictionary is easily available

Sentence with delimiters noted {delimiter}:

公司银代主力产品“新红A”、“新红C”两款分红产品适

应{了}今年资本市场{的}现状，产品设计、分红水
平、特殊红利分配{等}方面{都}得到合作银行{和}客
户{的}认同，充分满足{了}客户{的}预期利益，{在}市
场{上}得到{了}{很}高{的}美誉度。
Obtained segments noted [segment]:

[公司银代主力产品] [新红] [新红] [两款分红产品适应今

年资本市场] [现状] [产品设计] [分红水平] [特殊红利分

配] [方面] [得到合作银行] [客户] [认同] [充分满足客户]

[预期利益] [市场] [得到] [高] [美誉度]

Figure 2: Segment detection example

assumption (e.g. 乌漆墨黑), in such case it is
possible to select a non-linguistically motivated
way to decompose the unit into binary associa-
tions. Thus, every couples of contiguous morpho-
syntactic units are iteratively enumerated for each
segment. The second assumption is that asso-
ciation measures are good statistical evidence to
detect lexical content. Thereby, the association
strength of morpho-syntactic couples is used as a
main criterion to identify relevant candidates.

Consider G the alphabet of all Chinese gra-
phies, M = G+ the language describing the
morpho-syntactic units, Sn a set of segments at
step n, sin = m1,m2, ...,mn the ith segment of
Sn where ∀m ∈ sin | m ∈ M and S∗n the set
of all morpho-syntactic unit couples in Sn seg-
ments. Given the morpho-syntactic unit couple
mi, mi+1 ∈ S∗n (denoted as mi,i+1), the lexical con-
tent criteria (LCC(mi,i+1)) matches if the follow-
ing conditions are fulfilled:

1. Neithermi normi+1 has not been associated
at the current step n.

2. Nb(mi) 6= 1 or Nb(mi+1) 6= 1.

3. AS(mi,i+1) > T .

4. AS(mi,i+1) > AS(mi−1,i)
or not LCC(mi−1,i)

5. AS(mi,i+1) > AS(mi+1,i+2)
or not LCC(mi+1,i+2)

where Nb(x) is the number of occurrences of x,
AS(x, y) returns the association score of the cou-
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ple x, y computed with a given association mea-
sure, and T is the association threshold relative to
the association measure (cf. 4.1).

Let S0 the initial set of segments where ∀si0 ∈ S0,
si0 is a segment (cf. 3.2) such that ∀m ∈ si0, m is
a morph (cf. 3.1). The LUC list is composed of
morpho-syntactic couples produced by the asso-
ciation operator ⊕ to compute Smax (algorithm 1)
with max the maximum number of iteration.

S ← Sn−1

while ∃mi,i+1 ∈ S∗| LCC(mi,i+1)

S ← S[mi ⊕mi+1]

end

Sn ← S

(1)

with ⊕ the association operator whose result is a
morpho-syntactic unit, Sn[m1 ⊕m2] the replace-
ment of m1 and m2 by the morpho-syntactic unit
m1 ⊕m2 in the corresponding segment. See the
Section 5 for more details about the maximum
number of iteration setting.

3.4 Candidates Reorganization

Once LUCs are extracted, we map every LUC to
the couple of morpho-syntactic units it is com-
posed of. These units are called components.
Some LUCs are generated from two different cou-
ples at the candidate selection step. For instance,
旅游业者 is discovered in two ways: 旅游⊕业者
or 旅游业⊕者. We always choose the most fre-
quent option. When the “LUC/couple” map is
created, we sort the LUCs by their correspond-
ing couple association scores. Finally, if a LUC is
ranked in the list before its components we move
the components to the position just before it in
the list and use the same rule to recursively check
the moved components. The candidates list is ex-
pected to be ordered by likelihood deduced by an
association measure and compositional order.

3.5 Presentation and User Interaction

The lexicon extraction task aims at submitting a
ranked list of candidates to the user in order to
help him produce lexical resources. The user is
expected to check the list in this order and the
method uses the user answers to discard not yet

verified candidates. To do so, the user is asked
to answer the following questions for each LUC
according to the definition given in the Section 2:

1. Does the unit have a lexical content ?

2. Is the unit a part of a lexical unit ?

If answers to both these questions are ‘no’ then
all the candidates having this component are re-
moved from the remaining list.

4 Evaluation

Since the submitted candidates are progressively
modified according to the user answers, the eval-
uated candidates are only the ones submitted to
the user. We used three measures to evaluate the
method: recall, precision and precision at rank n.
Since producing large annotated corpora is costly,
we perform the evaluation using a sample of texts
from the evaluation corpus. Therefore the scores
obtained are an estimation of the true scores. The
inter-human variation is not considered here and
should be integrated in further works.

4.1 Evaluation parameters
The morphs and the segment detection step use
data from a reference corpus: The Lancaster Cor-
pus of Mandarin Chinese (McEnery and Xiao,
2004). The corpus is composed of text samples
choose in various domain and genre corpora, it
contains two millions of glyphs and it is anno-
tated according to the Beijing University anno-
tation guideline4. This corpus is mainly used
to extract delimiter-words, to produce the gram-
mar for delimiter-expressions and to extract a
common-word dictionary. All foreign transcrip-
tions are also annotated for the CRF tagger train-
ing (cf. 3.1).

The lexical unit detection step is evaluated us-
ing four well-known association measures: Point-
wise Mutual Information (PMI), Poisson-Striling
(PS) (Quasthoff and Wolff, 2002), Log-likelihood
(LL), Pointwise Mutual Information Cube (PMI3)
(Daille, 1994). These measures are detailed in ta-
ble 5. The significant association threshold is in-
tuitively given by the statistical interpretation of

4http://icl.pku.edu.cn/icl groups/corpus/coprus-
annotation.htm
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AM Formulas Variables

PMI log
pxy

px∗p∗y
x, y : words

x : all words but x

∗ : all words

px : x probability

fx : x frequency

N : nb. of bigram

λ = N · px · py
k = fxy

f̂xy =
fx∗f∗y
N

LL 2

{x,x},{y,y}X
i,j

fij log
fij

f̂ij

PS
k(log k − log λ− 1)

logN

PMI3 log
Nfxy

3

fx∗f∗y

Table 5: Association score calculation

the formulas for MI and PS. Thus, these measures
are used for LCC’s selection criterion 2 and T is
set to 0 (cf. 3.3). A threshold can not be deduced
from PS and PMI3, therefore they are only used
for LCC’s comparison criteria 3 & 4.

4.2 Evaluation Process

To prepare the evaluation we randomly selected
twenty texts in an evaluation corpus and anno-
tated lexical units according to the linguistic de-
scription given in Section 2. For each sample
text, we obtained a set of lexical unit trees (Ta-
ble 3) corresponding to all the encountered lex-
ical units. N-trees are used for units which can
not be transformed into binary tree. Two evalua-
tion sets are defined, the shallow set which con-
tains the root nodes of the lexical unit trees and
the deep set which contains the inner nodes5 of
the lexical unit trees. Given the four examples
of Figure 3, the shallow set contains [保险公司],
[乌漆墨黑], [埃菲尔铁塔] and (营销化) ; and the deep
set contains [保险公司], (保险), (公司), [乌漆墨黑],
[埃菲尔铁塔], (铁塔), (营销化) and (营销).

Experiments with different parameters produce
different candidate lists and an expert interven-
tion is required to evaluate each candidate list. To
avoid this problem, all the repeated sequences of
non-inflectional graphies are generated from the
annotated sample texts and intersected with the
LUC list. The obtained list is a projection of the
candidate list on the sample texts. This trick al-
lows us to extract all LUCs appearing in the sam-

5All nodes excluding leaves.

[保险公司]

(保险)

|保| |险|

(公司)

|公| |司|

[乌漆墨黑]

|乌| |漆| |墨| |黑|

[埃菲尔铁塔]

(埃菲尔) (铁塔)

(铁) (塔)

(营销化)

(营销)

|营| |销|

|化|

Figure 3: Lexical unit trees

ple texts and evaluate them automatically.

5 Experiments

The experiments are conducted on insurance do-
main corpus containing ten million graphies. This
evaluation corpus is composed of news and ar-
ticles collected automatically from Chinese in-
surance companies websites. The text fields are
extracted with an xhtml parser. Several text
fields, such as menus or buttons, are repeated
and duplicates are removed to avoid noise. The
presented method, referred as ILex (Incremen-
tal Lexicon Extractor), is applied using the pre-
viously mentioned 4 measures (cf. 4.1). The
evaluation is based on couple of measures, the
first measure is dedicated to candidates selection
(LCC 2.) and the second to candidates compar-
ison (LCC 3. & 4.). The comparison measure is
also used to sort the candidates (cf. 3.4). The max-
imal number of iterations is set to 3 (for a maxi-
mal depth of 4), which is the maximum number
of associations required to compose the majority
of lexical units in the reference corpus. The preci-
sion and recall are computed on the deep set in or-
der to consider all valid lexical units, the recall on
the shallow set is given to see the results on wider
lexical units (Table 6). The results show that PMI-
LL couple performs better overall than the other
measures. It can be noticed that the scores are rel-
atively close (±1.8% for precision and ±7.0% for
deep recall) meaning that the choice of the associ-
ation measure has a low influence over the results.
For the further experiments are conducted with
PMI-LL, which achieves the best recall score.
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Selection PMI PS
Comparison LL PMI3 LL PMI3

Precision 37.1 38.9 37.3 38.1
Deep recall 68.4 65.6 62.3 61.4
Shallow recall 75.1 74.2 70.6 70.6

Table 6: Measure combinations results

The method extracted 585,794 LUCs from the
whole corpus using the PMI-LL couple before ap-
plying the user interaction step. The candidate
list projection (cf. 4.2) contains 4,539 LUCs. The
user decisions are simulated with the lexical unit
trees obtained from sample texts. In total 312
LUCs were removed in consequence of the user
interaction (cf. 3.5), without this step the preci-
sion decreases to 33.7%. The 1,246 LUCs present
in the common-word dictionary are ignored. Fi-
nally 1,886 invalid candidates and 1,105 valid lex-
ical units are submitted to the user, the evaluation
is based on these 3,059 LUCs.

Lexical unit Rank Nb.
[[

policy agricultural insurance

政策性农业保险 ]] 155 1798
[[

Tai Kang Life Insurance

泰康人寿 ]] 453 1,854
((

insurer

保险人 )) 1,048 4,999
[[

Nan Kai University

南开大学 ]] 2,828 111
[[

Los Angeles tourism professionals

洛杉矶旅游业者 ]] 9,647 3
[[

life insurance

人寿保险 ]] 11,647 871
((

Wang Enshao (person)

王恩韶 )) 14,617 2
[[

compensated use

有偿使用 ]] 34,596 8
((

Taihu Lake Basin

太湖流域)) 102,612 2
((

wait an opportunity

择机 )) 126,044 31
[[

The People’s Republic of China labor contract law

中华人民共和国劳动合同法]] 387,235 1

Table 7: Sample of extracted lexical units

A sample of extracted lexical units is presented
in Table 7. In this list, the lower number of
occurrences is 1 and the longest unit length is
12 graphies. Most of the extracted lexical unit
are terms, a significant number of people names,
common words and larger named entities are ex-
tracted too. The most part of the very frequent
lexical units are ranked at the top of the list but
some low frequency LUCs are ranked over the
high frequency candidates. The Figure 4 presents

candidate list decile

precision (sorted by LL)
precision (sorted by frequency)
precision (no user interaction)

shallow recall
deep recall

0

10

20

30

40

50

60

70

80

90

100

1 2 3 4 5 6 7 8 9 10

Figure 4: ILex results using PMI-LL

the results as a function of the LUC list deciles.
The LL sorting is compared to frequency sort-
ing for the precision at rank n. The LL sort-
ing curve is above the frequency sorting curve,
this fact shows that LL is more efficient at sort-
ing valid LUCs. The majority of the missed can-
didates have a low number of occurrences (≤3)
and 57.8% of the longest lexical unit (>7) are
also missed. Most of extraction errors have a
low number of occurrences, 40.1% of the er-
rors are caused by lexical unit composition errors
(e.g. *(

insurance

保险)⊕|
study

学| in [
insurance institute

(保险)(学院)] or *(
reform

改革)|
commission

委| in

[
reform & development commission

(发展)(改革)|委| ]) and 59.9% by association errors

(e.g. (
extend

扩大)⊕[
agricultural Insurance

农业保险 ] or (
standard

规范)⊕(
development

发展)).
The AccessVar method (Feng et al., 2004),

an unsupervised lexicon extraction method hav-
ing the best performance, was reimplemented and
used as a reference. This method uses the corpus
substrings’ number of distinct contexts, noted AV
(accessor variety), to extract candidates. Access-
Var is configured by an accessors variety thresh-
old (AVT), which is the minimal AV required to
hold a candidate, the number of occurrences of
candidates is consequently greater or equal to the
AVT. For the experiments, the candidate maximal
length is set to 7 graphies6 and AVT to 3. Sim-
ilarly, ILex candidates appearing less than three
times and having a length greater than 7 are dis-
carded. The ILex user interaction is not applied
for this comparison. In order unify the input data,
AccessVar handles the segments detected by ILex

6Higher values cause space complexity issues.
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candidate list projection rank
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ILex-MI3 Recall

AccessVar (with ILex segments) precision
AccessVar (with ILex segments) recall

0

10

20

30

40

50

60

70

80

90

100

500 1000 1500 2000 2500 3000

Figure 5: ILex & AccessVar results

instead of the corpus full text.
AccessVar and ILex extract respectively

125,467 and 116,412 LUCs and the candidate list
projection contains 2,190 and 1,876 LUCs. The
results are computed on the deep set (figure 5).
AccessVar and ILex achieve respectively recall of
43.7% and 49.0%. A total of 667 of the lexical
units extracted are common to both methods, 161
lexical units are extracted exclusively by ILex
and 74 lexical units are extracted exclusively
by AccessVar. This means that both methods
have close covering capacities. From rank 100
to rank 700, the results are close but the curves
begin to diverge after this rank, this trend means
that the performance are similar for the 700
best candidates. However, ILex achieves 44.4%
precision which is 10.6% higher than AccessVar
(33.8%), this difference, in view of the close re-
call score, shows that ILex generates less invalid
candidates. The errors specific to AccessVar are
due to context adhesion errors (e.g. *(

company

保险)⊕|
specialty

产| in
[

insurance industry

(保险)(产业)], [
insurance product

(保险)(产品)], [
insurance produce

(保险)(产生)] etc.), or

association errors (e.g. *|
country

国|⊕|
East

东|, *(
industry

工业)⊕(
group

集团)).
ILex avoids these errors because of three mech-
anisms. First, the statistical likelihood between
the couple components is tested (e.g. *|

country

国|⊕|
East

东|
PMI score is negative). Second, the method
checks association likelihood of the contexts
before associating two morpho-syntactic units,
(e.g. (

aeronautic

航空)(
industry

工业) score is over *(
industry

工业)⊕(
group

集团)

score in [
Aviation Industries Corporation of China

中国航空工业集团公司]). Third, the in-
cremental association process determine smaller

unit before trying associating bigger couples
(e.g. (

insurance

保险 ) and (
industry

产业 ) are associated before

[
insurance industry

保险产业 ] ).

6 Conclusion and Further Works

The presented method features incremental lexi-
cal unit extraction with interactive candidate fil-
tering capability. The maximal candidate length is
not imposed directly, but instead is determined by
the maximal number of associations. The lexical
resources required are re-usable and non-domain
specific, which significantly reduce their cost for
long-term deployment. The method achieves
decent performance and improves the reference
method’s precision for this task. Furthermore, the
extracted results include low-frequency and long
candidates which are known to be difficult to ex-
tract. Finally, the binary association process al-
lows us to sort the candidates by association mea-
sure, which is more relevant than frequency.

This paper also introduced the beginning of
a linguistically consistent lexical unit definition.
This definition draws the outlines of a corpus an-
notation guide dedicated to the lexicon extraction
task. The evaluation process is improved by the
lexical unit trees annotations and a candidate list
projection technique, which allows full-automatic
estimation of extraction system performance.

The first upcoming objective is the develop-
ment of a robust evaluation protocol for the lex-
ical extraction task. This is crucial for further im-
provements and means that the variation between
annotators of the evaluation corpus, and the sta-
bility of the method over different corpora need to
be considered. Finally we will try to solve the not
yet managed lexicon extraction issues, Latin char-
acters tokens which cause the method miss some
extractions (e.g. ((

[product name]

新红A ))), and the discontinuous

locutions (e.g. [[
reach on the phone

打通电话 ]] in (
call / through

打通了)常总的(
phone

电话)

or [[
bear responsibility

负责任 ]] in 本公司(
bear

负)给付保险金(
responsibility

责任 )).
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Abstract

We demonstrate the use of context fea-
tures, namely, names of places, and un-
labelled data for the detection of per-
sonal name language of origin.

While some early work used either
rule-based methods or n-gram statisti-
cal models to determine the name lan-
guage of origin, we use the discrimi-
native classification maximum entropy
model and view the task as a classifica-
tion task. We perform bootstrapping of
the learning using list of names out of
context but with known origin and then
using expectation-maximisation algo-
rithm to further train the model on
a large corpus of names of unknown
origin but with context features. Us-
ing a relatively small unlabelled cor-
pus we improve the accuracy of name
origin recognition for names written
in Chinese from 82.7% to 85.8%, a
significant reduction in the error rate.
The improvement in F -score for infre-
quent Japanese names is even greater:
from 77.4% without context features to
82.8% with context features.

1 Introduction

Transliteration is a process of rewriting a
word from a source language to a target lan-

guage in a different writing system using the
word’s phonological equivalent. Many techni-
cal terms and proper nouns, such as personal
names, names of places and organisations are
transliterated during translation of a text from
one language to another. A process reverse
to the transliteration, which is recovering a
word in its native language from its translit-
eration in a foreign language, is called back-
transliteration (Knight and Graehl, 1998). In
many natural language processing (NLP) tasks
such as machine translation and cross-lingual
information retrieval, transliteration is an im-
portant component.

Name origin refers to the language of ori-
gin of a name. For example, the origin of En-
glish name “Smith” and its Chinese transliter-
ation “史密斯 (Shi-Mi-Si)” is English, while
both “Tokyo” and “东京 (Dong-Jing)” are of
Japanese origin.

For machine transliteration the name origins
dictate the way we re-write a foreign name.
For example, given a name written in Chi-
nese for which we do not have a translation
in an English-Chinese dictionary, we first have
to decide whether the name is of Chinese,
Japanese, Korean, English or another origin.
Then we follow the transliteration rules im-
plied by the origin of the name. Although
all English personal names are rendered in
26 letters, they may come from different ro-
manization systems. Each romanisation sys-
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tem has its own rewriting rules. English name
“Smith” could be directly transliterated into
Chinese as “史密斯 (Shi-Mi-Si)” since it fol-
lows the English phonetic rules, while the Chi-
nese translation of Japanese name “Koizumi”
becomes “小泉 (Xiao-Quan)” following the
Japanese phonetic rules. The name origins
are equally important in back-transliteration.
Li et al. (2007b) demonstrated that incorpo-
rating name origin recognition (NOR) into a
transliteration system greatly improves the per-
formance of personal name transliteration. Be-
sides multilingual processing, the name origin
also provides useful semantic information (re-
gional and language information) for common
NLP tasks, such as co-reference resolution and
name entity recognition.

Unfortunately, not much attention has been
given to name origin recognition (NOR) so far
in the literature. In this paper, we are inter-
ested in recognition of the origins of names
written in Chinese, which names can be of
three origins: Chinese, Japanese or English,
where “English” is a rather broad category that
includes other West European and American
names written natively in Latin script.

Unlike previous work (Qu and Grefenstette,
2004; Li et al., 2007a; Li et al., 2007b),
where NOR was formulated with a genera-
tive model, we follow the approach of Zhang
et al. (2008) and regard the NOR task as a
classification problem, using a discriminative
learning algorithm for classification. Further-
more, in the training data with names labelled
with their origin is rather limited, whereas
there is vast data from news articles that con-
tains many personal names without any labels
of their origins. In this research we propose
a method to harness the power of the unla-
belled noisy news data by bootstrapping the
learning process with labelled data and then
using the personal name context in the unla-
belled data to improve the NOR model. We

achieve that by using the maximum entropy
model and the expectation-maximisation train-
ing, and demonstrate that our method can sig-
nificantly improve the accuracy of NOR com-
pared to the baseline model trained only from
the labelled data.

The rest of the paper is organised as follows:
in Section 2 we review the previous research.
In Section 3 we present our approach, and in
Section 4 we describe our experimental setup,
the data used and the evaluation method. We
conclude in Section 5.

2 Related research

Most the research up to date focuses primar-
ily on recognition of origin of names written
in Latin script, called English NOR (ENOR),
although the same methods can be extended to
names in Chinese script (CNOR). We notice
that there are two informative clues that used
in previous work in ENOR. One is the lexi-
cal structure of a romanisation system, for ex-
ample, Hanyu Pinyin, Mandarin Wade-Giles,
Japanese Hepbrun or Korean Yale, each has
a finite set of syllable inventory (Li et al.,
2007a). Another is the phonetic and phono-
tactic structure of a language, such as phonetic
composition, syllable structure. For example,
English has unique consonant clusters such
as “str” and “ks” which Chinese, Japanese
and Korean (CJK) do not have. Consider-
ing the NOR solutions by the use of these
two clues, we can roughly group them into
two categories: rule-based methods (for solu-
tions based on lexical structures) and statisti-
cal methods (for solutions based on phonotac-
tic structures).

Rule-based method Kuo et al. (2007) pro-
posed using a rule-based method to recog-
nise different romanisation system for Chinese
only. The left-to-right longest match-based
lexical segmentation was used to parse a test
word. The romanisation system is confirmed
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if it gives rise to a successful parse of the test
word. This kind of approach (Qu and Grefen-
stette, 2004) is suitable for romanisation sys-
tems that have a finite set of discriminative
syllable inventory, such as Pinyin for Chinese
Mandarin. For the general tasks of identifying
the language origin and romanisation system,
rule based approach sounds less attractive be-
cause not all languages have a finite set of dis-
criminative syllable inventory.

N-gram statistics methods

N-gram sum method Qu and Grefenstette
(2004) proposed a NOR identifier us-
ing a trigram language model (Cavnar
and Trenkle, 1994) to distinguish per-
sonal names of three language origins,
namely Chinese, Japanese and English.
In their work the training set includes
11,416 Chinese, 83,295 Japanese and
88,000 English name entries. How-
ever, the trigram is defined as the joint
probability p(cici−1ci−2) rather than the
commonly used conditional probability
p(ci|ci−1ci−2). Therefore it is basically
a substring unigram probability. For ori-
gin recognition of Japanese names, this
method works well with an accuracy of
92%. However, for English and Chinese,
the results are far behind with a reported
accuracy of 87% and 70% respectively.

N-gram perplexity method Li et al. (2007a)
proposed a method of NOR using n-gram
character perplexity PPc to identify the
origin of names written in Latin script.
Using bigrams, the perplexity is defined
as

PPc = 2
−1
Nc

∑Nc
i=1 log p(ci|ci−1)

whereNc is the total number of characters
in a given name, ci is the i-th character
in the name and p(ci|ci−1) is the bigram

probability learned from a list of names
of the same origin. Therefore, PPc can
be used to measure how well a new name
fits the model learned from the training
set of names. The origin is assigned ac-
cording to the model that gives the lowest
perplexity value. Li et al. (2007a) demon-
strated that using PPc gives much better
performance than with the substring uni-
gram method.

Classification method Zhang et al. (2008)
proposed using a discriminative classification
approach and extract features from the names.
They use Maximum Entropy (MaxEnt) model
and a number of features based on n-grams,
character positions, word length as well as
some rule-based phonetic features. They per-
formed both ENOR and CNOR and demon-
strated that their method indeed leads to better
performance in name origin recognition then
the n-gram statistics method. They attribute
that to the fact their model incorporates more
robust features than the n-gram statistics based
models.

In this paper we too follow the discriminat-
ing classification approach, but we add fea-
tures based on the context of a personal name.
These features require the original text with the
names to be available. Our approach closely
models the real-life situation when large cor-
pora of articles with personal names is read-
ily available in the Web, yet the origins of the
names are unknown.

3 Model and training methods

3.1 Maximum entropy model for NOR

The principle of maximum entropy is that
given a collection of facts we should choose
a model that is consistent with all the facts but
otherwise as uniform as possible (Berger et al.,
1996). maximum entropy model (MaxEnt) is
known to easily combine diverse features and
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has been used widely in natural language pro-
cessing research. Given an observation x the
probability of outcome label ci, i = 1 . . . N
given x is given by

p(ci|x) =
1

Z
exp




n∑

j=1

λjfj (x, ci)


 (1)

where N is the number of the outcome labels,
which is the number of name origins in our
case, n is the number of features, fj are the
feature functions and λj are the model param-
eters. Each parameter corresponds to exactly
one feature and can be viewed as a “weight”
for the corresponding feature. Z is the normal-
isation factor given by

Z =

N∑

i=1

p(ci|x) (2)

In the problem at hand x is a personal name
and all the features are binary. The features,
also known as contextual predicates, are in the
form

fi(x, c) =

{
1 if c = ci and cp(x) = true

0 otherwise
(3)

where cp is the contextual predicate that maps
a pair (ci, x) to {true, false}.

In our experiments we use Zhang’s maxi-
mum entropy library1.

3.2 Initial training with labelled data and
n-gram features

For the initial training of MaxEnt model we
use labelled data: personal names of Chinese,
Japanese or English origin written in Chinese.
The origin of each name is known. Following
paper by Zhang et al. (2008) and their findings

1http://homepages.inf.ed.ac.uk/lzhang10/
maxent toolkit.html

regarding the contribution value of each fea-
ture that they studied, we extract unigram, po-
sitional unigram and word length features. For
example, Chinese name “温家宝” has the fol-
lowing features:

温家宝 (温,0) (家,1) (宝,2) 3

We restrict the n-gram features to unigram
only to avoid the data sparseness, because our
data contains a number of Chinese surnames
and given names, which have a length of one
or two characters.

3.3 Further training with unlabelled data
and context features

For further training of MaxEnt model we use
unlabelled data collected from news articles.
The name origin is not known but each per-
sonal name is in a context and is often sur-
rounded by names of places that may give a
hint about the personal name origin. For each
personal name we extract all names of places
in the same paragraph and use them as fea-
tures. If a place name is repeated many times
in the same paragraph we only include it once
in the feature list.

For example, paragraph containing passage
“The U.S. President Barack Obama ...” will
result in two personal names “Barack” and
“Obama” having “U.S.” as their context fea-
ture. Due to the diversity of place names we
also attempt to map the names of the places
into the country names. In this case, features
like “U.S.”, “USA”, “America” are manually
substituted with “USA”. In our experiments we
also try to narrow the place name extraction
to windows of different sizes surrounding the
personal name. The rationale here is that the
closer a place name is to the personal name,
the more likely it has a connection to the ori-
gin of the personal name.

In summary, our algorithm includes two
steps.
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First, we use the boostrap data and n-gram,
positional n-gram and name length features to
do the initial training (the 0-th iteration) of
MaxEnt model with L-BFGS method (Byrd et
al., 1995). After that we use the model to as-
sign origin labels to names of the training set
of the unlabelled data.

Next, we use both the bootstrap data and
the training set of the unlabelled data, labelled
in the previous step, and add the context fea-
tures to the already used n-gram, positional n-
gram and name length features. Since there is
no context available for the bootstrap data, the
context features for it are missing, which can
be handled by the MaxEnt model. We perform
the Expectation-Maximisation (EM) iterations
by using the mixed data to train the i-th itera-
tion of the MaxEnt model, then use the model
to re-label the training set of the unlabelled
data and repeat the training of the model for
the (i + 1)-st iteration. We stop the iterations
when the ratio of patterns that change the ori-
gin labels becomes less than 0.01%.

4 Experiments

4.1 Corpora

The corpora consists of two datasets. One
dataset, called the “bootstrap data”, is a set of
Chinese, Japanese and English names written
in Chinese following the respective translitera-
tion rules according to the name origins. The
names are a mixture of full names, first (given)
names and surnames. Table 1 shows the num-
ber of names of each origin. This is the la-
belled data; the origin of each name is known.
The data is used to start the MaxEnt model
training.

The second dataset, called the “unlabelled
data”, is Chinese, Japanese and English per-
sonal names written in Chinese, which have
been extracted from the news articles col-
lected over 6 months from Xinhua news web-
site. The articles have been processed by an

Origin Number of names
Chinese 52,342
Japanese 26,171
English 26,171

Table 1: Number of names of each origin in
the bootstrap dataset.

automatic part-of-speech (POS) tagger, after
which personal names and names of places
have been manually identified (the latter for
extracting the context features). Normally the
first (given) name and surnames are identi-
fied as two separate personal names. The data
is split into a training set of 27,882 names
with unknown origin and a testing set of 1,476
names whose origin was manually assigned.
We split data in such a way that there is no
overlap between patterns in the training and
testing sets, although there may be overlap be-
tween names. For example, if a name may
be present in both training and testing sets but
in a different context, making the two names
two distinct patterns. The number of names
of each origin in the testing set is shown in
Table 2. As seen from the table, the number

Origin Number of names
Chinese 738
Japanese 369
English 422

Table 2: Number of names of each origin in
the testing dataset.

of Chinese names exceeds the number of En-
glish or Japanese names. This is an expected
consequence of using articles from a Chinese
news agency because many of the articles are
reporting on local affairs. We have manually
removed a number of Chinese name patterns
from the testing set, since the original percent-
age of Chinese names in the articles is about
83%.
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4.2 Evaluation method
Following Zhang et al. (2008) to make
our results comparable to theirs, we eval-
uate our system using precision Po, recall
Ro and F -score Fo for each origin o ∈
{“Chinese ′′ “Japanese ′′ “English ′′}. Let
the number of correctly recognised names of
a given origin o be ko, and the total number of
names recognised as being of origin o be mo,
while the actual number of names of origin o
be no. Then the precision, recall and F -score
are given as:

Po =
ko
mo

Ro =
ko
no

Fo =
2× Po ×Ro
Po +Ro

We also report the overall accuracy of the sys-
tem (or, rather the overall recall), which is the
ratio of the total number of correctly recog-
nised names to the number of all names:

Acc =
kChinese + kJapanese + kEnglish
nChinese + nJapanese + nEnglish

4.3 Results
After each iteration of our MaxEnt-based EM
algorithm, we record the number of patterns in
the training set that changed their origin labels,
as well as calculate the precision, recall and
F -score for each origin as well as the overall
accuracy. The results are reported in Tables 3
and 4, where for the sake of brevity the origin
subscripts are “C”, “J” and “W” for Chinese,
Japanese and English name origin respectively.

Compared to the 0-th iteration there is an
significant improvement in accuracy, particu-
larly in recognition of Japanese names, which
are relatively infrequent compared to Chinese
and English ones in the unlabelled training
data. This clearly shows the effectiveness of
our proposed method.

Iteration PC PJ PW RC RJ RW
0 0.887 0.724 0.857 0.823 0.911 0.761
1 0.914 0.736 0.875 0.823 0.968 0.775
2 0.910 0.736 0.874 0.823 0.968 0.767
3 0.914 0.737 0.874 0.824 0.973 0.767
4 0.913 0.742 0.875 0.825 0.968 0.778

Table 3: Results of running EM iterations,
original names of the places are kept.

Iteration Acc FC FJ FW
0 0.829 0.854 0.807 0.806
1 0.847 0.866 0.836 0.822
2 0.845 0.864 0.836 0.817
3 0.847 0.867 0.839 0.817
4 0.849 0.867 0.840 0.824

Table 4: Results of running EM iterations,
original names of the places are kept.

5 Conclusions

We propose extension of MaxEnt model for
NOR task by using two types of data for train-
ing: origin-labelled names alone and origin-
unlabelled names in their context surrounding.
We show how to apply a simple EM method to
make use of the contextual words as features,
and improve the NOR accuracy from 82.9%
to 84.9% overall, while for rare names such
as Japanese the effect of using unlabelled data
with context features is even greater.

The purpose of this research is to demon-
strate how the unlabelled data can be used. In
the future we hope to investigate the use of
other context features, as well as to study the
effect of data size on the NOR accuracy im-
provement.

The feature of names’ places normally ex-
hibit great variation: one country name may be
spelled in many different ways, and often there
are names of cities etc that surround personal
names. We will explore to normalise names
of places by substituting each name with name
of the country where the place is in the future
work.
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Abstract
Texts are replete with gaps, information 
omitted since authors assume a certain 
amount of background knowledge. We de-
fine the process of enrichment that fills 
these gaps.  We describe how enrichment 
can be performed using a Background 
Knowledge Base built from a large corpus.  
We evaluate the effectiveness of various 
openly available background knowledge 
bases and we identify the kind of informa-
tion necessary for enrichment.   

1 Introduction: Knowledge Gaps 

Automated understanding of connected text re-
mains an unsolved challenge in NLP.  In contrast 
to systems that harvest information from large 
collections of text, or that extract only certain 
pre-specified kinds of information from single 
texts, the task of extracting and integrating all 
information from a single text, and building a 
coherent and relatively complete representation 
of its content, is still beyond current capabilities.

A significant obstacle is the fact that text al-
ways omits information that is important, but that 
people recover effortlessly. Authors leave out 
information that they assume is known to their 
readers, since its inclusion (under the Gricean 
maxim of minimality) would carry an additional, 
often pragmatic, import. The problem is that sys-
tems cannot perform the recovery since they lack 
the requisite background knowledge and inferen-
tial machinery to use it.   

In this research we address the problem of au-
tomatically recovering such omitted information 
to ‘plug the gaps’ in text.  To do so, we describe 
the background knowledge required as well as a 
procedure of enrichment, which recognizes 
where gaps exist and fills them out using appro-
priate background knowledge as needed. We de-
fine enrichment as:

Def: Enrichment is the process of adding ex-
plicitly to a text’s representation the information 
that is either implicit or missing in the text.   

Central to enrichment is the source of the new 
knowledge. The use of Proposition Stores as 
Background Knowledge Bases (BKB) have been 
argued to be useful for improving parsing, co-
reference resolution, and word sense disambigua-
tion (Clark and Harrison 2009). We argue here 
that Proposition Stores are also useful for 
Enrichment and show how in Section 4. Howev-
er, we show in Section 5 that current BKB re-
sources such as TextRunner (Banko et al. 2007) 
and DART (Clark and Harrison 2009) are not 
ideal for enrichment purposes. In some cases 
there is a lack in normalization. But the most im-
portant shortcoming is the lack in answering 
about instances, their possible classes, how they 
relate to propositions, and how different proposi-
tions are related through them. We propose easy 
to achieve extensions in this direction. We test 
this hypothesis building our own Proposition 
Store with the proposed extensions, and compare 
it with them for enrichment in the US football 
domain. 

To perform enrichment, we begin with an ini-
tial simple text representation and a Proposition 
Stores as a background knowledge base. We ex-
ecute a simple formalized procedure to select and 
attach appropriate elements from the BKB to the 
entities and implicit relations present in the initial 
text representation. Surprisingly, we find that 
some quite simple processing can be effective if 
we are able to contextualize the text under inter-
pretation.   

We describe in Section 2 our textual represen-
tations and in Section 3 the process of building 
the Proposition Store. Enrichment is described in 
Section 4, and an evaluation and comparison is 
performed in Section 5.   

2 Text Representation 

The initial, shallow, text representation must cap-
ture the first impression of what is going on in 
the text, possibly (unfortunately) losing some 
fragments. After the first impression, in accord 
with the purpose of the reading, we “contextual-
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ize” each sentence, expanding its initial represen-
tation with the relevant related background 
knowledge in our base. 

During this process of making explicit the im-
plicit semantic relations it will become apparent 
whether we need to recover some of the missed 
elements, whether we need to expand some oth-
ers, etc. So the process is identified with the 
growing of the context until deeper interpretation 
is possible. This approach resembles some well-
known theories such as the Theory of Relevance 
(Sperber and Wilson, 1995). The particular me-
thod we envisage is related to Interpretation as 
Abduction (Hobbs et al. 1993). 

How can the initial information be represented 
so as to enable the context to grow into an inter-
pretation? We hypothesize that: 
1. Behind certain syntactic dependencies there 

are semantic relations. 
2. In the case of dependencies between nouns, 

this semantic relation can be made more ex-
plicit using verbs and/or prepositions. The 
knowledge base (our Proposition Store) must 
help us find them. 

We look for a semantic representation close 
enough to the syntactic representation we can 
obtain from the dependency graph. The main 
syntactic dependencies we want to represent in 
order to enable enrichment are: 
1. Dependencies between nouns such as noun-

noun compounds (nn) or possessive (poss). 
2. Dependencies between nouns and verbs, 

such as subject and object relations. 
3. Prepositions having two nouns as arguments. 

Then the preposition becomes the label for 
the relation, being the object of the preposi-
tion the target of the relation. 

We collapse the syntactic dependencies be-
tween verb, subject, and object into a single se-
mantic relation. Since we are assuming that the 
verb is the more explicit expression of a semantic 
relation, we fix this in the initial representation. 
The subject will be the source of the relation and 
the object will be the target of the relation. When 
the verb has more arguments we consider its ex-
pansion as a new node as referred in Section 4.4. 

Figure 1 shows the initial minimal representa-
tion for the sentence we will use for our discus-
sion: “San Francisco's Eric Davis intercepted a 
Steve Walsh pass on the next series to set up a 
seven-yard Young touchdown pass to Brent 
Jones”. Notice that some pieces of the text are 
missing in the initial representation of the text, as 
for example “on the next series” or “seven-
yard”.

3 Background Knowledge Base  

We will use a Proposition Stores as a Back-
ground Knowledge Base (BKB). We built it from 
a collection of 30,826 New York Times articles 
about US football, similar to the kind of texts we 
want to interpret.  We parsed the collection using 
a standard dependency parser (Marneffe and 
Manning, 2008; Klein and Maning, 2003) and, 
after collapsing some syntactic dependencies, 
obtained 3,022,305 raw elements in the BKB.  

3.1 Types of elements in the BKB 

We distinguish three kinds of elements in our 
Background Knowledge Base: Entities, Proposi-
tions, and Lexical relations. All three have asso-
ciated their frequency in the reference collection. 

Entities: We distinguish between entity classes 
and entity instances: 
1. Entity classes: Entity classes are denoted by 

nouns. We don’t restrict classes to any par-
ticular predefined set. In addition, we intro-
duce two special classes: Person and Group. 
These two classes are related to the use of 
pronouns in text. Pronouns “I”, “he” and 
“she” are linked to class Person. Pronouns 
“we” and “they” are linked to class Group. 
For example, the occurrence of the pronoun 
“he” in “He threw a pass” would produce an 
additional count of the proposition “per-
son:throw:pass”. 

set up to 

Young 
Brent
Jones touchdown 

pass2 

Figure 1. Initial text representation.

nn 

Steve
Walsh 

Eric 
Davis

pass1 

intercept

nn nn 

San Francisco 

poss 
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2. Entity Instances: Entity instances are indi-
cated by proper nouns. Proper nouns are 
identified by the part of speech tagging. 
Some of these instances will participate in 
the “has-instance” relation (see below).   
When they participate in a proposition they 
produce proposition instances. 

Propositions: Following Clark and Harrison 
(2009) we call propositions the tuples of words 
that have some determined pattern of syntactic 
relations among them. We focus on NVN, 
NVNPN and NPN proposition types. For exam-
ple, a NVNPN proposition is a full instantiation 
of: Subject:Verb:Object:Prep:Complement.

The first three elements are the subject, the 
verb and the direct object. Fourth is the preposi-
tion that attaches the PP complement to the verb. 
For simplicity, indirect objects are considered as 
a Complement with the preposition “to”. 

The following are the most frequent NVN 
propositions in the BKB ordered by frequency. 

NVN 2322 'NNP':'beat':'NNP' 
NVN 2231 'NNP':'catch':'pass' 
NVN 2093 'NNP':'throw':'pass' 
NVN 1799 'NNP':'score':'touchdown' 
NVN 1792 'NNP':'lead':'NNP' 
NVN 1571 'NNP':'play':'NNP' 
NVN 1534 'NNP':'win':'game' 
NVN 1355 'NNP':'coach':'NNP' 
NVN 1330 'NNP':'replace':'NNP' 
NVN 1322 'NNP':'kick':'goal' 

The ‘NNP’ tag replaces specific proper nouns 
(instances) found in the proposition.  

When a sentence has more than one comple-
ment, a new occurrence is counted for each com-
plement. For example, given the sentence 
“Steve_Walsh threw a pass to Brent_Jones in the 
first quarter”, we would add a count to each of 
the following propositions: 

Steve_Walsh:throw:pass 
Steve_Walsh:throw:pass:to:Brent_Jones 
Steve_Walsh:throw:pass:in:quarter 

Notice that we include only the heads of the 
noun phrases in the propositions. 

We call proposition classes the propositions 
that only involve instance classes (e.g., “per-
son:throw:pass”), and proposition instances
those that involve at least one entity instance 
(e.g., “Steve_Walsh:throw:pass”).

Proposition instances are useful for the track-
ing of a entity instance. For example, 
“'Steve_Walsh':'supplant':'John_Fourcade':'as':'

quarterback'”. When a proposition instance is 
found, it is stored also as a proposition class re-
placing the proper nouns by a special word 
(NNP) to indicate the presence of an entity in-
stance. The enrichment of the text is based on the 
use of most frequent proposition classes. 

Lexical Relations: We make use of very general 
patterns considering appositions and copula 
verbs (detected by the Stanford parser) in order 
to extract “is”, and “has-instance” relations: 
1. Is: between two entity classes. They denote a 

kind of identity between both entity classes, 
but not in any specific hierarchical relation 
such as hyponymy. Neither is a relation of 
synonymy. As a result, it is somehow a kind 
of underspecified relation that groups those 
more specific. For example, if we ask the 
BKB what a “receiver” is, the most frequent 
relations are: 

290 'person':is:'receiver' 
29 'player':is:'receiver' 
16 'pick':is:'receiver' 
15 'one':is:'receiver' 
14 'receiver':is:'target' 
8 'end':is:'receiver' 
7 'back':is:'receiver' 
6 'position':is:'receiver' 

The number indicates the frequency of the 
relation in the collection. 

2. Has-instance: between an entity class and an 
entity instance. For example, if we ask for 
instances of team, the top instances with 
more support in the collection are: 

192 'team':has-instance:'Jets' 
189 'team':has-instance:'Giants' 
43 'team':has-instance:'Eagles' 
40 'team':has-instance:'Bills' 
36 'team':has-instance:'Colts' 
35 'team':has-instance:'Miami' 

But we can ask also for the possible classes of 
an instance. For example, all the entity classes 
for “Eric_Davis” are: 

12 'cornerback':has-instance:'Eric_Davis' 
1 'hand':has-instance:'Eric_Davis' 
1 'back':has-instance:'Eric_Davis'  

We still work on other lexical relations such 
as “part-of” and “is-value-of”. For example, the 
most frequent “is-value-of” relations are: 

5178 '[0-9]-[0-9]':is-value-of:'lead' 
3996 '[0-9]-[0-9]':is-value-of:'record' 
2824 '[0-9]-[0-9]':is-value-of:'loss' 
1225 '[0-9]-[0-9]':is-value-of:'season' 
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4 Enrichment operations 

The goal of the following enrichment operations 
is to make explicit what kind of semantic rela-
tions and entity classes are involved in the text. 

4.1 Fusion of nodes 

Sometimes, the syntactic dependency ties two or 
more words that form a single concept. This is 
the case with multiword terms such as “tight
end”, “field goal”, “running back”, etc. In these 
cases, the meaning of the compound is beyond 
the syntactic dependency. Thus, we shouldn’t 
look for its explicit meaning. Instead, we fuse the 
nodes into a single one. 

The question is whether the fusion of the 
words into a single expression allows or not the 
consideration of possible paraphrases. For exam-
ple, in the case of “field:nn:goal”, we don’t find 
other ways to express the concept in the BKB. 
However, in the case of “touchdown:nn:pass” we 
can find, for example, “pass:for:touchdown” a 
significant amount of times, and we want to iden-
tify them as equivalent expressions. 

4.2 Building context for instances 

Suppose we wish to determine what kind of enti-
ty “Steve Walsh” is in the context of the syntactic 
dependency “Steve_Walsh:nn:pass”. First, we 
look into the BKB for the possible entity classes 
of Steve_Walsh previously found in the collec-
tion. In this particular case, the most frequent 
class is “quarterback”: 

40 'quarterback':has-instance:'Steve_Walsh' 
2 'junior':has-instance:'Steve_Walsh' 

But what happens if we see “Steve_Walsh” for 
the first time? Then we need to take into account 
the classes shared by other instances in the same 
syntactic context. The most frequent are “Mari-
no”, “Kelly”, “Elway”, etc. From them we are 
able to infer the most plausible class for the new 
entity. In our example, quarterback:

20 'quarterback':has-instance:'Marino' 
6 'passer':has-instance:'Marino' 
…
17 'quarterback':has-instance:'Kelly' 
6 'passer':has-instance:'Kelly' 
…
16 'quarterback':has-instance:'Elway' 
9 'player':has-instance:'Elway' 

4.3 Building context for dependencies 

Now we want to determine the meaning behind 
such syntactic dependencies as: 

“Steve_Walsh:nn:pass”, “touchdown:nn:pass“,
“Young:nn:pass” or “pass:to:Brent_Jones”. 

We have two ways for adding more meaning 
to these syntactic dependencies: find the most 
appropriate prepositions to describe them, and 
find the most appropriate verbs. Whether one, the 
other, or both is useful has to be determined dur-
ing the reasoning system development. 

Finding the prepositions 

Several types of propositions in the BKB involve 
prepositions. The most relevant are NPN and 
NVNPN. In the case of “touchdown:nn:pass”,
“for” is clearly the best interpretation: 

NPN 712 'pass':'for':'touchdown' 
NPN 24 'pass':'include':'touchdown' 

In the case of “Steve_Walsh:nn:pass” and 
“Young:nn:pass”, since we know they are quar-
terbacks, we can ask for all the prepositions be-
tween “pass” and “quarterback”:

NPN 23 'pass':'from':'quarterback' 
NPN 14 'pass':'by':'quarterback' 

If we don’t have any evidence on the instance 
class, and we know only that they are instances, 
the pertinent query to the BKB obtains: 

NPN 1305 'pass':'to':'NNP' 
NPN 1085 'pass':'from':'NNP' 
NPN 147 'pass':'by':'NNP' 

In the case of “Young:nn:pass” (in “Young
pass to Brent Jones”), there exists already the 
preposition “to” (“pass:to:Brent_Jones”), so the 
most promising choice becomes the second, 
“pass:from:Young”, which has one order of 
magnitude more occurrences than its successor. 

In the case of “Steve_Walsh:nn:pass” (in “Eric 
Davis intercepted a Steve Walsh pass”) we can 
use additional information: we know that “Er-
ic_Davis:intercept:pass”. So, we can try to find 
the appropriate preposition using NVNPN propo-
sitions in the following way: 
“Eric_Davis:intercept:pass:P:Steve_Walsh” 

Asking the BKB about the propositions that 
involve two instances with “intercept” and 
“pass”, we obtain: 

NVNPN 48 'NNP':'intercept':'pass':'by':'NNP' 
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NVNPN 26 'NNP':'intercept':'pass':'at':'NNP' 
NVNPN 12 'NNP':'intercept':'pass':'from':'NNP' 

We could also query the BKB with the classes 
we have already found for “Eric_Davis” (cor-
nerback, player, person):

NVNPN 11 'person':'intercept':'pass':'by':'NNP' 
NVNPN 4 'person':'intercept':'pass':'at':'NNP' 
NVNPN 2 'person':'intercept':'pass':'in':'NNP' 
NVNPN 2 'person':'intercept':'pass':'against':'NNP' 
NVNPN 1 'cornerback':'intercept':'pass':'by':'NNP' 

All these queries accumulate evidence over the 
preposition “by” (“pass:by:Steve_Walsh”).

Finding the verbs 

The next exercise is to find a verb able to give 
meaning to syntactic dependencies such as 
“Steve_Walsh:nn:pass”, “touchdown:nn:pass“,
“Young:nn:pass” or “pass:to:Brent_Jones”. 

We can ask the BKB what instances (NNP) do 
with passes. The most frequent propositions are: 

NVN 2241 'NNP':'catch':'pass' 
NVN 2106 'NNP':'throw':'pass' 
NVN 844 'NNP':'complete':'pass' 
NVN 434 'NNP':'intercept':'pass' 
…
NVNPN 758 'NNP':'throw':'pass':'to':'NNP' 
NVNPN 562 'NNP':'catch':'pass':'for':'yard' 
NVNPN 338 'NNP':'complete':'pass':'to':'NNP' 
NVNPN 255 'NNP':'catch':'pass':'from':'NNP' 

Considering the evidence of “Brent_Jones” being 
instance of “end” (tight end), if we ask the BKB 
about the most frequent relations between “end”
and “pass” we find: 

NVN 28 'end':'catch':'pass' 
NVN 6 'end':'drop':'pass' 

So, in this case, the BKB suggests that the 
syntactic dependency “pass:to:Brent_Jones”
means “Brent Jones is an end catching a pass”.
Or in other words, that “Brent_Jones” has a role 
of “catch-ER” with respect to “pass”.

If we want to accumulate more evidence on 
this we can consider NVNPN propositions in-
cluding “touchdown”. We only find evidence for 
the most general classes (NNP and person):

NVNPN 189 NNP:'catch':'pass':'for':'touchdown' 
NVNPN 26 NNP:'complete':'pass':'for':'touchdown' 
NVNPN 84 person:catch:pass:for:touchdown 
NVNPN 18 person:complete:pass:for:touchdown 

This means that when we have “touchdown”, we 
don’t have counts for the second option 
“Brent_Jones:drop:pass”, while “catch” be-
comes stronger. 

In the case of “Steve_Walsh:nn:pass” we hy-
pothesize that “Steve_Walsh” is a “quarterback”. 
Asking the BKB about the most plausible rela-
tion between a quarterback and a pass we find: 

NVN 98 'quarterback':'throw':'pass' 
NVN 27 'quarterback':'complete':'pass' 

Again, if we take into account that it is a 
“touchdown:nn:pass”, then only the second op-
tion “Steve_Walsh:complete:pass” is consistent 
with the NVNPN propositions. So, in this case, 
the BKB suggests that the syntactic dependency 
“Steve_Walsh:nn:pass” means “Steve_Walsh is a 
quarterback completing a pass”. 

Finally, with respect to “touchdown:nn:pass“, 
we can ask about the verbs that relate them: 

NVN 14 'pass':'set_up':'touchdown' 
NVN 6 'pass':'score':'touchdown' 
NVN 5 'pass':'produce':'touchdown' 

Figure 2 shows the resulting enrichment after 
the process described. 

4.4 Expansion of relations 
Sometimes, the sentence shows a verb with more 
than two arguments. In our example, we have 
“Eric_David:intercept:pass:on:series”. In these 
cases, relations can be expanded into new nodes. 

Following our example, the new node is the 
eventuality of “intercept” (“intercept-ION”), 
“Eric_Davis” is the “intercept-ER” and “pass” is 
the “intercept-ED”. Then, the missing informa-
tion is attached to the new node (see Figure 3).  

In addition, we can proceed with the expan-
sion of the context considering this new node. 
For example, we are working with the hypothesis 
that “Steve_Walsh” is an instance of “quarter-
back” and thus, its most plausible relations with 
“pass” are “throw” and “complete”. However, 
now we can ask about the most frequent relation 
between “quarterback” and a nominalization of 

catch (28) 
drop (6)

throw (98)
complete (27) 

by for 

has-instance (12) has-instance (33) 

to

quarterback end

Young Brent Jones touchdown 

pass

Figure 2. Enrichment of the noun phrase: “Young 
touchdown pass to Brent Jones”
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“intercept”. The most frequent proposition is 
“quarterback:throw:interception”, supported 35 
times in the collection. In this way, we have in-
ferred that the nominalization for the eventuality 
of intercept is interception (in our documents). 
Two further actions are possible: reinforce the 
hypothesis of “throw:pass” instead of “com-
plete:pass” and add the hypothesis that 
“Steve_Walsh:throw:interception”.

Finally, notice that since “set_up” doesn’t 
need to accommodate more arguments, we can 
maintain the collapsed edge. 

4.5 Constraining the interpretations 

Some of the inferences being performed are local 
in the sense that they involve only an entity and a 
relation. However, these local inferences must be 
coherent both with the sentence and the complete 
document. To ensure this coherence we can use 
additional information as a way to constrain dif-
ferent hypotheses. In section 4.3 we showed the 
use of NVNPN propositions to constrain NVN 
ones. Another example is the case of “Er-
ic_Davis:intercept:pass”. We can ask the BKB 
for the entity classes that participate in such kind 
of proposition: 

NVN 75 'person':'intercept':'pass' 
NVN 14 'cornerback':'intercept':'pass' 
NVN 11 'defense':'intercept':'pass' 
NVN 8 'safety':'intercept':'pass' 
NVN 7 'group':'intercept':'pass' 

So the local inference for the kind of entity 
“Eric_Davis” is (cornerback) must be coherent 
with the fact that it intercepted a pass. In this 
case “cornerback” and “person” are properly 
reinforced. In some sense, we are using these 
additional constrains as selectional preferences. 

5 Evaluation

Properly evaluating the enrichment process is 
very difficult.  Ideally, one would compare the 
output of an enrichment engine—a text graph 
fully fleshed out with additional knowledge—to 
a gold-standard graph containing all relevant in-
formation explicitly, and measure Recall and 
Precision of the links added by enrichment.  But 
since we have no gold standard examples, and it 
is unclear how much knowledge should be in-
cluded manually if one were to try to build some, 
two options remain: extrinsic evaluations and 
measuring the utility of the BKB in providing 
knowledge. We are in the process of performing 
an extrinsic evaluation, by measuring how much 
QA about the text read improves using the 
enriched representation.  We report here the re-
sults of comparing the utility, for enrichment 
purposes, of two other publicly available back-
ground knowledge bases: DART (Clark and Har-
rison, 2009) and TextRunner (Banko et al. 2007). 

5.1 Ability to answer about instances 

As shown in our examples, BKBs need the abili-
ty to answer about instances and their classes. 
The BKBs don’t need to be completely popu-
lated, but at least have enough instance-class at-
tachments in order to allow analogy. 

Neither DART nor TextRunner allow asking 
about possible classes for a particular instance. 
This is out of the scope of TextRunner. In 
DART, instances are replaced by one of three 
basic categories (person, place, organization). 
Although storing the original proper nouns at-
tached to the assigned class would be 
straightforward, these three general classes are 
not enough to support inference. This leads us to 
the next ability. 

5.2 Ability to discover new classes and 
relations 

While quarterbacks throw passes, ends usually 
catch or drop them. As we have shown in our 
examples, classifying them as “person” or even 
“player” is not specific enough for enrichment. 

Using a predefined set of entity classes doesn’t 
seem a good approach for midterm goals. First, 
human abstraction is not correlated with the ap-
propriate granularity level that enable recovering 
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of relevant background knowledge. Second, an-
notation will be needed for training.   

In our Proposition Stores, we count simply 
what is explicitly said in the texts about our in-
stances. This seems correlated to an appropriate 
level of granularity. Furthermore, an instance can 
be attached to several classes that can be compat-
ible (quarterback, player, person, leader, veteran, 
etc.). Frequencies tell us the classes we have to 
consider in the first place in order to find a cohe-
rent interpretation of the text. 

5.3 Ability to constrain interpretation 
and accumulate evidence 

Enrichment must be guided by the coherence of 
the ensuing interpretation. For this reason BKBs 
must allow different types of queries over the 
same elements. The aim is to constrain as much 
as possible the relations we recover to the ones 
that give a coherent interpretation of the text. 

As shown in our example, we require the abili-
ty to ask different syntactic contexts/structures 
(NN, NVNPN, etc.), not only NVN (subject-
verb-object). Achieving this is very difficult for 
approaches that don’t use parsing.   

5.4 Ability to digest enough knowledge 
adapted to the domain 

None of the abilities discussed above are relevant 
if the BKB doesn’t contain enough knowledge 
about the domain in which we want to enrich 
documents. To evaluate, we ran three simple 
queries related to the US football domain in or-
der to assess the suitability of the BKBs for 
enrichment: What do quarterbacks do with 
passes? What do persons do with passes? Who 
intercepts passes? Table 1 shows the results ob-
tained with DART, TextRunner and our BKB. 

Although DART is a general domain BKB 
built using parsing, its approach doesn’t allow 
one to process enough information to answer the 
first question (first row in Table 1). A web scale 
resource such as TextRunner is better suited for 
this purpose. However, results show its lack of 
normalization. On the other hand, our BKB is 
able to return a clean and relevant answer. 

The second question (second row) shows the 
ability of the three BKBs to deal with a basic 
abstraction needed for inference. Since TextRun-
ner doesn’t perform any kind of processing over 

entities or pronouns, it doesn’t recover relevant 
knowledge for this question in the football do-
main.  In addition, the table shows the need for 
domain adaptation: most of the TextRunner rela-
tions, such as “person:gets:pass” or “per-
son:bought:pass”, refer to different domains. 
DART shows the same effect: the first two en-
tries (“person:make:pass”, “person:take:pass”) 
belong to different domains. 

DART1 TextRunner2 BKB (Football) 
(no results) (~200) threw  

(~100) completed  
(36) to throw  
(26) has thrown  
(19) makes  
(19) has  
(18) fires  

(99) throw 
(25) complete 
(7) have 
(5) attempt 
(5) not-throw 
(4) toss 
(3) release 

(47) make          
(45) take            
(36) complete    
(30) throw         
(25) let              
(23) catch   
(1) make            
(1) expect          

(22) gets  
(17) makes  
(10) has  
(10) receives  
(7) who has  
(7) must have  
(6) acting on  
(6) to catch  
(6) who buys  
(5) bought  
(5) admits  
(5) gives  

(824) catch 
(546) throw 
(256) complete 
(136) have 
(59) intercept 
(56) drop 
(39) not-catch 
(37) not-throw 
(36) snare 
(27) toss 
(23) pick off 
(20) run 

(13) person      
(6) person/ 
place/ organi-
zation 
(2) full-back 
(1) place     

(30) Early  
(26) Two plays  
(24) fumble  
(20) game  
(20) ball  
(17) Defensively  

(75) person 
(14) cornerback 
(11) defense 
(8) safety 
(7) group 
(5) linebacker 

Table 1. Comparison of DART, TextRunner and our 
BKB for the following queries (rows): (1) quarter-
back:X:pass, (2) person:X:pass, (3) X:intercept:pass.
Frequencies are in parentheses. 

Finally, the third question is aimed at recover-
ing possible agents (those that intercept passes in 
our case). Again, as shown in DART, the re-
duced set of classes given by the entity recogniz-
er is not enough for the football domain. But 
having no classes (TextRunner) is even worse, 
showing its orientation to discovering relations 
rather than to generalizing and answering about 
their possible arguments. Our approach is able to 
discover plausible agent-classes for the query. 

Other queries related to the football domain 
show the same behavior. 
                                                          
1 Available at http://userweb.cs.utexas.edu/users/pclark/dart/ 
2 After aggregating partial results for each cluster using 
http://www.cs.washington.edu/research/textrunner/
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6 Related Work 

Our approach lies between macro-reading and 
Open Information Extraction (OIE). Macro-
reading (Mitchell et al. 2009) is a different task 
from ours; it seeks to populate ontologies.  Here 
concepts and relations are predefined by the on-
tology.

OIE (Banko et al. 2007) does not use a prede-
fined set of semantic classes and relations and is 
aimed at web scale. For this reason the frame-
work does not include a complete NLP pipeline. 
The resulting lack of term normalization and ab-
sence of domain adaptation (e.g., the query per-
son:X:pass return throw but also buy) makes the 
results less relevant to single-document reading.  

When, as with DART, the complete NLP pipe-
line is applied over a general corpus, the amount 
of information to be processed has to be limited 
due to computational cost. Ultimately, too little 
knowledge remains for working in a specific 
domain. For example, asking DART about 
“quarterback:X:pass” produces no results. 

Our approach takes advantage of both worlds, 
ensuring that enough amounts of documents re-
lated to the domain will be processed with a 
complete NLP pipeline. Doing so provides 
cleaner and canonical representations (our propo-
sitions) and even higher counts than TextRunner 
for our domain. This level of processing will be 
scalable in the midterm; various people including 
(Huang and Sagae, 2010) are working in linear 
time parsers with state-of-the-art performance. 

Another intermediate point between a collec-
tion of domain documents and the general web, 
reached by restricting processing to the results of 
a web query, is explored in IE-on-demand (Se-
kine 2006; Shinyama and Sekine 2006). Howev-
er, they use a predefined set of entity classes, 
preventing from discovering the appropriate gra-
nularity level that enables retrieval of relevant 
background knowledge. We do not predefine the 
concepts/classes and relations, but discover them 
from what it is explicitly said in the collection. 

The process of building the BKB described 
here is closely related to DART (Clark and Har-
rison, 2009) which in turn is related to KNEXT 
(Van Durme and Schubert, 2008). Perhaps the 
most important extension we performed is the 
inclusion of lexical relations (like “has-
instance”) that activate more powerful uses of 
the Proposition Stores. 

7 Conclusions and Future Work 

In building a BKB, limiting oneself to a specific 
domain provides some powerful benefits. Ambi-
guity is reduced inside the domain, making 
counts in propositions more accurate. Also, fre-
quency distributions of propositions differ from 
one domain to another. For example, the list of 
the most frequent NVN propositions in our BKB 
(see Section 3.1) is, by itself, an indication of the 
most salient and important events specifically in 
the US football domain. Furthermore, the amount 
of text required to build the BKB is reduced sig-
nificantly allowing processing such as parsing. 

The task of inferring omitted but necessary in-
formation is a significant part of automated text 
interpretation. In this paper we show that even 
simple kinds of information, gleaned relatively 
straightforwardly from a parsed corpus, can be 
quite useful.  Though they are still lexical and 
not even starting to be semantic, propositions 
consisting of verbs as relations between nouns 
seem to provide a surprising amount of utility.  It 
remains a research problem to determine what 
kinds and levels of knowledge are most useful in 
the long run.   

In the paper, we discuss only the propositions 
that are grounded in instantial statements about 
players and events.  But for true learning by 
reading, a system has to be able to recognize 
when the input expresses general rules, and to 
formulate such input as axioms or inferences.  In 
addition is the significant challenge of generaliz-
ing certain kinds of instantial propositions to 
produce inferences.  At which point, for exam-
ple, should the system decide that “all football 
players have teams”, and how should it do so? 
This remains a topic for future work.   

A further topic of investigation is the time at 
which expansion should occur. Doing so at ques-
tion time, in the manner of traditional task-
oriented back-chaining inference, is the obvious 
choice, but some limited amount of forward 
chaining at reading time seems appropriate too, 
especially if it can significantly assist with text 
processing tasks, in the manner of expectation-
driven understanding.    

Finally, as discussed above, the evaluation of 
intrinsic evaluation procedures remains to be de-
veloped.   
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Abstract 

 

In this paper we present a new algorithm for 
the Person Cross Document Coreference task. 
We show that accurate results require a way to 
adapt the parameters of the similarity function 
– metrics and threshold – to the ontological 
constraints obeyed by individuals. The tech-
nique we propose dynamically changes the ini-
tial weights computed when the context is ana-
lyzed. The weight recomputation is necessary 
in order to resolve clusters borders, which are 
inevitably blurred by a static approach. The re-
sults show a significant gain in accuracy. 

1 Introduction 

The Person Cross Document Coreference, CDC, 
task requires that all the personal name mentions, 
PNMs, in a corpus be clustered together accord-
ing to the individuals they refer to (Grishman 
1994). The coreference between two PNMs is 
decided on the basis of the local contexts. In this 
paper we consider a news corpus, and the local 
context is the piece of news to which a particular 
PNM belongs. We work on a seven year Italian 
local newspaper corpus, Adige 500K (Magnini 
et. al. 2006). 

While there are certain similarities between a 
disambiguation task and the CDC task, we main-
tain that there is a significant difference which 
sets the CDC task apart. Unlike in other disam-
biguation tasks, in the CDC tasks the relevant 
coreference context depends on the corpus itself. 
In word sense disambiguation, for instance, the 
distribution of the relevant context is mainly re-
gulated by strong syntactic and semantic rules. 
The existence of such rules allows for disambig-

uation decisions which are made by considering 
the local context only. On the other hand, the 
distribution of the PNMs in a corpus is rather 
random and the relevant coreference context is a 
dynamic variable which depends on the diversity 
of the corpus, that is, on how many different per-
sons with the same name share a similar context. 
Unlike the word senses which are subject to 
strong linguistic constraints, the name distribu-
tion is more or less random. To exemplify, con-
sider the name “John Smith” and an organiza-
tion, say “U.N.”.  The extent to which “works for 
U.N.” in “John Smith works for U.N.” is a rele-
vant coreference context depends on the diversity 
of the corpus itself. If in that corpus, among all 
the “John Smiths” there is only one person who 
works for “U.N.” then “works for U.N.” is a re-
levant coreference context, but if there are many 
“John Smiths” working for U.N., then “works for 
U.N.” is not a relevant coreference system. 

In this paper we present a method to exactly 
determine the relevance of a piece of context for 
the coreference. As above, the exactness is un-
derstood in relationship with the whole system of 
clusters. The relevance of a piece of context is 
computed by means of a weighting procedure. 
The classic weighting procedures are static, each 
piece of context receives an initial value that is 
also a final one and the clustering proceeds on 
the basis of these values. We demonstrate that 
this approach has serious drawbacks and we ar-
gue that in order to obtain accurate results, a dy-
namic weighting procedure is necessary, which 
outputs new values depending on the cluster con-
figuration. 

In Section 2 we review the relevant literature. 
In Section 3 we present the problems related to 
the classical approach to the CDC task and we 
present evidence that the data distribution in a 
news corpus requires a proper treatment of these 
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problems. In Section 4 we present the technique 
that permits to overcome the problems identified 
in Section 3. In Section 5 we present the context 
extraction technique that supports the method 
developed in Section 4. In Section 6 we present 
the results of an evaluation experiment. The pa-
per ends with Conclusion and Further Work sec-
tion. 

2 Related Work 

In a classical paper (Bagga and Baldwin 1998), a 
PCDC system based on the vector space model 
(VSM) is proposed. While there are many advan-
tages in representing the context as vectors on 
which a similarity function is applied, it has been 
shown that there are inherent limitations asso-
ciated with the vectorial model (Popescu 2008). 
These problems, related to the density in the vec-
torial space (superposition) and to the discri-
minative power of the similarity power (mask-
ing), become visible as more cases are consi-
dered.  

Testing the system on many names, (Gooi and 
Allan, 2004), it has been noted empirically that 
the accuracy of the results varies significantly 
from name to name. Indeed, by considering just 
the sentence level context, which is a strong re-
quirement for establishing coreference, a PCDC 
system obtains a good score for “John Smith”. 
This happens because the prior probability of 
coreference of any two “John Smiths” mentions 
is low, as this is a very common name and none 
of the “John Smiths” has an overwhelming num-
ber of mentions. But for other types of names the 
same system is not accurate. If it considers, for 
instance, “Barack Obama”, the same system ob-
tains a very low recall, as the probability of any 
two “Barack Obama” mentions to corefer is very 
high and the relevant coreference context is very 
often found beyond the sentence level. Without 
further adjustments, a vectorial model cannot 
resolve the problem of considering too much or 
too little contextual evidence in order to obtain a 
good precision for “John Smith” and simulta-
neously a good recall for “Barack Obama”. 
These types of name have different cluster sys-
tems 

In an experiment using bigrams (Pederson et 
al. 2005) on a news corpus, it has been observed 
that the relationship between the amount of in-
formation given to a CDC system and the per-
formances is not linear. If the system has re-
ceived in input the correct number of persons 
with the same name, the accuracy of the system 

has dropped. A typical case for this situation is 
when there is a person that is very often men-
tioned, and few other persons that have few men-
tions. When the number of clusters is passed in 
the input, the clusters representing the persons 
who are rarely mentioned are wrongly enriched. 
However, this situation can be avoided if there is 
a measure of how big the threshold should be. 
The system of clusters is not developed unrealis-
tically if we are able to handle the fact that indi-
viduals obey different constraints which are de-
rived directly from the ontological properties. 
These constraints are determined directly from 
the context and adequate weights can be set.  

Recently, there has been a major interest in the 
CDC systems, and, in the last two years, two im-
portant evaluation campaigns have been orga-
nized: Web People Search-1 (Artiles et al. 2007)  
and ACE 2008 (www.nist.gov/speech/tests/ace/). 
It has been noted that the data variance between 
training and test is very high (Lefever 2007). Ra-
ther than being a particularity of those corpora, 
the problem is general. The performances of a 
bag of words VSM depends to a very high extent 
on the corpus diversity (see Section 3.2). For re-
liable results, a CDC system must have access to 
global information regarding the coreference 
space. 

Rich biographic facts have been shown to im-
prove the accuracy of CDC (Mann and Ya-
rowsky 2003). Indeed, when available, the birth 
date, the occupation etc. represent a relevant co-
reference context because the probability that 
two different persons have the same name, the 
same birth date and the same occupation is neg-
ligible. However, it is equally unlikely to find 
this information in a news corpus a sufficient 
number of times. Even for a web corpus, where 
the amount of this kind of information is higher 
than in a news corpus, the extended biographic 
facts, including e-mail address, phones, etc., con-
tribute only with approximately 3% to the total 
number of coreferences (Elmacioglu et al. 2007).  
In order to improve the performances of the CDC 
systems based on VSM, the special importance 
of pieces of context has been exploited by im-
plementing a cascade clustering technique (Wei 
2006). Other authors have relied on advanced 
clustering techniques (among others Han et al. 
2005, Chen 2006). However, these techniques 
rely on the precise analysis of the context, which 
is a time consuming process. It has been also 
noted that, in spite of deep analysis, the relevant 
coreference context is hard to find (Vu 2007). 
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3 Coreference Based on Association Sets 

The coreference of two PNMs is realized on the 
basis of the context. In a news corpus, the con-
text surrounding each PNM, which is relevant for 
coreference, is extracted into a set, called associ-
ation set. In Table 1 we present an example of 
association sets related to the same name.  

Name Associated Sets 
 
Paolo Rossi 

TV, comedian, , satire 
research, conference  
politics, meeting 

Table 1: Associated Sets 

A weighting schema, a global metrics and 
threshold are set, and the distance between two 
association sets is computed. The decision of 
coreferencing two PNMs is made on comparing 
the distance to the threshold and clustering the 
PNMs representing the same individual into a 
unique cluster. The accuracy of a CDC system 
based on association sets depends on two factors: 
(1) the ability to extract the relevant elements for 
the association sets from the news context and 
(2) the adequacy of the similarity formula - me-
trics and threshold. 

Regarding the first factor, the ability to extract 
the relevant pieces of context, the right heuristics 
must be found, because the exact syntax-
semantics analysis of text is unfortunately very 
hard or impossible to implement. A strong limi-
tation comes from the fact that even a shallow 
parsing requires too much time in order to be 
practical. However, it has been shown that accu-
rate parings of PNMs and co-occurring special 
words can be found by employing relaxed extrac-
tion techniques (Buitelaar&Magnini 2005). The 
association sets built in this way are effective in 
solving the CDC task (Sekine 2008, Popescu 
2008). We make use of these findings in order to 
build the association sets, which mainly include 
named entities and certain special words, which 
are bound to an ontology. The details of these 
particular association sets are given in Section 5. 

As straightforward as the classical approach 
based on the distance between association sets 
may seem, there are actually a series of problems 
related to the second requirement, namely the 
adequacy of similarity formula. We make these 
problems explicit below. 

3.1 Masking, Superposition and Border 
Proximity  

In order to introduce the first problem we start 
with an intuitive example. Suppose that we want 

to individuate the persons with the name Michael 
Jackson in a news corpus. A simplistic solution is 
to cluster together all such PNMs and declare 
that than there is just one person mentioned in 
the whole corpus with this name. This solution 
has the advantage of being very simple and of 
obtaining a very high score in terms of precision 
and recall. This is because most of such PNMs 
refer to only one person indeed – the pop star. 
However, the above method fails short when it 
comes to presenting the evidence for its corefe-
rence decision. Actually, it turns out that this is a 
very hard task, because the number of PNMs, 
which do not refer to the pop star, is extremely 
small. Thus, the prior chances of correctly find-
ing two PNMs which do not refer to this person 
are quite small. Unfortunately, the classical me-
trics are too coarse to capture the difference in 
such cases, even if the association sets are 100% 
correct. To support this statement, let us consider 
three classes under the same name, with each 
class corresponding to a different individual. Let 
us further suppose that two classes contain the 
great majority of the PNMs, and the third class 
only has a small number of PNMs. A linear deci-
sion is likely to confound the elements of the 
third class to the ones of the first two1. This hap-
pens because the elements of the third class are 
transparent to the hyper plane that separates the 
two well-represented classes. This situation is 
called masking, and is a direct effect of applying 
an inaccurate weighting schema and metrics 
(Hastie&Tibshirani 2001). The effects of mask-
ing on the CDC task have been empirically no-
ticed in (Pederson 2005). The main obstacle in 
dealing with masking is the correct treatment of 
the border elements. δij, the discrimant function 
between two classes, i and  j respectively, must 
assign zero to all border elements. In Section 4, 
we directly address this problem. 

The second problem that needs to be solved by 
the CDC systems based on associated sets may 
be regarded as the negative effect of counter ba-
lancing the sparseness problem. In general, the 
association sets  are too sparse to permit pair to 
pair comparison. Rather, the information must be 
interpolated from a set of corefered association 
sets. For example, in Figure 1, any two associa-
tion sets chosen from the three ones on the left, 
AS1, AS2 and AS3 respectively, are similar 

                                                
1 In fact any decision functions that can be bijectively 
transformed into a linear function, like most exponen-
tial kernel functions for example, are similarly prone 
to masking.  
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enough to one another to corefer. However, none 
of these association sets is similar enough to the 
one on the right – AS4. But accepting the corefe-
rence of any initial pair, in this particular case, 
we implicitly accept the coreference with the 
fourth one. 

Figure 1. Interpolating 

By interpolating the information in the set of 
the initial three association sets, the coreference 
becomes possible between all four association 
sets. In general, by interpolating from a set of the 
association sets, one wants to find the right core-
ferences and to avoid the false ones accurately. 
In a vector space, the interpolation is safe if the 
initial vectors are orthogonal to each other, be-
cause the sum of orthogonal vectors is also or-
thogonal to any other vector that is not part of the 
sum. Therefore the right coreferences have a big 
dot product with the sum, while the false ones 
have a dot product with the sum close to zero. 
This property of the sum of the orthogonal vec-
tors is called superposition (Gallant 1993). By 
representing the association sets as vectors, 
where each set of vectors is associated exclusive-
ly with a certain individual, the sum of these vec-
tors has the superposition property. 

However, if the vectors representing the asso-
ciation sets are not orthogonal, then the interpo-
lated vectors are prone to false coreferences. In 
this case, the accidental coincidences – which are 
responsible for the original vectors not being or-
thogonal – biases the dot product and introduces 
false coreferences. Consequently the superposi-
tion affects negatively the overall accuracy. The 
aggravating effect of superposition in conjunc-
tion with an agglomerative clustering procedure 
has been empirically noted in Gooi&Allan.  

The third problem is directly related to the fact 
that in the most ambiguous cases the association 
sets lead to high-dimensional, very sparse vec-
tors. The basic fact is that inside a cluster of cor-
rectly corefered PNMs that refer to the same in-
dividual, the distance from most of these PNMS 
to the center of the cluster is smaller than the dis-
tance from these PNMs to the border. Let us con-
sider that all the m PNMs representing the same 
individual are points in an n dimensional vector 
space and their cluster is normalized to the unit 
sphere. The distance from the center of the 

sphere to the closest point is an exponentially 
growing formula both in 1/n and 1/m. Even for 
small values, the distance from the center to the 
closest point is larger than ½. The points 
representing the PNMs in the same cluster are 
closer to the border, and not to the center of the 
sphere. This is a secondary effect of the curse of 
dimensionality problem in the vector space2. 

3.2 Data Distribution 

Let us consider the corpus, focusing on the dis-
tribution of PNMs. Many PNMs are the mentions 
of the same name, considered as a string. We are 
interested in the frequency with which a certain 
name appears. We have noticed that there is a 
strict relationship between the names, their fre-
quencies and the number of mentions; see Table 
2. 

Freq  PNM # PNM

1 317,245 317,245
2 – 5 166,029 467,560
6 – 20 61,570 634,309
21 – 100 25,651 1,090,836
101 – 1000 7,750 2,053,994
1001 – 2000 4,25 569,627
2001 – 4000 157 422,585
4001 – 5000 17 73,860
5001 – 31091 22 190,373

Table 2 Frequency of Names and PNMs in Adige500k 

The names have a very unbalanced distribu-
tion. A name which has a frequency over 20 and 
is ambiguous represents a difficult case. The 
measure we use in order to evaluate the difficulty 
is the Gini’s mean difference. Let X1, X2, …, Xn 
be the individuals that are named with the same 
name and let S be the set of the PNMs of this 
name PNMS, S1, S2, … Sn. The Gini’s mean dif-
ference is a measure of the spread of the informa-
tion in the set S: 

�� ��
�� ��	 
 ���	

�


��
� � 

 
(1) 

The uniform distribution makes Gini’s factor 
null. A value of this factor close to 1 shows a 
skewed distribution. In the first case, G ≈ 0, the 
superposition effect is likely to be responsible for 
false coreferences, while in the latter case, G ≈ 1, 

                                                
2 The curse of dimensionality refers to the fact that the 
number of sample points required to state confident 
values for a statistics grows exponentially with the 
dimension of vector space. 
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the masking effect is predominant. However, 
there is a close relationship between all the three 
problems above. As the most ambiguous cases 
are near the border, it is likely that the vectors are 
not orthogonal and consequently the false corefe-
rences are introduced in the system, which ulti-
mately leads to masking. 

4 Resolving the Border Condition 

We are going to present a technique developed to 
deal with the problems identified in the previous 
section. The bottom line is that the weights and 
the threshold required by the similarity function 
of two association sets should be dynamically 
computed. In this way the border between any 
pair of clusters can be accurately set.   

We present the procedure of adjusting the 
weights and the threshold for a given group of 
clusters in order to maximize the probability of 
the correct coreferences. The first step is to 
present the construction of the association sets, 
with initial weight values. The second step is to 
show how these initial weight values are recom-
puted for a set of given clusters.  

Initialization  
As mentioned in the first paragraph of Section 

3, the association sets are built out of the sur-
rounding context by considering the named enti-
ties, and special words. The named entities are 
clearly marked in the input, the corpus having 
being tagged by a Named Entities Recognition 
tool. The words considered special are identified 

using an ontology and the procedure is given in 
Section 5. The construction of the association set 
is a search procedure starting from the PNM. The 
first search space is the longest nominal group 
which is headed  by a PNM: 

uno dei falchi dell' amministrazione di Stati Uniti 
guidata dal presidente George W.Bush 
one of the falcons of the U.S. administration lead 
by the president Georg W. Bush 

All the special words that are present in this no-
minal group are included in the association set of 
this PNM. In this example, these special words 
are “president” and “administration” respective-
ly. The named entity “U.S.” is also included. 
These elements receive the highest weights. The 
search space is extended to the sentence level 
and new named entities/special words are in-
cluded. However, unlike in the first phase, the 
weight of these words is determined on the basis 
of a second parameter, namely the number of 
different names interfering between the PNM 
and these words. We take into consideration 
three values 0, 1 and 2 or more. After the sen-
tence, the next search domain is the whole news. 
Basically, the significance of an element de-
creases linearly with the distance and the number 
of other interfering PNMs. In Table 3 we present 
the linear kernel weighting schema described 
above. The series αij is decreasing linearly over 
both indexes. 

 

 Interfering PNMs 
Domain 0 1 ≥2 
PNM Group α11 α12 α13 
IN Sentence α21 α22 α23 
Out Sentence α31 α32 α33 

Table 3. Linear Kernel for Initial Weights 

Recomputation 
The association set is basically a pair of two 

vectors: X = (x1, …, xn) the set of words and W = 
(w1, …, wn) the set of the initial weights. Two 
PNMs corefer or not depending on whether the 
sum of their common part is bigger, respectively 
lesser than a threshold. 

����������������������������� � �	� � �
�������� 
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(3) 

Suppose now that we have an independent 
way to know the truth regarding the coreference. 

Then, we have to readjust the initial weights such 
that the real configuration of clusters is promoted 
also by Equations (2) and (3). For clarity, let us 
give an example: suppose that we know that in 
our corpus there is only one person named “Ro-
berto Bizzo” and only one person named “Rober-
to Cuillo”, and no other person is called “Rober-
to”. Consequently the PNMs “Roberto” are clus-
tered to the clusters “Robert Bizzo” xor “Roberto 
Cuillo”. Suppose further that the named entity 
“Roma” is associated with some of the PNMs 
“Roberto”. If only “Roberto Bizzo” is associated 
with “Roma”, then the coreference between those 
“Roberto” associated with “Roma” and “Roberto 
Bizzo” can be made. However, it is often the 
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case that both “Roberto Bizzo” and “Roberto 
Cuillo” are associated with “Roma”, which has 
its particular weight for each PNM. In this case 
this named entity, “Roma”, may bear no relev-
ance for the coreference of “Roberto” in either of 
the clusters. Consequently, whatever the initial 
value for “Roma” in certain association sets, it 
must be nullified. In order to find out which ele-
ments of the association sets are relevant, and 
what weights the relevant elements must have, 
we propose the following strategy: we replace 
the “Roberto Bizzo” with “Roberto X”, and “Ro-
berto Cuillo” with “Roberto X”. We obtain a big 
set of association sets corresponding to the 
PNMs “Roberto X”. We reweight the elements 
of their association sets and the threshold, such 
that, from this set of association sets, we obtain 
exactly two clusters, one that is identical with 
“Roberto Bizzo”, and one that is identical with 
“Roberto Cuillo”. Conceptually, this strategy is 
similar to the pseudo words technique used in 
building test corpora. After the reweighting of 
the elements associated with “Robert Bizzo” and 
“Roberto Cuillo” respectively, we can associate 
the simple PNMs “Roberto” to one of these two 
clusters.  

In the above example we make use of the fact 
that if two persons have different last names then 

they are different persons. This is a prior onto-
logical constraint. In fact, whenever we know the 
set of ontological constraints that correctly clus-
ter a set of PNMs in two or more clusters, we can 
intentionally confound the PNMs, recompute the 
weights and the thresholds of their association 
sets, in order to obtain the initial cluster configu-
ration. Now we use the new computed values to 
cluster new PNMs whose relationship with the 
ontological constraints could not have been de-
termined from the corpus.  

We show that we can use the Simplex method 
to recompute the initial weights. Indeed, by in-
tentionally confounding a system of clusters, we 
determine the coefficients which, when multip-
lied with the initial weights, lead to the correct 
clustering. These coefficients are the solution to 
a set of inequalities like those presented in Equa-
tions (2), and (3). The objective function in 
Simplex is a max or a min depending on whether 
we know that the PNMs corefer or not: if they do 
not corefer then there is a max Simplex system, 
and the threshold is just higher than the value of 
the objective function. Let us give an example. 
Suppose we have the following configuration, 
where ASi represents the association set of the 
PNMi, where wi is the vector of the initial 
weights and T is the threshold:                 .

AS1 ∩ AS2 = {x1, x2, x3} wi = (1, 2, 2) T = 7  No Coreference x1 +2x2+2x3≤ 7 
AS1 ∩ AS3 = {x1, x3}  wi = (5,0,4) T = 11  Coreference 5x1 +4x3≥ 11 
AS2 ∩ AS4 = {x2, x3}  wi = (0,3,4) T = 9  Coreference 3x2 +4x3≥ 9 
AS5 ∩ AS6 = {x1, x2}  w i= (2,1,0) T = ?  No Coreference max (2x1 +x2) 

The above cluster configuration leads to the 
following Simplex system: 

max 2x1 +x2 

"#$� % �#� % �#&���������'(#$� % )#&�����������������$$&#�� % )#&������������������*
+ 

which has the solution wr = (1.55, 1.91, 0.82) 
with max = 5. Therefore the initial weights for 
the elements x1, x2, x3 must be multiplied with 
1.55, 1.91, 0.82 respectively and the appropriate 
threshold for making a decision is 5.01.  

5 Ontological Constrained Association Sets 

In the preceding section we presented a strategy 
based on Simplex Algorithm developed for the 
border weight assignment. The similarity formu-
la is recomputed such that a set of ontological 
restriction is satisfied. In this section we present 
the way the set of ontological restrictions is 
found. The set of special words is identified on 
the basis of an ontology. We have used SUMO 

(Niles 2003) because it has the advantage that its 
hierarchies are connected to the WordNet, which 
is a Multilanguage aligned resource. Below we 
present the main categories of the SUMO 
attributes used. Summing up, there are more than 
7 000 special words taken into account. 

Corporation 
Organization 
Occupational Role 
Occupies Position 
Social Interaction 
Social Role 
Unemployed 

There are mainly three different ways to create 
the set of ontological restrictions: fixed, prior 
ontological constraints, local restrictions and ex-
clusive ontological relationships. 

The fixed, prior ontological constraints are 
those that tend to be expressed in a fixed pattern, 
making it easy to identify them in the context. 
Usually they express the date and place of birth, 
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contact information, but also the gender, the fam-
ily relationship, the ethnic group etc. 

The local restrictions are a very rich source of 
information. It has been argued that inside each 
piece of news the coreference of all the PNMs is 
a valid procedure, with more than 99% accuracy 
(Popescu et al. 2008). By comparing the structure 
of the largest nominal group headed by two lo-
cally corefered PNMs we can found ontological 
compatibilities. Table 4 shows a sample of the 
compatible pairs as extracted from corpus. These 
pairs can be used successfully for coreferencing 
purposes, but these do not form ontological hie-
rarchies and cannot be used to build inference 
chains. 

Pairs of compatible professions 

albergatore comerciante 

ala giocatore 

agronomo professore 

allenatore mister 

alpinista guida alpina 

architetto progettista 

arcivescovo monsignore 

monsignore teologo 

monsignore sacerdote 

assessore consigliere 

Table 4. Compatible Occupational Role 

The exclusive ontological relationships are 
given explicitly under the form of rules.  These 
rules stipulate what is ontologically inacceptable. 
We have seen an example of such rules referring 
to the family names in Section 4. The Occupa-
tional Role and Social Role attributes are one of 
the most useful exclusive ontological ones, be-
cause they are frequently mentioned in a news 
corpus. In average, local information at the news 
level produces a special word from the above 
categories in approximately in 30% of cases 
(Magnini et al 2006.). An example of the realiza-
tion of the exclusive rules for a sample of multi 
pairs of words as extracted from corpus is pre-
sented below: 

Secretary≠Priest≠Judge 
Architect≠Attorney 
Waiter≠Manager 
Actor≠Researcher 

The system of clusters determined using the 
technique described in Section 4 obeys the set of 
these constraints. The set C of ontological con-
straints are used to generate active rules at the 
word level, which, by means of fixed text pat-
terns, are compared against the association sets. 
This permits the realization of ontological moti-
vated cluster systems, which in combination with 
the technique of reweighting presented, leads to 
accurate new coreferences outside the scope of 
C, while avoiding the border problems presented 
in Section 3                         .. 

 
Figure 2. The dynamic reweighting schema flow

6 Evaluation 

The technique we propose is designed for an ac-
curate border detection between clusters of am-
biguous names. We created a sample of the am-
biguous names. For each name we computed the 
Gini’s mean difference using the formula intro-
duced in Section 3, which gives an indication of 
the spread of information relevant for corefe-
rence. We have noticed that there is a strong cor-
relation between the Gini’s mean difference and 

the difficulty of a coreference system. The names 
chosen for this experiment are such that the Gi-
ni’s factor uniformly distributed in (0,1). How-
ever, the number of PNMs for each name is big-
ger than the number of individuals having that 
name. The choice is motivated by the fact that 
these are the most difficult cases for a CDC sys-
tem, as they require strong and consistent evi-
dence for accurate results. The opposite cases, 
when the number of the individuals is close to 
the number of PNMs or the Gini’s coefficient is 
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close to 0 or 1, can be approached with a pure 
statistical approach (Popescu 2009).  
The first column in Table 5 lists the names, the 
second column lists the number of the PNMs 
considered for each name, the third column lists 
the number of individuals having the respective 

name, the fourth column lists the number of 
PMNs for each individual, the fifth column lists 
the Gini’s factor and the sixth column lists how 
many clusters have been found obeying ontolog-
ical constraints/ and how many PNMs have been 
clustered in these clusters. 

      
Name #PNMs #P Distribution Gini Constraints 
Angelo Elia 58 5 {20,24,7,2,2,3} .428 2 / 18 
Gifuni 89 3 {47,21,31} .175 3/ 12 
Giuseppe Rossi 185 12 {69,32,5,9,4,5,6,6,12,7,8,22} .503 5 / 38 
Paulo Rossi 137 9 {91,17,9,3,2,3,5,5,2} .673 3 / 74 
Schlesinger 62 4 {26,19,6,11} .274 4 / 19 
Tanzi 370 3 {315,49,16} .524 3/129 

Table 5. Name Test Set 

We compare the technique proposed in Section 4 
(DYN) against three different approaches: the 
first is a no weight coreference, requiring a fix 
number of similar elements in the association set 
(NOW), the second is Baga&Baldwin quadratic 
metric formula at sentence level (BB), and the 

third is an agglomerative vector space clustering 
algorithm as in Gooi&Allan(GA). All these three 
approaches use fixed similarity parameters. 
The evaluation is done using the B-CUBED al-
gorithm (Baga&Baldwin). The results, computed 
with F formula, are presented in Table 6.  

     
Name NW BB GA DYN 
Angelo Elia .426 .639 .684 .672 
Gifuni .53 .635 .661 .726 
Giuseppe Rossi .481 .619 .589 .673 
Paulo Rossi .446 .623 .598 .691 
Schlesinger .528 .588 .723 .829 
Tanzi .572 .539 .699 .815 
Average .417 .607 .659 .734 

Table 6. F-formula on B-CUBED

The BB and GA have been tested on the John 
Smith corpus, which contains the PNMs of just 
one name, John Smith. As John Smith is a very 
common name and no famous person carries it, 
this corpus is rather biased as the Gini’s factor is 
small; that is why BB performs better than GA 
on “Giuseppe Rossi” and “Paulo Rossi”. The 
DYN scores the best , gaining in average 7 points 
in F formula.  

 

Conclusion and Further Work 

In this paper we present a new technique for the 
CDC task which allows us to dynamically 
change the weights in the association sets in or-
der to accurately account for border cases. As we 
showed in Section 3, the border cases are actual-
ly the most important ones due to the high di-
mensionality of the vector space which models 
the association sets. 

The results we have obtained are superior to 
other approaches. We think that this is possible 

because the technique we used directly addresses 
the problem related to masking and superposi-
tion. 

We plan to further study this technique by fol-
lowing mainly three directions. First, we want to 
study further the behavior of masking and super-
position within a larger test corpus. Second, we 
want to extend the set of exclusive ontological 
relationships which can be determined from the 
context with shallow text analysis. Third, we 
want to understand better the ways in which the 
set of ontological constraints interact with the 
vector space in order to increase the overall accu-
racy of the coreference system. 

A secondary effect of the proposed technique 
is that a stronger control of the inferences result-
ing from a cluster system can be obtained. In the 
future this seems to be a promising method to 
link the coreference tasks to the chain of infe-
rences. 
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Abstract

We present an evaluation framework for
plagiarism detection.1 The framework
provides performance measures that ad-
dress the specifics of plagiarism detec-
tion, and the PAN-PC-10 corpus, which
contains 64 558 artificial and 4 000 sim-
ulated plagiarism cases, the latter gener-
ated via Amazon’s Mechanical Turk. We
discuss the construction principles behind
the measures and the corpus, and we com-
pare the quality of our corpus to exist-
ing corpora. Our analysis gives empirical
evidence that the construction of tailored
training corpora for plagiarism detection
can be automated, and hence be done on a
large scale.

1 Introduction

The lack of an evaluation framework is a seri-
ous problem for every empirical research field.
In the case of plagiarism detection this short-
coming has recently been addressed for the first
time in the context of our benchmarking work-
shop PAN [15, 16]. This paper presents the eval-
uation framework developed in the course of the
workshop. But before going into details, we sur-
vey the state of the art in evaluating plagiarism de-
tection, which has not been studied systematically
until now.

1.1 A Survey of Evaluation Methods

We have queried academic databases and search
engines to get an overview of all kinds of con-
tributions to automatic plagiarism detection. Al-
together 275 papers were retrieved, from which
139 deal with plagiarism detection in text,

1The framework is available free of charge at
http://www.webis.de/research/corpora.

Table 1: Summary of the plagiarism detection
evaluations in 205 papers, from which 104 deal
with text and 101 deal with code.

Evaluation Aspect Text Code

Experiment Task
local collection 80% 95%
Web retrieval 15% 0%
other 5% 5%

Performance Measure
precision, recall 43% 18%
manual, similarity 35% 69%
runtime only 15% 1%
other 7% 12%

Comparison
none 46% 51%
parameter settings 19% 9%
other algorithms 35% 40%

Evaluation Aspect Text Code

Corpus Acquisition
existing corpus 20% 18%
homemade corpus 80% 82%

Corpus Size [# documents]
[1, 10) 11% 10%
[10, 102) 19% 30%
[102, 103) 38% 33%
[103, 104) 8% 11%
[104, 105) 16% 4%
[105, 106) 8% 0%

123 deal with plagiarism detection in code, and
13 deal with other media types. From the pa-
pers related to text and code we analyzed the
205 which present evaluations. Our analysis
covers the following aspects: experiment tasks,
performance measures, underlying corpora, and,
whether comparisons to other plagiarism detec-
tion approaches were conducted. Table 1 summa-
rizes our findings.

With respect to the experiment tasks the ma-
jority of the approaches perform overlap detec-
tion by exhaustive comparison against some lo-
cally stored document collection—albeit a Web
retrieval scenario is more realistic. We explain
this shortcoming by the facts that the Web can-
not be utilized easily as a corpus, and, that in the
case of code plagiarism the focus is on collusion
detection in student courseworks. With respect to
performance measures the picture is less clear: a
manual result evaluation based on similarity mea-
sures is used about the same number of times for
text (35%), and even more often for code (69%),
as an automatic computation of precision and re-
call. 21% and 13% of the evaluations on text and
code use custom measures or examine only the de-
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tection runtime. This indicates that precision and
recall may not be well-defined in the context of
plagiarism detection. Moreover, comparisons to
existing research are conducted in less than half
of the papers, a fact that underlines the lack of an
evaluation framework.

The right-hand side of Table 1 overviews two
corpus-related aspects: the use of existing cor-
pora versus the use of handmade corpora, and the
size distribution of the used corpora. In particu-
lar, we found that researchers follow two strate-
gies to compile a corpus. Small corpora (<1 000
documents) are built from student courseworks or
from arbitrary documents into which plagiarism-
alike overlap is manually inserted. Large corpora
(>1 000 documents) are collected from sources
where overlap occurs more frequently, such as
rewritten versions of news wire articles, or from
consecutive versions of open source software. Al-
together, we see a need for an open, commonly
used plagiarism detection corpus.

1.2 Related Work

There are a few surveys about automatic plagia-
rism detection in text [7, 8, 14] and in code [12,
17, 19, 20]. These papers, as well as nearly all
papers of our survey, omit a discussion of evalua-
tion methodologies; the following 4 papers are an
exception.

In [21] the authors introduce graph-based per-
formance measures for code plagiarism detection
that are intended for unsupervised evaluations.
We argue that evaluations in this field should be
done in a supervised manner. An aside: the pro-
posed measures have not been adopted since their
first publication. In [15] we introduce preliminary
parts of our framework. However, the focus of
that paper is less on methodology but on the com-
parison of the detection approaches that were sub-
mitted to the first PAN benchmarking workshop.
In [9, 10] the authors report on an unnamed cor-
pus that comprises 57 cases of simulated plagia-
rism. We refer to this corpus as the Clough09 cor-
pus; a comparison to our approach is given later
on. Finally, a kind of related corpus is the ME-
TER corpus, which has been the only alternative
for the text domain up to now [11]. It comprises
445 cases of text reuse among 1 716 news articles.

Although the corpus can be used to evaluate pla-
giarism detection its design does not support this
task. This is maybe the reason why it has not been
used more often. Furthermore, it is an open ques-
tion whether or not cases of news reuse differ from
plagiarism cases where the plagiarists strive to re-
main undetected.

1.3 Contributions

Besides the above survey, the contributions of our
paper are threefold: Section 2 presents formal
foundations for the evaluation of plagiarism detec-
tion and introduces three performance measures.
Section 3 introduces methods to create artificial
and simulated plagiarism cases on a large scale,
and the PAN-PC-10 corpus in which these meth-
ods have been operationalized. Section 4 then
compares our corpus with the Clough09 corpus
and the METER corpus. The comparison reveals
important insights for the different kinds of text
reuse in these corpora.

2 Plagiarism Detection Performance

This section introduces measures to quantify the
precision and recall performance of a plagiarism
detection algorithm; we present a micro-averaged
and a macro-averaged variant. Moreover, the so-
called detection granularity is introduced, which
quantifies whether the contiguity between plagia-
rized text passages is properly recognized. This
concept is important: a low granularity simpli-
fies both the human inspection of algorithmically
detected passages as well as an algorithmic style
analysis within a potential post-process. The three
measures can be applied in isolation but also
be combined into a single, overall performance
score. A reference implementation of the perfor-
mance measures is distributed with our corpus.

2.1 Precision, Recall, and Granularity

Let dplg denote a document that contains pla-
giarism. A plagiarism case in dplg is a 4-tuple
s = 〈splg, dplg, ssrc, dsrc〉, where splg is a plagia-
rized passage in dplg, and ssrc is its original coun-
terpart in some source document dsrc. Likewise,
a plagiarism detection for document dplg is de-
noted as r = 〈rplg, dplg, rsrc, d

′
src〉; r associates

an allegedly plagiarized passage rplg in dplg with
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a passage rsrc in d′
src. We say that r detects s iff

rplg ∩ splg �= ∅, rsrc ∩ ssrc �= ∅, and d′
src = dsrc.

With regard to a plagiarized document dplg it is as-
sumed that different plagiarized passages of dplg

do not intersect; with regard to detections for dplg

no such restriction applies. Finally, S and R de-
note sets of plagiarism cases and detections.

While the above 4-tuples resemble an intu-
itive view of plagiarism detection we resort to
an equivalent, more concise view to simplify the
subsequent notations: a document d is repre-
sented as a set of references to its characters d =
{(1, d), . . . , (|d|, d)}, where (i, d) refers to the
i-th character in d. A plagiarism case s can then be
represented as s = splg ∪ ssrc, where splg ⊆ dplg

and ssrc ⊆ dsrc. The characters referred to in splg

and ssrc form the passages splg and ssrc. Likewise,
a detection r can be represented as r = rplg ∪rsrc.
It follows that r detects s iff rplg ∩ splg �= ∅ and
rsrc∩ssrc �= ∅. Based on these representations, the
micro-averaged precision and recall of R under S
are defined as follows:

precmicro(S,R) =
|⋃

(s,r)∈(S×R)
(s 	 r)|

|⋃
r∈R

r| , (1)

recmicro(S,R) =
|⋃

(s,r)∈(S×R)
(s 	 r)|

|⋃
s∈S

s| , (2)

where s 	 r =

{
s ∩ r if r detects s,

∅ otherwise.

The macro-averaged precision and recall are
unaffected by the length of a plagiarism case; they
are defined as follows:

precmacro(S,R) =
1

|R|
∑

r∈R

|⋃
s∈S

(s 	 r)|
|r| , (3)

recmacro(S,R) =
1

|S|
∑

s∈S

|⋃
r∈R

(s 	 r)|
|s| , (4)

Besides precision and recall there is another
concept that characterizes the power of a detec-
tion algorithm, namely, whether a plagiarism case
s ∈ S is detected as a whole or in several pieces.
The latter can be observed in today’s commercial
plagiarism detectors, and the user is left to com-
bine these pieces to a consistent approximation
of s. Ideally, an algorithm should report detec-
tions R in a one-to-one manner to the true cases S.

To capture this characteristic we define the detec-
tion granularity of R under S:

gran(S,R) =
1

|SR|
∑

s∈SR

|Rs|, (5)

where SR ⊆ S are cases detected by detections
in R, and Rs ⊆ R are the detections of a given s:

SR = {s | s ∈ S ∧ ∃r ∈ R : r detects s},
Rs = {r | r ∈ R ∧ r detects s}.

The domain of gran(S,R) is [1, |R|], with 1
indicating the desired one-to-one correspondence
and |R| indicating the worst case, where a single
s ∈ S is detected over and over again.

Precision, recall, and granularity allow for a
partial ordering among plagiarism detection algo-
rithms. To obtain an absolute order they must be
combined to an overall score:

plagdet(S,R) =
Fα

log2(1 + gran(S,R))
, (6)

where Fα denotes the Fα-Measure, i.e., the
weighted harmonic mean of precision and recall.
We suggest using α = 1 (precision and recall
equally weighted) since there is currently no indi-
cation that either of the two is more important. We
take the logarithm of the granularity to decrease
its impact on the overall score.

2.2 Discussion

Plagiarism detection is both a retrieval task and
an extraction task. In light of this fact not only
retrieval performance but also extraction accuracy
becomes important, the latter of which being ne-
glected in the literature. Our measures incorpo-
rate both. Another design objective of our mea-
sures is the minimization of restrictions imposed
on plagiarism detectors. The overlap restriction
for plagiarism cases within a document assumes
that a certain plagiarized passage is unlikely to
have more than one source. Imprecision or lack
of evidence, however, may cause humans or algo-
rithms to report overlapping detections, e.g., when
being unsure about the true source of a plagia-
rized passage. The measures (1)-(4) provide for a
sensible treatment of this fact since the set-based
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passage representations eliminate duplicate detec-
tions of characters. The macro-averaged vari-
ants allot equal weight to each plagiarism case,
regardless of its length. Conversely, the micro-
averaged variants favor the detection of long pla-
giarism passages, which are generally easier to be
detected. Which of both is to be preferred, how-
ever, is still an open question.

3 Plagiarism Corpus Construction

This section organizes and analyzes the practices
that are employed—most of the time implicitly—
for the construction of plagiarism corpora. We
introduce three levels of plagiarism authentic-
ity, namely, real plagiarism, simulated plagiarism,
and artificial plagiarism. It turns out that simu-
lated plagiarism and artificial plagiarism are the
only viable alternatives for corpus construction.
We propose a new approach to scale up the gen-
eration of simulated plagiarism based on crowd-
sourcing, and heuristics to generate artificial pla-
giarism. Moreover, based on these methods, we
compile the PAN plagiarism corpus 2010 (PAN-
PC-10) which is the first corpus of its kind that
contains both a large number and a high diversity
of artificial and simulated plagiarism cases.

3.1 Real, Simulated, and Artificial Plagiarism

Syntactically, a plagiarism case is the result of
copying a passage ssrc from a source document
into another document dplg. Since verbatim
copies can be detected easily, plagiarists often
rewrite ssrc to obfuscate their illegitimate act.
This behavior must be modeled when constructing
a training corpus for plagiarism detection, which
can be done at three levels of authenticity. Ide-
ally, one would secretly observe a large number
of plagiarists and use their real plagiarism cases;
at least, one could resort to plagiarism cases which
have been detected in the past. The following as-
pects object against this approach:

• The distribution of detected real plagiarism
is skewed towards ease of detectability.

• The acquisition of real plagiarism is expen-
sive since it is often concealed.

• Publishing real cases requires the consents
from the plagiarist and the original author.

• A public corpus with real cases is question-
able from an ethical and legal viewpoint.

• The anonymization of real plagiarism is dif-
ficult due to Web search engines and author-
ship attribution technology.

It is hence more practical to let people create
plagiarism cases by “purposeful” modifications,
or to tap resources that contain similar kinds of
text reuse. We subsume these strategies under the
term simulated plagiarism. The first strategy has
often been applied in the past, though on a small
scale and without a public release of the corpora;
the second strategy comes in the form of the ME-
TER corpus [11]. Note that, from a psycholog-
ical viewpoint, people who simulate plagiarism
act under a different mental attitude than plagia-
rists. From a linguistic viewpoint, however, it is
unclear whether real plagiarism differs from sim-
ulated plagiarism.

A third possibility is to generate plagiarism al-
gorithmically [6, 15, 18], which we call artificial
plagiarism. Generating artificial plagiarism cases
is a non-trivial task if one requires semantic equiv-
alence between a source passage ssrc and the pas-
sage splg that is obtained by an automatic obfus-
cation of ssrc. Such semantics-preserving algo-
rithms are still in their infancy; however, the sim-
ilarity computation between texts is usually done
on the basis of document models like the bag of
words model and not on the basis of the original
text, which makes obfuscation amenable to sim-
pler approaches.

3.2 Creating Simulated Plagiarism

Our approach to scale up the creation of simu-
lated plagiarism is based on Amazon’s Mechani-
cal Turk, AMT, a commercial crowdsourcing ser-
vice [3]. This service has gathered considerable
interest, among others to recreate TREC assess-
ments [1], but also to write and translate texts [2].

We offered the following task on the Mechani-
cal Turk platform: Rewrite the original text found
below [on the task Web page] so that the rewritten
version has the same meaning as the original, but
with a different wording and phrasing. Imagine a
scholar copying a friend’s homework just before
class, or imagine a plagiarist willing to use the
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Table 2: Summary of 4 000 Mechanical Turk tasks
completed by 907 workers.

Worker Demographics

Age Education
18, 19 10% HS 11%
20–29 37% College 30%
30–39 16% BSc. 17%
40–49 7% MSc. 11%
50–59 4% Dr. 2%
60–69 1%
n/a 25% n/a 29%

Native Speaker Gender
yes 62% male 37%
no 14% female 39%
n/a 23% n/a 24%

Prof. Writer Plagiarized
yes 10% yes 16%
no 66% no 60%
n/a 24% n/a 25%

Task Statistics

Tasks per Worker
average 15
std. deviation 20
minimum 1
maximum 103

Work Time (minutes)
average 14
std. deviation 21
minimum 1
maximum 180

Compensation
pay per task 0.5 US$
rejected results 25%

original text without proper citation.
Workers were required to be fluent in English

reading and writing, and they were informed that
every result was to be reviewed. A questionnaire
displayed alongside the task description asked
about the worker’s age, education, gender, and na-
tive speaking ability. Further we asked whether
the worker is a professional writer, and whether
he or she has ever plagiarized. Completing the
questionnaire was optional in order to minimize
false answers, but still, these numbers have to
be taken with a grain of salt: the Mechanical
Turk is not the best environment for such sur-
veys. Table 2 overviews the worker demographics
and task statistics. The average worker appears
to be a well-educated male or female in the twen-
ties, whose mother tongue is English. 16% of the

workers claim to have plagiarized at least once,
and if at least the order of magnitude of the lat-
ter number can be taken seriously this shows that
plagiarism is a prevalent problem.

A number of pilot experiments were conducted
to determine the pay per task, depending on the
text length and the task completion time: for
50 US-cents about 500 words get rewritten in
about half an hour. We observed that decreasing
or increasing the pay per task has proportional ef-
fect on the task completion time, but not on the
result quality. This observation is in concordance
with earlier research [13]. Table 3 contrasts a
source passage ssrc and its rewritten, plagiarized
passage splg obtained via the Mechanical Turk.

3.3 Creating Artificial Plagiarism

To create artificial plagiarism, we propose three
obfuscation strategies. Given a source passage
ssrc a plagiarized passage splg can be created as
follows (see Table 4):

• Random Text Operations. splg is created
from ssrc by shuffling, removing, inserting,
or replacing words or short phrases at ran-
dom. Insertions and replacements are taken
from the document dplg where splg is to be
inserted.

• Semantic Word Variation. splg is created
from ssrc by replacing words by one of their
synonyms, antonyms, hyponyms, or hyper-
nyms, chosen at random. A word is kept if
none of them is available.

Table 3: Example of a simulated plagiarism case s, generated with Mechanical Turk.

Source Passage ssrc Plagiarized Passage splg

The emigrants who sailed with Gilbert were better fitted for a
crusade than a colony, and, disappointed at not at once find-
ing mines of gold and silver, many deserted; and soon there
were not enough sailors to man all the four ships. Accord-
ingly, the Swallow was sent back to England with the sick;
and with the remainder of the fleet, well supplied at St. John’s
with fish and other necessaries, Gilbert (August 20) sailed
south as far as forty-four degrees north latitude. Off Sable
Island a storm assailed them, and the largest of the ves-
sels, called the Delight, carrying most of the provisions, was
driven on a rock and went to pieces.

[Excerpt from “Abraham Lincoln: A History” by John Nicolay and John Hay.]

The people who left their countries and sailed with Gilbert
were more suited for fighting the crusades than for leading a
settled life in the colonies. They were bitterly disappointed as
it was not the America that they had expected. Since they did
not immediately find gold and silver mines, many deserted.
At one stage, there were not even enough man to help sail
the four ships. So the Swallow was sent back to England
carrying the sick. The other fleet was supplied with fish and
the other necessities from St. John. On August 20, Gilbert
had sailed as far as forty-four degrees to the north latitude.
His ship known as the Delight, which bore all the required
supplies, was attacked by a violent storm near Sable Island.
The storm had driven it into a rock shattering it into pieces.
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Table 4: Examples of the obfuscation strategies.

Obfuscation Examples

Original Text
The quick brown fox jumps over the lazy dog.

Manual Obfuscation (by a human)
Over the dog which is lazy jumps quickly the fox which is brown.
Dogs are lazy which is why brown foxes quickly jump over them.
A fast auburn vulpine hops over an idle canine.

Random Text Operations
over The. the quick lazy dog <context word> jumps brown fox
over jumps quick brown fox The lazy. the
brown jumps the. quick dog The lazy fox over

Semantic Word Variation
The quick brown dodger leaps over the lazy canine.
The quick brown canine jumps over the lazy canine.
The quick brown vixen leaps over the lazy puppy.

POS-preserving Word Shuffling
The brown lazy fox jumps over the quick dog.
The lazy quick dog jumps over the brown fox.
The brown lazy dog jumps over the quick fox.

• POS-preserving Word Shuffling. The se-
quence of parts of speech in ssrc is deter-
mined and splg is created by shuffling words
at random while retaining the original POS
sequence.

To generate different degrees of obfuscation the
strategies can be adjusted by varying the number
of operations made on ssrc, and by limiting the
range of affected phrases within ssrc. For our cor-
pus, the strategies were combined and adjusted to
match an intuitive understanding of a “low” and
a “high” obfuscation. Of course other obfusca-
tion strategies are conceivable, e.g., based on au-
tomatic paraphrasing methods [4], but for perfor-
mance reasons simple strategies are preferred at
the expense of readability of the obfuscated text.

3.4 Overview of the PAN-PC-10

To compile the PAN plagiarism corpus 2010, sev-
eral other parameters besides the above plagiarism
obfuscation methods have been varied. Table 5
gives an overview.

The documents used in the corpus are derived
from books from the Project Gutenberg.2 Every
document in the corpus serves one of two pur-
poses: it is either used as a source for plagiarism
or as a document suspicious of plagiarism. The
latter documents divide into documents that actu-
ally contain plagiarism and documents that don’t.

2http://www.gutenberg.org

Table 5: Corpus statistics of the PAN-PC-10 for
its 27 073 documents and 68 558 plagiarism cases.

Document Statistics

Document Purpose
source documents 50%
suspicious documents
– with plagiarism 25%
– w/o plagiarism 25%

Intended Algorithms
external detection 70%
intrinsic detection 30%

Plagiarism per Document
hardly (5%-20%) 45%
medium (20%-50%) 15%
much (50%-80%) 25%
entirely (>80%) 15%

Document Length
short (1-10 pp.) 50%
medium (10-100 pp.) 35%
long (100-1000 pp.) 15%

Plagiarism Case Statistics

Topic Match
intra-topic cases 50%
inter-topic cases 50%

Obfuscation
none 40%
artificial

– low obfuscation 20%
– high obfuscation 20%

simulated (AMT) 6%
translated ({de,es} to en) 14%

Case Length
short (50-150 words) 34%
medium (300-500 words) 33%
long (3000-5000 words) 33%

The documents without plagiarism allow to deter-
mine whether or not a detector can distinguish pla-
giarism cases from overlaps that occur naturally
between random documents.

The corpus is split into two parts, correspond-
ing to the two paradigms of plagiarism detection,
namely external plagiarism detection and intrinsic
plagiarism detection. Note that in the case of in-
trinsic plagiarism detection the source documents
used to generate the plagiarism cases are omitted:
intrinsic detection algorithms are expected to de-
tect plagiarism in a suspicious document by an-
alyzing the document in isolation. Moreover, the
intrinsic plagiarism cases are not obfuscated in or-
der to preserve the writing style of the original au-
thor; the 40% of unobfuscated plagiarism cases in
the corpus include the 30% of the cases belonging
to the intrinsic part.

The fraction of plagiarism per document, the
lengths of the documents and plagiarism cases,
and the degree of obfuscation per case deter-
mine the difficulty of the cases: the corpus con-
tains short documents with a short, unobfuscated
plagiarism case, resulting in a 5% fraction of
plagiarism, but it also contains large documents
with several obfuscated plagiarism cases of vary-
ing lengths, drawn from different source docu-
ments and resulting in fractions of plagiarism up
to 100%. Since the true distributions of these pa-
rameters in real plagiarism are unknown, sensible
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estimations were made for the corpus. E.g., there
are more simple plagiarism cases than complex
ones, where “simple” refers to short cases, hardly
plagiarism per document, and less obfuscation.

Finally, plagiarism cases were generated be-
tween topically related documents and between
unrelated documents. To this end, the source doc-
uments and the suspicious documents were clus-
tered into k = 30 clusters using bisecting k-
means [22]. Then an equal share of plagiarism
cases were generated for pairs of source docu-
ments and suspicious documents within as well
as between clusters. Presuming the clusters cor-
respond to (broad) topics, we thus obtained intra-
topic plagiarism and inter-topic plagiarism.

4 Corpus Validation

This section reports on validation results about
the “quality” of the plagiarism cases created for
our corpus. We compare both artificial plagia-
rism cases and simulated plagiarism cases to cases
of the two corpora Clough09 and METER. Pre-
suming that the authors of these corpora put their
best efforts into case construction and annotation,
the comparison gives insights whether our scale-
up strategies are reasonable in terms of case qual-
ity. To foreclose the results, we observe that sim-
ulated plagiarism and, in particular, artificial pla-

giarism behave similar to the two handmade cor-
pora. In the light of the employed strategies to
construct plagiarism this result may or may not
be surprising—however, we argue that it is neces-
sary to run such a comparison in order to provide
a broadly accepted evaluation framework in this
sensitive area.

The experimental setup is as follows: given a
plagiarism case s = 〈splg, dplg, ssrc, dsrc〉, the pla-
giarized passage splg is compared to the source
passage ssrc using 10 different retrieval models.
Each model is an n-gram vector space model
(VSM) where n ranges from 1 to 10 words,
employing stemming, stop word removal, tf -
weighting, and the cosine similarity. Similarity
values are computed for all cases found in each
corpus, but since the corpora are of different sizes,
100 similarities are sampled from each corpus to
ensure comparability.

The rationale of this setup is as follows: a well-
known fact from near-duplicate detection is that
if two documents share only a few 8-grams—so-
called shingles—it is highly probable that they are
duplicates [5]. Another well-known fact is that
two documents which are longer than a few sen-
tences and which are exactly about the same topic
will, with a high probability, share a considerable
portion of their vocabulary. I.e., they have a high
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Figure 1: Comparison of four corpora of text reuse and plagiarism: each box plot shows the middle
range of the measured similarities when comparing source passages to their rewritten versions. Basis is
an n-gram VSM, where n ∈ {1, 2, . . . , 10} words.
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similarity under a 1-gram VSM. It follows for pla-
giarism detection that a common shingle between
splg and ssrc pinpoints very accurately an unob-
fuscated portion of splg, while it is inevitable that
even a highly obfuscated splg will share a portion
of its vocabulary with ssrc. The same holds for all
other kinds of text reuse.

Figure 1 shows the obtained similarities, con-
trasting each n-gram VSM and each corpus. The
box plots show the middle 50% of the respective
similarity distributions as well as median similar-
ities. The corpora divide into groups with compa-
rable behavior: in terms of the similarity ranges
covered, the artificial plagiarism compares to the
METER corpus, except for n ∈ {2, 3}, while the
simulated plagiarism from the Clough09 corpus
behaves like that from our corpus, but with a dif-
ferent amplitude. In terms of median similarity,
METER, Clough09, and our simulated plagiarism
behave almost identical, while the artificial plagia-
rism differs. Also note that our simulated plagia-
rism as well as the Clough09 corpus contain some
cases which are hardly obfuscated.

We interpret these results as follows: (1) Dif-
ferent kinds of plagiarism and text reuse do not
differ very much under n-gram models. (2) Ar-
tificial plagiarism, if carefully generated, is a vi-
able alternative to simulated plagiarism cases and
real text reuse cases. (3) Our strategies to scale-up
the construction of plagiarism corpora works well
compared to existing, handmade corpora.

5 Summary

Current evaluation methodologies in the field
of plagiarism detection research have conceptual
shortcomings and allow only for a limited compa-
rability. Our research contributes right here: we
present tailored performance measures for plagia-
rism detection and the large-scale corpus PAN-
PC-10 for the controlled evaluation of detection
algorithms. The corpus features various kinds
of plagiarism cases, including obfuscated cases
that have been generated automatically and man-
ually. An evaluation of the corpus in relation to
previous corpora reveals a high degree of matu-
rity. Until now, 31 plagiarism detectors have been
compared using our evaluation framework. This
high number of systems has been achieved based

on two benchmarking workshops in which the
framework was employed and developed, namely
PAN’09 [15] and PAN’10 [16]. We hope that our
framework will be beneficial as a challenging and
yet realistic test bed for researchers in order to pin-
point the room for the development of better pla-
giarism detection systems.
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Abstract

With OWL (Web Ontology Language) es-
tablished as a standard for encoding on-
tologies on the Semantic Web, interest
has begun to focus on the task of ver-
balising OWL code in controlled English
(or other natural language). Current ap-
proaches to this task assume that axioms
in OWL can be mapped to sentences in
English. We examine three potential prob-
lems with this approach (concerning log-
ical sophistication, information structure,
and size), and show that although these
could in theory lead to insuperable diffi-
culties, in practice they seldom arise, be-
cause ontology developers use OWL in
ways that favour a transparent mapping.
This result is evidenced by an analysis of
patterns from a corpus of over 600,000 ax-
ioms in about 200 ontologies.

1 Introduction

Since the adoption of OWL (Web Ontology Lan-
guage) as a standard in 2004, several research
groups have explored ways of mapping between
OWL and controlled English, with the aim of
presenting ontologies (both for viewing and edit-
ing) in natural language (Schwitter and Tilbrook,
2004; Kaljurand and Fuchs, 2007; Funk et al.,
2007; Hart et al., 2008); this task has been called
ontology ‘verbalisation’ (Smart, 2008). To de-
velop generic methods for ontology verbalisation,
some kind of structural mapping is needed be-
tween the formal and natural languages, and the
assumption generally adopted has been a three-
tier model in which identifiers for atomic terms

(e.g., individuals, classes, properties) map to lexi-
cal entries, single axioms map to sentences, and
groups of related axioms map to higher textual
units such as paragraphs and sections. The pur-
pose of this paper is to look in detail at one level of
this model, the realisation of axioms by sentences,
and to check its feasibility through an analysis of
a large corpus of ontologies.

The input to a verbaliser is a file in one
of the standard formats such as OWL/RDF or
OWL/XML, containing axioms along with sup-
porting statements such as annotations. As ex-
amples of the nature of the input, table 1 shows
three axioms in OWL/XML format; without any
attempt at aggregation or pronominalisation, they
could be realised by the following sentences1:

Horatio Nelson is an admiral.

Horatio Nelson is the victor of the Battle of
Trafalgar.

Every admiral is commander of a fleet.

Without attempting anything like a full descrip-
tion of OWL, it will be useful to look more closely
at the structure of these expressions. Note first that
they are essentially in functor-argument form2. In
the first axiom, for example, there is a functor
called ClassAssertion with two arguments, one
a class and the other an individual; the mean-
ing of the axiom is that the individual belongs
to the class. The second functor (ObjectProp-
ertyAssertion) requires instead three arguments,

1Note that one limitation of OWL is that at present it con-
tains no treatment of time; we therefore have to fall back on
the historical present.

2In fact, there is an alternative format called OWL
Functional Syntax in which, for example, the first ax-
iom would be represented by a predication of the form
ClassAssertion(X,Y).
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<ClassAssertion>
<Class IRI="http://www.example.org#admiral"/>
<NamedIndividual IRI="www.example.org#HoratioNelson"/>

</ClassAssertion>

<ObjectPropertyAssertion>
<ObjectProperty IRI="http://www.example.org#victorOf"/>
<NamedIndividual IRI="http://www.example.org#HoratioNelson"/>
<NamedIndividual IRI="http://www.example.org#BattleOfTrafalgar"/>

</ObjectPropertyAssertion>

<SubClassOf>
<Class IRI="http://www.example.org#admiral"/>
<ObjectSomeValuesFrom>
<ObjectProperty IRI="http://www.example.org#commanderOf"/>
<Class IRI="http://www.example.org#fleet"/>

</ObjectSomeValuesFrom>
</SubClassOf>

Table 1: Examples of axioms in OWL/XML

and describes a relation (in OWL these are called
‘properties’) holding between two individuals; the
third (SubClassOf) requires two arguments, both
classes, and asserts that the first class is a subclass
of the second.

Turning to the structure of the arguments, there
are two possibilities: either the argument is
atomic, in which case it will be represented by
an identifier (or a literal if it is a data value), or
it is complex, in which case it will be represented
by an OWL functor with arguments of its own.
Most of the arguments in table 1 are atomic, the
sole exception being the second argument of Sub-
ClassOf, which denotes a complex class meaning
‘someone that is commander of a fleet’3. In gen-
eral, then, the OWL functors denote logical con-
cepts such as class membership and class inclu-
sion, while atomic terms denote domain-specific
concepts such as Nelson and admiral. A funda-
mental design decision of the Semantic Web is
that logical concepts are standardised, while do-
main concepts are left open: ontology developers
are free to name the class admiral in any way they
please, provided that the identifier takes the form
of an IRI (Internationalized Resource Identifier).

Given this distinction, the obvious strategy to
follow in developing a verbaliser is to divide lin-
guistic resources into two parts: (a) a generic set

3To be more precise we should say ‘someone that is com-
mander of one or more fleets’; this kind of trade-off between
elegance and precision often arises in systems that verbalise
formal languages.

of rules for realising logical expressions (based
on standardised OWL functors); (b) a domain-
specific lexicon for realising atomic individuals,
classes and properties. This obviously raises the
problem of how to acquire the specialised lexicons
needed for each ontology. All else failing, these
would have to be crafted by hand, but provided
that we are not too concerned about text quality, a
provisional lexicon can often be derived automat-
ically from internal evidence within the ontology
(i.e., either from identifier names or annotation la-
bels)4.

Assuming that a lexicon for atomic terms can
be obtained (by fair means or foul), there remains
a question of whether we can find sentence pat-
terns which provide understandable realisations
of the logical patterns determined by (possibly
nested) OWL functors. In section 2 we show that
this is not guaranteed, for three reasons. First,
there may be OWL functors that represent logi-
cally sophisticated concepts which cannot be ex-
pressed in non-technical English. Secondly, an
OWL axiom may be hard to verbalise because
it lacks the right kind of information structure
(i.e., because it fails to make a statement about a
recognisable topic such as an individual or atomic
class). Finally, since arguments can be nested in-
definitely, an axiom might contain so much se-

4We have discussed elsewhere whether phrases derived in
this way provide suitable lexicalisations (Power, 2010), but
this topic lies outside the scope of the present paper.
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mantic complexity that it cannot be compressed
clearly into a single sentence. We then describe
(section 3) an empirical analysis of axiom pat-
terns from about 200 ontologies, which investi-
gates whether these potential problems are com-
mon in practice. Section 4 discusses the results,
and section 5 concludes.

2 Potential problems in verbalising
axioms

2.1 Logical sophistication

We show in table 2 the 16 most commonly used
OWL functors for expressing axioms, each ac-
companied by a simple English sentence illustrat-
ing what the functor means. As will be seen, the
functors divide into two groups. For those in the
upper segment, it is relatively easy to find En-
glish constructions that realise the logical content
of the axiom — assuming we have suitable lexi-
calisations of the atomic terms. For those in the
lower segment, finding a good English realisation
is harder, since statements describing properties
are normally found only in the rarified worlds of
mathematics and logic, not in everyday discourse.
Our attempts to verbalise these axioms are accord-
ingly clumsy (e.g., through resorting to variables
like X and Y), and not even entirely precise (e.g.,
the sentence for FunctionalObjectProperty should
really specify ‘For any X. . . ’); perhaps the reader
can do better.

Does this mean that our aim of realising OWL
axioms in non-technical English is doomed? We
would argue that this depends on how the axioms
describing properties are used in practice. First,
for any difficult axiom functor, it is important to
consider its frequency. If it turns out that a func-
tor accounts for (say) only one axiom in every
thousand, then it will give rise only to the occa-
sional clumsy sentence, not a text that is clumsy
through and through. Second, it is important to
take account of argument complexity. If a func-
tor is used invariably with atomic terms as argu-
ments, then the sentence expressing it will contain
only one source of complexity — logical sophisti-
cation; if instead the functor has non-atomic argu-
ments, this additional strain might push it over a
threshold from difficult to incomprehensible. For-

tunately, OWL syntax requires that all property ar-
guments for the difficult functors are atomic — for
FunctionalObjectProperty, for instance, the argu-
ment cannot be a complex property expression.
For statements about domains and ranges, how-
ever, class arguments can be non-atomic, so here
a complexity issue might arise.

2.2 Information structure

We learn at school that sentences have a sub-
ject (preferably simple) and predicate (relatively
complex), the purpose of the predicate being to
say something about the subject. This rather
simplified idea is developed technically in work
on information structure (Kruijff-Korbayová and
Steedman, 2003) and centering theory (Walker et
al., 1998). Is there any equivalent to this topic-
comment distinction in OWL? Formally speak-
ing, one would have to answer in the negative.
The two-argument functor SubClassOf, for exam-
ple, can have class expressions of any complex-
ity in either argument position, and there is no
logical reason to claim that it is ‘about’ one of
these classes rather than the other. This is still
clearer in the case of EquivalentClasses, where
the functor is commutative (so that switching the
arguments leaves the meaning unchanged). Again
there seems to be a difficulty here — and again
we argue that this difficulty might disappear, or at
least diminish, if we consider how OWL is used
in practice.

Suppose, for instance, that although OWL syn-
tax allows indefinitely complex arguments in ei-
ther position for the SubClassOf functor, in prac-
tice users invariably construct axioms in which the
first argument is an atomic term, with complex
expressions occurring (if at all) only in second-
argument position. This would strongly suggest,
in our view, that developers are assigning a topic-
comment structure to the two arguments, with the
first expressing the topic and the second express-
ing the comment. As we will show later in the
paper, this pattern is found overwhelmingly — so
much so that in a sample of nearly half a million
SubClassOf axioms, fewer than 1000 instances
(0.2%) were found of non-atomic first arguments.
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Functor Example
SubClassOf Every admiral is a sailor
EquivalentClasses An admiral is defined as a person that commands a fleet
DisjointClasses No sailor is a landlubber
ClassAssertion Nelson is an admiral
ObjectPropertyAssertion Nelson is victor of the Battle of Trafalgar
DataPropertyAssertion The Battle of Trafalgar is dated 1805
ObjectPropertyDomain If X commands Y, X must be a person
ObjectPropertyRange If X commands Y, Y must be a fleet
SubObjectPropertyOf If X is a child of Y, X must be related to Y
InverseObjectProperties If X is a child of Y, Y must be a parent of X
TransitiveObjectProperty If X contains Y and Y contains Z, X must contain Z
FunctionalObjectProperty There can be only one Y such that X has as father Y
DataPropertyDomain If X is dated Y, X must be an event
DataPropertyRange If X is dated Y, Y must be an integer
SubDataPropertyOf If X occurs during Y, X must be dated Y
FunctionalDataProperty There can be only one Y such that X is dated Y

Table 2: Meanings of OWL functors

2.3 Semantic complexity
When encoding knowledge in description logic,
developers have considerable freedom in dis-
tributing content among axioms, so that axiom
size is partly a matter of style — rather like sen-
tence length in composing a text. Development
tools like Protégé (Rector et al., 2004) support
refactoring of axioms, so that for example any ax-
iom of the form CA v CS u CL (e.g., ‘Every ad-
miral is a sailor and a leader’) can be split into
two axioms CA v CS and CA v CL (‘Every
admiral is a sailor. Every admiral is a leader.’),
or vice-versa5. Indeed, it can be shown that any
set of SubClassOf axioms can be amalgamated
into a single axiom (Horrocks, 1997) of the form
> v M , where > is the class containing all indi-
viduals in the domain, and M is a class to which
any individual respecting the axiom set must be-
long6. Applying this transformation to just two
axioms already yields an amalgam that will per-
plex most readers:

Every admiral is a sailor
Every admiral commands a fleet.

Everything is (a) either a non-admiral or a sailor,
and (b) either a non-admiral or something that
commands a fleet.

There is thus no guarantee that an axiom in OWL
can be verbalised transparently by a single sen-

5The symbols v and u in logical notation correspond to
the OWL functors SubClassOf and ObjectIntersectionOf.

6This all-embracing axiom or ‘meta-constraint’ is com-
puted by the standard description logic reasoning algorithms
when determining the consistency of a knowledge base.

tence; in theory it could contain as much knowl-
edge as a textbook. As before, we have to appeal
to practice. Do ontology developers distribute
content among knowledge units (axioms) equiv-
alent in size to sentences? If they (almost always)
do, then our approach is worth pursuing; if not,
we have to reconsider.

3 Method

To investigate the issues of usage just described,
we have analysed axiom patterns in a large cor-
pus of ontologies of varying subject-matter and
provenance. The corpus was based on the TONES
Ontology Repository (TONES, 2010), which is
a searchable database of RDF/XML ontologies
from a range of sources. The repository is in-
tended to be useful to developers of tools to work
with ontologies, and as such represents a wide
range of ontology kinds and features. It also clas-
sifies ontologies by ‘expressivity’ — the weak-
est description logic necessary to express every
axiom. While the TONES site itself acknowl-
edges that the expressivity categorisation is only
a guideline, it can serve as a rough guide for com-
parison with the pattern frequency analysis carried
out here.

The whole repository was downloaded, com-
prising 214 files each containing between 0 and
100726 logical axioms7. (Note that an OWL

7A few of the ontologies in the TONES repository were
excluded, either because of syntax errors in the original files
(2-3 files), or because they exceeded our processing limits —
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file may contain no logical axioms and still
be non-empty.) To develop quickly a program
that could cope with the larger ontologies with-
out memory problems, we used the Java-based
OWL API (Horridge and Bechhofer, 2010) as
much as possible, in conjunction with standard
Unix text-processing tools (‘grep’, ‘sed’ and
‘awk’ (Dougherty and Robbins, 1997)) for pattern
recognition8.

Each ontology was converted into OWL Func-
tional Syntax (Motik et al., 2010) and lists were
automatically generated of the identifiers it con-
tains — classes, named individuals, properties,
and so on. The Unix tools were scripted to re-
place every occurrence of such an identifier with
a string representing its type. This process gen-
erated a new file in which every axiom of the
original ontology had been replaced with a string
representing its logical structure: thus SubClas-
sOf(Admiral, Sailor) and SubClassOf(Sailor, Per-
son) would each have been replaced with Sub-
ClassOf(Class, Class). The number of occur-
rences of each unique pattern was then counted
and the results converted into a set of Prolog
facts for further analysis. Some manual tidying-
up of the data was necessary in order to correct
some complex cases such as quoted string liter-
als which themselves contained (escaped) quoted
strings; however, these cases were so rare that any
remaining errors should not adversely affect out-
put quality.

4 Results

To address the issue of logical sophistication, we
first calculated frequencies for each axiom func-
tor, using two measures: (a) the number of ontolo-
gies in which the functor was used at least once,
and (b) the number of axioms using the functor
overall. The former measure (which we will call
‘ontology frequency’) is a useful corrective since
a simple axiom count can be misleading when a

e.g., the Foundational Model of Anatomy (Rosse and Mejino,
2003).

8A pure Java solution was not practical in the time avail-
able since the OWL API was designed to support reasoning
and evaluation of OWL ontologies rather than syntactic anal-
ysis of their axioms. We hope to produce an extension of the
OWL API to support straightforward and portable analysis
of ontologies in the future.

functor is used profusely in a few very large on-
tologies, but rarely elsewhere. The results are pre-
sented in table 3, ordered by ontology frequency
rather than overall axiom frequency9. As can be
seen, the ten functors classified as logically so-
phisticated in table 2 are relatively rare, by both
measures, accounting overall for just 2.2% of the
axioms in the corpus, with none of them having a
frequency reaching even 5 in 1000.

Next, to address information structure, we
looked at the argument patterns for each ax-
iom functor, distinguishing three cases: (a) all
arguments simple (i.e., atomic); (b) all argu-
ments complex (non-atomic); (c) mixed argu-
ments (some atomic, some non-atomic). This
comparison is relevant only for the functors Sub-
ClassOf, EquivalentClasses and DisjointClasses,
for which OWL syntax allows multiple non-
atomic arguments. The results (table 4) show a
clear preference for patterns in which at least one
argument is simple. Thus for SubClassOf, given
the overall frequencies of simple and complex ar-
guments for this functor, the expected frequency
for the combination Complex-Complex would be
12606 (2.7%), whereas the observed frequency
was only 978 (0.2%) (χ2 = 16296 with df=2,
p < 0.0001)10. The corresponding result for
EquivalentClasses is even clearer, with not a sin-
gle instance of an axiom in which all arguments
are complex, against an expected frequency of 973
(16.0%) (χ2 = 2692 with df=2, p < 0.0001)11.
For DisjointClasses no complex arguments were
obtained, so the only possible combination was
‘All Simple’. Overall, 99.8% of axioms for these
three functors contained at least one atomic term,
suggesting that the arguments were interpreted ac-
cording to intuitions of information structure, with
one atomic argument serving as the topic. This
point is reinforced by our next analysis, which
considers detailed argument patterns.

9Note that the total in the first column of table 3 is sim-
ple the number of ontologies in our sample; the sum of the
frequencies in the column is of no interest at all.

10The data for this test, with expected values in brack-
ets, are SS = 297293 (312138), CC = 978 (12606), and SC
= 170541 (144068), where S means ‘Simple’ and C means
‘Complex’.

11The data for this test, with expected values in brackets,
are SS = 1222 (2190), CC = 0 (973), and SC = 4860 (2919),
where again S means ‘Simple’ and C means ‘Complex’.
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Functor Ontology Frequency Percent Axiom Frequency Percent
SubClassOf 190 94% 468812 74.0%
EquivalentClasses 94 46% 6082 1.0%
ObjectPropertyRange 92 45% 2275 0.4%
ObjectPropertyDomain 91 45% 2176 0.3%
DisjointClasses 88 43% 94390 14.9%
SubObjectPropertyOf 75 37% 2511 0.4%
InverseObjectProperties 63 31% 1330 0.2%
TransitiveObjectProperty 59 29% 221 0.0%
FunctionalObjectProperty 56 28% 1129 0.2%
DataPropertyRange 52 26% 2067 0.3%
ClassAssertion 49 24% 12798 2.0%
DataPropertyDomain 47 23% 2019 0.3%
FunctionalDataProperty 37 18% 931 0.1%
ObjectPropertyAssertion 22 11% 19524 3.1%
DataPropertyAssertion 14 7% 17488 2.8%
SubDataPropertyOf 6 3% 12 0.0%
TOTAL 203 100% 633791 100%

Table 3: Frequencies for OWL functors

Functor All Simple Percent All Complex Mixed Percent
SubClassOf 297293 63% 978 (0.2%) 170541 37%
EquivalentClasses 1222 20% 0 4860 80%
DisjointClasses 94390 100% 0 0 0%
TOTAL 392905 69% 978 (0.2%) 175401 31%

Table 4: Simple and complex arguments of OWL functors

OWL Pattern Frequency Percent
SubClassOf(Class,Class) 297293 46.9%
SubClassOf(Class,ObjectSomeValuesFrom(ObjectProperty,Class)) 158519 25.0%
DisjointClasses(Class,Class) 94358 14.9%
ObjectPropertyAssertion(ObjectProperty,NamedIndividual,NamedIndividual) 18552 3.0%
DataPropertyAssertion(DataProperty,NamedIndividual,Literal) 17433 2.7%
ClassAssertion(Class,NamedIndividual) 12767 2.0%
SubClassOf(Class,ObjectAllValuesFrom(ObjectProperty,Class)) 4990 0.8%
SubObjectPropertyOf(ObjectProperty,ObjectProperty) 2453 0.4%
EquivalentClasses(Class,ObjectIntersectionOf(Class,ObjectSomeValuesFrom(ObjectProperty,Class))) 2217 0.3%
ObjectPropertyRange(ObjectProperty,Class) 2025 0.3%
ObjectPropertyDomain(ObjectProperty,Class) 1835 0.3%
DataPropertyDomain(DataProperty,Class) 1703 0.3%
SubClassOf(Class,ObjectHasValue(ObjectProperty,NamedIndividual)) 1525 0.2%
SubClassOf(Class,DataHasValue(DataProperty,Literal)) 1473 0.2%
InverseObjectProperties(ObjectProperty,ObjectProperty) 1318 0.2%
DataPropertyRange(DataProperty,Datatype) 1308 0.2%
EquivalentClasses(Class,Class) 1222 0.2%
FunctionalObjectProperty(ObjectProperty) 1121 0.2%
Other pattern. . . 11469 1.8%
TOTAL 633791 100%

Table 5: Frequencies for OWL Functor-Argument patterns
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Finally, to address semantic complexity (i.e.,
axiom size), we counted the frequencies of de-
tailed argument patterns, abstracting from atomic
terms as explained in section 3. The results (or-
dered by pattern frequency) are presented in table
5, which reveals several clear trends:

• A small number of patterns covers most of
the axioms in the corpus. Thus the top five
patterns cover 91.9% of the axioms, the top
10 cover 95.8%, and the top 20 cover 97.2%.

• All of the frequent patterns (i.e., the top 20)
can be expressed by a single sentence with-
out problems of semantic complexity arising
from size. The most complex is the Equiv-
alentClasses pattern (number 10 in the list),
but this can be realised comfortably by a sen-
tence following the classical Aristotelian pat-
tern for a definition — e.g., ‘An admiral is
defined as a person that commands a fleet’.

• None of the first ten patterns employs the
axiom functors previously classified as log-
ically sophisticated (bottom half of table 2).

• In the patterns where one argument is sim-
ple and the other is complex (i.e., SubClas-
sOf and EquivalentClasses), the simple ar-
gument invariably comes first, supporting the
intuition that developers conceptualise these
statements in subject-predicate form, with
(simple) topic preceding (possibly complex)
comment.

• Among the frequent patterns, different func-
tors have distinctive argument preferences.
For instance, for SubClassOf most axioms
have atomic arguments, presumably because
it is through this functor that the class hierar-
chy is specified. For EquivalentClasses, in-
stead, the Aristotelean definition pattern is by
far the most frequent, although all-atomic ar-
guments are occasionally employed (0.2% of
axioms) to show that two class terms are syn-
onymous.

5 Conclusion

Our analysis of over 600,000 axioms from 203
ontologies provides empirical support for the as-

sumption that in practice OWL axioms can be
transparently expressed by English sentences. In
principle, as we have seen, OWL syntax grants
users the freedom to construct axioms that would
defeat this assumption entirely, either by concen-
trating too much semantic content into a single ax-
iom, or by filling all argument positions by com-
plex expressions that are unsuited to fulfilling the
role of topic; it also allows logically sophisticated
statements about properties, which would lead to
impossibly clumsy texts if they occurred too of-
ten, or were exacerbated by complex arguments.
In practice, if our sample is typical, none of these
problems seems to arise, and we think it would
be a fair summary of our results to say that on-
tology developers treat OWL axioms by analogy
with sentences, by assigning a clear information
structure (so that one atomic argument is identi-
fied with the topic) and including only an appro-
priate amount of content.

Having identified a relatively small set of com-
mon axiom patterns, it is obviously interesting to
consider how each pattern can best be expressed
in a given natural language. Considering the pat-
tern SubClassOf(Class,Class) for instance (47%
of all axioms), one could weigh the relative mer-
its of ‘Every admiral is a sailor’, ‘All admirals are
sailors’, ‘Admirals are sailors’, ‘If X is an admiral,
then X must be a sailor’, and so forth. To address
this issue we are planning a quite different kind of
empirical study on how various sentence patterns
are interpreted by human readers; by highlighting
the logical patterns that occur most often in prac-
tice, the results reported here will help set the pa-
rameters for such an investigation.

Acknowledgments

The research described in this paper was un-
dertaken as part of the SWAT project (Seman-
tic Web Authoring Tool), which is supported by
the UK Engineering and Physical Sciences Re-
search Council (EPSRC) grants G033579/1 (Open
University) and G032459/1 (University of Manch-
ester). We thank the anonymous reviewers and
our colleagues on the SWAT project for their com-
ments.

1012



References
Dougherty, Dale and Arnold Robbins. 1997. sed and

awk. UNIX Power Tools. O’Reilly Media, 2nd edi-
tion.

Funk, Adam, Valentin Tablan, Kalina Bontcheva,
Hamish Cunningham, Brian Davis, and Siegfried
Handschuh. 2007. CLOnE: Controlled Lan-
guage for Ontology Editing. In 6th Interna-
tional and 2nd Asian Semantic Web Conference
(ISWC2007+ASWC2007), pages 141–154, Novem-
ber.

Hart, Glen, Martina Johnson, and Catherine Dolbear.
2008. Rabbit: Developing a control natural lan-
guage for authoring ontologies. In ESWC, pages
348–360.

Horridge, Matthew and Sean Bechhofer. 2010. The
OWL API. http://owlapi.sourceforge.net. Last ac-
cessed: 21st April 2010.

Horrocks, Ian. 1997. Optimising Tableaux Decision
Procedures for Description Logics. Ph.D. thesis,
University of Manchester.

Kaljurand, K. and N. Fuchs. 2007. Verbalizing OWL
in Attempto Controlled English. In Proceedings of
OWL: Experiences and Directions, Innsbruck, Aus-
tria.

Kruijff-Korbayová, Ivana and Mark Steedman. 2003.
Discourse and information structure. Journal of
Logic, Language and Information, 12(3):249–259.

Motik, Boris, Peter F. Patel-Schneider, and Bijan
Parsia. 2010. OWL 2 web ontology language:
Structural specification and functional-style syn-
tax. http://www.w3.org/TR/owl2-syntax/. 21st
April 2010.

Power, Richard. 2010. Complexity assumptions in on-
tology verbalisation. In 48th Annual Meeting of the
Association for Computational Linguistics.

Rector, Alan, Nick Drummond, Matthew Horridge,
Jeremy Rogers, Holger Knublauch, Robert Stevens,
Hai Wang, and Chris Wroe. 2004. OWL Pizzas:
Practical Experience of Teaching OWL-DL: Com-
mon Errors and Common Patterns. In 14th Interna-
tional Conference on Knowledge Engineering and
Knowledge Management, pages 63–81.

Rosse, Cornelius and José L. V. Mejino. 2003.
A reference ontology for biomedical informatics:
the Foundational Model of Anatomy. Journal of
Biomedical Informatics, 36(6):478–500.

Schwitter, R. and M. Tilbrook. 2004. Controlled
natural language meets the semantic web. In Pro-
ceedings of the Australasian Language Technology
Workshop, pages 55–62, Macquarie University.

Smart, Paul. 2008. Controlled Natural Languages and
the Semantic Web. Technical Report Technical Re-
port ITA/P12/SemWebCNL, School of Electronics
and Computer Science, University of Southampton.

TONES. 2010. The TONES ontology repository.
http://owl.cs.manchester.ac.uk/repository/browser.
Last accessed: 21st April 2010.

Walker, M., A. Joshi, and E. Prince. 1998. Centering
theory in discourse. Clarendon Press, Oxford.

1013



Coling 2010: Poster Volume, pages 1014–1022,
Beijing, August 2010

Automatic Committed Belief Tagging

Vinodkumar Prabhakaran
Columbia University
vp2198@columbia.edu

Owen Rambow
Columbia University

rambow@ccls.columbia.edu

Mona Diab
Columbia University

mdiab@ccls.columbia.edu

Abstract

We go beyond simple propositional mean-
ing extraction and present experiments in
determining which propositions in text the
author believes. We show that deep syn-
tactic parsing helps for this task. Our
best feature combination achieves an F-
measure of 64%, a relative reduction in F-
measure error of 21% over not using syn-
tactic features.

1 Introduction

Recently, interest has grown in relating text to
more abstract representations of its propositional
meaning, as witnessed by work on semantic role
labeling, word sense disambiguation, and textual
entailment. However, there is more to “meaning”
than just propositional content. Consider the fol-
lowing examples, and suppose we find these sen-
tences in the New York Times:

(1) a. GM will lay off workers.

b. A spokesman for GM said GM will lay off
workers.

c. GM may lay off workers.

d. The politician claimed that GM will lay
off workers.

e. Some wish GM would lay of workers.

f. Will GM lay off workers?

g. Many wonder if GM will lay off workers.

If we are searching text to find out whether
GM will lay off workers, all of the sen-
tences above contain the proposition LAY-
OFF(GM,WORKERS). However, they allow us

very different inferences about whether GM will
lay off workers or not. Supposing we consider
the Times a trustworthy news source, we would
be fairly certain if we read (1a) and (1b). (1c)
suggests the Times is not certain about the layoffs,
but considers them possible. When reading (1d),
we know that someone else thinks that GM will
lay off workers, but that the Times does not nec-
essarily share this belief. (1e), (1f), and (1g) do
not tell us anything about whether anyone believes
whether GM will lay off workers.

In order to tease apart what is happening, we
need to abandon a simple view of text as a repos-
itory of propositions about the world. We use two
assumptions to aid us. The first assumption is that
discourse participants model each other’s cogni-
tive state during discourse (we take the term to in-
clude the reading of monologic written text), and
that language provides cues for the discourse par-
ticipants to do the modeling. This assumption is
commonly made, for example by Grice (1975) in
his Maxim of Quantity. Following the literature
in Artificial Intelligence (Bratman, 1999; Cohen
and Levesque, 1990), we model cognitive state as
beliefs, desires, and intentions. Crucially, these
three dimensions are orthogonal; for example, we
can desire something but not believe it.

(2) I know John won’t be here, but I wouldn’t
mind if he were

However, we cannot both believe something
and not believe it:

(3) #John won’t be here, but nevertheless I think
he may be here

Note that (2) requires but in order to be felic-
itous, but sentence (3) cannot be “saved” by any
discourse markers – it is not interpretable. In this
paper, we are interested in beliefs (and in distin-
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guishing them from desires and intentions).
The second assumption is that communication

is intention-driven, and understanding text actu-
ally means understanding the communicative in-
tention of the writer. Furthermore, communica-
tive intentions are intentions to affect the reader’s
cognitive state – his or her beliefs, desires, and/or
intentions. This view has been adopted in the text
generation and dialog community more than in
the information extraction and text understanding
communities (Mann and Thompson, 1987; Hovy,
1993; Moore, 1994; Bunt, 2000; Stone, 2004). In
this paper we explore the following: we would
like to recognize what the writer of the text intends
the reader to believe about various people’s beliefs
about the world (including the writer’s own). In
this view, the result of text processing is not a list
of facts about the world, but a list of facts about
different people’s cognitive states. In this paper,
we limit ourselves to the writer’s beliefs, but we
specifically want to determine which propositions
he or she intends us to believe he or she holds as
beliefs, and with what strength. The result of such
processing will be a much more fine-grained rep-
resentation of the information contained in written
text than has been available so far.

2 Belief Annotation and Data

We use a corpus of 10,000 words annotated for
speaker belief of stated propositions (Diab et al.,
2009). The corpus is very diverse in terms of
genre, and it includes newswire text, email, in-
structions, and solicitations. The corpus annotates
each verbal proposition (clause or small clause),
by attaching one of the following tags to the head
of the proposition (verbs and heads of nominal,
adjectival, and prepositional predications).
• Committed belief (CB): the writer indicates

in this utterance that he or she believes the propo-
sition. For example, GM has laid off workers, or,
even stronger, We know that GM has laid off work-
ers. Committed belief can also include proposi-
tions about the future: people can have equally
strong beliefs about the future as about the past,
though in practice probably we have stronger be-
liefs about the past than about the future.
• Non-committed belief (NCB): the writer

identifies the proposition as something which he

or she could believe, but he or she happens not
to have a strong belief in. There are two sub-
cases. First, the writer makes clear that the be-
lief is not strong, for example by using a modal
auxiliary epistemically: GM may lay off workers.
Second, in reported speech, the writer is not sig-
naling to the reader what he or she believes about
the reported speech: The politician claimed that
GM will lay off workers. Again, the issue of tense
is orthogonal.
•Not applicable (NA): for the writer, the propo-

sition is not of the type in which he or she is ex-
pressing a belief, or could express a belief. Usu-
ally, this is because the proposition does not have a
truth value in this world (be it in the past or in the
future). This covers expressions of desire (Some
wish GM would lay of workers), questions (Will
GM lay off workers?), and expressions of require-
ments (GM is required to lay off workers or Lay
off workers!).

All propositional heads are classified as one of
the classes CB, NCB, or NA, and all other tokens
are classified as O. Note that in this corpus, event
nominals (such as the lay-offs by GM were unex-
pected) are, unfortunately, not annotated for be-
lief and are always marked “O”. Note also that
the syntactic form does not determine the annota-
tion, but the perceived writer’s intention – a ques-
tion will usually be an NA, but sometimes a ques-
tion can be used to convey a belief (for example,
a rhetorical question), in which case it would be
labeled CB.

3 Automatic Belief Tagging

3.1 Approach

We applied a supervised learning framework to
the problem of identifying committed belief in
context. Our task consists of two conceptual sub-
tasks: identifying the propositions, and classify-
ing each proposition as CB, NCB, or NA. For the
first subtask, we could use a system that cuts a
sentence into propositions, but we are not aware
of such a system that performs at an adequate
level. Instead, we tag the heads of the proposi-
tion, which amounts to the same in the sense that
there is a bijection between propositions and their
heads. Practically, we have the choice between
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No Feature Type Description

Features that performed well

1 isNumeric L Word is Alphabet or Numeric?
2 POS L Word’s POS tag
3 verbType L Modal/Aux/Reg ( = ’nil’ if the word is not a verb)
4 whichModalAmI L If I am a modal, what am I? ( = ’nil’ if I am not a modal)
3 amVBwithDaughterTo S Am I a VB with a daughter to?
4 haveDaughterPerfect S Do I have a daughter which is one of has, have, had?
5 haveDaughterShould S Do I have a daughter should?
6 haveDaughterWh S Do I have a daughter who is one of where, when, while, who, why?
7 haveReportingAncestor S Am I a verb/predicate with an ancestor whose lemma is one of tell, accuse,

insist, seem, believe, say, find, conclude, claim, trust, think, suspect, doubt,
suppose?

8 parentPOS S What is my parent’s POS tag?
9 whichAuxIsMyDaughter S If I have a daughter which is an auxiliary, what is it? ( = ’nil’ if I do not have

an auxiliary daughter)
10 whichModalIsMyDaughter S If I have a daughter which is a modal, what is it? ( = ’nil’ if I do not have a

modal daughter)

Features that were not useful

1 Lemma L Word’s Lemma
2 Stem L Word stem (Using Porter Stemmer)
3 Drole S Deep role (drole in MICA features)
4 isRoot S Is the word the root of the MICA Parse tree?
5 parentLemma S Parent word’s Lemma
6 parentStem S Parent word stem (Using Porter Stemmer)
7 parentSupertag S Parent word’s super tag (from Penn Treebank)
8 Pred S Is the word a predicate? (pred in MICA features)
9 wordSupertag S Word’s Super Tag (from Penn Treebank)

Table 1: All Features Used

a joint model, in which the heads are chosen and
classified simultaneously, and a pipeline model, in
which heads are chosen first and then classified.
In this paper, we consider the joint model in de-
tail and in Section 3.5.3, we present results of the
pipeline model; they support our choice.

In the joint model, we define a four-way clas-
sification task where each token is tagged as one
of four classes – CB, NCB, NA, or O (nothing)
– as defined in Section 2. For tagging, we ex-
perimented with Support Vector Machines (SVM)
and Conditional Random Fields (CRF). For SVM,
we used the YAMCHA(Kudo and Matsumoto,
2000) sequence labeling system,1 which uses the
TinySVM package for classification.2 For CRF,
we used the linear chain CRF implementation of

1http://chasen.org/ taku/software/YAMCHA/
2http://chasen.org/ taku/software/TinySVM/

the MALLET(McCallum, 2002) toolkit.3

3.2 Features

We divided our features into two types - Lexi-
cal and Syntactic. Lexical features are at the to-
ken level and can be extracted without any pars-
ing with relatively high accuracy. We expect these
features to be useful for our task. For example,
isNumeric, which denotes whether the word is a
number or alphabetic, is a lexical feature. Syn-
tactic features of a token access its syntactic con-
text in the dependency tree. For example, par-
entPOS, the POS tag of the parent word in the
dependency parse tree, is a syntactic feature. We
used the MICA deep dependency parser (Banga-
lore et al., 2009) for parsing in order to derive
the syntactic features. We use MICA because
we assume that the relevant information is the

3http://MALLET.cs.umass.edu/
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predicate-argument structure of the verbs, which
is explicit in the MICA output. While it is clear
that having a perfect parse would yield useful fea-
tures, current parsers perform at levels of accuracy
lower than that of part-of-speech taggers, so that it
is not a foregone conclusion that using automatic
parser output helps in our task.

The list of features we used in our experiments
are summarized in Table 1. The column ’Type’
denotes the type of the feature. ’L’ stands for lex-
ical features and ’S’ stands for syntactic features.

The tree below shows the dependency parse
tree output by MICA for the sentence Republican
leader Bill Frist said the Senate was hijacked.

said

Frist

Republican leader Bill

hijacked

Senate

the

was

In the above sentence, said and hijacked are
the propositions that should be tagged. Let’s look
at hijacked in detail. The feature haveReportin-
gAncestor of hijacked is ‘Y’ because it is a verb
with a parent verb said. Similarly, the feature
haveDaughterAux would also be ’Y’ because of
daughter was, whereas whichAuxIsMyDaughter
would get the value was.

We also considered several other features which
did not yield good results. For example, the to-
ken’s supertag (Bangalore and Joshi, 1999), the
parent token’s supertag, a binary feature isRoot
(Is the word the root of the parse tree?) were
deemed not useful. We list the features we exper-
imented with and decided to discard in Table 1.

For finding the best performing features, we did
an exhaustive search on the feature space, incre-
mentally pruning away features that are not use-
ful.

3.3 Experiments

This section describes different experiments we
conducted in detail. It explains the experimen-
tal setup for both learning frameworks we used
- YAMCHA and MALLET. We also explain the
pipeline model in detail.

Class Description

LC Lexical features with Context
LNSN Lexical and Syntactic features with No-

context
LCSN Lexical features with Context and Syntactic

features with No-context
LCSC Lexical and Syntactic features with Context

Table 2: YAMCHA Experiment Sets

3.3.1 YAMCHA Experiments
We categorized our YAMCHA experiments

into different experimental conditions as shown in
Table 2. For each class, we did experiments with
different feature sets and (linear) context widths.
Here, context width denotes the window of tokens
whose features are considered. For example, a
context width of 2 means that the feature vector
of any given token includes, in addition to its own
features, those of 2 tokens before and after it as
well as the tag prediction for 2 tokens before it.
For LNSN , the context width of all features was
set to 0. For LCSN , the context width of syntactic
features alone was set to 0. A context width of 0
for a feature means that the feature vector includes
that feature of the current token only. When con-
text width was non-zero, we varied it from 1 to 5,
and we report the results for the optimal context
width.

We tuned the SVM parameters, and the best
results were obtained using the One versus All
method for multiclass classification on a quadratic
kernel with a c value of 0.5. All results presented
for YAMCHA here use this setting.

3.3.2 MALLET Experiments

Class Description

L Lexical features only
LS Lexical and Syntactic features

Table 3: MALLET Experiment Sets

We categorized our MALLET experiments into
two classes as shown in Table 3. We computed
the features described in Section 3.2 at the to-
ken level and converted them to binary in order to
use them for CRF. We experimented with varying
orders and the best results were obtained for or-
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Class Feature Set Parm P R F

YAMCHA - Joint Model

LC POS, whichModalAmI, verbType, isNumeric CW=3 61.9 52.7 56.9
LNSN POS, whichModalAmI, parentPOS, haveReportingAncestor, whichModal-

IsMyDaughter, haveDaughterPerfect, whichAuxIsMyDaughter, amVBwith-
DaughterTo, haveDaughterWh, haveDaughterShould

CW=0 62.5 57.5 59.9

LCSN POS, whichModalAmI, parentPOS, haveReportingAncestor, whichModalIs-
MyDaughter, whichAuxIsMyDaughter, haveDaughterShould

CW=2 67.4 58.1 62.4

LCSC POS, whichModalAmI, parentPOS, haveReportingAncestor, whichModal-
IsMyDaughter, haveDaughterPerfect, whichAuxIsMyDaughter, haveDaugh-
terWh, haveDaughterShould

CW=2 68.5 60.0 64.0

MALLET - Joint Model

L POS, whichModalAmI, verbType GV=1 55.1 45.0 49.6
LS POS, whichModalAmI, parentPOS, haveReportingAncestor, whichModal-

IsMyDaughter, haveDaughterPerfect, whichAuxIsMyDaughter, haveDaugh-
terWh, haveDaughterShould

GV=1 64.5 54.4 59.0

Pipeline Model

LCSC POS, whichModalAmI, parentPOS, haveReportingAncestor, whichModal-
IsMyDaughter, haveDaughterPerfect, whichAuxIsMyDaughter, haveDaugh-
terWh, haveDaughterShould

CW=2 49.8 42.9 46.1

Table 4: Overall Results. CW = Context Width, GV = Gaussian Variance, P = Precision, R = Recall, F
= F-Measure

der= “0,1”, which makes the CRF similar to Hid-
den Markov Model. All results reported here use
the order= “0,1”. We also conducted experiments
varying the Gaussian variance parameter from 1.0
to 10.0 using the same experimental setup (i.e.
we did not have a distinct tuning corpus) and ob-
served that best results were obtained with a low
value of 1 to 3, instead of MALLET’s default
value of 10.0.

3.3.3 Pipeline Model

We also did experiments to support our choice
of the joint model over the pipeline model. We
chose the best performing feature configuration
of the LCSC class (which is the overall best
performer as we present in Section 3.5), and
set up the pipeline model. We trained a se-
quence classifier using YAMCHA to identify the
head tokens, where tokens are tagged as just
propositional heads without distinguishing be-
tween CB/NA/NCB. The predicted head tokens
were then classified using a 3-Way SVM classi-
fier trained on gold data.

3.4 Evaluation

For evaluation, we used 4-fold cross validation on
the training data. The data was divided into 4 folds
of which 3 folds were used to train a model which
was tested on the 4th fold. We did this with all
four configurations and all the reported results in
this paper are averaged results across 4 folds. We
report Recall and Precision on word tokens in our
corpus for each of the three tags. It is worth noting
that the majority of the words in our data will not
be tagged with any of the three classes. (Recall
that most words have neither of the three tags).
We also report Fβ=1 (F)-measure as the harmonic
mean between (P)recision and (R)ecall.

3.5 Results

This section summarizes the results of various
experiments we conducted. The best perform-
ing feature configuration and corresponding Pre-
cision, Recall and F-measure for each experimen-
tal setup discussed in previous section is presented
in Table 4. The best F-measure for each category
under various experimental setups is presented in
Table 5.

We obtained the best performance using YAM-
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Setup Class CB NCB NA

Joint-YAMCHA LC 61.5 15.2 63.2
Joint-YAMCHA LNSN 67.0 28.3 59.9
Joint-YAMCHA LCSN 67.6 33.2 64.5
Joint-YAMCHA LCSC 69.6 34.1 64.5
Joint-MALLET L 53.9 7.5 54.1
Joint-MALLET LS 65.8 40.6 59.1
Pipeline LCSC 55.2 16.5 51.3

Table 5: Results per Category (F-Measure)

CHA in a joint model. So, we first analyze this
configuration in great detail in Section 3.5.1. We
discuss results obtained using MALLET in Sec-
tion 3.5.2 and the pipeline model in Section-3.5.3.

3.5.1 YAMCHA - Results

As described in Section 3.3.1, we divide our
experiments into 4 classes - LC , LNSN , LCSN
and LCSC . Table 4 presents the best perform-
ing feature sets and context width configuration
for each class. For all experiments with context,
the best result was obtained with a context width
of 2, except for LC , where a context width of 3
gave the best results. The results show that syn-
tactic features improve the classifier performance
considerably. The best model obtained for LC
has an F-measure of 56.9%. In LNSN it im-
proves marginally to 59.9%. Adding back context
to lexical features improves it to 62.4% in LCSN
whereas addition of context to syntactic features
further improves this to 64.0%. We observed that
the feature parentPOS has the most impact on in-
creased context widths, among syntactic features.

The improvement pattern of Precision and Re-
call across the classes is also interesting. Syntac-
tic features with no context improve Recall by 4.8
percentage points over only lexical features with
context, whereas Precision improves only by 0.6
points. However, adding back context to lexical
features further improves Precision by 4.9 points
while Recall just improves by 0.6 points. Finally,
adding context of syntactic features improves both
Precision and Recall moderately. We infer that
syntactic features (without context) help identify
more annotatable patterns thereby improving Re-
call, whereas linear context helps removing the
wrong ones, thereby improving Precision.

The per-category F-measure results presented
in Table 5 are also interesting. The CB F-measure
improves by 8.1 points and NCB improves 18.9
points from LC to LCSC . But, the improvement
in NA F-measure is only a marginal 1.3 points
between LC and LCSC . Furthermore, the F-
measure decreases by 3.3 points when syntactic
and lexical features with no context are used. On
analysis, we found that NAs often occur in syn-
tactic structures like want to find or should go (de-
ontic should), in which the relevant words occur
in a small linear window. In contrast, NCBs are
often signaled by deeper syntactic structures. For
example, in He said that his visit to the US will
mainly focus on the humanitarian issues, a simpli-
fied sentence from our training set, the verb focus
is an NCB because it is in the scope of the report-
ing verb said (specifically, it is its daughter). This
could not be captured using the context because
said and focus are far apart in the sentence. But
a correct parse tree gives focus as the daughter of
said. So, a feature like haveReportingAncestor
could easily capture this. It is also the case that the
root of a dependency parse tree would mostly be
a CB. This is captured by the feature parentPOS
having value ‘nil’. This property also cannot be
captured by lexical features alone.

However, NCB performs much worse than the
other two categories. NCB is a class which occurs
rarely compared to CB and NA in our corpus. Out
of the 1, 357 propositions tagged, only 176 were
NCB. We assume that this could be a main factor
of its poor performance.

We analyzed the performance across the folds.
Fold-2 contains only 0.03% NCBs compared to
1.89% on the rest of the folds. Similarly, it con-
tains 6.43% NAs compared to 3.82% across other
folds. However, our best performing model gives
a Recall of 59.1% with a Precision of 69.7% (F-
measure 64.0%) for Fold-2, which is as good as
other folds. Hence, we observe that our learned
model is robust under distributional variations.

3.5.2 MALLET Results

As explained in Section 3.3.2, we explored
MALLET-CRF using two experimental condi-
tions L and LS. Table 4 presents the best per-
forming feature sets for both classes. These re-
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sults again show that syntactic features improve
the classifier performance considerably. The best
model obtained for L class has an F-measure of
49.6%, whereas addition of syntactic features im-
proves this to 59.0%. Both Precision and Recall
are improved by 9.4 percentage points as well.

However, MALLET-CRF’s performance was
comparatively worse than YAMCHA’s SVM. The
best model for MALLET (LS) obtained an F-
measure of 59.0% which is 5.0 percentage points
less than that of the best model for YAMCHA
(LCSC).

It is interesting to note that MALLET per-
formed well on predicting NCB. The highest NCB
F-measure of MALLET - 40.6% is 6.5 percent-
age points higher than the highest NCB F-measure
for YAMCHA. However, corresponding CB and
NA F-measures were 61.2% and 56.1% which
are much lower than YAMCHA’s performance for
these categories.

Also, MALLET was more time efficient than
YAMCHA. On an average, for our corpus size
and feature sets, MALLET ran 3 times as fast as
YAMCHA in a cross validation setup (i.e. training
and testing together).

3.5.3 Joint Model vs Pipeline Model

As discussed in Section 3.3.3, we set up a
pipeline model for the best performing configu-
ration of LCSC class of YAMCHA experiments.
The head prediction step of the pipeline obtained
an F-measure of 83.9% with Precision and Re-
call of 86.7% and 81.2%, respectively, across all
4 folds. The 3-way classification step to classify
the belief of the identified head obtained an ac-
curacy of 72.7% across all folds. In the pipeline
model, false positives and false negatives adds up
from step 1 and step 2, where as only the true
positives of step 2 is considered as the true pos-
itives overall. In this way, the overall Precision
was only 49.8% and Recall was 42.9% with an F-
measure of 46.1% as shown in Table 4. The results
for CB/NCB/NA separately are given in Table 5.
The per-category best F-measure was decreased
by 14.4, 17.6 and 13.2 percentage points from the
YAMCHA joint model for CB, NCB and NA, re-
spectively. The performance gap is big enough to
conclude that our choice of joint model was right.

4 Related Work

Our work falls in the rich tradition of modeling
agents in terms of their cognitive states (for ex-
ample, (Rao and Georgeff, 1991)) and relating
this modeling to language use through extensions
to speech act theory (for example, (Perrault and
Allen, 1980; Clark, 1996; Bunt, 2000)). These no-
tions have been particularly fruitful in the dialog
community, where dialog act tagging is a major
topic of research; to cite just one prominent ex-
ample: (Stolcke et al., 2000). A dialog act repre-
sents the communicative intention of the speaker,
and its recognition is crucial for the building of
dialog systems. The specific contribution of this
paper is to investigate exactly how discourse par-
ticipants signal their beliefs using language, and
the strength of their beliefs; this latter point is not
usually included in dialog act tagging.

This paper is not concerned with issues relating
to logics for belief representation or inferencing
that can be done on beliefs (for an overview, see
(McArthur, 1988)), nor theories of automatic be-
lief ascription (Wilks and Ballim, 1987). For ex-
ample, this paper is not concerned with determin-
ing whether a belief in the requirement of p entails
the belief in p; instead, we are only interested in
whether the writer wants the reader to understand
whether the writer holds a belief in the require-
ment that p or in p directly. This paper is also not
concerned with subjectivity (Wiebe et al., 2004),
the nature of the proposition p (statement about
interior world or external world) is not of interest,
only whether the writer wants the reader to believe
the writer believes p. This paper is also not con-
cerned with opinion and determining the polarity
(or strength) of opinion (for example: (Somasun-
daran et al., 2008)), which corresponds to the de-
sire dimension. Thus, this work is orthogonal to
the extensive literature on opinion classification.

The work of (Saurı́ and Pustejovsky, 2007;
Saurı́ and Pustejovsky, 2008) is, in many re-
spects, very similar to ours. They propose Fact-
bank, which represents the factual interpretation
as modality-polarity pairs, extracted from the ba-
sic structural elements denoting factuality en-
coded by Timebank. Also, they attribute the factu-
ality to specific sources within the text. Our work
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is more limited in several ways: we currently only
model the writer’s beliefs; we do not express po-
larity (we believe we can derive it from the syn-
tax and lexicon); Saurı́ and Pustejovsky (2008)
ask their annotators to perform extensive linguis-
tic transformations on the text to obtain a “nor-
malized” representation of propositional content
(we simply ask the annotators to make a judg-
ment about the writer’s strength of belief with
respect to a given proposition, and expect to be
able to extract representations of pure proposi-
tional meaning independently); and finally, Saurı́
and Pustejovsky (2008) have a more fine-grained
representation of non-committed belief. While it
is plausible to distinguish between more or less
firm non-committed belief, we believe the crucial
distinction is between committed belief and non-
committed belief. Furthermore, Saurı́ and Puste-
jovsky (2008) group reported speech with non-
belief statements (our NA), while we group them
with weak belief (our NCB). The reason for our
decision is that we wanted to keep NA as a cat-
egory which contains no-one’s beliefs, as we as-
sumed this is semantically more coherent. The
category NCB thus covers beliefs which the writer
does not hold firmly or has expressed no opinion
on — which is different from propositions which
the writer has clearly attributed to other cognitive
states (such as desire). In principle, we believe
a 4-way distinction is the right approach, but our
NCB category is already the least frequent, and
splitting it would have resulted in two very rare
classes. Another difference include the use of the
word “fact” in the FactBank manual, which we
avoid because we are interested in cognitive mod-
eling; however, this is merely a terminological is-
sue.

Other related works explored belief systems in
an inference scenario as opposed to an intentional-
ity scenario. In work by (Krestel et al., 2008), the
authors explore belief in the context of reported
speech in news media: they track newspaper text
looking for elements indicating evidentiality. This
is different from our work, since we seek to make
explicit the intention of the author or the speaker.

5 Future Work

We are exploring ways to utilize the FactBank an-
notated corpus for our purpose, with the goal of
automatically converting it to our annotation for-
mat. With the added data from FactBank, we
hope to be able to split the NCB category into
WB (weak belief) and RS (reported speech). We
will also explore learning embedded belief attri-
butions, as annotated in FactBank.

We found that the per-sentence F-measure
has a small positive correlation with the length-
normalized probability of the MICA derivation (a
measure of parse confidence). In case of a bad
parse, syntax features add noise which in turn re-
duces classifier performance. We are planning
to exploit this correlation in order to choose sen-
tences for selective self-training. Another direc-
tion we are looking to extend this work is to em-
ploy active learning to overcome the shortcom-
ings of a small training set. Also, we found fre-
quent use of epistemic and deontic modals in our
data. Both types of modals have identical syntac-
tic structure, but they receive very different anno-
tations. This is not easily captured in our system.
We are exploring ways to handle this.

We will release our Committed Belief Tagging
tool as a standalone black-box tool. We also in-
tend to release the annotated corpus.
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Abstract

Studies of discourse relations have not, in
the past, attempted to characterize what
serves as evidence for them, beyond lists
of frozen expressions, or markers, drawn
from a few well-defined syntactic classes.
In this paper, we describe how the lexical-
ized discourse relation annotations of the
Penn Discourse Treebank (PDTB) led to
the discovery of a wide range of additional
expressions, annotated asAltLex(alterna-
tive lexicalizations) in the PDTB 2.0. Fur-
ther analysis of AltLex annotation sug-
gests that the set of markers is open-
ended, and drawn from a wider variety
of syntactic types than currently assumed.
As a first attempt towards automatically
identifying discourse relation markers, we
propose the use of syntactic paraphrase
methods.

1 Introduction

Discourse relations that hold between the content
of clauses and of sentences – including relations
of cause, contrast, elaboration, and temporal or-
dering – are important for natural language pro-
cessing tasks that require sensitivity to more than
just a single sentence, such as summarization, in-
formation extraction, and generation. In written
text, discourse relations have usually been con-
sidered to be signaled either explicitly, as lexical-
ized with some word or phrase, or implicitly due
to adjacency. Thus, while the causal relation be-
tween the situations described in the two clauses
in Ex. (1) is signalled explicitly by the connective
As a result, the same relation is conveyed implic-
itly in Ex. (2).

(1) John was tired. As a resulthe left early.

(2) John was tired. He left early.

This paper focusses on the problem of how to
characterize and identify explicit signals of dis-
course relations, exemplified in Ex. (1). To re-
fer to all such signals, we use the term “discourse
relation markers” (DRMs). Past research (e.g.,
(Halliday and Hasan, 1976; Martin, 1992; Knott,
1996), among others) has assumed that DRMs
are frozen or fixed expressions from a few well-
defined syntactic classes, such as conjunctions,
adverbs, and prepositional phrases. Thus the lit-
erature presentslists of DRMs, which researchers
try to make as complete as possible for their cho-
sen language. In annotating lexicalized discourse
relations of the Penn Discourse Treebank (Prasad
et al., 2008), this same assumption drove the ini-
tial phase of annotation. A list of “explicit con-
nectives” was collected from various sources and
provided to annotators, who then searched for
these expressions in the text and annotated them,
along with their arguments and senses. The same
assumption underlies methods for automatically
identifying DRMs (Pitler and Nenkova, 2009).
Since expressions functioning as DRMs can also
have non-DRM functions, the task is framed as
one of classifying given individual tokens as DRM
or not DRM.

In this paper, we argue that placing such syn-
tactic and lexical restrictions on DRMs limits
a proper understanding of discourse relations,
which can be realized in other ways as well. For
example, one should recognize that the instantia-
tion (or exemplification) relation between the two
sentences in Ex. (3) is explicitly signalled in the
second sentence by the phraseProbably the most
egregious example is, which is sufficient to ex-
press the instantiation relation.

(3) Typically, these laws seek to prevent executive
branch officials from inquiring into whether cer-
tain federal programs make any economic sense or
proposing more market-oriented alternatives to reg-
ulations. Probably the most egregious example is a
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proviso in the appropriations bill for the executive
office that prevents the president’s Office of Man-
agement and Budget from subjecting agricultural
marketing orders to any cost-benefit scrutiny.

Cases such as Ex. (3) show that identifying
DRMs cannot simply be a matter of preparing a
list of fixed expressions and searching for them in
the text. We describe in Section 2 how we identi-
fied other ways of expressing discourse relations
in the PDTB. In the current version of the cor-
pus (PDTB 2.0.), they are labelled asAltLex (al-
ternative lexicalizations), and are “discovered” as
a result of our lexically driven annotation of dis-
course relations, including explicit as well as im-
plicit relations. Further analysis of AltLex anno-
tations (Section 3) leads to the thesis thatDRMs
are a lexically open-ended class of elements which
may or may not belong to well-defined syntactic
classes. The open-ended nature of DRMs is a
challenge for their automated identification, and
in Section 4, we point to some lessons we have
already learned from this annotation. Finally, we
suggest that methods used for automatically gen-
erating candidate paraphrases may help to expand
the set of recognized DRMs for English and for
other languages as well (Section 5).

2 AltLex in the PDTB

The Penn Discourse Treebank (Prasad et al.,
2008) constitutes the largest available resource of
lexically grounded annotations of discourse rela-
tions, including both explicit and implicit rela-
tions.1 Discourse relations are assumed to have
two and only two arguments, called Arg1 and
Arg2. By convention, Arg2 is the argument syn-
tactically associated with the relation, while Arg1
is the other argument. Each discourse relation is
also annotated with one of the several senses in the
PDTB hierarchical sense classification, as well as
the attribution of the relation and its arguments.
In this section, we describe how the annotation
methodology of the PDTB led to the identification
of the AltLex relations.

Since one of the major goals of the annota-
tion was to lexically ground each relation, a first
step in the annotation was to identify the explicit

1http://www.seas.upenn.edu/˜pdtb

markers of discourse relations. Following stan-
dard practice, a list of such markers – called “ex-
plicit connectives” in the PDTB – was collected
from various sources (Halliday and Hasan, 1976;
Martin, 1992; Knott, 1996; Forbes-Riley et al.,
2006).2 These were provided to annotators, who
then searched for these expressions in the corpus
and marked their arguments, senses, and attribu-
tion.3 In the pilot phase of the annotation, we
also went through several iterations of updating
the list, as and when annotators reported seeing
connectives that were not in the current list. Im-
portantly, however, connectives were constrained
to come from a few well-defined syntactic classes:

• Subordinating conjunctions:e.g., because,
although, when, while, since, if, as.

• Coordinating conjunctions:e.g., and, but,
so, either..or, neither..nor.

• Prepositional phrases:e.g., as a result, on
the one hand..on the other hand, insofar as,
in comparison.

• adverbs: e.g., then, however, instead, yet,
likewise, subsequently

Ex. (4) illustrates the annotation of an explicit
connective. (In all PDTB examples in the paper,
Arg2 is indicated in boldface, Arg1 is in italics,
the DRM is underlined, and the sense is provided
in parentheses at the end of the example.)

(4) U.S. Trust, a 136-year-old institution that is one of
the earliest high-net worth banks in the U.S., has
faced intensifying competition from other firms that
have established, and heavily promoted, private-
banking businesses of their own.As a result,
U.S. Trust’s earnings have been hurt. (Contin-
gency:Cause:Result)

After all explicit connectives in the list were
annotated, the next step was to identify implicit
discourse relations. We assumed that such rela-
tions are triggered by adjacency, and (because of
resource limitations) considered only those that
held between sentences within the same para-
graph. Annotators were thus instructed to supply
a connective – called “implicit connective” – for

2All explicit connectives annotated in the PDTB are listed
in the PDTB manual (PDTB-Group, 2008).

3These guidelines are recorded in the PDTB manual.
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each pair of adjacent sentences,as long as the re-
lation was not already expressed with one of the
explicit connectives provided to them. This proce-
dure led to the annotation of implicit connectives
such asbecausein Ex. (5), where a causal relation
is inferred but no explicit connective is present in
the text to express the relation.

(5) To compare temperatures over the past 10,000
years, researchers analyzed the changes in concen-
trations of two forms of oxygen. (Implicit=because)
These measurements can indicate temperature
changes, . . . (Contingency:Cause:reason)

Annotators soon noticed that in many cases,
they were not able to supply an implicit connec-
tive. Reasons supplied included (a) “there is a re-
lation between these sentences but I cannot think
of a connective to insert between them”, (b) “there
is a relation between the sentences for which I
can think of a connective, but it doesn’t sound
good”, and (c) “there is no relation between the
sentences”. For all such cases, annotators were
instructed to supply “NONE” as the implicit con-
nective. Later, we sub-divided these “NONE” im-
plicits into “EntRel”, for the (a) type above (an
entity-based coherence relation, since the second
sentence seemed to continue the description of
some entity mentioned in the first); “NoRel” (no
relation) for the (c) type; and “AltLex”, for the (b)
type, which we turn to next.

Closer investigation of the (b) cases revealed
that the awkwardness perceived by annotators
when inserting an implicit connective was due to
redundancy in the expression of the relation: Al-
though no explicit connective was present to re-
late the two sentences, some other expression ap-
peared to be doing the job. This is indeed what
we found. Subsequently, instances of AltLex were
annotated if:

1. A discourse relation can be inferred between
adjacent sentences.

2. There is no explicit connective present to re-
late them.

3. The annotator is not able to insert an im-
plicit connective to express the inferred rela-
tion (having used “NONE” instead), because
inserting it leads to an awkward redundancy
in expressing the relation.

Under these conditions, annotators were in-
structed to look for and mark asAltlex, whatever
alternative expressionappeared to denote the re-
lation. Thus, for example, Ex. (6) was annotated
as AltLex because although a causal relation is in-
ferred between the sentences, inserting a connec-
tive like becausemakes expression of the relation
redundant. Here the phraseOne reason isis taken
to denote the relation and is marked asAltLex.

(6) Now, GM appears to be stepping up the pace of its
factory consolidation to get in shape for the 1990s.
One reason ismounting competition from new
Japanese car plants in the U.S. that are pour-
ing out more than one million vehicles a year
at costs lower than GM can match. (Contin-
gency:Cause:reason)

The result of this procedure led to the annota-
tion of 624 tokens of AltLex in the PDTB. We
turn to our analysis of these expressions in the
next section.

3 What is found in AltLex?

Several questions arise when considering the Alt-
Lex annotations. What kind of expressions are
they? What can we learn from their syntax?
Do they project discourse relations of a different
sort than connectives? How can they be identi-
fied, both during manual annotation and automat-
ically? To address these questions, we examined
the AltLex annotation for annotated senses, and
for common lexico-syntactic patterns extracted
using alignment with the Penn Treebank (Marcus
et al., 1993).4

3.1 Lexico-syntactic Characterization

We found that we could partition AltLex annota-
tion into three groups by (a) whether or not they
belonged to one of the syntactic classes admit-
ted as explicit connectives in the PDTB, and (b)
whether the expression was frozen (ie, blocking
free substitution, modification or deletion of any
of its parts) or open-ended. The three groups are
shown in Table 1 and discussed below.

4The source texts of the PDTB come from the Penn
Treebank (PTB) portion of the Wall Street Journal corpus.
The PDTB corpus provides PTB tree alignments of all its
text span annotations, including connectives, AltLex’s, argu-
ments of relations, and attribution spans.
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AltLex Group No (%) Examples

Syntactically
admitted, lexi-
cally frozen

92 (14.7%) quite the contrary (ADVP), for one thing (PP), as well (ADVP),
too (ADVP), soon (ADVP-TMP), eventually (ADVP-TMP),
thereafter (RB), even (ADVP), especially (ADVP), actually
(ADVP), still (ADVP), only (ADVP), in response (PP)

Syntactically
free, lexically
frozen

54 (8.7%) What’s more (SBAR-ADV), Never mind that (ADVP-
TMP;VB;DT), To begin with (VP), So (ADVP-PRD-TPC),
Another (DT), further (JJ), As in (IN;IN), So what if
(ADVP;IN), Best of all (NP)

Syntactically
and lexically
free

478 (76.6%) That compares with (NP-SBJ;VBD;IN), After these payments
(PP-TMP), That would follow (NP-SBJ;MD;VB), The plunge
followed (NP-SBJ;VBD), Until then (PP-TMP), The increase
was due mainly to (NP-SBJ;VBD;JJ;RB;TO), That is why (NP-
SBJ;VBZ;WHADVP), Once triggered (SBAR-TMP)

TOTAL 624 –

Table 1: Breakdown of AltLex by Syntactic and Lexical Flexibility. Examples in the third column are
accompanied (in parentheses) with their PTB POS tags and constituent phrase labels obtained from the
PDTB-PTB alignment.

Syntactically admitted and lexically frozen:
The first row shows that 14.7% of the strings an-
notated as AltLex belong to syntactic classes ad-
mitted as connectives and are similarly frozen.
(Syntactic class was obtained from the PDTB-
PTB alignment.) So, despite the effort in prepar-
ing a list of connectives (cf. Section 1), additional
ones were still found in the corpus through AltLex
annotation. This suggests that any pre-defined list
of connectives should only be used to guide anno-
tators in a strategy for “discovering” connectives.

Syntactically free and lexically frozen: AltLex
expressions that were frozen but belonged to syn-
tactic classes other than those admitted for the
PDTB explicit connectives accounted for 8.7%
(54/624) of the total (Table 1, row 2). For exam-
ple, the AltLexWhat’s more(Ex. 7) is parsed as
a clause (SBAR) functioning as an adverb (ADV).
It is also frozen, in not undergoing any change (eg,
What’s less, What’s bigger, etc.5

(7) Marketers themselves are partly to blame:They’ve
increased spending for coupons and other short-
term promotions at the expense of image-building
advertising. What’s more, a flood of new prod-
ucts has given consumers a dizzying choice of

5Apparently similar headless relative clauses such as
What’s more excitingdiffer from What’s morein not func-
tioning as adverbials, just as NPs.

brands, many of which are virtually carbon
copies of one other. (Expansion:Conjunction)

Many of these AltLex annotations do not con-
stitute a single constituent in the PTB, as with
Never mind that. These cases suggest that ei-
ther the restrictions on connectives as frozen ex-
pressions should be relaxed to admit all syntactic
classes, or the syntactic analyses of thesemulti-
word expressionsis irrelevant to their function.

Both syntactically and lexically free: This
third group (Table 1, row 3) constitutes the major-
ity of AltLex annotations – 76.6% (478/624). Ad-
ditional examples are shown in Table 2. Common
syntactic patterns here include subjects followed
by verbs (Table 2a-c), verb phrases with comple-
ments (d), adverbial clauses (e), and main clauses
with a subordinating conjunction (f).

All these AltLex annotations are freely modifi-
able, with their fixed and modifiable parts shown
in the regular expressions defined for them in Ta-
ble 2. Each has a fixed “core” phrase shown as
lexical tokens in the regular expression, e.g,con-
sequence of, attributed to, plus obligatory and op-
tional elements shown as syntactic labels. Op-
tional elements are shown in parentheses.<NX>
indicates any noun phrase,<PPX>, any prepo-
sitional phrase,<VX>, any verb phrase, and
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AltLex String AltLex Pattern

(a) A consequence of their departure could be ...<DTX> consequence (<PPX>) <VX>
(b) A major reason is ... <DTX> (<JJX>) reason (<PPX>) <VX>
(c) Mayhap this metaphorical connection made ...(<ADVX >) <NX> made
(d) ... attributed the increase to ... attributed<NX> to
(e) Adding to that speculation ... Adding to<NX>
(f) That may be because ... <NX> <VX> because

Table 2: Complex AltLex strings and their patterns

<JJX>, any adjectival phrase
These patterns show, for example, that other

variants of the identified AltLexA major reason
is includeThe reason is, A possible reason for the
increase is, A reason for why we should consider
DRMs as an open class is, etc. This is robust sup-
port for our claim that DRMs should be regarded
as an open class: The task of identifying them can-
not simply be a matter of checking ana priori list.

Note that the optional modification seen here
is clearly also possible with many explicit con-
nectives such asif (eg, even if just if, only if),
as shown in Appendix C of the PDTB manual
(PDTB-Group, 2008). This further supports the
thesis that DRMs should be treated as an open
class that includes explicit connectives.

3.2 Semantic Characterization

AltLex strings were annotated as denoting the dis-
course relation that held between otherwise un-
marked adjacent utterances (Section 2). We found
them to convey this relation in much the same
way as anaphoric discourse adverbials. Accord-
ing to (Forbes-Riley et al., 2006), discourse ad-
verbials convey both the discourse relation and an
anaphoric reference to its Arg1. The latter may be
either explicit (e.g., through the use of a demon-
strative like “this” or “that”), or implicit. Thus,
both as a result of thatand as a resultare dis-
course adverbials in the same way: the latter refers
explicitly to Arg1 via the pronoun “that”, while
former does so via an implicit internal argument.
(A resultmust be a result of something.)

The examples in Table 2 make this same two–
part semantic contribution, albeit with more com-
plex expressions referring to Arg1 and more com-
plex modification of the expression denoting the

relation. For example, in the AltLex shown in
(Table 2c),Mayhap this metaphorical connection
made(annotated in Ex. (8)), the relation is de-
noted by the causal verbmade, while Arg1 is
referenced through the definite descriptionthis
metaphorical connection. In addition, the adverb
Mayhapfurther modifies the relational verb.

(8) Ms. Bartlett’s previous work, which
earned her an international reputation
in the non-horticultural art world, of-
ten took gardens as its nominal subject.
Mayhap this metaphorical connection made
the BPC Fine Arts Committee think she had a
literal green thumb. (Contingency:Cause:Result)

These complex AltLex’s also raise the question
of why we find them at all in language. One part of
the answer is that these complex AltLex’s are used
to convey more than just the meaning of the rela-
tion. In most cases, we found that substituting the
AltLex with an adverbial connective led to some
aspect of the meaning being lost, as in Ex. (9-
10). SubstitutingFor examplefor the AltLex with
an (necessary) accompanying paraphrase of Arg2
loses the information that the example provided as
Arg2 is possibly the most egregious one. The con-
nectivefor exampledoes not allow similar modi-
fication. This means that one must use a different
strategy such as an AltLex expression.

(9) Typically, these laws seek to prevent exec-
utive branch officials from inquiring into
whether certain federal programs make
any economic sense or proposing more
market-oriented alternatives to regulations.
Probably the most egregious example isa pro-
viso in the appropriations bill for the executive
office that prevents the president’s Office of
Management and Budget from subjecting agri-
cultural marketing orders to any cost-benefit
scrutiny. (Expansion:Instantiation)

(10) For example, a proviso in the appropriations bill
for the executive office prevents the president’s Of-
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fice of Management and Budget from subjecting
agricultural marketing orders to any cost-benefit
scrutiny.

Another part of the answer toWhy AltLex? is
that it can serve to convey a relation for which the
lexicon lacks an adverbial connective. For exam-
ple, while English has several adverbial connec-
tives that express a “Cause:Consequence” relation
(eg, as a result, consequently, etc.), it lacks an
adverbial connective expressing “Cause:Reason”
(or explanation) albeit having at least two sub-
ordinating conjunctions that do so (becauseand
since). Thus, we find an AltLex whenever this re-
lation needs to be expressed between sentences, as
shown in Ex. (11).

(11) But a strong level of investor withdrawals is
much more unlikely this time around, fund man-
agers said.A major reason is that investors al-
ready have sharply scaled back their purchases
of stock funds since Black Monday. (Contin-
gency:Cause:reason)

Note, however, that even for such relations such
as Cause:Reason, it is still not the case that a list of
canned expressions will be sufficient to generate
the Altlex or to identify them, since this relation
can itself be further modified. In Ex. (12), for ex-
ample, the writer intends to convey that there are
multiple reasons for the walkout, although only
one of them is eventually specified in detail.

(12) In Chile, workers at two copper mines, Los
Bronces and El Soldado, which belong to the
Exxon-owned Minera Disputada,yesterday voted
to begin a full strike tomorrow, an analyst
said. Reasons for the walkout, the analyst said,
included a number of procedural issues, such as
a right to strike . (Contingency:Cause:reason)

4 Lessons learned from AltLex

Like all lexical phenomena, DRMs appear to
have a power-law distribution, with some very
few high-frequency instances like (and, but), a
block of mid-frequency instances (eg,after, be-
cause, however), and many many low-frequency
instances in the “long tail” (eg,much as, on the
contrary, in short, etc.). Given the importance
of DRMs for recognizing and classifying dis-
course relations and their arguments, what have
we learned from the annotation of AltLex?

First, the number of expressions found through
AltLex annotation, that belong to syntactic classes

admitted as connectives and also similarly frozen
(Table 1, row 1) shows that even in the PDTB,
there are additional instances of what we have
taken to be explicit connectives. By recognizing
them and unambiguously labelling their senses,
we will start to reduce the number of “hard cases”
of implicit connectives whose sense has to be rec-
ognized (Marcu and Echihabi, 2002; Sporleder
and Lascarides, 2008; Pitler et al., 2009; Lin et al.,
2009). Secondly, the number of tokens of expres-
sions from other syntactic classes that have been
annotated as AltLex (Table 1, rows 2 and 3) may
actually be higher than was caught via our Alt-
Lex annotation, thus making them even more im-
portant for discourse processing. To assess this,
we selected five of them and looked for all their
tokens in the WSJ raw files underlying both the
PTB and the PDTB. After eliminating those to-
kens that had already been annotated, we judged
whether the remaining ones were functioning as
connectives. Table 3 shows the expressions we
used in the first column, with the second and third
columns reporting the number of tokens annotated
in PDTB, and the number of additional tokens in
the WSJ corpus functioning as connectives. (The
asterisk next to the expressions is a wild card to al-
low for variations along the lines discussed for Ta-
ble 2.) These results show that these DRMs occur
two to three times more frequently than already
annotated.

Increased frequencies of AltLex occurrence are
also observed in discourse annotation projects un-
dertaken subsequent to the PDTB, since they were
able to be more sensitive to the presence of Alt-
Lex. The Hindi Discourse Relation Bank (HDRB)
(Oza et al., 2009), for example, reports that 6.5%
of all discourse relations in the HDRB have been
annotated as AltLex, compared to 1.5% in the
PDTB. This also provides cross-linguistic evi-
dence of the importance of recognizing the full
range of DRMs in a language.

5 Identifying DRMs outside the PDTB

As the set of DRMs appears to be both open-ended
and distributed like much else in language, with
a very long tail, it is likely that many are miss-
ing from the one-million word WSJ corpus anno-
tated in the PDTB 2.0. Indeed, in annotating En-
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AltLex Annotated Unannotated

The reason* 8 15
That’s because 11 16
The result* 12 18
That/This would* 5 16
That means 11 17

TOTAL 47 82

Table 3: Annotated and Unannotated instances of AltLex

glish biomedical articles with discourse relations,
Yu et al (2008) report finding many DRMs that
don’t appear in the WSJ (e.g.,as a consequence).
If one is to fully exploit DRMs in classifying
discourse relations, one must be able to identify
them all, or at least many more of them than we
have to date. One method that seems promising
is Callison-Burch’s paraphrase generation through
back-translation on pairs of word-aligned corpora
(Callison-Birch, 2007). This method exploits the
frequency with which a word or phrase is back
translated (from texts in language A to texts in
language B, and then back from texts in language
B to texts in language A) across a range of pivot
languages, into other words or phrases.

While there are many factors that introduce
low-frequency noise into the process, including
lexical ambiguity and errors in word alignment,
Callison-Burch’s method benefits from being able
to use the many existing word-aligned translation
pairs developed for creating translation models for
SMT. Recently, Callison-Burch showed that para-
phrase errors could be reduced by syntactically
constraining the phrases identified through back-
translation to ones with the same syntactic cat-
egory as assigned to the source (Callison-Birch,
2008), using a large set of syntactic categories
similar to those used in CCG (Steedman, 2000).

For DRMs, the idea is to identify through back-
translation, instances of DRMs that were neither
included in our original set of explicit connec-
tive nor subsequently found through AltLex an-
notation. To allow us to carry out a quick pi-
lot study, Callison-Burch provided us with back-
translations of 147 DRMs (primarily explicit con-
nectives annotated in the PDTB 2.0, but also in-
cluding a few from other syntactic classes found

through AltLex annotation). Preliminary analysis
of the results reveals many DRMs that don’t ap-
pear anywhere in the WSJ Corpus (eg,as a con-
sequence, as an example, by the same token), as
well as additional DRMs that appear in the cor-
pus but were not annotated as AltLex (e.g.,above
all, after all, despite that). Many of these latter
instances appear in the initial sentence of a para-
graph, but the annotation of implicit connectives
— which is what led to AltLex annotation in the
first place (Section 2) — was not carried out on
these sentences.

There are two further things to note before clos-
ing this discussion. First, there is an additional
source of noise in using back-translation para-
phrase to expand the set of identified DRMs. This
arises from the fact that discourse relations can
be conveyed either explicitly or implicitly, and
a translated text may not have made the same
choices vis-a-vis explicitation as its source, caus-
ing additional word alignment errors (some of
which are interesting, but most of which are not).
Secondly, this same method should prove useful
for languages other English, although there will be
an additional problem to overcome for languages
(such as Turkish) in which DRMs are conveyed
through morphology as well as through distinct
words and phrases.

6 Related work

We are not the first to recognize that discourse re-
lations can realized by more than just one or two
syntactic classes. Halliday and Hasan (1976) doc-
ument prepositional phrases likeAfter thatbeing
used to express conjunctive relations. More im-
portantly, they note that any definite description
can be substituted for the demonstrative pronoun.
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Similarly, Taboada (2006), in looking at how of-
ten RST-based rhetorical relations are realized by
discourse markers, starts by considering only ad-
verbials, prepositional phrases, and conjunctions,
but then notes the occurrence of a single instance
of a nominal fragmentThe resultin her corpus.
Challenging the RST assumption that the basic
unit of a discourse is a clause, with discourse rela-
tions holding between adjacent clausal units, Kib-
ble (1999) provides evidence thatinformational
discourse relations (as opposed tointentionaldis-
course relations) can hold intra-clausally as well,
with the relation “verbalized” and its arguments
realized as nominalizations, as inEarly treatment
with Brand X can preventa cold sore developing.
Since his focus is intra-clausal, he does not ob-
serve that verbalized discourse relations can hold
across sentences as well, where a verb and one
of its arguments function similarly to a discourse
adverbial, and in the end, he does not provide a
proposal for how to systematically identify these
alternative realizations. Le Huong et al. (2003),
in developing an algorithm for recognizing dis-
course relations, consider non-verbal realizations
(called NP cues) in addition to verbal realizations
(called VP cues). However, they provide only one
example of such a cue (“the result”). Like Kib-
ble (1999), Danlos (2006) and Power (2007) also
focus only on identifying verbalizations of dis-
course relations, although they do consider cases
where such relations hold across sentences.

What has not been investigated in prior work
is the basis for the alternation between connec-
tives and AltLex’s, although there are several ac-
counts of why a language may provide more than
one connective that conveys the same relation.
For example, the alternation in Dutch between
dus (“so”), daardoor (“as a result”), anddaarom
(“that’s why”) is explained by Pander Maat and
Sanders (2000) as having its basis in “subjectiv-
ity”.

7 Conclusion and Future Work

Categorizing and identifying the range of ways in
which discourse relations are realized is impor-
tant for both discourse understanding and gener-
ation. In this paper, we showed that existing prac-
tices of cataloguing these ways as lists of closed

class expressions is problematic. We drew on our
experience in creating the lexically grounded an-
notations of the Penn Discourse Treebank, and
showed that markers of discourse relations should
instead be treated as open-class items, with uncon-
strained syntactic possibilities. Manual annota-
tion and automatic identification practices should
develop methods in line with this finding if they
aim to exhaustively identify all discourse relation
markers.
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Abstract

This paper shows that incorporating lin-
guistically motivated features to ensure
correct animacy and number agreement in
an averaged perceptron ranking model for
CCG realization helps improve a state-of-
the-art baseline even further. Tradition-
ally, these features have been modelled us-
ing hard constraints in the grammar. How-
ever, given the graded nature of grammat-
icality judgements in the case of animacy
we argue a case for the use of a statisti-
cal model to rank competing preferences.
Though subject-verb agreement is gener-
ally viewed to be syntactic in nature, a pe-
rusal of relevant examples discussed in the
theoretical linguistics literature (Kathol,
1999; Pollard and Sag, 1994) points to-
ward the heterogeneous nature of English
agreement. Compared to writing gram-
mar rules, our method is more robust and
allows incorporating information from di-
verse sources in realization. We also show
that the perceptron model can reduce bal-
anced punctuation errors that would other-
wise require a post-filter. The full model
yields significant improvements in BLEU
scores on Section 23 of the CCGbank and
makes many fewer agreement errors.

1 Introduction

In recent years a variety of statistical models for
realization ranking that take syntax into account
have been proposed, including generative mod-
els (Bangalore and Rambow, 2000; Cahill and
van Genabith, 2006; Hogan et al., 2007; Guo et

al., 2008), maximum entropy models (Velldal and
Oepen, 2005; Nakanishi et al., 2005) and averaged
perceptron models (White and Rajkumar, 2009).
To our knowledge, however, none of these mod-
els have included features specifically designed to
handle grammatical agreement, an important task
in surface realization. In this paper, we show that
incorporating linguistically motivated features to
ensure correct animacy and verbal agreement in
an averaged perceptron ranking model for CCG
realization helps improve a state-of-the-art base-
line even further. We also demonstrate the utility
of such an approach in ensuring the correct pre-
sentation of balanced punctuation marks.

Traditionally, grammatical agreement phenom-
ena have been modelled using hard constraints
in the grammar. Taking into consideration the
range of acceptable variation in the case of ani-
macy agreement and facts about the variety of fac-
tors contributing to number agreement, the ques-
tion arises: tackle agreement through grammar
engineering, or via a ranking model? In our
experience, trying to add number and animacy
agreement constraints to a grammar induced from
the CCGbank (Hockenmaier and Steedman, 2007)
turned out to be surprisingly difficult, as hard con-
straints often ended up breaking examples that
were working without such constraints, due to ex-
ceptions, sub-regularities and acceptable variation
in the data. With sufficient effort, it is conceiv-
able that an approach incorporating hard agree-
ment constraints could be refined to underspec-
ify cases where variation is acceptable, but even
so, one would want a ranking model to capture
preferences in these cases, which might vary de-
pending on genre, dialect or domain. Given that
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a ranking model is desirable in any event, we in-
vestigate here the extent to which agreement phe-
nomena can be more robustly and simply handled
using a ranking model alone, with no hard con-
straints in the grammar.

We also show here that the perceptron model
can reduce balanced punctuation errors that would
otherwise require a post-filter. As White and Ra-
jkumar (2008) discuss, in CCG it is not feasible
to use features in the grammar to ensure that bal-
anced punctuation (e.g. paired commas for NP ap-
positives) is used in all and only the appropriate
places, given the word-order flexibility that cross-
ing composition allows. While a post-filter is a
reasonably effective solution, it can be prone to
search errors and does not allow balanced punctu-
ation choices to interact with other choices made
by the ranking model.

The starting point for our work is a CCG re-
alization ranking model that incorporates Clark &
Curran’s (2007) normal-form syntactic model, de-
veloped for parsing, along with a variety of n-
gram models. Although this syntactic model plays
an important role in achieving top BLEU scores
for a reversible, corpus-engineered grammar, an
error analysis nevertheless revealed that many er-
rors in relative pronoun animacy agreement and
subject-verb number agreement remain with this
model. In this paper, we show that features specif-
ically designed to better handle these agreement
phenomena can be incorporated into a realization
ranking model that makes many fewer agreement
errors, while also yielding significant improve-
ments in BLEU scores on Section 23 of the CCG-
bank. These features make use of existing corpus
annotations — specifically, PTB function tags and
BBN named entity classes (Weischedel and Brun-
stein, 2005) — and thus they are relatively easy to
implement.

1.1 The Graded Nature of Animacy
Agreement

To illustrate the variation that can be found with
animacy agreement phenomena, consider first an-
imacy agreement with relative pronouns. In En-
glish, an inanimate noun can be modified by a rel-
ative clause introduced by that or which, while an
animate noun combines with who(m). With some

nouns though — such as team, group, squad, etc.
— animacy status is uncertain, and these can be
found with all the three relative pronouns (who,
which and that). Google counts suggest that all
three choices are almost equally acceptable, as the
examples below illustrate:

(1) The groups who protested against plans to
remove asbestos from the nuclear subma-
rine base at Faslane claimed victory when
it was announced the government intends
to dispose of the waste on site. (The Glas-
gow Herald; Jun 25, 2010)

(2) Mr. Dorsch says the HIAA is work-
ing on a proposal to establish a privately
funded reinsurance mechanism to help
cover small groups that ca n’t get insur-
ance without excluding certain employees
. (WSJ0518.35)

1.2 The Heterogeneous Nature of Number
Agreement

Subject-verb agreement can be described as a con-
straint where the verb agrees with the subject in
terms of agreement features (number and person).
Agreement has often been considered to be a syn-
tactic phenomenon and grammar implementations
generally use syntactic features to enforce agree-
ment constraints (e.g. Velldal and Oepen, 2005).
However a closer look at our data and a survey
of the theoretical linguistics literature points to-
ward a more heterogeneous conception of English
agreement. Purely syntactic accounts are prob-
lematic when the following examples are consid-
ered:

(3) Five miles is a long distance to walk.
(Kim, 2004)

(4) King prawns cooked in chili salt and pep-
per was very much better, a simple dish
succulently executed. (Kim, 2004)

(5) “ I think it will shake confidence one more
time , and a lot of this business is based on
client confidence . ” (WSJ1866.10)

(6) It ’s interesting to find that a lot of the ex-
pensive wines are n’t always walking out
the door . (WSJ0071.53)
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In Example (3) above, the subject and deter-
miner are plural while the verb is singular. In
(4), the singular verb agrees with the dish, rather
than with individual prawns. Measure nouns such
as lot, ton, etc. exhibit singular agreement with
the determiner a, but varying agreement with the
verb depending on the head noun of the measure
noun’s of -complement. As is also well known,
British and American English differ in subject-
verb agreement with collective nouns. Kathol
(1999) proposes an explanation where agreement
is determined by the semantic properties of the
noun rather than by its morphological properties.
This accounts for all the cases above. In the light
of this explanation, specifying agreement features
in the logical form for realization could perhaps
solve the problem. However, the semantic view
of agreement is not completely convincing due to
counterexamples like the following discussed in
the literature (reported in Kim (2004)):

(7) Suppose you meet someone and they are
totally full of themselves

(8) Those scissors are missing.

In Example (7), the pronoun they used in a
generic sense is linked to the singular antecedent
someone, but its plural feature triggers plural
agreement with the verb. Example (8) illustrates a
situation where the subject scissors is arguably se-
mantically singular, but exhibits plural morphol-
ogy and plural syntactic agreement with both the
determiner as well as the verb. Thus this suggests
that English has a set of heterogeneous agree-
ment patterns rather than purely syntactic or se-
mantic ones. This is also reflected in the pro-
posal for a hybrid agreement system for English
(Kim, 2004), where the morphology tightly in-
teracts with the system of syntax, semantics, or
even pragmatics to account for agreement phe-
nomena. Our machine learning-based approach
approximates the insights discussed in the theoret-
ical linguistics literature. Writing grammar rules
to get these facts right proved to be surprisingly
difficult (e.g. discerning the actual nominal head
contributing agreement feature in cases like areas
of the factory were/*was vs. a lot of wines are/*is)
and required a list of measure nouns and parti-
tive quantifiers. We investigate here the extent

to which a machine learning–based approach is a
simpler, practical alternative for acquiring the rel-
evant generalizations from the data by combining
information from various information sources.

The paper is structured as follows. Section 2
provides CCG background. Section 3 describes
the features we have designed for animacy and
number agreement as well as for balanced punc-
tuation. Section 4 presents our evaluation of the
impact of these features in averaged perceptron re-
alization ranking models, tabulating specific kinds
of errors in the CCGbank development section as
well as overall automatic metric scores on Sec-
tion 23. Section 5 compares our results to those
obtained with related systems. Finally, Section 6
concludes with a summary of the paper’s contri-
butions.

2 Background

2.1 Surface Realization with Combinatory
Categorial Grammar (CCG)

CCG (Steedman, 2000) is a unification-based cat-
egorial grammar formalism which is defined al-
most entirely in terms of lexical entries that en-
code sub-categorization information as well as
syntactic feature information (e.g. number and
agreement). Complementing function application
as the standard means of combining a head with its
argument, type-raising and composition support
transparent analyses for a wide range of phenom-
ena, including right-node raising and long dis-
tance dependencies. An example syntactic deriva-
tion appears in Figure 1, with a long-distance
dependency between point and make. Seman-
tic composition happens in parallel with syntactic
composition, which makes it attractive for gener-
ation.

OpenCCG is a parsing/generation library which
works by combining lexical categories for words
using CCG rules and multi-modal extensions on
rules (Baldridge, 2002) to produce derivations.
Conceptually these extensions are on lexical cate-
gories. Surface realization is the process by which
logical forms are transduced to strings. OpenCCG
uses a hybrid symbolic-statistical chart realizer
(White, 2006) which takes logical forms as in-
put and produces sentences by using CCG com-
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He has a point he wants to make
np sdcl\np/np np/n n np sdcl\np/(sto\np) sto\np/(sb\np) sb\np/np

> >T >B
np s/(s\np) sto\np/np

>B
sdcl\np/np

>B
sdcl/np

np\np
<np
>

sdcl\np
<sdcl

Figure 1: Syntactic derivation from the CCGbank for He has a point he wants to make [. . . ]

aa1

he
h3

he
h2

<Det>

<Arg0>
<Arg1>

<TENSE>pres

<NUM>sg

<Arg0>

w1
want.01

m1

<Arg1>

<GenRel>

<Arg1>

<TENSE>pres

p1point

h1
have.03

make.03

<Arg0>

s[b]\np/np

np/n

np

n

s[dcl]\np/np

s[dcl]\np/(s[to]\np)

np

Figure 2: Semantic dependency graph from the
CCGbank for He has a point he wants to make
[. . . ], along with gold-standard supertags (cate-
gory labels)

binators to combine signs. Edges are grouped
into equivalence classes when they have the same
syntactic category and cover the same parts of
the input logical form. Alternative realizations
are ranked using integrated n-gram or perceptron
scoring, and pruning takes place within equiva-
lence classes of edges. To more robustly support
broad coverage surface realization, OpenCCG
greedily assembles fragments in the event that the
realizer fails to find a complete realization.

To illustrate the input to OpenCCG, consider
the semantic dependency graph in Figure 2. In
the graph, each node has a lexical predication
(e.g. make.03) and a set of semantic features
(e.g. 〈NUM〉sg); nodes are connected via depen-

dency relations (e.g. 〈ARG0〉). (Gold-standard su-
pertags, or category labels, are also shown; see
Section 2.2 for their role in hypertagging.) In-
ternally, such graphs are represented using Hy-
brid Logic Dependency Semantics (HLDS), a
dependency-based approach to representing lin-
guistic meaning (Baldridge and Kruijff, 2002). In
HLDS, each semantic head (corresponding to a
node in the graph) is associated with a nominal
that identifies its discourse referent, and relations
between heads and their dependents are modeled
as modal relations.

For our experiments, we use an enhanced ver-
sion of the CCGbank (Hockenmaier and Steed-
man, 2007)—a corpus of CCG derivations derived
from the Penn Treebank—with Propbank (Palmer
et al., 2005) roles projected onto it (Boxwell and
White, 2008). Additionally, certain multi-word
NEs were collapsed using underscores so that they
are treated as atomic entities in the input to the
realizer. To engineer a grammar from this cor-
pus suitable for realization with OpenCCG, the
derivations are first revised to reflect the lexical-
ized treatment of coordination and punctuation as-
sumed by the multi-modal version of CCG that is
implemented in OpenCCG (White and Rajkumar,
2008). Further changes are necessary to support
semantic dependencies rather than surface syntac-
tic ones; in particular, the features and unifica-
tion constraints in the categories related to seman-
tically empty function words such complemen-
tizers, infinitival-to, expletive subjects, and case-
marking prepositions are adjusted to reflect their
purely syntactic status.
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2.2 Hypertagging
A crucial component of the OpenCCG realizer is
the hypertagger (Espinosa et al., 2008), or su-
pertagger for surface realization, which uses a
maximum entropy model to assign the most likely
lexical categories to the predicates in the input
logical form, thereby greatly constraining the real-
izer’s search space.1 Category label prediction is
done at run-time and is based on contexts within
the directed graph structure as shown in Figure 2,
instead of basing category assignment on linear
word and POS context as in the parsing case.

3 Feature Design

The features we employ in our baseline perceptron
ranking model are of three kinds. First, as in the
log-linear models of Velldal & Oepen and Nakan-
ishi et al., we incorporate the log probability of the
candidate realization’s word sequence according
to our linearly interpolated language models as a
single feature in the perceptron model. Since our
language model linearly interpolates three com-
ponent models, we also include the log prob from
each component language model as a feature so
that the combination of these components can be
optimized. Second, we include syntactic features
in our model by implementing Clark & Curran’s
(2007) normal form model in OpenCCG. The fea-
tures of this model are listed in Table 1; they
are integer-valued, representing counts of occur-
rences in a derivation. Third, we include dis-
criminative n-gram features (Roark et al., 2004),
which count the occurrences of each n-gram that
is scored by our factored language model, rather
than a feature whose value is the log probability
determined by the language model. Table 2 de-
picts the new animacy, agreement and punctuation
features being introduced as part of this work. The
next two sections describe these features in more
detail.

3.1 Animacy and Number Agreement
Underspecification as to the choice of pronoun in
the input leads to competing realizations involv-
ing the relative pronouns who, that, which etc. The

1The approach has been dubbed hypertagging since it op-
erates at a level “above” the syntax, moving from semantic
representations to syntactic categories.

Feature Type Example
LexCat + Word s/s/np + before
LexCat + POS s/s/np + IN
Rule sdcl → np sdcl\np
Rule + Word sdcl → np sdcl\np + bought
Rule + POS sdcl → np sdcl\np + VBD
Word-Word 〈company, sdcl → np sdcl\np, bought〉
Word-POS 〈company, sdcl → np sdcl\np, VBD〉
POS-Word 〈NN, sdcl → np sdcl\np, bought〉
Word + ∆w 〈bought, sdcl → np sdcl\np〉 + dw
POS + ∆w 〈VBD, sdcl → np sdcl\np〉 + dw
Word + ∆p 〈bought, sdcl → np sdcl\np〉 + dp
POS + ∆p 〈VBD, sdcl → np sdcl\np〉 + dp
Word + ∆v 〈bought, sdcl → np sdcl\np〉 + dv
POS + ∆v 〈VBD, sdcl → np sdcl\np〉 + dv

Table 1: Baseline features: Basic and dependency
features from Clark & Curran’s (2007) normal
form model; distances are in intervening words,
punctuation marks and verbs, and are capped at 3,
3 and 2, respectively

Feature Example
Animacy features
Noun Stem + Wh-pronoun researcher + who
Noun Class + Wh-pronoun PER DESC + who
Number features
Noun + Verb people + are
NounPOS + Verb NNS + are
Noun + VerbPOS people + VBP
NounPOS + VerbPOS NNS + VBP
Noun of + Verb lot of + are
Noun of + VerbPOS lot of + VBP
NounPOS of + Verb NN of + are
NounPOS of + VerbPOS NN of + VBP
Noun of + of-complementPOS + VerbPOS lot of + NN + VBZ
NounPOS of + of-complementPOS + VerbPOS NN of + NN + VBZ
Noun of + of-complementPOS + Verb lot of + NN + is
NounPOS of + of-complementPOS + Verb NN of + NN + is
Punctuation feature
Balanced Punctuation Indicator $unbalPunct=1

Table 2: New features introduced

existing ranking models (n-gram models as well
as perceptron) often allow the top-ranked output
to have the relative pronoun that associated with
animate nouns. The existing normal form model
uses the word forms as well as part-of-speech tag
based features. Though this is useful for associ-
ating proper nouns (tagged NNP or NNPS) with
who, for other nouns (as in consumers who vs.
consumers that/which), the model often prefers
the infelicitous pronoun. So here we designed fea-
tures which also took into account the named en-
tity class of the head noun as well as the stem of
the head noun. These features aid the discrimi-
native n-gram features (PERSON, which has high
negative weight). As the results section discusses,
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NE classes like PER DESC contribute substan-
tially towards animacy preferences.

For number agreement, we designed three
classes of features (c.f. Number Agr row in Table
2). Each of these classes results in 4 features. Dur-
ing feature extraction, subjects of the verbs tagged
VBZ and VBP and verbs was, were were iden-
tified using the PTB NP-SBJ function tag anno-
tation projected on to the appropriate arguments
of lexical categories of verbs. The first class
of features encoded all possible combinations of
subject-verb word forms and parts of speech tags.
In the case of NPs involving of-complements like
a lot of ... (Examples 5 and 6), feature classes 2
and 3 were extracted (class 1 was excluded). Class
2 features encode the fact that the syntactic head
has an associated of-complement, while class 3
features also include the part of speech tag of the
complement. In the case of conjunct/disjunct VPs
and subject NPs, the feature specifically looked
at the parts of speech of both the NPs/VPs form-
ing the conjunct/disjunct. The motivation behind
such a design was to glean syntactic and semantic
generalizations from the data. During feature ex-
traction, from each derivation, counts of animacy
and agreement features were obtained.

3.2 Balanced Punctuation
A complex issue that arises in the design of bi-
directional grammars is ensuring the proper pre-
sentation of punctuation. Among other things, this
involves the task of ensuring the correct realiza-
tion of commas introducing noun phrase apposi-
tives.

(9) John, CEO of ABC, loves Mary.
(10) * John, CEO of ABC loves Mary.
(11) Mary loves John, CEO of ABC.
(12) * Mary loves John, CEO of ABC,.
(13) Mary loves John, CEO of ABC, madly.
(14) * Mary loves John, CEO of ABC madly.

As of now, n-gram models rule out examples
like 12 above. All the other unacceptable ex-
amples are ruled out using a post-filter on real-
ized derivations. As described in White and Ra-
jkumar (2008), the need for the filter arises be-
cause a feature-based approach appears to be in-
adequate for dealing with the class of examples

presented above in CCG. This approach involves
the incorporation of syntactic features for punctu-
ation into atomic categories so that certain combi-
nations are blocked. To ensure proper appositive
balancing sentence finally, the rightmost element
in the sentence should transmit a relevant fea-
ture to the clause level, which the sentence-final
period can then check for the presence of right-
edge punctuation. However, the feature schema
does not constrain cases of balanced punctuation
in cases involving crossing composition and ex-
traction. However, in this paper we explore a sta-
tistical approach to ensure proper balancing of NP
apposition commas. The first step in this solution
is the introduction of a feature in the grammar
which indicates balanced vs. unbalanced marks.
We modified the result categories of unbalanced
appositive commas and dashes to include a fea-
ture marking unbalanced punctuation, as follows:

(15) , ` np〈1〉unbal=comma\?np〈1〉/?np〈2〉

Then, during feature extraction, derivations
were examined to detect categories such as
npunbal=comma , and checked to make sure this NP
is followed by another punctuation mark in the
string such as a full stop. The feature indicates the
presence or absence of unbalanced punctuation in
the derivation.

4 Evaluation

4.1 Experimental Conditions

For the experiments reported below, we used a
lexico-grammar extracted from Sections 02–21 of
our enhanced CCGbank with collapsed NEs, a
hypertagging model incorporating named entity
class features, and a trigram factored language
model over words, named entity classes, part-of-
speech tags and supertags. Perceptron training
events were generated for each training section
separately. The hypertagger and POS/supertag
language model were trained on all the training
sections, while separate word-based models were
trained excluding each of the training sections in
turn. Event files for 26530 training sentences with
complete realizations were generated, with an av-
erage n-best list size of 18.2. The complete set of
models is listed in Table 3.
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Model Description
full-model All the feats from models below
agr-punct Baseline Feats + Punct + Num-Agr
wh-punct Baseline Feats + Punct + Animacy-Agr
baseline-punct Baseline Feats + Punct
baseline Log prob + n-gram +Syntactic features

Table 3: Legend for experimental conditions

4.2 Results

Realization results on the development and test
sections are given in Table 4. For the develop-
ment section, in terms of both exact matches and
BLEU scores, the model with all the three features
discussed above (agreement, animacy and punc-
tuation) performs better than the baseline which
does not have any of these features. However, us-
ing these criteria, the best performing model is ac-
tually the model which has agreement and punc-
tuation features. The model containing all the
features does better than the punctuation-feature
only model, but performs slightly worse than the
agreement-punctuation model. Section 23, the
test section, confirms that the model with all the
features performs better than the baseline model.
We calculated statistical significance for the main
results using bootstrap random sampling.2 Af-
ter re-sampling 1000 times, significance was cal-
culated using a paired t-test (999 d.f.). The re-
sults indicated that the model with all the fea-
tures in it (full-model) exceeded the baseline with
p < 0.0001 . However, exact matches and
BLEU scores do not necessarily reflect the extent
to which important grammatical flaws have been
reduced. So to judge the effectiveness of the new
features, we computed the percentage of errors of
each type that were present in the best Section 00
realization selected by each of these models. Also
note that our baseline results differ slightly from
the corresponding results reported in White and
Rajkumar (2009) in spite of using the same feature
set because quotes were introduced into the cor-
pus on which these experiments were conducted.
Previous results were based on the original CCG-
bank text where quotation marks are absent.

Table 6 reports results of the error analysis. It

2Scripts for running these tests are available at
http://projectile.sv.cmu.edu/research/
public/tools/bootStrap/tutorial.htm

Section Model %Exact %Compl. BLEU
00 baseline 38.18 82.47 0.8341

baseline-punct 37.97 82.47 0.8340
wh-punct 38.93 82.53 0.8360
full-model 40.47 82.53 0.8403
agr-punct 40.84 82.53 0.8414

23 baseline 38.98 83.39 0.8442
full-model 40.09 83.35 0.8446

Table 4: Results (98.9% coverage)—percentage
of exact match and grammatically complete real-
izations and BLEU scores

Model METEOR TERP
baseline 0.9819 0.0939
baseline-punct 0.9819 0.0939
wh-punct 0.9827 0.0923
agr-punct 0.9821 0.0902
full-model 0.9826 0.0909

Table 5: Section 00 METEOR and TERP scores

can be seen that the punctuation-feature is effec-
tive in reducing the number of sentences with un-
balanced punctuation marks. Similarly, the full
model has fewer animacy mismatches and just
about the same number of errors of the other two
types, though it performs slightly worse than the
agreement-only model in terms of BLEU scores
and exact matches. We also manually examined
the remaining cases of animacy agreement errors
in the output of the full model here. Of the remain-
ing 18 errors, 14 were acceptable paraphrases in-
volving object relative clauses (eg. wsj 0083.40 ...
the business that/∅ a company can generate). We
also provide METEOR and TERP scores for these
models (Table 5). In recently completed work on
the creation of a human-rated paraphrase corpus
to evaluate NLG systems, our analyses showed
that BLEU, METEOR and TERP scores correlate
moderately with human judgments of adequacy
and fluency, and that the most reliable system-
level comparisons can be made only by looking
at all three metrics.

4.3 Examples
Table 7 presents four examples where the
full model differs from the baseline. Example
wsj 0003.8 illustrates an example where the NE
tag PER DESC for researchers helps the percep-
tron model enforce the correct animacy agree-
ment, while the two baseline models prefer the
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Ref-wsj 0003.8 full,agr,wh neither Lorillard nor the researchers who studied the workers were aware of any research on
smokers of the Kent cigarettes

baseline,baseline-punct neither Lorillard nor the researchers that studied the workers were aware of any research on
smokers of the Kent cigarettes .

Ref-wsj 0003.18 agr-punct, full the plant , which is owned by Hollingsworth & Vose Co. , was under contract with lorillard to make the cigarette filters .
baselines, wh the plant , which is owned by Hollingsworth & Vose Co. , were under contract with lorillard to make the cigarette filters .

Ref-wsj 0018.6 agr-punct, full model while many of the risks were anticipated when minneapolis-based Cray Research first announced the spinoff ...
agr-punct, full while many of the risks were anticipated when minneapolis-based Cray Research first announced the spinoff ...
baselines while many of the risks was anticipated when minneapolis-based Cray Research announced the spinoff ...

Ref-wsj 0070.4 agr-punct, full Giant Group is led by three Rally ’s directors , Burt Sugarman , James M. Trotter III and William E. Trotter II that last
month indicated that they hold a 42.5 % stake in Rally ’s and plan to seek a majority of seats on ...

all others Giant Group is led by three Rally ’s directors , Burt Sugarman , James M. Trotter III and William E. Trotter II that last
month indicated that they holds a 42.5 % stake in Rally ’s and plans to seek a majority of seats on ...

Ref-wsj 0047.5 ... the ban wo n’t stop privately funded tissue-transplant research or federally funded fetal-tissue research
that does n’t involve transplants .

agr, full ... the ban wo n’t stop tissue-transplant privately funded research or federally funded fetal-tissue research
that does n’t involve transplants .

baselines, wh ... the ban wo n’t stop tissue-transplant privately funded research or federally funded fetal-tissue research
that do n’t involve transplants .

Table 7: Examples of realized output

Model #Punct-Errs %Agr-Errs %WH-Errs
baseline 39 11.05 22.44

baseline-punct 0 10.79 20.77
wh-punct 11 10.87 13.53
agr-punct 8 4.0 21.84
full-model 10 4.31 15.53

Table 6: Error analysis of Section 00 complete re-
alizations (total of 1554 agreement cases; total of
207 WH-pronoun cases)

that realization. Example wsj 0003.18 illustrates
an instance of simple subject-verb agreement be-
ing enforced by the models containing the agree-
ment features. Example wsj 0070.4 presents a
more complex situation where a single subject
has to agree with both verbs in a conjoined verb
phrase. The last example in Table 7 shows the
case of a NP subject which is a disjunction of two
individual NPs. In both these cases, while the
baseline models do not enforce the correct choice,
the models with the agreement features do get this
right. This is because our agreement features are
sensitive to the properties of both NP and VP con-
juncts/disjuncts. In addition, most of the realiza-
tions involving of -complements are also ranked
correctly. In the final example sentence provided
(i.e. wsj 0018.6), the models with the agreement
features are able to enforce the correct the agree-
ment constraints in the phrase many of the risks
were in contrast to the baseline models.

5 Conclusion

In this paper, we have shown for the first time
that incorporating linguistically motivated fea-
tures to ensure correct animacy and number agree-
ment in a statistical realization ranking model
yields significant improvements over a state-of-
the-art baseline. While agreement has tradition-
ally been modelled using hard constraints in the
grammar, we have argued that using a statistical
ranking model is a simpler and more robust ap-
proach that is capable of learning competing pref-
erences and cases of acceptable variation. Our
approach also approximates insights about agree-
ment which have been discussed in the theoret-
ical linguistics literature. We have also shown
how a targeted error analysis can reveal substan-
tial reductions in agreement errors, whose impact
on quality no doubt exceeds what is suggested
by the small BLEU score increases. As future
work, we also plan to learn such patterns from
large amounts of unlabelled data and use models
learned thus to rank paraphrases.
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Abstract

This paper looks at the web as a corpus
and at the effects of using web counts
to model language, particularly when we
consider them as a domain-specific versus
a general-purpose resource. We first com-
pare three vocabularies that were ranked
according to frequencies drawn from
general-purpose, specialised and web cor-
pora. Then, we look at methods to com-
bine heterogeneous corpora and evaluate
the individual and combined counts in the
automatic extraction of noun compounds
from English general-purpose and spe-
cialised texts. Better n-gram counts can
help improve the performance of empiri-
cal NLP systems that rely on n-gram lan-
guage models.

1 Introduction

Corpora have been extensively employed in sev-
eral NLP tasks as the basis for automatically
learning models for language analysis and gener-
ation. In theory, data-driven (empirical or statis-
tical) approaches are well suited to take intrinsic
characteristics of human language into account. In
practice, external factors also determine to what
extent they will be popular and/or effective for a
given task, so that they have shown different per-
formances according to the availability of corpora,
to the linguistic complexity of the task, etc.

An essential component of most empirical sys-
tems is the language model (LM) and, in partic-
ular, n-gram language models. It is the LM that
tells the system how likely a word or n-gram is in
that language, based on the counts obtained from

corpora. However, corpora represent a sample of
a language and will be sparse, i.e. certain words or
expressions will not occur. One alternative to min-
imise the negative effects of data sparseness and
account for the probability of out-of-vocabulary
words is to use discounting techniques, where a
constant probability mass is discounted from each
n-gram and assigned to unseen n-grams. Another
strategy is to estimate the probability of an un-
seen n-gram by backing off to the probability of
the smaller n-grams that compose it.

In recent years, there has also been some ef-
fort in using the web to overcome data sparseness,
given that the web is several orders of magnitude
larger than any available corpus. However, it is
not straightforward to decide whether (a) it is bet-
ter to use the web than a standard corpus for a
given task or not, and (b) whether corpus and web
counts should be combined and how this should
be done (e.g. using interpolation or back-off tech-
niques). As a consequence there is a strong need
for better understanding of the impacts of web fre-
quencies in NLP systems and tasks.

More reliable ways of combining word counts
could improve the quality of empirical NLP sys-
tems. Thus, in this paper we discuss web-based
word frequency distributions (§ 2) and investigate
to what extent “web-as-a-corpus” approaches can
be employed in NLP tasks compared to standard
corpora (§ 3). Then, we present the results of
two experiments. First, we compare word counts
drawn from general-purpose corpora, from spe-
cialised corpora and from the web (§ 4). Second,
we propose several methods to combine data from
heterogeneous corpora (§ 5), and evaluate their ef-
fectiveness in the context of a specific multiword
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expression task: automatic noun compound iden-
tification. We close this paper with some conclu-
sions and future work (§ 6).

2 The web as a corpus

Conventional and, in particular, domain-specific
corpora, are valuable resources which provide a
closed-world environment where precise n-gram
counts can be obtained. As they tend to be smaller
than general purpose corpora, data sparseness can
considerably hinder the results of statistical meth-
ods. For instance, in the biomedical Genia cor-
pus (Ohta et al., 2002), 45% of the words occur
only once (so-called hapax legomena), and this is
a very poor basis for a statistical method to decide
whether this is a significant event or just random
noise.

One possible solution is to see the web as a
very large corpus containing pages written in sev-
eral languages and being representative of a large
fraction of human knowledge. However, there are
some differences between using regular corpora
and the web as a corpus, as discussed by Kilgar-
riff (2003). One assumption, in particular, is that
page counts can approximate word counts, so that
the total number of pages is used as an estimator
of the n-gram count, regardless of how many oc-
currences of the n-gram they contain.

This simple underlying assumption has been
employed for several tasks. For example, Grefen-
stette (1999), in the context of example-based ma-
chine translation, uses web counts to decide which
of a set of possible translations is the most natural
one for a given sequence of words (e.g. groupe de
travail as work group vs labour collective). Like-
wise, Keller and Lapata (2003) use the web to esti-
mate the frequencies of unseen nominal bigrams,
while Nicholson and Baldwin (2006) look at the
interpretation of noun compounds based on the
individual counts of the nouns and on the global
count of the compound estimated from the web as
a large corpus.

Villavicencio et al. (2007) show that the web
and the British National Corpus (BNC) could be
used interchangeably to identify general-purpose
and type-independent multiword expressions. La-
pata and Keller (2005) perform a careful and
systematic evaluation of the web as a corpus in

other general-purpose tasks both for analysis and
generation, comparing it with a standard corpus
(the BNC) and using two different techniques to
combine them: linear interpolation and back-off.
Their results show that, while web counts are not
as effective for some tasks as standard counts, the
combined counts can generate results, for most
tasks, that are as good as the results produced by
the best individual corpus between the BNC and
the web. Nakov (2007) further investigates these
tasks and finds that, for many of them, effective
attribute selection can produce results that are at
least comparable to those from the BNC using
counts obtained from the web.

On the one hand, the web can minimise the
problem of sparse data, helping distinguish rare
from invalid cases. Moreover, a search engine al-
lows access to ever increasing quantities of data,
even for rare constructions and words, which
counts are usually equated to the number of pages
in which they occur. On the other hand, n-
grams in the highest frequency ranges, such as
the words the, up and down, are often assigned
the estimated size of the web, uniformly. While
this still gives an idea of their massive occur-
rence, it does not provide a finer grained distinc-
tion among them (e.g. in the BNC, the, down and
up occur 6,187,267, 84,446 and 195,426 times,
respectively, while in Yahoo! they all occur in
2,147,483,647 pages).

3 Standard vs web corpora

When we compare n-gram counts estimated from
the web with counts taken from a well-formed
standard corpus, we notice that web counts are
“estimated” or “approximated” as page counts,
whereas standard corpus counts are the exact
number of occurrences of the n-gram. In this way,
web counts are dependent on the particular search
engine’s algorithms and representations, and these
may perform approximations to handle the large
size of their indexing structures and procedures,
such as ignoring punctuation and using stopword
lists (Kilgarriff, 2007). This assumption, as well
as the following discussion, are not valid for for
controlled data sets derived from Web data, such

1042



as the Google 1 trillion n-grams1. Thus, our re-
sults cannot be compared to those using this kind
of data (Bergsma et al., 2009).

In data-driven techniques, some statistical mea-
sures are based on contingency tables, and the
counts for each of the table cells can be straight-
forwardly computed from a standard corpus.
However, this is not the case for the web, where
the occurrences of an n-gram are not precisely
calculated in relation to the occurrences of the
(n− 1)-grams composing it. For instance, the
n-gram the man may appear in 200,000 pages,
while the words the and man appear in respec-
tively 1,000,000 and 200,000 pages, implying that
the word man occurs with no other word than the2.

In addition, the distribution of words in a stan-
dard corpus follows the well known Zipfian dis-
tribution (Baayen, 2001) while, in the web, it is
very difficult to distinguish frequent words or n-
grams as they are often estimated as the size of the
web. For instance, the Yahoo! frequencies plotted
in figure 1(a) are flattened in the upper part, giv-
ing the same page counts for more than 700 of the
most frequent words. Another issue is the size of
the corpus, which is an important information, of-
ten needed to compute frequencies from counts or
to estimate probabilities in n-gram models. Un-
like the size of a standard corpus, which is easily
obtained, it is very difficult to estimate how many
pages exist on the web, especially as this number
is always increasing.

But perhaps the biggest advantage of the web is
its availability, even for resource-poor languages
and domains. It is a free, expanding and easily ac-
cessible resource that is representative of language
use, in the sense that it contains a great variability
of writing styles, text genres, language levels and
knowledge domains.

4 Analysing n-gram frequencies

In this section, we describe an experiment to com-
pare the probability distribution of the vocabulary
of two corpora, Europarl (Koehn, 2005) and Ge-
nia (Ohta et al., 2002), that represent a sample
of general-purpose and specialised English. In

1This dataset is released through LDC and is not freely
available. Therefore, we do not consider it in our evaluation.

2In practice, this procedure can lead to negative counts.

Vep Vgenia Vinter

types 104,144 20,876 6,798
hapax 41,377 9,410 –
tokens 39,595,352 486,823 –

Table 1: Some characteristics of general vs
domain-specific corpora.

addition to both corpora, we also considered the
counts from the web as a corpus, using Google
and Yahoo! APIs, and these four corpora act as n-
gram count sources. To do that, we preprocessed
the data (§ 4.1), extracted the vocabularies from
each corpus and calculated their counts in our
four n-gram count sources (§ 4.2), analysing their
rank plots to compare how each of these sources
models general-purpose and specialised language
(§ 4.3). The experiments described in this sec-
tion were implemented in the mwetoolkit and
are available at http://sf.net/projects/
mwetoolkit/.

4.1 Preprocessing
The Europarl corpus v3.0 (ep) contains transcrip-
tions of the speeches held at the European Par-
liament, with more than 1.4M sentences and
39,595,352 words. The Genia corpus (genia) con-
tains abstracts of scientific articles in biomedicine,
with around 1.8K sentences and 486,823 words.
These standard corpora were preprocessed in the
following way:

1. conversion to XML, lemmatisation and POS
tagging3;

2. case homogenisation, based on the following
criteria:

• all-uppercase and mixed case words
were normalised to their predominant
form, if it accounts for at least 80% of
the occurrences;
• uppercase words at the beginning of

sentences were lowercased;
• other words were not modified.

3Genia contains manual POS tag annota-
tion. Europarl was tagged using the TreeTagger
(www.ims.uni-stuttgart.de/projekte/
corplex/TreeTagger).
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This lowercasing algorithm helps to deal with the
massive use of abbreviations, acronyms, named
entities, and formulae found in specialised cor-
pora, such as those containing biomedical (and
other specialised) scientific articles.

For calculating arbitrary-sized n-grams in large
textual corpora efficiently, we implemented a
structure based on suffix arrays (Yamamoto and
Church, 2001). While suffix trees are often used
in LM tools, where n-grams have a fixed size, they
are not fit for arbitrary length n-gram searches and
can consume quite large amounts of memory to
store all the node pointers. Suffix arrays, on the
other hand, allow for arbitrary length n-grams to
be counted in a time that is proportional to log(N),
where N is the number of words (which is equiva-
lent to the number of suffixes) in the corpus. Suf-
fix arrays use a constant amount of memory pro-
portional to N. In our implementation, where ev-
ery word and every word position in the corpus are
encoded as a 4-byte integer, it corresponds pre-
cisely to 4×2×N plus the size of the vocabulary,
which is generally very small if compared to N,
given a typical token/type ratio. The construction
of the suffix array takes O(N log2 N) operations,
due to a sorting step at the end of the process.

4.2 Vocabulary creation

After preprocessing, we extracted all the unigram
surface forms (i.e. all words) from ep and from ge-
nia, generating two vocabularies, Vep and Vgenia,
where the words are ranked in descending fre-
quency order with respect to the corpus itself seen
as a n-gram count source. Formally, we can model
a vocabulary as a set V of words vi ∈V taken from
a corpus. A word count is the value c(vi) = n of a
function that goes from words to natural numbers,
c : V → N. Therefore, there is always an implicit
word order relation≤r in a vocabulary, that can be
generated from V and c by using the order relation
≥ in N4. Thus, a rank is defined as a partially-
ordered set formed by a vocabulary–word order
pair relation: 〈V,≤r〉.

Table 1 summarises some measures of the ex-
tracted vocabularies, where Vinter denotes the in-
tersection of Vep and Vgenia. Notice that Vinter

4That is, ∀v1,v2 ∈V , suppose c(v1) = n1 and c(v2) = n2,
then v1 ≤r v2 if and only if n1 ≥ n2.

n-gram genia ep google yahoo

642 1 4 8090K 220M
African 2 2028 15400K 916M
fatty 16 22 2550K 59700K
medicine 4 643 21900K 934M
Mac 15 3 34500K 1910M
SH2 27 1 113K 3270K
advances 4 646 6200K 173M
thereby 29 2370 8210K 145M

Table 2: Distribution of some words in Vinter.

contains considerably less entries than the small-
est vocabulary (Vgenia). This shows to what ex-
tent both types of text differ and how important
it is to use the correct techniques when work-
ing with domain-specific data in empirical ap-
proaches. The table also shows the number of ha-
pax legomena (i.e. words that occur only once) in
each corpus, and in this aspect both corpora are
similar5. It also shows how sparseness affects lan-
guage, since a vocabulary that is 400% bigger has
only 5% less hapax legomena.

For each entry in each vocabulary, we ob-
tained a count estimated from four different n-
gram count sources: ep, genia, Google as a cor-
pus (google) and Yahoo! as a corpus (yahoo). The
latter were configured to return only results for
pages in English. Table 2 shows an example of
entries extracted from Vinter. Notice that there are
no zeroes in columns genia and ep, since this vo-
cabulary only contains words that occur at least
once in these corpora. Also, some words like Mac
and SH2, that are probably specialised terms, oc-
cur more in genia than in ep even if the latter is
more than 80 times larger than the former.

4.3 Rank analyses

For each vocabulary, we want to estimate how
similar the ranks generated by each of the four
count sources are. Figure 1 shows the rank po-
sition (x) against the frequency (y) of words in
Vgenia, Vep and Vinter, where each plotted point rep-
resents a rank position according to corpus fre-

5The percentual difference in the proportion of hapax
legomena can be explained by the fact that genia is much
smaller than ep.
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(a) Rank plot of Vgenia.
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(b) Rank plot of Vep.
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(c) Rank plot of Vinter.

Figure 1: Plot of normalised frequencies of vocabularies according to rank positions, log-log scale.

quencies and may correspond to several different
words.6 The four sources have similar shaped
curves for each of the three vocabularies: ep
and genia could be reasonably approximated by
a linear regression curve (in the log-log domain).
google and yahoo present Zipfian curves for low
frequency ranges but have a flat line for higher
frequencies, and the phenomenon seems consis-
tent in all vocabularies and more intense on yahoo.
This is related to the problem discussed in sec-
tion 3 which is that web-based frequencies are not
accurate to model common words because web
counts correspond to page counts and not to word
counts, and that a common word will probably ap-
pear dozens of times in a single page. Nonethe-
less, google seems more robust to this effect,
and indeed yahoo returns exactly the same value
(roughly 2 billion pages) for a large number of
common words, producing the perfectly straight
line in the rank plots. Moreover, the problem
seems less serious in Vinter, but this could be due
to its much smaller size. These results show that
google is incapable of distinguishing among the
top-100 words while yahoo is incapable of distin-
guishing among the top-1000 words, and this can
be a serious drawback for web-based counts both
in general-purpose and specialised NLP tasks.

The curves agree in a large portion of the fre-
quency range, and the only interval in which ge-
nia and ep disagree is in lower frequencies (shown
in the bottom right corner). This happens be-

6Given the Zipfian behaviour of word probability distri-
butions, a log-log scale was used to plot the curves.

cause general-purpose ep frequencies are much
less accurate to model the specialised genia vo-
cabulary, specially in low frequency ranges when
sparseness becomes more marked (figure 1(a)),
and vice-versa (figure 1(b)). This effect is min-
imised in figure 1(c), corresponding to Vinter.

Although both vocabularies present the same
word frequency distributions, it does not mean
that their ranks are similar for the four count
sources. Tables 3 and 4 show the correlation
scores for the compared count sources and for the
two vocabularies, using Kendall’s τ . The τ corre-
lation index estimates the probability that a word
pair in a given rank has the same respective po-
sition in another rank, in spite of the distance be-
tween the words7.

In the two vocabularies, correlation is low,
which indicates that the ranks tend to order words
differently even if there are some similarities in
terms of the shape of the frequency distribution.
When we compare genia with google and with
yahoo, we observe that yahoo is slightly less cor-
related with genia than google, probably because
of its uniform count estimates for frequent words.
However, both seem to be more similar to genia
than ep.

A comparison of ep with google and with yahoo
shows that web frequencies are much more similar
to a general-purpose count source like ep than to
a specialised source like genia. Additionally, both
yahoo and google seem equally correlated to ep.

7For all correlation values, p < 0.001 for the alternative
hypothesis that τ is greater than 0.
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Vgenia Vgenia Vgenia Vgenia
top middle bottom

genia-ep 0.26 0.24 0.13 0.06
genia-google 0.28 0.24 0.18 0.09
genia-yahoo 0.27 0.22 0.17 0.09
ep-google 0.57 0.68 0.53 0.49
ep-yahoo 0.57 0.68 0.53 0.49
google-yahoo 0.90 0.90 0.89 0.89

Table 3: Kendall’s τ for count sources in Vgenia.

Vep Vep Vep Vep
top middle bottom

genia-ep 0.26 0.36 0.07 0.04
genia-google 0.27 0.39 0.15 0.12
genia-yahoo 0.24 0.35 0.12 0.10
ep-google 0.40 0.45 0.22 0.09
ep-yahoo 0.38 0.44 0.20 0.08
google-yahoo 0.86 0.89 0.84 0.83

Table 4: Kendall’s τ for count sources in Vep.

Surprisingly, this correlation is higher for Vgenia

than for Vep, as web frequencies and ep frequen-
cies are more similar for a specialised vocabulary
than for a general-purpose vocabulary. This could
mean that the three perform similarly (poorly) at
estimating frequencies for the biomedical vocab-
ulary (Vgenia) whereas they differ considerably at
estimating general-purpose frequencies.

The correlation of the rank (first column) is also
decomposed into the correlation for top words
(more than 10 occurrences), middle words (10 to
3 occurrences) and bottom words (2 and 1 occur-
rences). Except for the pair google-yahoo, the cor-
relation is much higher in the top portion of the
vocabulary and is close to zero in the long tail.
In spite of the logarithmic scale of the graphics
in figure 1, that show the largest difference in the
top part, the bottom part is actually the most ir-
regular. The only exception is ep compared with
the web count sources in Vgenia: these two pairs do
not present the high variability of the other com-
pared pairs, and this means that using ep counts
(general-purpose) to estimate genia counts (spe-
cialised) is similar to using web counts, indepen-
dently of the position of the word in the rank.

Counts from google and from yahoo are also very
similar, specially if we also consider Spearman’s
ρ , that is very close to total correlation. Web ranks
are also more similar for a specialised vocabulary
than for a general-purpose one, providing further
evidence for the hypothesis that the higher corre-
lation is a consequence of both sources being poor
frequency estimators. That is, for a given vocabu-
lary, when web count sources are good estimators,
they will be more distinct (e.g. having less zero
frequencies).

5 Combining corpora frequencies

In our second experiment, the goal is to propose
and to evaluate techniques for the combination
of n-gram counts from heterogeneous sources.
Therefore, we will use the insights about the vo-
cabulary differences presented in the previous sec-
tion. In this evaluation, we measure the impact
of the suggested techniques in the identification
of noun–noun compounds in corpora. Noun com-
pounds are very frequent in general-purpose and
specialised texts (e.g. bus stop, European Union
and gene activation). We extract them automat-
ically from ep and from genia using a standard
method based on POS patterns and association
measures (Evert and Krenn, 2005; Pecina, 2008;
Ramisch et al., 2010).

5.1 Experimental setup
The evaluation task consists of, given a corpus
of N words, extract all occurrences of adjacent
pairs of nouns8 and then rank them using a stan-
dard statistical measure that estimates the asso-
ciation strength between the two nouns. Analo-
gously to the formalism adopted in section 4.2,
we assume that, for each corpus, we generate a
set NN containing n-grams v1...n ∈ NN9 for which
we obtain n-gram counts from four sources. The
elements in NN are generated by comparing the
POS pattern noun–noun against all the bigrams in
the corpus and keeping only those pairs of adja-
cent words that match the pattern. The calculation
of the association measure, considering a bigram
v1v2, is based on a contingency table which cells

8We ignore other types of compounds, e.g. adjective–
noun pairs.

9We abbreviate a sequence v1 . . .vn as v1...n.
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contain all possible outcomes a1a2,ai ∈ {vi,¬vi}.
For web-based counts, we corrected up to 2% of
them by forcing the frequency of a unigram to be
at least equal to the frequency of the bigram in
which it occurs. Such inconsistencies are incom-
patible with statistical approaches based on con-
tingency table, as discussed in section 2.

The log-likelihood association measure (LL, al-
ternatively called expected mutual information),
estimates the difference between the observed ta-
ble and the expected table under the assumption of

independent events, where E(a1 . . .an) =

n
∏
i=1

c(ai)

Nn−1
is calculated using maximum likelihood:

LL(v1v2) = ∑
a1a2

c(a1a2)× log2
c(a1a2)

E(a1a2)

The evaluation of the NN lists is performed au-
tomatically with the help of existing noun com-
pound dictionaries. The general-purpose gold
standard, used to evaluate NNep, is composed of
bigram noun compounds extracted from several
resources: 6,212 entries from the Cambridge In-
ternational Dictionary of English, 22,981 from
Wordnet and 2,849 from the data sets of MWE
200810. Those were merged into a single general-
purpose gold standard that contains 28,622 bi-
gram noun compounds. The specialised gold stan-
dard, used to evaluate NNgenia, is composed of
7,441 bigrams extracted from constituent annota-
tion of the genia corpus with respect to concepts
in the Genia ontology (Kim et al., 2006).

True positives (TPs) are the n-grams of NN
that are contained in the respective gold standard,
while n-grams that do not appear in the gold stan-
dard are considered false positives11. While this
is a simplification that underestimates the perfor-
mance of the method, it is appropriate for the pur-
pose of this evaluation because we compare only
the mean average precision (MAP) between two
NN ranks, in order to verify whether improve-
ments obtained by the combined frequencies are

10420 entries provided by Timothy Baldwin, 2,169 en-
tries provided by Su Nam Kim and 250 entries provided by
Preslav Nakov, freely available at http://multiword.
sf.net/

11In fact, nothing can be said about an n-gram that is not
in a (limited-coverage) dictionary, further manual annotation
would be necessary to asses its relevance.

significant. Additionaly, MWEs are complex lin-
guistic phenomena, and their annotation, specially
in a domain corpus, is a difficult task that reaches
low agreement rates, sometimes even for expert
native speakers. Therefore, not only for theo-
retical reasons but also for practical reasons, we
adopted an automatic evaluation procedure rath-
ern than annotating the top candidates in the lists
by hand.

Since the log-likelihood measure is a function
that assigns a real value to each n-gram, there is
a rank relation ≤r that will be used to calculate
MAP as follows:

MAP(NN,≤r) =

∑
v1...n∈NN

P(v1...n)× p(v1...n)

|TPs in NN| ,

where p = 1 if v1...n is a TP, 0 else, and the preci-
sion P(v1...n) of a given n-gram corresponds to the
number of TPs before v1...n in 〈NN,≤r〉 over the
total number of n-grams before v1...n in 〈NN,≤r〉.

5.2 Combination heuristics
From the initial list of 176,552 lemmatised n-
grams in NNep and 14,594 in NNgenia, we fil-
tered out all hapax legomena in order to remove
noise and avoid useless computations. Then, we
counted the occurrences of v1, v2 and v1v2 in our
four sources, and those were used to calculate the
four LL values of n-grams in both lists. We also
propose three heuristics to combine a set of m
count sources c1 through cm into a single count
source ccomb:

ccomb(v1...n) =
m

∑
i=1

wi(v1...n)× ci(v1...n),

where w(v1...n) is a function that assigns a weight
between 0 and 1 for each count source accord-
ing to the n-gram v1...n. Three different func-
tions were used in our experiments: uniform
linear interpolation assumes a constant and uni-
form weight w(v1...n) = 1/m for all n-grams; pro-
portional linear interpolation assumes a constant
weight wi(v1...n) = ((∑m

j=1 N j)−Ni)/∑m
j=1 N j that

is proportional to the inverse size of the corpus;
and back-off uses the uniform interpolation of
web frequencies whenever the n-gram count in the
original corpus falls below a threshold (empiri-
cally defined as log2(N/100,000)).
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MAP of rank NNgenia NNep

LLgenia 0.4400 0.0462
LLep 0.4351 0.0371
LLgoogle 0.4297 0.0532
LLyahoo 0.4209 0.0508

LLuni f orm 0.4254 0.0508
LLproportional 0.4262 0.0520
LLbacko f f 0.3719 0.0370

Table 5: Performance of compound extraction.

Table 5 shows that the performance of back-
off is below all other techniques for both vocab-
ularies, thus excluding it as a successful combina-
tion heuristic. The large difference between MAP
scores for NNep and for NNgenia is explained by
the relative size of the gold standards: while the
general-purpose reference accounts for 16% of the
size of the NNep set, the specialised reference has
as many entries as 50% of NNgenia. Moreover, the
former was created by joining heterogeneous re-
sources while the latter was compiled by human
annotators from the Genia corpus itself. The goal
of our evaluation, however, is not to compare the
difficulty of each task, but to compare the com-
bination heuristics presented in each row of the
table.

The best MAP for NNgenia was obtained with
genia, that significantly outperforms all other
sources except ep12. On the other hand, the use
of web-based or interpolated counts in extracting
specialised noun–noun compounds does not im-
prove the performance of results based on sparse
but reliable counts drawn from well-formed cor-
pora. Nonetheless, the performance of ep in spe-
cialised extraction is surprising and could only be
explained by some overlap between the corpora.
Moreover, the interpolated counts are not signif-
icantly different from google counts, even if this
corpus should have the weakest weight in propor-
tional interpolation.

General-purpose compound extraction, how-
ever, benefits from the counts drawn from large
corpora as google and yahoo. Indeed, the former

12Significance was assessed through a standard one-tailed
t test for equal sample sizes and variances, α = 0.005.

significantly outperforms all other count sources,
closely followed by proportional counts. In
both vocabularies, proportional interpolation per-
forms very similar to the best count source, but,
strangely enough, it still does not outperform
google. Further data inspection would be needed
to explain these results for the interpolated combi-
nation and to try to shed some light on the reason
why the backoff method performs so poorly.

6 Future perspectives

In this work, we presented a detailed evalua-
tion of the use of web frequencies as estima-
tors of corpus frequencies in general-purpose and
specialised tasks, discussing some important as-
pects of corpus-based versus web-based n-gram
frequencies. The results indicate that they are
not only very distinct but they are so in different
ways. The importance of domain-specific data for
modelling a specialised vocabulary is discussed in
terms of using ep to get Vgenia counts. Further-
more, the web corpora were more similar to genia
than to ep, which can be explained by the fact that
“similar” is different from “good”, i.e. they might
be equally bad in modelling genia while they are
distinctly better for ep.

We also proposed heuristics to combine count
sources inspired by standard interpolation and
back-off techniques. Results show that we can-
not use web-based or combined counts to identify
specialised noun compounds, since they do not
help minimise data sparseness. However, general-
purpose extraction is improved with the use of
web counts instead of counts drawn from standard
corpora.

Future work includes extending this research
to other languages and domains in order to es-
timate how much of these results depend on the
corpora sizes. Moreover, as current interpolation
techniques usually combine two corpora, weights
are estimated in a more or less ad hoc proce-
dure (Lapata and Keller, 2005). Interpolating sev-
eral corpora would need a more controlled learn-
ing technique to obtain optimal weights for each
frequency function. Additionally, the evaluation
shows that corpora perform differently according
to the frequency range. This insight could be used
to define weight functions for interpolation.
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Abstract

Previous research in cross-document en-
tity coreference has generally been re-
stricted to the offline scenario where the
set of documents is provided in advance.
As a consequence, the dominant approach
is based on greedy agglomerative cluster-
ing techniques that utilize pairwise vec-
tor comparisons and thus require O(n2)
space and time. In this paper we ex-
plore identifying coreferent entity men-
tions across documents in high-volume
streaming text, including methods for uti-
lizing orthographic and contextual infor-
mation. We test our methods using several
corpora to quantitatively measure both the
efficacy and scalability of our streaming
approach. We show that our approach
scales to at least an order of magnitude
larger data than previous reported meth-
ods.

1 Introduction

A key capability for successful information ex-
traction, topic detection and tracking, and ques-
tion answering is the ability to identify equiva-
lence classes of entity mentions. An entity is a
real-world person, place, organization, or object,
such as the person who serves as the 44th pres-
ident of the United States. An entity mention is
a string which refers to such an entity, such as
“Barack Hussein Obama”, “Senator Obama” or
“President Obama”. The goal of coreference res-
olution is to identify and connect all textual entity
mentions that refer to the same entity.

The first step towards this goal is to identify all
references within the same document, or within
document coreference resolution. A document of-
ten has a leading canonical reference to the entity

(“Barack Obama”) followed by additional expres-
sions for the same entity (“President Obama.”)
An intra-document coreference system must first
identify each reference, often relying on named
entity recognition, and then decide if these refer-
ences refer to a single individual or multiple enti-
ties, creating a coreference chain for each unique
entity. Feature representations include surface
form similarity, lexical context of mentions, po-
sition in the document and distance between ref-
erences. A variety of statistical learning meth-
ods have been applied to this problem, including
use of decision trees (Soon et al., 2001; Ng and
Cardie, 2002), graph partitioning (Nicolae and
Nicolae, 2006), maximum-entropy models (Luo
et al., 2004), and conditional random fields (Choi
and Cardie, 2007).

Given pre-processed documents, in which enti-
ties have been identified and entity mentions have
been linked into chains, we seek to identify across
an entire document collection all chains that re-
fer to the same entity. This task is called cross
document coreference resolution (CDCR). Sev-
eral of the challenges associated with CDCR dif-
fer from the within document task. For example,
it is unlikely that the same document will discuss
John Phillips the American football player and
John Phillips the musician, but it is quite proba-
ble that documents discussing each will appear in
the same collection. Therefore, while matching
entities with the same mention string can work
well for within document coreference, more so-
phisticated approaches are necessary for the cross
document scenario where a one-entity-per-name
assumption is unreasonable.

One of the most common approaches to both
within document and cross document corefer-
ence resolution has been based on agglomerative
clustering, where vectors might be bag-of-word
contexts (Bagga and Baldwin, 1998; Mann and
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Yarowsky, 2003; Gooi and Allan, 2004; Chen
and Martin, 2007). These algorithms creates a
O(n2) dependence in the number of mentions –
for within document – and documents – for cross
document. This is a reasonable limitation for
within document, since the number of references
will certainly be small; we are unlikely to en-
counter a document with millions of references.
In contrast to the small n encountered within a
document, we fully expect to run a CDCR sys-
tem on hundreds of thousands or millions of doc-
uments. Most previous approaches cannot handle
collections of this size.

In this work, we present a new method for
cross document coreference resolution that scales
to very large corpora. Our algorithm operates in
a streaming setting, in which documents are pro-
cessed one at a time and only a single time. This
creates a linear (O(n)) dependence on the num-
ber of documents in the collection, allowing us
to scale to millions of documents and millions
of unique entities. Our algorithm uses stream-
ing clustering with common coreference similar-
ity computations to achieve large scale. Further-
more, our method is designed to support both
name disambiguation and name variation.

In the next section, we give a survey of related
work. In Section 3 we detail our streaming setup,
giving a description of the streaming algorithm
and presenting efficient techniques for represent-
ing clusters over streams and for computing simi-
larity. Section 4 describes the data sets on which
we evaluate our methods and presents results. We
conclude with a discussion and description of on-
going work.

2 Related Work

Traditional approaches to cross document coref-
erence resolution have first constructed a vector
space representation derived from local (or global)
contexts of entity mentions in documents and then
performed some form of clustering on these vec-
tors. This is a simple extension of Firth’s distribu-
tional hypothesis applied to entities (Firth, 1957).
We describe some of the seminal work in this area.

Some of the earliest work in CDCR was by
Bagga and Baldwin (1998). Key contributions
of their research include: promotion of a set-

theoretic evaluation measure, B-CUBED; intro-
duction of a data set based on 197 New York
Times articles which mention a person named
John Smith; and, use of TF/IDF weighted vec-
tors and cosine similarity in single-link greedy ag-
glomerative clustering.

Mann and Yarowsky (2003) extended Bagga
and Baldwin’s work and contributed several inno-
vations, including: use of biographical attributes
(e.g., year of birth, occupation), and evaluation us-
ing pseudonames. Pseudonames are sets of artifi-
cially conflated names that are used as an efficient
method for producing a set of gold-standard dis-
ambiguations.1 Mann and Yarowsky used 4 pairs
of conflated names in their evaluation. Their sys-
tem did not perform as well on named entities with
little available biographic information.

Gooi and Allan (2004) expanded on the use
of pseudonames by semi-automatically creating
a much larger evaluation set, which they called
the ’Person-X’ corpus. They relied on automated
named-entity tagging and domain-focused text re-
trieval. This data consisted of 34,404 documents
where a single person mention in each document
was rewritten as ’Person X’. Besides their novel
construction of a large-scale resource, they in-
vestigated several minor variations in clustering,
namely (a) use of Kullback-Leibler divergence as
a distance measure, (b) use of 55-word snippets
around entity mentions (vs. entire documents or
extracted sentences), and (c) scoring clusters us-
ing average-link instead of single- or complete-
link.

Finally, in more recent work, Chen and Martin
(2007) explore the CDCR task in both English and
Chinese. Their work focuses on use of both lo-
cal, and document-level noun-phrases as features
in their vector-space representation.

There have been a number of open evaluations
of CDCR systems. For example, the Web People
Search (WePS) workshops (Artiles et al., 2008)
have created a task for disambiguating personal
names from HTML pages. A set of ambiguous
names is chosen and each is submitted to a popular
web search engine. The top 100 pages are then
manually clustered.We discuss several other data

1See Sanderson (2000) for use of this technique in word
sense disambiguation.
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sets in Section 4.2

All of the papers mentioned above focus on dis-
ambiguating personal names. In contrast, our sys-
tem can also handle organizations and locations.
Also, as was mentioned earlier, we are commit-
ted to a scenario where documents are presented
in sequence and entities must be disambiguated
instantly, without the benefit of observing the en-
tire corpus. We believe that such a system is bet-
ter suited to highly dynamic environments such as
daily news feeds, blogs, and tweets. Additionally,
a streaming system exposes a set of known entity
clusters after each document is processed instead
of waiting until the end of the stream.

3 Approach

Our cross document coreference resolution sys-
tem relies on a streaming clustering algorithm
and efficient calculation of similarity scores. We
assume that we receive a stream of corefer-
ence chains, along with entity types, as they
are extracted from documents. We use SERIF
(Ramshaw and Weischedel, 2005), a state of the
art document analysis system which performs
intra-document coreference resolution. BBN de-
veloped SERIF to address information extraction
tasks in the ACE program and it is further de-
scribed in Pradhan et al. (2007).

Each unique entity is represented by an entity
cluster c, comprised of entity chains from many
documents that refer to the same entity. Given
an entity coreference chain e, we identify the best
known entity cluster c. If a suitable entity cluster
is not found, a new entity cluster is formed.

An entity cluster is selected for a given corefer-
ence chain using several similarity scores, includ-
ing document context, predicted entity type, and
orthographic similarity between the entity men-
tion and previously discovered references in the
entity cluster. An efficient implementation of the
similarity score allows the system to identify the
top k most likely mentions without considering all
m entity clusters. The final output of our sys-
tem is a collection of entity clusters, each con-
taining a list of coreference chains and their doc-
uments. Additionally, due to its streaming nature,

2We preferred other data sets to the WePS data in our
evaluation because it is not easily placed in temporal order.

the system can be examined at any time to produce
this information based on only the documents that
have been processed thus far.

In the next sections, we describe both the clus-
tering algorithm and efficient computation of the
entity similarity scores.

3.1 Clustering Algorithm
We use a streaming clustering algorithm to cre-
ate entity clusters as follows. We observe a set
of points from a potentially infinite set X , one at
a time, and would like to maintain a fixed number
of clusters while minimizing the maximum cluster
radius, defined as the radius of the smallest ball
containing all points of the cluster. This setup is
well known in the theory and information retrieval
community and is referred to as the dynamic clus-
tering problem (Can and Ozkarahan, 1987).

Others have attempted to use an incremen-
tal clustering approach, such as Gooi and Al-
lan (2004) (who eventually prefer a hierarchi-
cal clustering approach), and Luo et al. (2004),
who use a Bell tree approach for incrementally
clustering within document entity mentions. Our
work closely follows the Doubling Algorithm of
Charikar et al. (1997), which has better perfor-
mance guarantees for streaming data. Streaming
clustering means potentially linear performance in
the number of observations since each document
need only be examined a single time, as opposed
to the quadratic cost of agglomerative clustering.3

The Doubling Algorithm consists of two stages:
update and merge. Update adds points to existing
clusters or creates new clusters while merge com-
bines clusters to prevent the clusters from exceed-
ing a fixed limit. New clusters are created accord-
ing to a threshold set using development data. We
selected a threshold of 0.5 since it worked well in
preliminary experiments. Since the number of en-
tities grows with time, we have skipped the merge
step in our initial experiments so as not to limit
cluster growth.

We use a dynamic caching scheme which backs
the actual clusters in a disk based index, but re-

3It is possible to implement hierarchical agglomerative
clustering in O(n logm) time where n is the number of
points and m in the number of clusters. However this is still
superlinear and expensive in situations where m continually
increases like in streaming coreference resolution.
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Figure 1: Frequency vs. rank for 567k people,
136k organizations, and 25k locations in the New
York Times Annotated Corpus (Sandhaus, 2008).

tains basic cluster information in memory (see be-
low). Doing so improves paging performance as
observed in Omiecinski and Scheuermann (1984).
Motivated by the Zipfian distribution of named en-
tities in news sources (Figure 1), we organize our
cluster store using an LRU policy, which facili-
tates easy access to named entities that were ob-
served in the recent past. We obtain additional
performance gains by hashing the clusters based
on the constituent mention string (details below).
This allows us to quickly retrieve a small but re-
lated number of clusters, k. It is always the case
that k << m, the current number of clusters.

3.2 Candidate Cluster Selection

As part of any clustering algorithm, each new item
must be compared against current clusters. As we
see more documents, the number of unique clus-
ters (entities) grows. Therefore, we need efficient
methods to select candidate clusters.

To select the top candidate clusters, we obtain
those that have high orthographic similarity with
the head name mention in the coreference chain e.
We compute this similarity using the dice score on
either word unigrams or character skip bigrams.
For each entity mention string associated with a
cluster c, we generate all possible n-grams using
one of the above two policies. We then index the
cluster by each of its n-grams in a hash maintained
in memory. In addition, we keep the number of n-

grams generated for each cluster.
When given a new head mention e for a coref-

erence chain, we generate all of the n-grams and
look up clusters that contain these n-grams using
the hash. We then compute the dice score:

dice(e, c) =
|{ngram(e)} ∩ {ngram(c)}|
|{ngram(e)} ∪ {ngram(c)}| ,

where {ngram(e)} are the set of n-grams in entity
mention e and {ngram(c)} are the set of n-grams
for all entity mentions in cluster c. Note that we
can calculate the numerator (the intersection) by
looking up the n-grams of e in the hash and count-
ing matches with c. The denominator is equivalent
to the number of n-grams unique to e and to c plus
the number that are shared. The number that are
shared is the intersection. The number unique to
e is the total number of n-grams in e minus the in-
tersection. The final term, the number unique to c,
is computed by taking the total number of n-grams
in c (a single integer stored in memory) minus the
intersection.

Through this strategy, we can select only those
clusters that have the highest orthographic simi-
larity to e without requiring the cluster contents,
which may not be stored in memory. In our exper-
iments, we evaluate settings where we select all
candidates with non-zero score and a pruned set of
the top k dice score candidates. We also include
in the n-gram list known aliases to facilitate or-
thographically dissimilar, but reasonable matches
(e.g., IBM or ‘Big Blue’ for ‘International Busi-
ness Machines, Inc.’).4

For further efficiency, we keep separate caches
for each named entity type.5 We then select the
appropriate cache based on the automatically de-
termined type of the named entity provided by the
named entity tagger, which also prevents spurious
matches of non-matching entity types.

3.3 Similarity Metric

After filtering by orthographic information to
quickly obtain a small set of candidate clusters,
a full similarity score is computed for the current

4We generated alias lists for entities from Freebase.
5Persons (PER), organizations (ORG), and locations

(LOC).
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entity coreference chain and each retrieved can-
didate cluster. These computations require infor-
mation about each cluster, so the cluster’s suffi-
cient statistics are loaded using the LRU cache de-
scribed above.

We define several similarity metrics between
coreference chains and clusters to deal with both
name variation and disambiguation. For name
variation, we define an orthographic similarity
metric to match similar entity mention strings. As
before, we use word unigrams and character skip
bigrams. For each of these methods, we compute
a similarity score as dice(e, c) and select the high-
est scoring cluster.

To address name disambiguation, we use two
types of context from the document. First, we use
lexical features represented as TF/IDF weighted
vectors. Second, we consider topic features, in
which each word in a document is replaced with
the topic inferred from a topic model. This yields
a distribution over topics for a given document.
We use an LDA (Blei et al., 2003) model trained
on the New York Times Annotated Corpus (Sand-
haus, 2008). We note that LDA can be computed
over streams (Yao et al., 2009).

To compare context vectors we use cosine sim-
ilarity, where the cluster vector is the average of
all document vectors assigned to the cluster. Note
that the filtering step in Section 3.2 returns only
those candidates with some orthographic similar-
ity with the coreference chain, so a similarity met-
ric that uses context only is still restricted to ortho-
graphically similar entities.

Finally, we consider a combination of ortho-
graphic and context similarity as a linear combi-
nation of the two metrics as:

score(e, c) = α dice(e, c) + (1− α)cosine(e, c) .

We set α = 0.8 based on initial experiments.

4 Evaluation

We used several corpora to evaluate our meth-
ods, including two data sets commonly used in the
coreference community. We also created a new
test set using artificially conflated names. And fi-
nally to test scalability, we ran our algorithm over
a large text collection that, while it did not have

Attribute smith nytac ace08 kbp09
Total Documents 197 1.85M 10k 1.2M
Annotated Docs 197 19,360 415 **

Annotated Entities 35 200 3,943 **

Table 1: Data sets used in our experiments. For
the kbp09 data we did not have annotations.

ground truth entity clusters, was useful for com-
puting other performance statistics. Properties for
each data set are given in Table 1.

4.1 John Smith corpus

Bagga and Baldwin (1998) evaluated their disam-
biguation system on a set of 197 articles from the
New York Times that mention a person named
’John Smith’. This data exhibits no name variants
and is strictly a disambiguation task. We include
this data (smith) to allow comparison to previous
work.

4.2 NYTAC Pseudo-name corpus

To study the effects of word sense ambiguity
and disambiguation several researchers have ar-
tificially conflated dissimilar words together and
then attempted to disambiguate them (Sanderson,
2000). The obvious advantage is cheaply obtained
ground truth for disambiguation.

The same trick has also been employed in per-
son name disambiguation (Mann and Yarowsky,
2003; Gooi and Allan, 2004). We adopt the same
method on a somewhat larger scale using annota-
tions from the New York Times Annotated Corpus
(NYTAC) (Sandhaus, 2008), which annotates doc-
uments based on whether or not they mention an
entity. The NYTAC data contains documents from
20 years of the New York Times and contains rich
metadata and document-level annotations that in-
dicate when an entity is mentioned in the docu-
ment using a standard lexicon of entities. (Note
that mention strings are not tagged.) Using these
annotations we created a set of 100 pairs of con-
flated person names.

The names were selected to be medium fre-
quency (i.e., occurring in between 50 and 200 ar-
ticles) and each pair matches in gender. The first
50 pairs are for names that are topically similar,
for example, Tim Robbins and Tom Hanks (both
actors); Barbara Boxer and Olympia Snowe (both
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smith nytac ace08
Approach P R F P R F P R F
Baseline 1.000 0.178 0.302 1.000 0.010 0.020 1.000 0.569 0.725

ExactMatch 0.233 1.000 0.377 0.563 0.897 0.692 0.977 0.697 0.814
Ortho 0.603 0.629 0.616 0.611 0.784 0.687 0.975 0.694 0.811
BoW 0.956 0.367 0.530 0.930 0.249 0.349 0.989 0.589 0.738
Topic 0.847 0.592 0.697 0.815 0.244 0.363 0.983 0.605 0.750

Ortho+BoW 0.603 0.634 0.618 0.801 0.601 0.686 0.976 0.691 0.809
Ortho+Topic 0.603 0.634 0.618 0.800 0.591 0.680 0.975 0.704 0.819

Table 2: Best B3 performance on the smith, nytac, and ace08 test sets.

US politicians). We imagined that this would be
a more challenging subset because of presumed
lexical overlap. The second set of 50 name pairs
were arbitrarily conflated. We sub-selected the
data to ensure that no two entities in our collec-
tion co-occur in the same document and this left
us with 19,360 documents for which ground-truth
was known. In each document we rewrote the
conflated name mentions using a single gender-
neutral name; any middle initials or names were
discarded.

4.3 ACE 2008 corpus

The NIST ACE 2008 (ace08) evaluation studied
several related technologies for information ex-
traction, including named-entity recognition, re-
lation extraction, and cross-document coreference
for person names in both English and Arabic. Ap-
proximately 10,000 documents from several gen-
res (predominantly newswire) were given to par-
ticipants, who were expected to cluster person and
organization entities across the entire collection.
However, only a selected set of about 400 docu-
ments were annotated and used to evaluate sys-
tem performance. Baron and Freedman (2008)
describe their work in this evaluation, which in-
cluded a separate task for within-document coref-
erence.

4.4 TAC-KBP 2009 corpus

The NIST TAC 2009 Knowledge Base Popula-
tion track (kbp09) (McNamee and Dang, 2009)
conducted an evaluation of a system’s ability to
link entity mentions to corresponding Wikipedia-
derived knowledge base nodes. The TAC-KBP
task focused on ambiguous person, organization,
and geo-political entities mentioned in newswire,
and required systems to cope with name variation

(e.g., “Osama Bin Laden” / “Usama Bin Laden”
or “Mark Twain” / “Samuel Clemens”) as well as
name disambiguation. Furthermore, the task re-
quired detection of when no appropriate KB entry
exists, which is a departure from the conventional
disambiguation problem. The collection contains
over 1.2 million documents, primarily newswire.
Wikipedia was used as a surrogate knowledge
base, and it has been used in several previous stud-
ies (e.g., Cucerzan (2007)). This task is closely re-
lated to CDCR, as mentions that are aligned to the
same knowledge base entry create a coreference
cluster. However, there are no actual CDCR anno-
tations for this corpus, though we used it nonethe-
les as a benchmark corpus to evaluate speed and
to demonstrate scalability.

5 Discussion

5.1 Accuracy
In Table 2 we report cross document coreference
resolution performance for a variety of experi-
mental conditions using the B3 method, which
includes precision, recall, and calculated Fβ=1

values. For each of the three evaluation corpora
(smith, nytac, and ace08) we report values for two
baseline methods and for similarity metrics us-
ing different types of features. The first baseline,
called Baseline, places each coreference chain in
its own cluster while the second baseline, called
ExactMatch, merges all mentions that match ex-
actly orthographically into the same cluster.

Use of name similarity scores as features (in ad-
dition to their use for candidate cluster selection)
is indicated by rows labeled Ortho. Use of lexi-
cal features is indicated by BoW and use of topic
model features by Topic.

Using topic models as features was more help-
ful than lexical contexts on the smith corpus.
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#coref chains Baseline ExactMatch Ortho BOW Topics Ortho+BOW Ortho+Topics
1K
10K
20K
30K
40K
50K
60K
70K
80K
90K
100K
110K
120K
130K
140K

1000 702 699 925 857 699 697
10000 4563 4530 7964 7956 4514 4518
20000 8234 8202 15691 15073 8159 8163
30000 11745 11682 23138 21878 11608 11611
40000 15041 14964 30900 28500 14869 14863
50000 18110 18016 38248 34758 17910 17903
60000 20450 20377 44735 40081 20241 20228
70000 22845 22780 51190 45722 22615 22603
80000 25062 25026 57440 51104 24832 24818
90000 27389 27358 64140 56581 27145 27126
100000 29797 29782 71034 62228 29546 29511
110000 32147 32139 77705 67853 31882 31840
120000 34567 34589 84309 73397 34284 34235
130000 36817 36874 90465 78676 36543 36486
140000 38826 38901 96225 83525 38539 38482
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Figure 2: Number of clusters produced vs. num-
ber of entity chains observed in the stream. Num-
ber of entity chains is proportional to the number
of documents.

When used alone topic beats BoW, but in com-
bination with the ortho features performance is
equivalent. For both nytac and ace08 heavy re-
liance on orthographic similarity proved hard to
beat. On the ace08 corpus Baron and Freedman
(2008) report B3 F-scores of 83.2 for persons and
67.8 for organizations, and our streaming results
appear to be comparable to their offline method.

The cluster growth induced by the various mea-
sures can be seen in Figure 2. The two base-
line methods, Baseline and ExactMatch, provide
bounds on the cluster growth with all other meth-
ods falling in between.

5.2 Hashing Strategies for Candidate
Selection

Table 3 containsB3 F-scores when different hash-
ing strategies are employed for candidate selec-
tion. The trend appears to be that stricter match-
ing outperforms fuzzier matching; full mentions
tended to beat words, which beat use of the char-
acter bigrams. This agrees with the results de-
scribed in the previous section, which show heavy
reliance on orthographic similarity.

5.3 Timing Results
Figure 3 shows how processing time increases
with the number of entities observed in the ace08

#chains 1 5 10 20

1000 2 0 0 1

2000 2 0 0 1

3000 2 0 0 1

4000 2 0 0 1

5000 2 2 0 4

6000 2 2 0 4

7000 2 2 0 4

8000 2 2 0 4

9000 2 2 0 4

10000 2 2 0 4

11000 2 2 0 4

12000 2 2 0 5

13000 2 2 0 6

14000 2 2 0 6

15000 2 2 0 6

16000 2 2 0 6

17000 2 2 0 6

18000 2 2 0 6

19000 2 2 1 7

20000 2 2 1 7

21000 2 2 2 7

22000 2 2 2 7

23000 2 2 3 7

24000 2 2 3 7

25000 2 2 3 7

26000 2 2 3 7

27000 2 2 4 8

28000 2 2 4 9

29000 2 2 5 10

30000 2 2 8 11

31000 2 2 8 12

32000 2 2 8 13

33000 2 2 8 14

34000 2 2 8 15

35000 2 2 8 16

36000 2 2 8 17

37000 2 2 8 18

38000 2 2 9 19

39000 2 2 9 20

40000 2 2 9 21

41000 2 2 10 22

42000 2 2 10 23

43000 2 2 11 24

44000 2 2 12 25

45000 2 2 12 26

46000 2 2 13 27

47000 2 3 14 28

48000 2 3 15 29

49000 2 4 16 30

50000 2 5 17 32

51000 2 6 18 34

52000 2 7 19 36

53000 2 7 20 38

54000 2 7 21 40

55000 2 8 22 41

56000 2 8 23 43

57000 2 9 24 45

58000 2 10 25 47

59000 2 10 26 48

60000 2 11 27 50

61000 2 12 28 52

62000 2 13 29 54

63000 2 13 30 56

64000 2 14 31 58

65000 2 15 32 60

66000 3 16 33 62

67000 3 17 34 63

68000 3 18 35 65

69000 3 19 36 67

70000 3 19 37 68

71000 4 20 38 70

72000 4 21 39 72

73000 4 22 40 73

74000 5 23 41 75

75000 6 24 42 77

76000 6 25 43 79

77000 6 26 44 81

78000 6 27 45 83

79000 7 28 46 85

80000 7 29 47 87

81000 8 30 48 89

82000 8 31 49 91

83000 9 32 50 93

84000 9 33 51 95

85000 9 34 52 97

86000 9 35 53 99

87000 10 36 54 101

88000 10 37 55 102

89000 10 38 56 104

90000 11 39 57 106

91000 13 40 58 108

92000 14 41 59 111

93000 15 42 60 113

94000 15 43 61 115

95000 16 44 62 117

96000 17 45 63 119

97000 17 46 64 121

98000 18 47 65 123

99000 19 48 66 125

100000 20 49 67 127

101000 21 50 68 129

102000 21 51 69 131

103000 22 52 70 133

104000 23 53 71 136

105000 24 54 72 138

106000 25 55 73 140

107000 25 56 74 142

108000 26 57 75 144

109000 27 58 76 146

110000 28 59 77 148

111000 28 60 78 150

112000 29 61 79 153

113000 30 62 80 156

114000 31 63 81 158

115000 32 64 83 161

116000 33 66 84 163

117000 34 67 85 165

118000 35 68 86 167

119000 36 69 87 169

120000 37 70 88 171

121000 38 71 90 174

122000 39 72 92 177

123000 40 73 93 179

124000 41 74 94 181

125000 42 75 95 183

126000 43 76 96 186

127000 44 77 99 188

128000 45 78 100 191

129000 46 79 101 196

130000 47 80 102 198

131000 48 81 103 201

132000 49 82 104 204

133000 50 83 105 207

134000 51 84 106 210

135000 52 85 107 214

136000 53 86 109 217

137000 54 87 110 219

138000 55 89 112 222

139000 56 90 113 225

140000 57 91 115 228

141000 58 92 117 231

142000 59 93 118 234

143000 62 94 120 237

143442 62 94 121 238
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Figure 3: Elapsed processing time as a function of
bounding the number of candidate clusters consid-
ered for an entity. When fewer candidates are con-
sidered, clustering decisions can be made much
faster.

document stream. We experimented with using an
upper bound on the number of candidate clusters
to consider for an entity.

Figure 4 compares the efficiency of using three
different methods for candidate cluster identifica-
tion. The most restrictive hashing strategy, using
exact mention strings, is the most efficient, fol-
lowed by the use of words, then the use of charac-
ter skip bigrams. This makes intuitive sense – the
strictest matching reduces the number of candi-
date clusters that have to be considered when pro-
cessing an entity.6

The ace08 corpus contained over 10,000 doc-
uments and is one of the largest CDCR test sets.
In Figure 5 we show how processing time grows
when processing the kbp09 corpus. Doubling the
number of entities processed increases the runtime
by about a factor of 5. The curve is not linear
due to the increasing number of entity cluster’s
that must be considered. Future work will exam-
ine how to keep the number of clusters considered
constant over time, such as ignoring older entities.

6 Conclusion

We have presented a new streaming cross doc-
ument coreference resolution system. Our ap-
proach is substantially faster than previous sys-

6In the limit, if names were unique, hashing on strings
would completely solve the CDCR problem and processing
an entity would be O(1)
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smith nytac ace08
Approach bigrams words mention bigrams words mention bigrams words mention

Ortho 0.382 0.553 0.616 0.120 0.695 0.687 0.540 0.797 0.811
BoW 0.480 0.530 0.467 0.344 0.339 0.349 0.551 0.700 0.738
Topic 0.697 0.661 0.579 0.071 0.620 0.363 0.544 0.685 0.750

Ortho+BoW 0.389 0.554 0.618 0.340 0.691 0.686 0.519 0.783 0.809
Ortho+Topic 0.398 0.555 0.618 0.120 0.477 0.680 0.520 0.776 0.819

Table 3: B3 F-scores using different hashing strategies for candidate selection. Name/cluster similarity
could be based on character skip bigrams, words appear in names, or exact matching of mention.

#chains mention string word bigram

1000 2 1 1

2000 2 2 5

3000 2 2 6

4000 2 4 7

5000 3 5 9

6000 4 6 11

7000 5 6 13

8000 5 7 15

9000 6 7 17

10000 6 7 19

11000 7 9 21

12000 7 10 23

13000 7 11 25

14000 9 13 27

15000 9 14 29

16000 10 15 31

17000 10 16 33

18000 11 17 36

19000 12 18 39

20000 12 19 42

21000 13 21 44

22000 13 23 47

23000 13 24 50

24000 14 26 53

25000 15 28 56

26000 16 30 60

27000 16 32 64

28000 17 34 68

29000 17 36 71

30000 18 39 75

31000 19 40 79

32000 21 43 83

33000 22 45 88

34000 23 47 92

35000 24 49 96

36000 26 51 100

37000 26 53 104

38000 27 55 108

39000 27 57 112

40000 28 59 117

41000 29 63 121

42000 30 66 125

43000 31 70 129

44000 33 73 133

45000 34 77 137

46000 35 80 142

47000 36 84 146

48000 36 87 150

49000 38 90 154

50000 39 94 158

51000 40 98 162

52000 41 101 167

53000 42 104 171

54000 44 107 175

55000 45 111 179

56000 46 115 183

57000 48 119 187

58000 49 122 192

59000 49 126 196

60000 50 130 200

61000 51 134 204

62000 52 139 208

63000 53 143 212

64000 56 146 217

65000 57 150 222

66000 59 155 227

67000 60 158 232

68000 62 163 237

69000 62 167 242

70000 63 170 247

71000 65 173 252

72000 66 178 257

73000 67 183 262

74000 67 186 267

75000 68 191 273

76000 69 194 277

77000 70 198 282

78000 70 202 287

79000 71 207 292

80000 72 211 297

81000 73 215 302

82000 73 219 307

83000 74 224 312

84000 74 229 317

85000 75 233 322

86000 76 238 328

87000 77 243 333

88000 77 246 338

89000 78 250 343

90000 78 254 348

91000 79 258 353

92000 80 262 358

93000 80 268 363

94000 81 273 368

95000 82 277 373

96000 82 281 378

97000 83 284 384

98000 84 288 389

99000 84 293 394

100000 85 297 400

101000 85 300 406

102000 85 303 413

103000 85 307 419

104000 85 310 425

105000 86 314 431

106000 87 319 438

107000 89 325 444

108000 90 330 450

109000 91 334 456

110000 91 339 463

111000 92 343 469

112000 92 348 476

113000 93 352 482

114000 94 357 489

115000 95 362 495

116000 95 366 501

117000 96 369 507

118000 96 373 513

119000 96 377 520

120000 97 382 526

121000 97 387 532

122000 100 392 539

123000 100 395 546

124000 101 399 552

125000 101 403 558

126000 102 408 564

127000 102 412 571

128000 103 417 577

129000 104 421 583

130000 104 425 589

131000 105 430 596

132000 106 435 602

133000 108 441 609

134000 109 446 615

135000 111 452 622

136000 112 457 628

137000 113 461 634

138000 113 467 640

139000 114 472 648

140000 115 479 655

141000 116 484 662

142000 117 489 669

143000 118 494 676

143442 118 497 679
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Figure 4: Comparison of three hashing strategies
for identifying candidate clusters for a given en-
tity. The more restrictive strategies lead to faster
processing as fewer candidates are considered.

tems, and our experiments have demonstrated
scalability to an order of magnitude larger data
than previously published evaluations. Despite its
speed and simplicity, we still obtain competitive
results on a variety of data sets as compared with
batch systems. In future work, we plan to investi-
gate additional similarity metrics that can be com-
puted efficiently, as well as experiments on web
scale corpora.
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Abstract

We study correlation of rankings of text
summarization systems using evaluation
methods with and without human mod-
els. We apply our comparison frame-
work to various well-established content-
based evaluation measures in text sum-
marization such as coverage, Responsive-
ness, Pyramids and ROUGE studying their
associations in various text summarization
tasks including generic and focus-based
multi-document summarization in English
and generic single-document summariza-
tion in French and Spanish. The research
is carried out using a new content-based
evaluation framework called FRESA to
compute a variety of divergences among
probability distributions.

1 Introduction

Text summarization evaluation has always been a
complex and controversial issue in computational
linguistics. In the last decade, significant ad-
vances have been made in the summarization eval-
uation field. Various evaluation frameworks have
been established and evaluation measures devel-
oped. SUMMAC (Mani et al., 2002), in 1998,
provided the first system independent framework
for summary evaluation; the Document Under-
standing Conference (DUC) (Over et al., 2007)
was the main evaluation forum from 2000 until
2007; nowadays, the Text Analysis Conference

(TAC)1 provides a forum for assessment of dif-
ferent information access technologies including
text summarization.

Evaluation in text summarization can be extrin-
sic or intrinsic (Spärck-Jones and Galliers, 1996).
In an extrinsic evaluation, the summaries are as-
sessed in the context of an specific task a human
or machine has to carry out; in an intrinsic eval-
uation, the summaries are evaluated in reference
to some ideal model. SUMMAC was mainly ex-
trinsic while DUC and TAC followed an intrinsic
evaluation paradigm. In order to intrinsically eval-
uate summaries, the automatic summary (peer)
has to be compared to a model summary or sum-
maries. DUC used an interface called SEE to al-
low human judges compare a peer summary to a
model summary. Using SEE, human judges give a
coverage score to the peer summary representing
the degree of overlap with the model summary.
Summarization systems obtain a final coverage
score which is the average of the coverage’s scores
associated to their summaries. The system’s cov-
erage score can then be used to rank summariza-
tion systems. In the case of query-focused sum-
marization (e.g. when the summary has to re-
spond to a question or set of questions) a Respon-
siveness score is also assigned to each summary
which indicates how responsive the summary is to
the question(s).

Because manual comparison of peer summaries
with model summaries is an arduous and costly

1http://www.nist.gov/tac

1059



process, a body of research has been produced in
the last decade on automatic content-based eval-
uation procedures. Early studies used text simi-
larity measures such as cosine similarity (with or
without weighting schema) to compare peer and
model summaries (Donaway et al., 2000), vari-
ous vocabulary overlap measures such as set of
n-grams overlap or longest common subsequence
between peer and model have also been pro-
posed (Saggion et al., 2002; Radev et al., 2003).
The Bleu machine translation evaluation measure
(Papineni et al., 2002) has also been tested in
summarization (Pastra and Saggion, 2003). The
DUC conferences adopted the ROUGE package
for content-based evaluation (Lin, 2004). It im-
plements a series of recall measures based on n-
gram co-occurrence statistics between a peer sum-
mary and a set of model summaries. ROUGE mea-
sures can be used to produce systems ranks. It
has been shown that system rankings produced
by some ROUGE measures (e.g., ROUGE-2 which
uses bi-grams) correlate with rankings produced
using coverage. In recent years the Pyramids eval-
uation method (Nenkova and Passonneau, 2004)
was introduced. It is based on the distribution
of “content” in a set of model summaries. Sum-
mary Content Units (SCUs) are first identified in
the model summaries, then each SCU receives
a weight which is the number of models con-
taining or expressing the same unit. Peer SCUs
are identified in the peer, matched against model
SCUs, and weighted accordingly. The Pyramids
score given to the peer is the ratio of the sum
of the weights of its units and the sum of the
weights of the best possible ideal summary with
the same number of SCUs as the peer. The Pyra-
mids scores can be used for ranking summariza-
tion systems. Nenkova and Passonneau (2004)
showed that Pyramids scores produced reliable
system rankings when multiple (4 or more) mod-
els were used and that Pyramids rankings cor-
relate with rankings produced by ROUGE-2 and
ROUGE-SU2 (i.e. ROUGE with skip bi-grams).
Still this method requires the creation of models
and the identification, matching, and weighting of
SCUs in both models and peers.

Donaway et al. (2000) put forward the idea of
using directly the full document for comparison

purposes, and argued that content-based measures
which compare the document to the summary may
be acceptable substitutes for those using model
summaries. A method for evaluation of sum-
marization systems without models has been re-
cently proposed (Louis and Nenkova, 2009). It is
based on the direct content-based comparison be-
tween summaries and their corresponding source
documents. Louis and Nenkova (2009) evalu-
ated the effectiveness of the Jensen-Shannon (Lin,
1991b) theoretic measure in predicting systems
ranks in two summarization tasks query-focused
and update summarization. They have shown that
ranks produced by Pyramids and ranks produced
by the Jensen-Shannon measure correlate. How-
ever, they did not investigate the effect of the mea-
sure in past summarization tasks such as generic
multi-document summarization (DUC 2004 Task
2), biographical summarization (DUC 2004 Task
5), opinion summarization (TAC 2008 OS), and
summarization in languages other than English.

We think that, in order to have a better under-
standing of document-summary evaluation mea-
sures, more research is needed. In this paper we
present a series of experiments aimed at a better
understanding of the value of the Jensen-Shannon
divergence for ranking summarization systems.

We have carried out experimentation with the
proposed measure and have verified that in cer-
tain tasks (such as those studied by (Louis and
Nenkova, 2009)) there is a strong correlation
among Pyramids and Responsiveness and the
Jensen-Shannon divergence, but as we will show
in this paper, there are datasets in which the cor-
relation is not so strong. We also present exper-
iments in Spanish and French showing positive
correlation between the Jensen-Shannon measure
and ROUGE.

The rest of the paper is organized in the follow-
ing way: First in Section 2 we introduce related
work in the area of content-based evaluation iden-
tifying the departing point for our inquiry; then in
Section 3 we explain the methodology adopted in
our work and the tools and resources used for ex-
perimentation. In Section 4 we present the experi-
ments carried out together with the results. Sec-
tion 5 discusses the results and Section 6 con-
cludes the paper.
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2 Related Work

One of the first works to use content-based mea-
sures in text summarization evaluation is due to
(Donaway et al., 2000) who presented an evalu-
ation framework to compare rankings of summa-
rization systems produced by recall and cosine-
based measures. They showed that there was
weak correlation between rankings produced by
recall, but that content-based measures produce
rankings which were strongly correlated, thus
paving the way for content-based measures in text
summarization evaluation.

Radev et al. (2003) also compared various eval-
uation measures based on vocabulary overlap. Al-
though these measures were able to separate ran-
dom from non-random systems, no clear conclu-
sion was reached on the value of each of the mea-
sures studied.

Nowadays, a widespread summarization evalu-
ation framework is ROUGE (Lin and Hovy, 2003)
which, as we have mentioned before, offers a set
of statistics that compare peer summaries with
models. Various statistics exist depending on the
used n-gram and on the type of text processing ap-
plied to the input texts (e.g., lemmatization, stop-
word removal).

Lin et al. (2006) proposed a method of evalua-
tion based on the use of “distances” or divergences
between two probability distributions (the distri-
bution of units in the automatic summary and the
distribution of units in the model summary). They
studied two different Information Theoretic mea-
sures of divergence: the Kullback-Leibler (KL)
(Kullback and Leibler, 1951) and Jensen-Shannon
(JS) (Lin, 1991a) divergences. In this work we
use the Jensen-Shannon (JS) divergence that is
defined as follows:

DJS(P ||Q) =
1

2

∑

w

Pw log2
2Pw

Pw +Qw

+ Qw log2
2Qw

Pw +Qw
(1)

This measure can be applied to the distribu-
tion of units in system summaries P and refer-
ence summaries Q and the value obtained used
as a score for the system summary. The method
has been tested by (Lin et al., 2006) over the

DUC 2002 corpus for single and multi docu-
ment summarization tasks showing good correla-
tion among divergence measures and both cover-
age and ROUGE rankings.

Louis and Nenkova (2009) went even further
and, as in (Donaway et al., 2000), proposed to
directly compare the distribution of words in full
documents with the distribution of words in auto-
matic summaries to derive a content-based eval-
uation measure. They found high correlation
among rankings produced using models and rank-
ings produced without models. This work is the
departing point for our inquiry into the value of
measures that do not rely on human models.

3 Methodology

The methodology of this paper mirrors the one
adopted in past work (Donaway et al., 2000;
Louis and Nenkova, 2009). Given a particular
summarization task T , p data points to be sum-
marized with input material {Ii}p−1

i=0 (e.g. doc-
ument(s), questions, topics), s peer summaries
{SUMi,k}s−1

k=0 for input i, and m model sum-
maries {MODELi,j}m−1

j=0 for input i, we will com-
pare rankings of the s peer summaries produced
by various evaluation measures. Some measures
we use compare summaries with n out of the m
models:

MEASUREM (SUMi,k, {MODELi,j}nj=0) (2)

while other measures compare peers with all or
some of the input material:

MEASUREM (SUMi,k, I
′
i) (3)

where I ′i is some subset of input Ii. The val-
ues produced by the measures for each sum-
mary SUMi,k are averaged for each system k =
0, . . . , s − 1 and these averages are used to pro-
duce a ranking. Rankings are compared using
Spearman Rank correlation (Spiegel and Castel-
lan, 1998) used to measure the degree of associa-
tion between two variables whose values are used
to rank objects. We use this correlation to directly
compare results to those presented in (Louis and
Nenkova, 2009). Computation of correlations is
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done using the CPAN Statistics-RankCorrelation-
0.12 package2, which computes the rank correla-
tion between two vectors.

3.1 Tools

We carry out experimentation using a new sum-
marization evaluation framework: FRESA

–FRamework for Evaluating Summaries
Automatically– which includes document-
based summary evaluation measures based on
probabilities distribution. As in the ROUGE

package, FRESA supports different n-grams
and skip n-grams probability distributions.
The FRESA environment can be used in the
evaluation of summaries in English, French,
Spanish and Catalan, and it integrates filtering
and lemmatization in the treatment of summaries
and documents. It is developed in Perl and will be
made publicly available. We also use the ROUGE

package to compute various ROUGE statistics in
new datasets.

3.2 Summarization Tasks and Data Sets

We have conducted our experimentation with the
following summarization tasks and data sets:

Generic multi-document-summarization in En-
glish (i.e. production a short summary of a cluster
of related documents) using data from DUC 20043

corpus task 2: 50 clusters (10 documents each) –
294,636 words.

Focused-based summarization in English (i.e.
production a short focused multi-document sum-
mary focused on the question “who is X?”, where
X is a person’s name) using data from the DUC
2004 task 5: 50 clusters ( 10 documents each plus
a target person name) – 284,440 words.

Update-summarization task that consists of cre-
ating a summary out of a cluster of documents and
a topic. Two sub-tasks are considered here: A)
an initial summary has to be produced based on
an initial set of documents and topic; B) an up-
date summary has to be produced from a differ-
ent (but related) cluster assuming documents used
in A) are known. The English TAC 2008 Update

2http://search.cpan.org/∼gene/
Statistics-RankCorrelation-0.12/

3http://www-nlpir.nist.gov/projects/
duc/guidelines/2004.html

Summarization dataset is used which consists of
48 topics with 20 documents each – 36,911 words.

Opinion summarization where systems have to
analyze a set of blog articles and summarize the
opinions about a target in the articles. The TAC
2008 Opinion Summarization in English4 data set
(taken from the Blogs06 Text Collection) is used:
25 clusters and targets (i.e., target entity and ques-
tions) were used – 1,167,735 words.

Generic single-document summarization in
Spanish using the “Spanish Medicina Clı́nica”5

corpus which is composed of 50 biomedical ar-
ticles in Spanish, each one with its corresponding
author abstract – 124,929 words.

Generic single document summarization in
French using the “Canadien French Sociologi-
cal Articles” corpus from the journal Perspec-
tives interdisciplinaires sur le travail et la santé
(PISTES)6. It contains 50 sociological articles in
French with their corresponding author abstracts
– 381,039 words.

3.3 Summarization Systems

For experimentation in the TAC and the DUC
datasets we directly use the peer summaries
produced by systems participating in the eval-
uations. For experimentation in Spanish and
French (single-document summarization) we
have created summaries at the compression rates
of the model summaries using the following
summarization systems:

• CORTEX (Torres-Moreno et al., 2002), a
single-document sentence extraction system
for Spanish and French that combines vari-
ous statistical measures of relevance (angle
between sentence and topic, various Ham-
ming weights for sentences, etc.) and applies
an optimal decision algorithm for sentence
selection;

• ENERTEX (Fernandez et al., 2007), a sum-
marizer based on a theory of textual energy;

4http://www.nist.gov/tac/data/index.
html

5http://www.elsevier.es/revistas/
ctl servlet? f=7032&revistaid=2

6http://www.pistes.uqam.ca/
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• SUMMTERM (Vivaldi et al., 2010), a
terminology-based summarizer that is used
for summarization of medical articles and
uses specialized terminology for scoring and
ranking sentences;

• JS summarizer, a summarization system that
scores and ranks sentences according to their
Jensen-Shannon divergence to the source
document;

• a lead-based summarization system that se-
lects the lead sentences of the document;

• a random-based summarization system that
selects sentences at random;

• the multilingual word-frequency Open Text
Summarizer (Yatsko and Vishnyakov, 2007);

• the AutoSummarize program of Microsoft
Word;

• the commercial SSSummarizer7;

• the Pertinence summarizer8;

• the Copernic summarizer9.

3.4 Evaluation Measures
The following measures derived from human
assessment of the content of the summaries are
used in our experiments:

• Coverage is understood as the degree to
which one peer summary conveys the same
information as a model summary (Over et al.,
2007). Coverage was used in DUC evalua-
tions.

• Responsiveness ranks summaries in a 5-point
scale indicating how well the summary sat-
isfied a given information need (Over et al.,
2007). It is used in focused-based summa-
rization tasks. Responsiveness was used in
DUC-TAC evaluations.

7http://www.kryltech.com/summarizer.
htm

8http://www.pertinence.net
9http://www.copernic.com/en/products/

summarizer

• Pyramids (briefly introduced in Section 1)
(Nenkova and Passonneau, 2004) is a content
assessment measure which compares content
units in a peer summary to weighted content
units in a set of model summaries. Pyramids
is the adopted metric for content-based eval-
uation in the TAC evaluations.

For DUC and TAC datasets the values of these
measures are available and we used them directly.

We used the following automatic evaluation
measures in our experiments:

• We use the Rouge package (Lin, 2004) to
compute various statistics. For the experi-
ments presented here we used uni-grams, bi-
grams, and the skip bi-grams with maximum
skip distance of 4 (ROUGE-1, ROUGE-2 and
ROUGE-SU4). ROUGE is used to compare a
peer summary to a set of model summaries
in our framework.

• Jensen-Shannon divergence formula given in
Equation 1 is implemented in our FRESA

package with the following specification for
the probability distribution of words w.

Pw =
CT

w

N
(4)

Qw =

{
CS

w
NS

if w ∈ S
CT

w+δ

N+δ∗B elsewhere
(5)

Where P is the probability distribution of
words w in text T and Q is the probabil-
ity distribution of words w in summary S;
N is the number of words in text and sum-
mary N = NT + NS , B = 1.5|V |, CTw is
the number of words in the text and CSw is
the number of words in the summary. For
smoothing the summary’s probabilities we
have used δ = 0.005.

4 Experiments and Results

We first replicated the experiments presented in
(Louis and Nenkova, 2009) to verify that our im-
plementation of JS produced correlation results
compatible with that work. We used the TAC
2008 Update Summarization data set and com-
puted JS and ROUGE measures for each peer
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summary. We produced two system rankings (one
for each measure), which were compared to rank-
ings produced using the manual Pyramids and Re-
sponsiveness scores. Spearman correlations were
computed among the different rankings. The re-
sults are presented in Table 1. These results con-
firm a high correlation among Pyramids, Respon-
siveness, and JS. We also verified high corre-
lation between JS and ROUGE-2 (0.83 Spearman
correlation, not shown in the table) in this task and
dataset.

Measure Pyr. p-value Resp. p-value
ROUGE-2 0.96 p < 0.005 0.92 p < 0.005
JS 0.85 p < 0.005 0.74 p < 0.005

Table 1: Spearman system rank correlation of
content-based measures in TAC 2008 Update
Summarization task

Then, we experimented with data from DUC
2004, TAC 2008 Opinion Summarization pilot
and with single document summarization in Span-
ish and French. In spite of the fact that the exper-
iments for French and Spanish corpora use less
data points (i.e., less summarizers per task) than
for English, results are still quite significant.

For DUC 2004, we computed the JS measure
for each peer summary in tasks 2 and 5 and we
used JS and the official ROUGE, coverage, and
Responsiveness scores to produce systems’ rank-
ings. The various Spearman’s rank correlation
values for DUC 2004 are presented in Tables 2
(for task 2) and 3 (for task 5). For task 2, we have
verified a strong correlation between JS and cov-
erage. For task 5, the correlation between JS and
coverage is weak, and the correlation between JS
and Responsiveness weak and negative.

Measure Cov. p-value
ROUGE-2 0.79 p < 0.0050
JS 0.68 p < 0.0025

Table 2: Spearman system rank correlation of
content-based measures with coverage in DUC
2004 Task 2

Although the Opinion Summarization task is a
new type of summarization task and its evaluation
is a complicated issue, we have decided to com-
pare JS rankings with those obtained using Pyra-

Measure Cov. p-value Resp. p-value
ROUGE-2 0.78 p < 0.001 0.44 p < 0.05
JS 0.40 p < 0.050 -0.18 p < 0.25

Table 3: Spearman system rank correlation of
content-based measures in DUC 2004 Task 5

mids and Responsiveness in TAC 2008. Spear-
man’s correlation values are listed in Table 4. As
can be seen, there is weak and negative correla-
tion of JS with both Pyramids and Responsive-
ness. Correlation between Pyramids and Respon-
siveness rankings is high for this task (0.71 Spear-
man’s correlation value).

Measure Pyr. p-value Resp. p-value
JS -0.13 p < 0.25 -0.14 p < 0.25

Table 4: Spearman system rank correlation of
content-based measures in TAC 2008 Opinion
Summarization task

For experimentation in Spanish and French, we
have run 11 multi-lingual summarization systems
over each of the documents in the two corpora,
producing summaries at a compression rate close
to the compression rate of the provided authors’
abstracts. We have computed JS and ROUGE

measures for each summary and we have aver-
aged the measure’s values for each system. These
averages were used to produce rankings per each
measure. We computed Spearman’s correlations
for all pairs of rankings. Results are presented in
Tables 5-6. All results show medium to strong
correlation between JS and ROUGE measures.
However the JS measure based on uni-grams has
lower correlation than JSs which use n-grams of
higher order.

5 Discussion

The departing point for our inquiry into text sum-
marization evaluation has been recent work on the
use of content-based evaluation metrics that do
not rely on human models but that compare sum-
mary content to input content directly (Louis and
Nenkova, 2009). We have some positive and some
negative results regarding the direct use of the full
document in content-based evaluation. We have
verified that in both generic muti-document sum-
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Measure ROUGE-1 p-value ROUGE-2 p-value ROUGE-SU4 p-value
JS 0.56 p < 0.100 0.46 p < 0.100 0.45 p < 0.200
JS2 0.88 p < 0.001 0.80 p < 0.002 0.81 p < 0.005
JS4 0.88 p < 0.001 0.80 p < 0.002 0.81 p < 0.005
JSM 0.82 p < 0.005 0.71 p < 0.020 0.71 p < 0.010

Table 5: Spearman system rank correlation of content-based measures with ROUGE in the Medicina
Clinica Corpus (Spanish)

Measure ROUGE-1 p-value ROUGE-2 p-value ROUGE-2 p-value
JS 0.70 p < 0.050 0.73 p < 0.05 0.73 p < 0.500
JS2 0.93 p < 0.002 0.86 p < 0.01 0.86 p < 0.005
JS4 0.83 p < 0.020 0.76 p < 0.05 0.76 p < 0.050
JSM 0.88 p < 0.010 0.83 p < 0.02 0.83 p < 0.010

Table 6: Spearman system rank correlation of content-based measures with ROUGE in the PISTES
Sociological Articles Corpus (French)

marization and in topic-based multi-document
summarization in English correlation among mea-
sures that use human models (Pyramids, Respon-
siveness, and ROUGE) and a measure that does
not use models (the Jensen Shannon divergence)
is strong. We have found that correlation among
the same measures is weak for summarization of
biographical information and summarization of
opinions in blogs. We believe that in these cases
content-based measures should consider in addi-
tion to the input document, the summarization
task (i.e. its text-based representation) to better
assess the content of the peers, the task being a
determinant factor in the selection of content for
the summary. Our multi-lingual experiments in
generic single-document summarization confirm a
strong correlation among the Jensen-Shannon di-
vergence and ROUGE measures. It is worth not-
ing that ROUGE is in general the chosen frame-
work for presenting content-based evaluation re-
sults in non-English summarization. For the ex-
periments in Spanish, we are conscious that we
only have one model summary to compare with
the peers. Nevertheless, these models are the cor-
responding abstracts written by the authors of the
articles and this is in fact the reason for choosing
this corpus. As the experiments in (da Cunha et
al., 2007) show, the professionals of a specialized
domain (as, for example, the medical domain)
adopt similar strategies to summarize their texts
and they tend to choose roughly the same content
chunks for their summaries. Because of this, the

summary of the author of a medical article can be
taken as reference for summaries evaluation. It is
worth noting that there is still debate on the num-
ber of models to be used in summarization evalu-
ation (Owkzarzak and Dang, 2009). In the French
corpus PISTES, we suspect the situation is similar
to the Spanish case.

6 Conclusions and Future Work

This paper has presented a series of experiments
in content evaluation in text summarization to as-
sess the value of content-based measures that do
not rely on the use of model summaries for com-
parison purposes. We have carried out exten-
sive experimentation with different summariza-
tion tasks drawing a clearer picture of tasks where
the measures could be applied. This paper makes
the following contributions:

• We have shown that if we are only interested
in ranking summarization systems according
to the content of their automatic summaries,
there are tasks where models could be sub-
stituted by the full document in the computa-
tion of the Jensen-Shannon divergence mea-
sure obtaining reliable rankings. However,
we have also found that the substitution of
models by full-documents is not always ad-
visable. We have found weak correlation
among different rankings in complex sum-
marization tasks such as the summarization
of biographical information and the summa-
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Measure ROUGE-1 p-value ROUGE-2 p-value ROUGE-2 p-value
JS 0.83 p < 0.002 0.66 p < 0.05 0.741 p < 0.01
JS2 0.80 p < 0.005 0.59 p < 0.05 0.68 p < 0.02
JS4 0.75 p < 0.010 0.52 p < 0.10 0.62 p < 0.05
JSM 0.85 p < 0.002 0.64 p < 0.05 0.74 p < 0.01

Table 7: Spearman system rank correlation of content-based measures with ROUGE in the RPM2 Cor-
pus (French)

rization of opinions about an “entity”.

• We have also carried out large-scale exper-
iments in Spanish and French which show
positive medium to strong correlation among
system’s ranks produced by ROUGE and di-
vergence measures that do not use the model
summaries.

• We have also presented a new framework,
FRESA, for the computation of measures
based on Jensen-Shannon divergence. Fol-
lowing the ROUGE approach, FRESA imple-
ments word uni-grams, bi-grams and skip n-
grams for the computation of divergences.
The framework is being made available to the
community for research purposes.

Although we have made a number of contribu-
tions, this paper leaves many questions open that
need to be addressed. In order to verify correlation
between ROUGE and JS, in the short term we in-
tend to extend our investigation to other languages
and datasets such as Portuguese and Chinese for
which we have access to data and summarization
technology. We also plan to apply our evaluation
framework to the rest of the DUC and TAC sum-
marization tasks to have a full picture of the corre-
lations among measures with and without human
models. In the long term we plan to incorporate a
representation of the task/topic in the computation
of the measures.
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Abstract

We present a library of implemented
HPSG analyses for argument optional-
ity based on typological studies of this
phenomenon in the world’s languages,
developed in the context of a grammar
customization system that pairs a cross-
linguistic core grammar with extensions
for non-universal phenomena on the ba-
sis of user input of typological proper-
ties. Our analyses are compatible with
multiple intersecting phenomena, includ-
ing person, number, gender, tense, aspect
and morphological rule formulation. We
achieve 80-100% coverage on test suites
from 10 natural languages.

1 Introduction

The LinGO Grammar Matrix customization sys-
tem (Bender et al., 2002; 2010) is a web-based
tool that creates starter grammars based on users’
input to a questionnaire. The system comprises a
core grammar covering linguistic phenomena that
are posited to be universal (e.g. semantic compo-
sitionality) and a set of libraries providing anal-
yses for phenomena that vary across languages
(e.g. case). These resources are developed in the
context of HPSG (Pollard and Sag, 1994), Mini-
mal Recursion Semantics (Copestake et al., 2005),
and the LKB grammar development environment
(Copestake, 2002).

Previous to the work reported here, the Gram-
mar Matrix customization system did not handle
argument optionality—the possibility of leaving
arguments unexpressed in lieu of overt pronouns.
This phenomenon, also called pro-drop, argument

drop, or null instantiation, is extremely common:
according to Dryer (2008), 79% of the 674 lan-
guages sampled cannot or do not normally use in-
dependent pronouns in subject position. Accord-
ingly, adding it to the customization system im-
proves the system’s ability to handle a large class
of core sentences in many languages.

For example, in Modern Standard Arabic [arb]
(Semitic), overt pronominal subjects are dropped
in non-emphatic contexts. Previously, the system
was able to model only the longer variant of (1).

(1) (hiyya)
(3.FEM.SG)

naama-t
sleep.PAST-3.FEM.SG

She slept. [arb]

Furthermore, there was no way to adequately ac-
count for languages such as Hausa [hau] (Chadic)
which do not allow overt simple pronominal sub-
jects and prohibit overt objects after certain verb
forms. The grammar would predict the opposite
grammaticality for the examples in (2).

(2) (*nı̄)
(*1.SG)

nā-san
1.SG.COMP-know

amsā
answer

I know the answer. [hau]

It might seem that these facts could be han-
dled by adding a rule that allows arguments to
be dropped if an appropriate option is checked in
the customization system. However, the data from
Arabic and Hausa suggest that such an approach
would be insufficient, as languages place different
constraints on the contexts in which overt argu-
ments are required or prohibited.

In §2 we discuss the broad range of typological
variation in argument optionality in the world’s
languages. In §3 we offer a set of HPSG analy-
ses for these patterns. §4 explains how these anal-
yses were incorporated into the Grammar Matrix
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customization system and integrated with the ex-
isting libraries. We then present the results of a
three-tiered evaluation of the implemented system
in §5. The results demonstrate that the system is
capable of accurately modeling the attested syn-
tactic argument optionality patterns exhibited by
a typologically diverse group of languages as well
as the currently unattested but logically possible
co-occurrence restrictions on affixes and overt ar-
guments. To our knowledge, this is the first such
system. The paper closes with a brief look at how
the library could be extended even further to cap-
ture the range of semantic distinctions.

2 Typological Patterns

The typological literature shows that argument
optionality is extremely common: Dryer (2008)
found that of 674 geographically and genetically
diverse languages, only 141 normally or obli-
gatorily used independent pronominal subjects.
Dryer distinguishes 4 categories in the remaining
533 languages, corresponding to how information
about the person, number, and gender (PNG) of
the subject is encoded: affixation on the verb, cl-
itics on variable hosts, no encoding, or a mixed
strategy. In addition, there are other dimensions
in which languages vary, e.g., constraints on con-
texts in which dropping is done (see (1)–(2)).

Although we were unable to find a similar com-
prehensive survey of unexpressed objects, there
is evidence to suggest that it too may be very
widespread. In particular, lexically-licensed ob-
ject dropping seems to be very common. Even En-
glish, which has a very strong preference for overt
subjects, can be analyzed as licensing lexically-
based object dropping (Fillmore, 1986). As with
subject dropping, we also found a number of dif-
ferent co-occurrence restrictions on the presence
of verbal affixes and overt objects. Some lan-
guages always encode the PNG of an object on the
verb, others optionally do so if an overt object is
present and obligatorily do so if one is not, while
still others do not encode this information at all.

Drawing on work by Dryer and others, Table 1
summarizes the 6 major dimensions along which
the rules licensing argument dropping differ. The
first constraint is syntactic context. Most lan-
guages that license argument dropping do so re-

gardless of tense/aspect, mood, or person. Finnish
[fin] and Hebrew [heb] are two notable exceptions
(Vainikka and Levy, 1999).

The second constraint, lexically-based licens-
ing, is most commonly found in object dropping.
For example, while English usually prohibits ar-
gument dropping, it arguably licenses it with
verbs such as ‘found out’, ‘agree’, and ‘promise’
(Fillmore, 1986). Lexically-based subject drop
is found in Tamil [tam], which generally licenses
subject dropping aside from some weather related
verbs (Asher, 1985).

The third constraint, noun phrase type, captures
the difference between a language such as Hausa
which generally prohibits independent pronouns
from appearing as subjects and other languages,
which allow pronouns in subject position (possi-
bly with emphatic interpretations).

The fourth constraint concerns the position of
PNG markers. Of the languages with subject PNG
markers and subject dropping, many encode sub-
ject PNG as a verbal affix. This pattern is ex-
hibited by such geographically and genetically di-
verse languages as Spanish [spa], Arabic [arb],
West Greenlandic [kal], Tamil [tam], and Nkore-
Kiga [nyn]. Other languages such as Chemehuevi
[ute], Polish [pol], and Warlpiri [wbp] make use
of a clitic which can attach to different types of
hosts (Dryer, 2008).

The final two constraints concern co-
occurrence restrictions between PNG markers
and overt objects. In some Bantu languages such
as Nkore-Kiga, a verbal affix is not used unless
the object precedes the verb or is pronominal.
Object markers are not used when a full NP
follows the verb (Taylor, 1985). In written French
[fra], verbal affixes1 are required if an object is
dropped and not permitted if it is overt. In Arabic,
for most transitive verbs, an object marker is
required if an object is dropped and is optional
if it is present. Hausa exhibits a more complex
pattern: for tenses in which the verbal affix
denoting PNG is morphologically separable from
the tense marker, the PNG affix is optional if an
overt noun phrase is present and required if it is
not (Newman, 2000).

1See (Miller and Sag, 1997) for convincing arguments
that so-called ‘clitics’ in French are actually affixes.
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Constraint (GF) Possible Values
Syntactic context (SUBJ) { All, select } tenses/aspects/moods/persons
Lexically-based (SUBJ, OBJ) { All, select } verbs
Noun phrase type (SUBJ, OBJ) Independent pronouns { allowed, prohibited }
Placement of PNG marker (SUBJ) { Verb, variable host }
PNG marking w/ dropped argument (OBJ) { Required, optional, not permitted }
PNG marking w/ overt argument (OBJ) { Required, optional, not permitted }

Table 1: Typological variation in licensing argument dropping

Noting these differences led us to posit that
when an argument is dropped, there are three pos-
sibilities. A verbal affix can be: not permitted,
optional, or required. The same three possibilities
exist for overt objects as well. Combining what
happens when an argument is dropped with what
happens when it is present, gives us nine logically
possible co-occurrence patterns.

Our review of the typological literature has
shown that languages place different constraints
on argument dropping. These constraints can
be lexical, syntactic, or related to affixation and
affix/overt-argument co-occurrence restrictions.

3 Analysis

This section presents HPSG analyses modeling
the six dimensions of variation described in §2.

HPSG models natural language by positing lex-
ical entries, lexical rules, and phrase structure
rules, all described in terms of feature struc-
tures. A central idea, inspired by earlier work
in Categorial Grammar (Ajdukiewicz, 1935; Bar-
Hillel, 1953), is the notion of valence features.
These list-valued features (including SUBJ and
COMPS) contain information about the dependents
required by a head. The valence lists are projected
up the tree within the domain of each head, but
shortened as the dependents are realized. A sen-
tence is thus a verbal projection with empty SUBJ

and COMPS lists.
In this context, argument dropping is the short-

ening of a valence list without the overt realiza-
tion of the argument. Formally, this can be ac-
complished in at least three different ways: (1) In
the mapping of arguments from the ARG-ST (ar-
gument structure) feature to the valence lists, one
or more arguments can be suppressed, (2) lexical
rules can operate on the valence lists, shortening
them, or (3) unary (non-branching) phrase struc-
ture rules can cancel off valence elements. In this

work, we take the third approach, as we find it
affords us the most flexibility to deal with varia-
tions across languages in constraints on argument
optionality, while promoting similarity of analy-
ses across languages.

We control the applicability of the unary-
branching rules with the boolean feature OPT,
marked on elements of valence lists.2 For lan-
guages which allow subject/object dropping, we
instantiate new phrase structure rules: head-opt-
subj-phrase and/or head-opt-comp-phrase. These
rules allow the head verb to satisfy a valence re-
quirement without combining with another ex-
pression. To undergo these rules, the head daugh-
ter (the verb) must specify that the argument that
is to be dropped is compatible with [OPT +]. This
is sufficient to account for many languages. How-
ever, to ensure that languages which have lexical,
syntactic context, and affix co-occurrence restric-
tions do not overgenerate, further additions to the
grammar are necessary.

For lexical and affix-co-occurrence restrictions,
we prevent overgeneration by manipulating the
OPT feature. In languages which only license
argument dropping for certain lexical items, we
force those verbs which do not allow argument
dropping to have arguments that are constrained
to be [OPT −]. This prevents them from under-
going the subject/object dropping rules. Verbs
are then classified into four different types based
on whether or not they allow subject and/or ob-
ject dropping. Individual lexical items instantiate
these types. For those verbs which do not allow
a particular argument to be dropped, the only way
to satisfy the valence requirement is to combine
with an overt argument.

2This feature was provided by the core Matrix but was not
previously used in the customization system. To our knowl-
edge it is not commonly used within HPSG analyses aside
from in grammars that were derived from the Matrix.
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Dropped/Overt Argument Affix Overt Arg Rule No-Marker-Rule Marker-Rule Transitive Verb Lex
required/required underspecified none underspecified needs lex rule
optional/optional underspecified none underspecified underspecified
not permitted/not permitted underspecified none none underspecified
required/optional OPT − OPT − underspecified needs lex rule
optional/not permitted OPT − none OPT + underspecified
not permitted/required OPT − OPT + OPT − needs lex rule
required/not permitted OPT − OPT − OPT + needs lex rule
optional/required OPT − OPT + underspecified needs lex rule
not permitted/optional OPT − none OPT − underspecified

Table 2: Constraints associated with logically possible affix co-occurrence

Languages with complex affix co-occurrence
restrictions are modeled by manipulating the OPT

feature in a different way: Constraints are placed
on lexical and phrase structure rules, as well as
on lexical types. In particular, we constrain the
rules which combine verbs with overt arguments
to check that that argument position is compati-
ble with [OPT −]. This allows the lexical rules
attaching the affixes to constrain the optionality
of the corresponding argument position. In some
of the nine logical possibilities, enforcing these
constraints requires sending the verb through “no-
marker” lexical rules so that constraints associ-
ated with markerless verbs can be enforced. Ta-
ble 2 summarizes the constraints on the OPT fea-
ture on lexical and phrase structure rules, as well
as the constraints on lexical types. The first col-
umn of this table lists the nine logically possible
combinations described in §2. For example, the
row labeled “required/required” gives the analysis
for a language like West Greenlandic, which al-
lows object dropping and always requires an ob-
ject marker on the verb regardless of whether or
not an overt object is present. In such a language,
neither the lexical rules nor the overt-complement
phrase structure rule constrain OPT, but the tran-
sitive verb lex type is required to undergo some
object marking lexical rule.

For licensing that is based on syntactic context
(subject dropping only) such as the Finnish and
Hebrew examples presented in §2, we place con-
straints on the daughter of the unary subject drop
rule which restrict its application to the right con-
texts. For example, to account for the argument
optionality pattern present in Finnish, we con-
strain the head-opt-subj-phrase rule to require that
the item on the head daughter’s SUBJ list be spec-





head-opt-subj
subj 〈 〉
obj 〈 〉









head-comp
subj 〈 NP[3sg.m] 〉
obj 〈 〉









no-marker-lex-rule
subj 〈 NP[3sg.m] 〉
obj 〈 NP[OPT −] 〉









3sgm-subj-lex-rule
subj 〈 NP[3sg.m] 〉
obj 〈 NP 〉









trans-verb-lex
subj 〈 NP 〉
obj 〈 NP 〉





ishtaraa

acc-lex-rule

noun-lex

kitaab-an

Figure 1: Parse structure for (3)
ified as non-third-person ([PER non-third]). Verbs
not meeting this constraint are only allowed to
empty their SUBJ lists by combining with an overt
subject via the standard, binary head-subj-phrase
rule. We have not seen a language which licenses
subject dropping in syntactic contexts which do
not form a natural class according to our feature
system. However, our analysis easily lends it-
self to modeling this type of pattern if it exists by
creating multiple different subtypes of the subject
drop rule.

We close this section by illustrating our analysis
with an example from Arabic. The sentence in (3)
involves subject drop and an overt object. Since
the object is overt, the verb bears only marking of
subject PNG. The grammar that our system gener-
ates for Arabic assigns (3) the structure sketched
in Figure 1.

(3) ishtaraa
3ms.buy.past

kitaab-an
book-acc

He bought a book
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4 Customized Grammar Creation

Before the addition of the argument optionality
library, the phenomena covered in the Grammar
Matrix customization system included word order,
person, number, gender, case, tense/aspect, coor-
dination, matrix yes-no questions, and sentential
negation. The user is also allowed to specify lex-
ical items and the morphological rules associated
with each of them. Each of the phenomena corre-
spond to a page of the questionnaire.

As the user answers questions, the choices are
saved in a ‘choices’ file. The questionnaire is dy-
namic and the answers contained in the ‘choices’
file affect the types of features that the user is
able to choose from on subsequent pages. For
example, if the user describes the language as
having 1st, 2nd, and 3rd persons on the Person
page, then on the lexicon page, the user can cre-
ate separate noun types for each person. Once
the ‘choices’ file contains responses to required
sections, the user is able to create the customized
starter grammar by clicking on the ‘create gram-
mar’ button. This invokes the customization script
which uses the responses contained in the file to
create a grammar that is compatible with the LKB

grammar development environment.
Our implementation entailed additions to two

major components of the system: the web-based
questionnaire and the customization script. To de-
termine which, if any, of the analyses presented
in §3 should be included in the customized gram-
mar, we needed to elicit the type of argument op-
tionality pattern the language exhibited. Thus, we
added an Argument Optionality page to the ques-
tionnaire. The page is divided into two sections—
one for subject dropping and one for object drop-
ping. In the section on subject dropping, the user
is asked whether subject dropping exists and if
so, whether it is context-dependent. For context-
dependent subject dropping, the user is allowed
to specify the syntactic contexts in which subject
dropping is licensed by choosing from a multi-
select list of features. There is the option to create
multiple contexts. The features that appear in the
list are drawn from those that the user chose on
previous pages in the questionnaire. The user is
also directed to select whether subject dropping

is lexically-based, whether affixes are required,
optional or not permitted with overt arguments
and whether affixes are required, optional or not
permitted with dropped arguments. The ques-
tions presented in the object dropping section are
identical to those in the subject dropping section
with the exception that there is no question about
context-dependent object dropping.

Since some of the constraints must be placed on
individual lexical items and morphological rules,
the page also includes instructions to the user on
additional steps that need to be taken when com-
pleting the Lexicon page. For example, when de-
scribing a language where affixes are optional if
an argument is dropped and not permitted if an
overt argument is present, users are instructed to
select ‘overt-arg-not-permitted’ for those affixes
on the Lexicon page.

The changes to the customization script in-
cluded adding each of the analyses described in
§3 along with a mechanism for determining which
of the analyses should be included in the gram-
mar depending on the choices related to argu-
ment optionality, lexical items, and morphological
rules contained in the ‘choices’ file. The result-
ing customized grammars include the rules and
constraints necessary to allow and prohibit strings
that do not contain overt arguments based upon
the facts of a particular language as described by
the user in the questionnaire.

5 Evaluation

The evaluation was conducted in a three stage pro-
cess. Each stage involves constructing a set of test
suites containing grammatical and ungrammatical
strings representing the argument optionality pat-
tern of a set of languages, generating grammars
for the languages by answering the Grammar Ma-
trix questionnaire, using the grammars to parse the
sentences in the test suite, and hand-verifying the
results. The three stages differed in the nature of
the languages, the method by which the languages
were selected, and the breadth of the customized
grammars. The test suites are small, as they are
specifically targeted at the phenomenon of argu-
ment optionality, but representative in the sense
that they cover the space of relevant contrasts in
each language.
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5.1 Set 1: Pseudo-Languages
In the first stage, we tested the analyses presented
in §3 by creating and then using the Grammar Ma-
trix customization system to generate grammars
for 38 pseudo-languages (sets of strings with as-
sociated grammaticality assignments) which col-
lectively exhaustively exhibit each of the lexical,
syntactic context or affix co-occurrence restric-
tion patterns described in Table 1 (§2). All of
the possible values identified for these given pat-
terns are present in at least one language, as well
as cross-classifications of different dimensions of
constraints where appropriate. For example, there
are pseudo-languages which share the property
of always requiring object markers but differ in
that one has lexically licensed object dropping and
the other general object dropping. These pseudo-
languages test the argument optionality analyses
in isolation in that argument optionality is not con-
strained by other phenomena such as word order.

The customized grammars were able to accu-
rately parse grammatical strings and rule out un-
grammatical ones. Coverage on this set of 38
pseudo-languages was 100% with 0% overgener-
ation and no spurious ambiguity, thus validating
the functioning of our analyses across the known
typological space.

5.2 Set 2: Illustrative Languages
Next, we tested the system’s performance in mod-
eling part of a natural language. For this stage
we deliberately chose several languages which ex-
emplified interesting licensing and co-occurrence
restriction patterns, including some which were
considered during the development of the system.
Each test suite included examples of grammatical
and ungrammatical strings that were constructed
based on the descriptions of the language given
in the following sources: Suleiman 1990 (Ara-
bic), Sulkala and Merja 1992 (Finnish), Newman
2000 (Hausa), and Asher 1985 (Tamil). As the
test suites were designed to evaluate argument op-
tionality, we restricted the test items to this phe-
nomenon only. Other syntactic phenomena were
only included if they affected the argument op-
tionality pattern in the language. For example,
gender distinctions were considered only for lan-
guages in which this was relevant to affix mark-

ing. A brief description of the argument optional-
ity patterns found in these languages follows.

Arabic [arb] (Semitic) Pronominal subjects
and objects are generally dropped. Subject affixes
are always required whether or not an overt noun
phrases is present. Affixes marking object per-
son, number, and gender are required for strictly
transitive verbs when an overt noun phrase is not
present. Other transitive verbs appear to allow ob-
ject drop without the object affix.

Finnish [fin] (Uralic) First and second person
subjects are freely dropped and markers appear
on the verb whether or not an overt noun phrase
is present. Third person subjects are not allowed
to be dropped with a referential interpretation;
however, third person pronouns are obligatorily
dropped for what Sulkala and Merja (1992) de-
scribe as a generic impersonal meaning. This de-
scription fits into what some linguists refer to as
the fourth person—a non-referential impersonal
syntactic/semantic distinction that is often real-
ized in English as the impersonal pronoun one.
Since Finnish shows evidence of further syntac-
tic distinctions between generic and referential
use of the third person marker, we have analyzed
this marker as actually corresponding to two ho-
mophonous morphemes. One requires an overt
subject and the other requires a dropped subject.
There are no verbal affixes for PNG of the object.

Hausa [hau] (Chadic) Hausa generally re-
quires pronominal subjects to be dropped. Simple,
unmodified, uncoordinated independent pronouns
are ungrammatical in subject position. Subject
PNG is marked in a person aspect complex (PAC)
along with tense and aspect information. The
PAC precedes the lexical verb. When the PNG
marker is morphologically segmentable from the
tense/aspect, the PNG marker can be omitted if an
overt noun phrase is present and is required if the
noun phrase is not present. PNG is not marked for
objects; however the verb form changes depend-
ing on whether a full noun phrase, pronoun, or no
object immediately follows the verb.

Tamil [tam] (Dravidian) Subjects and objects
can be freely dropped aside from a special class
of weather verbs requiring overt subjects. Subject
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PNG markers are always required whether a sub-
ject is overt or not. PNG is not marked for objects.

Lg. Items Gram- Ungram- Coverage/
matical matical Over-

generation (%)
Arabic 13 10 3 90/0
Finnish 11 9 3 100/0
Hausa 20 8 12 100/0
Tamil 7 5 2 100/0

Table 3: Illustrative Languages Results

As shown in Table 3 we achieved 100% cov-
erage over every test suite in this set except for
Arabic. In addition, there was no overgeneration
or spurious ambiguity. One Arabic item did not
parse because the current implementation of our
analyses does not elegantly account for obligatory
object marking (with object drop) on some tran-
sitive verbs and optional object marking on oth-
ers. We could have customized a grammar that
included another, parallel set of lexical rules that
would account for this item. Improvements to this
aspect of the argument optionality library depend
on upgrades to the morphotactic system.

5.3 Set 3: Held-out Languages
Finally, we tested a set of ‘held out’ languages
not considered during development and chosen for
their geographic and genetic diversity without re-
gard for argument dropping patterns. We had pre-
viously created the non-argument optionality por-
tions of these test suites and choices files to test
the coverage of other libraries in the customiza-
tion system and thus they include a wider variety
of linguistic phenomena than Sets 1 or 2. As be-
fore, the construction and grammaticality judge-
ments of the strings were based on descriptive
grammars: Chirikba 2003 (Abkhaz), Press 1979
(Chemehuevi), Smirnova 1982 and Newman 2000
(Hausa), Pensalfini 2003 (Jingulu), Asher and
Kumari 1997 (Malayalam), Taylor 1985 (Nkore-
Kiga), and Fortescue 2003 (W. Greenlandic).

Due to space constraints, we provide only a
summary of the argument optionality patterns in
these languages (Table 4). All the languages li-
censed both subject and object dropping and in
two of the six, dropping pronominal arguments
was strongly preferred. Three languages have
word order constraints on how argument option-

ality is realized: Abkhaz restricts the appearance
of one of the third person affixes depending on
verb-object order. Nkore-Kiga requires and pro-
hibits the appearance of an object marker depend-
ing on where the overt object occurs. Chemehuevi
requires that the clitic which is used to mark the
subject appear in second position. It is also the
only language that has lexical constraints on ob-
ject dropping. Malayalam was the only language
which did not mark person, number, and gender
information for the subject.

The customized grammars were able to account
for the majority of the patterns demonstrated in
these languages (Table 5). We achieved 100%
coverage on four languages with zero (Jingulu,
Malayalam, West Greenlandic) or moderate (Abk-
haz) overgeneration. The main source of errors
found in the results is the handling of word or-
der constraints: The grammars were unable to li-
cense (Chemehuevi) or restrict (Nkore-Kiga and
Abkhaz) argument optionality based on the verb’s
and argument’s positions in the sentence. Once
the Grammar Matrix word order library has been
improved and is able to account for second po-
sition clitics and fine-grained head-complement
word order constraints, it will be a simple pro-
cess to add the new feature(s) to existing lexical
rules to account for these patterns. Incorporating
the new functionality will not require any major
changes to the argument optionality library aside
from modifying the questionnaire to elicit the new
information from the user.

Language Items Gram- Un- Coverage/
mat- gram- Overgen-
ical matical eration (%)

Abkhaz 10 6 4 100/10
Chemehuevi 8 6 2 83.3/0
Jingulu 9 6 3 100/0
Malayalam 4 4 0 100/0
Nkore-Kiga 10 4 6 100/83.3
W. Greenlandic 5 3 2 100/0

Table 5: Held-out Language Results

In addition, we verified that the addition of ar-
gument optionality didn’t reduce coverage on any
other portion of these testsuites. This indicates
that the new argument optionality library is inter-
acting properly with existing libraries. Additional
interactions will be tested as we add new libraries
to the customization system.

1074



Object Dropping Subject Dropping Word Order Constraints Lexical Constraints
Abkhaz opt opt yes none
Chemehuevi opt opt yes yes
Jingulu opt opt none none
Malayalam opt opt no none
Nkore-Kiga pref pref yes none
W. Greenlandic pref pref none none

Table 4: Existence of and constraints on argument optionality in six languages

6 Related Work

Subject dropping has been studied extensively
within theoretical linguistics under many differ-
ent frameworks (Rizzi, 1986; Bresnan, 2001;
Ackema et al., 2006; Ginzburg and Sag, 2000).
Within the context of HPSG, our analysis is simi-
lar to the one in the Grammar Matrix-derived Por-
tuguese grammar (Branco and Costa, 2008) and to
Müller’s (2009) treatment of subject dropping in
Maltese. These analyses differ from Ginzburg and
Sag’s (2000) HPSG analysis which uses language
specific variations on the Argument Realization
Principle to control whether the subject/object is
placed onto the COMPS and/or SUBJ lists.

Language specific analyses have been imple-
mented in deep, broad-coverage grammars for
languages such as Japanese (Masuichi et al.
(2003), Siegel and Bender (2002)) and Portuguese
(Branco and Costa (2008)). Within the ParGram
project (Butt et al., 2002), Kim et al. (2003) were
able to directly port the argument optionality re-
lated rules from a Japanese grammar to Korean.
However, to our knowledge, no one has imple-
mented an analysis that has been applied to a large
number of typologically, geographically, and ge-
netically diverse languages.

7 Conclusion

Our current work has focused on modeling the
variation in syntactic constraints on the licens-
ing and restriction of argument dropping. To our
knowledge, this is the first analysis of argument
optionality that combines typological breadth
with precision analyses that have been imple-
mented and tested on a number of geographically
and genetically diverse languages. Although we
have tried to account for the patterns found in the
typological literature, there may be variants that
we are unaware of. We hope to learn of more pat-
terns as the Grammar Matrix customization sys-

tem is applied to an ever wider set languages.
While the current work focuses on syntactic

variation, we intend to expand the argument op-
tionality library to include semantic distinctions
as well. A likely starting point would be the pro-
posal given by Bender and Goss-Grubbs (2008)
who present a way to model the discourse status
(Prince, 1981) of an NP taking into account the
differences between definite and indefinite null in-
stantiation described by Fillmore (1986). In addi-
tion, ongoing work to improve the word order li-
brary may eventually allow us to more accurately
model word-order based constraints.
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Instituto Tecnológico de Informática
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Abstract

We present an adaptation technique for
statistical machine translation, which ap-
plies the well-known Bayesian learning
paradigm for adapting the model param-
eters. Since state-of-the-art statistical ma-
chine translation systems model the trans-
lation process as a log-linear combination
of simpler models, we present the formal
derivation of how to apply such paradigm
to the weights of the log-linear combina-
tion. We show empirical results in which
a small amount of adaptation data is able
to improve both the non-adapted system
and a system which optimises the above-
mentioned weights on the adaptation set
only, while gaining both in reliability and
speed.

1 Introduction

The adaptation problem is a very common issue in
statistical machine translation (SMT), where it is
frequent to have very large collections of bilingual
data belonging to e.g. proceedings from interna-
tional entities such as the European Parliament or
the United Nations. However, if we are currently
interested in translating e.g. printer manuals or
news data, we will need to find a way in which we
can take advantage of such data.

The grounds of modern SMT were established
in (Brown et al., 1993), where the machine trans-
lation problem was defined as follows: given a
sentence f from a certain source language, an
equivalent sentence ê in a given target language
that maximises the posterior probability is to be
found. According to the Bayes decision rule, such

statement can be specified as follows:

ê = argmax
e

Pr(e|f) (1)

Recently, a direct modelling of the posterior
probability Pr(e|f) has been widely adopted, and,
to this purpose, different authors (Papineni et al.,
1998; Och and Ney, 2002) proposed the use of the
so-called log-linear models, where

p(e|f) =
exp

∑K
k=1 λkhk(f , e)

∑
e′ exp

∑K
k=1 λkhk(f , e

′)
(2)

and the decision rule is given by the expression

ê = argmax
e

K∑

k=1

λkhk(f , e) (3)

where hk(f , e) is a score function representing an
important feature for the translation of f into e, as
for example the language model of the target lan-
guage, a reordering model or several translation
models. K is the number of models (or features)
and λk are the weights of the log-linear combina-
tion. Typically, the weights Λ = [λ1, . . . , λK ]T

are optimised with the use of a development set.
The use of log-linear models implied an impor-

tant break-through in SMT, allowing for a signifi-
cant increase in the quality of the translations pro-
duced. In this work, we present a Bayesian tech-
nique for adapting the weights of such log-linear
models according to a small set of adaptation data.

In this paper, we will be focusing on adapting
the weights vector Λ, since appropriate values of
such vector for a given domain do not necessarily
imply a good combination in other domains. One
naı̈ve way in which some sort of adaptation can
be performed on Λ is to re-estimate these weights
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from scratch only on the adaptation data. How-
ever, such re-estimation may not be a good idea,
whenever the amount of adaptation data available
is not too big. On the one hand, because small
amounts of adaptation data may easily yield over-
trained values of Λ, which may even lead to a
degradation of the translation quality. On the other
hand, because in some scenarios it is not feasible
to re-estimate them because of the time it would
take. Moreover, considering a re-estimation of
Λ by using both the out-of-domain data and the
adaptation set would not be appropriate either. For
small amounts of adaptation data, such data would
have no impact on the final value of Λ, and the
time required would be even higher. One such
situation may be the Interactive Machine Trans-
lation (IMT) paradigm (Barrachina et al., 2009),
in which a human translator may start translating
a new document, belonging to a specific domain,
and the system is required to produce an appro-
priate output as soon as possible without any prior
re-training.

In this paper, a Bayesian adaptation approach
solving both problems is presented. Nevertheless,
adapting Λ constitutes just a first step towards
the adaptation of all the parameters of the SMT
model.

The rest of this paper is structured as follows. In
next Section, we perform a brief review of current
approaches to adaptation and Bayesian learning in
SMT. Section 3 describes the typical framework
for phrase-based translation in SMT. In Section 4,
we present the way in which we apply Bayesian
adaptation (BA) to log-linear models in SMT. In
Section 5, we describe the practical approxima-
tions applied before implementing the BA tech-
nique described. In Section 6, experimental de-
sign and results are detailed. Conclusions and fu-
ture work are explained in Section 7.

2 Related work

Adaptation in SMT is a research field that is re-
ceiving an increasing amount of attention. In
(Nepveu et al., 2004), adaptation techniques were
applied to IMT, following the ideas by (Kuhn
and Mori, 1990) and adding cache language mod-
els (LM) and TMs to their system. In (Koehn
and Schroeder, 2007), different ways to combine

available data belonging to two different sources
was explored; in (Bertoldi and Federico, 2009)
similar experiments were performed, but consid-
ering only additional source data. In (Civera and
Juan, 2007), alignment model mixtures were ex-
plored as a way of performing topic-specific adap-
tation. Other authors (Zhao et al., 2004; Sanchis-
Trilles et al., 2009), have proposed the use of clus-
tering in order to extract sub-domains of a large
parallel corpus and build more specific LMs and
TMs, which are re-combined in test time.

With respect to BA in SMT, the authors are not
aware of any work up to the date that follows such
paradigm. Nevertheless, there have been some re-
cent approaches towards dealing with SMT from
the Bayesian learning point of view. In (Zhang
et al., 2008), Bayesian learning was applied for
estimating word-alignments within a synchronous
grammar.

3 Phrase-based SMT

One of the most popular instantiations of log-
linear models in SMT are phrase-based (PB) mod-
els (Zens et al., 2002; Koehn et al., 2003). PB
models allow to capture contextual information to
learn translations for whole phrases instead of sin-
gle words. The basic idea of PB translation is to
segment the source sentence into phrases, then to
translate each source phrase into a target phrase,
and finally reorder the translated target phrases in
order to compose the target sentence. For this
purpose, phrase-tables are produced, in which a
source phrase is listed together with several tar-
get phrases and the probability of translating the
former into the latter. PB models were employed
throughout this work.

Typically, the weights of the log-linear com-
bination in Equation 3 are optimised by means
of Minimum Error Rate Training (MERT) (Och,
2003). Such algorithm consists of two basic steps.
First, n-best hypotheses are extracted for each one
of the sentences of a given development set. Next,
the optimum Λ is computed so that the best hy-
potheses in the n-best list, according to a reference
translation and a given metric, are ranked higher
within such n-best list. These two steps are re-
peated until convergence.

This approach has two main problems. On the
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one hand, that it heavily relies on having a fair
amount of data available as development set. On
the other hand, that it only relies on the data in
the development set. These two problems have
as consequence that, if the development set made
available to the system is not big enough, MERT
will most likely become unstable and fail in ob-
taining an appropriate weight vector Λ.

However, it is quite common to have a great
amount of data available in a given domain, but
only a small amount from the specific domain we
are interested in translating. Precisely this sce-
nario is appropriate for BA: under this paradigm,
the weight vector Λ is biased towards the opti-
mal one according to the adaptation set, while
avoiding over-training towards such set by not
forgetting the generality provided by the training
set. Furthermore, recomputing Λ from scratch
by means of MERT may imply a computational
overhead which may not be acceptable in certain
environments, such as SMT systems configured
for online translation, IMT or Computer Assisted
Translation, in which the final human user is wait-
ing for the translations to be produced.

4 Bayesian adaptation for SMT

The main idea behind Bayesian learning (Duda et
al., 2001; Bishop, 2006) is that model parameters
are viewed as random variables having some kind
of a priori distribution. Observing these random
variables leads to a posterior density, which typi-
cally peaks at the optimal values of these parame-
ters. Following the notation in Equation 1, previ-
ous statement is specified as

p(e|f ;T ) =

∫
p(e, θ|f ;T )dθ (4)

where T represents the complete training set and
θ are the model parameters.

However, since we are interested in Bayesian
adaptation, we need to consider one training set
T and one adaptation set A, leading to

p(e|f ;T,A) ≈
∫
p(θ|T,A)p(e|f , θ)dθ (5)

In Equation 5, the integral over the complete para-
metric space forces the model to take into account

all possible values of the model parameters, al-
though the prior over the parameters implies that
our model will prefer parameter values which are
closer to our prior knowledge. Two assumptions
have been made: first, that the output sentence e
only depends on the model parameters (and not on
the complete training and adaptation data). Sec-
ond, that the model parameters do not depend
on the actual input sentence f . Such simplifica-
tions lead to a decomposition of the integral in
two parts: the first one, p(θ|T,A) will assess how
good the current model parameters are, and the
second one, p(e|f , θ), will account for the quality
of the translation e given the current model pa-
rameters.

Then, the decision rule given in Equation 1 is
redefined as

ê = argmax
e

Pr(e|f ;T,A) (6)

Operating with the probability of θ, we obtain:

p(θ|T,A) =
p(A|θ;T ) p(θ|T )∫
p(A|θ) p(θ|T ) dθ

(7)

p(A|θ;T ) =
∏

∀a∈A
p(fa|θ) p(ea|fa, θ) (8)

where the probability of the adaptation data has
been assumed to be independent of the training
data and has been modelled as the probability of
each bilingual sample (fa, ea) ∈ A being gener-
ated by our translation model.

Assuming that the model parameters depend on
the training data and follow a normal distribution,
we obtain

p(θ|T )=
1

(2π)d/2
exp

{
−1

2
(θ−θT)T(θ−θT)

}
(9)

where θT is the set of parameters estimated on the
training set and the variance has been assumed to
be bounded for all parameters. d is the dimension-
ality of θ.

Lastly, assuming that our translation model is a
log-linear model as described in Equation 3 and
that the only parameters we want to adapt are the
log-linear weights:

p(e|f , θ) =
exp

∑
k λk fk(f , e)∑

e′ exp
∑
k λk fk(f , e

′)
(10)
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where the model parameters θ have been instanti-
ated to include only the log-linear weights Λ.

Finally, combining Equations 8, 9 and 10, and
considering only as model parameters the log-
linear weights, we obtain:

p(e|f ;T,A)=Z
∫
p(A|Λ;T )p(Λ|T )p(e|f ,Λ)dΛ

= Z
∫ ∏

∀a∈A

exp
∑
k λk fk(fa, ea)∑

e′ exp
∑
k λk fk(fa, e

′)
·

exp

{
−1

2
(Λ−ΛT )T (Λ−ΛT )

}
·

exp
∑
k λk fk(f , e)∑

e′ exp
∑
k λk fk(f , e

′)
dΛ (11)

where Z is the denominator present in the previ-
ous equation and may be factored out because it
does not depend on the integration variable. It has
also been assumed that p(fa|θ) is uniform and can
also be factored out.

5 Practical approximations

Although the integral described in Equation 11 is
the right thing to do from the theoretical point of
view, there are several issues which need to be
treated first before implementing it.

Since computing the integral over the complete
parametric space is computationally impossible in
the case of SMT, we decided to perform a Monte
Carlo like sampling of these parameters by assum-
ing that the parameters follow a normal distribu-
tion centred in ΛT , the weight vector obtained
from the training data. This sampling was done
by choosing alternatively only one of the weights
in ΛT , modifying it randomly within a given inter-
val, and re-normalising accordingly. Equation 11
is approximated in practise as

p(e|f ;T,A) =
∑

Λm∈MC(ΛT )

p(A|Λ;T )p(Λ|T )p(e|f ,Λ)

where MC(ΛT ) is the set of Λm weights gener-
ated by the above-mentioned procedure.

There is still one issue when trying to imple-
ment Equation 11. The denominator within the
components p(A|Λ;T ) and p(e|f ,Λ) contains a
sum over all possible sentences of the target lan-
guage, which is not computable. For this reason,

∑
e′ is approximated as the sum over all the hy-

pothesis within a given n-best list. Moreover, in-
stead of performing a full search of the best pos-
sible translation of a given input sentence, we will
perform a rerank of the n-best list provided by the
decoder according to Equation 11.

Typical state-of-the-art PB SMT systems do not
guarantee complete coverage of all possible sen-
tence pairs due to the great number of heuris-
tic decisions involved in the estimation of the
translation models. Moreover, out-of-vocabulary
words may imply that the SMT model is unable
to explain a certain bilingual sentence completely.
Hence, p(A|Λ;T ) is approximated as

p(A|Λ;T )≈
∏

∀a∈A

exp
∑
k λk fk(fa, e

∗
a)∑

e′ exp
∑
k λkfk(fa, e

′)
(12)

where e∗ represents the best hypothesis the search
algorithm is able to produce, according to a given
translation quality measure. As in Equation 11,
p(fa|θ) has been assumed uniform.

Once the normalisation factor within Equa-
tion 7 has been removed, and the above-
mentioned approximations have been introduced,
p(e|f ;T,A) is no longer a probability. This fact
cannot be underestimated, since it means that the
terms p(A|Λ;T ) and p(e|f ,Λ) on the one hand,
and p(Λ|T ) on the other, may have very different
numeric ranges. For this reason, and in order to
weaken the influence of this fact, we introduce a
leveraging term δ, such that

p(e|f ;T,A) =
∑

Λm∈MC(ΛT )

(p(A|Λ;T )p(e|f ,Λ))
1
δ p(Λ|T ) (13)

Although there are other, more standard, ways of
adding this leveraging term, we chose this one for
numeric reasons.

6 Experiments

6.1 Experimental setup

Translation quality will be assessed by means
of BLEU and TER scores. BLEU measures n-
gram precision with a penalty for sentences that
are too short (Papineni et al., 2001), whereas
TER (Snover et al., 2006) is an error metric that
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Spanish English

Training
Sentences 731K

Run. words 15.7M 15.2M
Vocabulary 103K 64K

Development
Sentences 2K

Run. words 61K 59K
OoV words 208 127

Table 1: Main figures of the Europarl corpus. OoV
stands for Out of Vocabulary. K/M stands for
thousands/millions of elements.

Spanish English

Test 2008
Sentences 2051

Run. words 50K 53K
OoV. words 1247 1201

Test 2010
Sentences 2489

Run. words 62K 66K
OoV. words 1698 1607

Table 2: Main figures of the News-Commentary
test sets. OoV stands for Out of Vocabulary words
with respect to the Europarl corpus.

computes the minimum number of edits required
to modify the system hypotheses so that they
match the references. Possible edits include in-
sertion, deletion, substitution of single words and
shifts of word sequences.

For computing e∗ as described in Equation 12,
TER was used, since BLEU implements a geo-
metrical average which is zero whenever there is
no common 4-gram between reference and hy-
pothesis. Hence, it is not well suited for our pur-
poses since the complete set of n-best candidates
provided by the decoder can score zero.

As a first baseline system, we trained a SMT
system on the Europarl Spanish–English training
data, in the partition established in the Workshop
on SMT of the NAACL 2006 (Koehn and Monz,
2006), using the training and development data
provided that year. The Europarl corpus (Koehn,
2005) is built from the transcription of European
Parliament speeches published on the web. Statis-
tics are provided in Table 1.

We used the open-source MT toolkit
Moses (Koehn et al., 2007)1 in its default
monotonic setup, and estimated the weights of
the log-linear combination using MERT on the
Europarl development set. A 5-gram LM with
interpolation and Kneser-Ney smoothing (Kneser
and Ney, 1995) was also estimated.

Since our purpose is to adapt the initial weight

1Available from http://www.statmt.org/moses/

vector obtained during the training stage (i.e. the
one obtained after running MERT on the Eu-
roparl development set), the tests sets provided for
the 2008 and 2010 evaluation campaigns of the
above-mentioned workshop (Table 2) were also
used. These test sets, unlike the one provided in
2006, were extracted from a news data corpus, and
can be considered out of domain if the system has
been trained on Europarl data.

All the experiments displaying BA results were
carried out by sampling a total of 100 random
weights, according to preliminary investigation,
following the procedure described in Section 5.
For doing this, one single weight was added a ran-
dom amount between 0.5 and −0.5, and then the
whole Λ was re-normalised.

With the purpose of providing robustness to the
results, every point in each plot of this paper con-
stitutes the average of 10 repetitions, in which
the adaptation data was randomly drawn from the
News-Commentary test set 2008.

6.2 Comparison between BA and MERT

The effect of increasing the number of adaptation
samples made available to the system was inves-
tigated. The adaptation data was used either for
estimating Λ using MERT, or as adaptation sam-
ple for our BA technique. Results can be seen in
Figure 1. The δ scaling factor described in Equa-
tion 13 was set to 8. As it can be seen, the BA
adaptation technique is able to improve consis-
tently the translation quality obtained by the non-
adapted system, both in terms of BLEU and TER.
These improvements are quite stable even with
as few as 10 adaptation samples. This result is
very interesting, since re-estimating Λ by means
of MERT is only able to yield improvements when
provided with at least 100 adaptation samples, dis-
playing a very chaotic behaviour until that point.

In order to get a bit more insight about this
chaotic behaviour, confidence interval sizes are
shown in Figure 2, at a 95% confidence level, re-
sulting of the repetitions described above. MERT
yields very large confidence intervals (as large
as 10 TER/BLEU points for less than 100 sam-
ples), turning a bit more stable from that point
on, where the size of the confidence interval con-
verges slowly to 1 TER/BLEU point. In contrast,
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Figure 1: Comparison of translation quality, as measured by BLEU and TER, for baseline system,
adapted systems by means of BA and MERT. Increasing number of samples is considered.

 0.001

 0.01

 0.1

 1

 10

 100

 10  100  1000

T
E

R
 C

D
S

Number of adaptation samples

BA δ =  1
BA δ =  32

mert

 0.001

 0.01

 0.1

 1

 10

 10  100  1000

B
LE

U
 C

D
S

Number of adaptation samples

BA δ =  1
BA δ =  32

mert

Figure 2: Confidence interval sizes (CDS) for MERT and two BA systems, for different number of
adaptation samples. For visibility purposes, both axes are in logarithmic scale.

our BA technique yields very small confidence in-
tervals, about half a TER/BLEU point in the worst
case, with only 10 adaptation samples. This is
worth emphasising, since estimating Λ by means
of MERT when very few adaptation data is avail-
able may improve the final translation quality, but
may also degrade it to a much larger extent. In
contrast, our BA technique shows stable and reli-
able improvements from the very beginning. Pre-
cisely under such circumstances is an adaptation
technique useful: when the amount of adaptation
data is small. In other cases, the best thing one
can do is to re-estimate the model parameters from
scratch.

Example translations, extracted from the exper-
iments detailed above, are shown in Figure 5.

6.3 Varying δ

So as to understand the role of scaling factor δ,
results obtained varying it are shown in Figure 3.

Several things should be noted about these plots:

• Increasing δ leads to smoother adaptation
curves. This is coherent with the confidence
interval sizes shown in Figure 1.
• Smaller values of δ lead to a slight degrada-

tion in translation quality when the amount
of adaptation samples becomes larger. The
reason for this can be explained by look-
ing at Equation 13. Since p(A|Λ;T ) is
implemented as a product of probabilities,
the more adaptation samples the smaller be-
comes p(A|Λ;T ), and a higher value of δ is
needed to compensate this fact. This sug-
gests the need of a δ which depends on the
size of the adaptation sample.
• Larger values of δ do not suffer the prob-

lem described above, but yield smaller im-
provements in terms of translation quality for
smaller amount of samples.
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Figure 3: Translation quality comparison for different δ values and number of adaptation samples.

It might seem odd that translation quality as
measured by BLEU drops almost constantly as the
number of adaptation samples increases. How-
ever, it must be noted that the BA technique im-
plemented is set to optimise TER, and not BLEU.
Analysing the BLEU scores obtained, we realised
that the n-gram precision does increase, but the
final BLEU score drops because of a worsening
brevity penalty, which is not taken into account
when optimising the TER score.

6.3.1 Increasing the n-best order
The effect of increasing the order of n-best con-

sidered was also analysed. In order to avoid an
overwhelming amount of results, only those ob-
tained when considering 100 adaptation samples
are displayed in Figure 4. As it can be seen,
TER drops monotonically for all δ values, until
about 800, where it starts to stabilise. Similar
behaviour is observed in the case of BLEU, al-
though depending on δ the curve shows an im-
provement or a degradation. Again, this is due
to the brevity penalty, which TER does not imple-
ment, and which induces this inverse correlation
between TER and BLEU when optimising TER.

7 Conclusions and future work

We have presented a Bayesian theoretical frame-
work for adapting the parameters of a SMT sys-
tem. We have derived the equations needed to im-
plement BA of the log-linear weights of a SMT
system, and present promising results with a state-
of-the-art SMT system using standard corpora in
SMT. Such results prove that the BA framework
can be very effective when adapting the men-

tioned weights. Consistent improvements are ob-
tained over the baseline system with as few as
10 adaptation samples. The BA technique imple-
mented is able to yield results comparable with
a complete re-estimation of the parameters even
when the amount of adaptation data is sufficient
for such re-estimation to be feasible. Experi-
mental results show that our adaptation technique
proves to be much more stable than MERT, which
relies very heavily on the amount of adaptation
data and turns very unstable whenever few adap-
tation samples are available. It should be empha-
sised that an adaptation technique, by nature, is
only useful whenever few adaptation data is avail-
able, and our technique proves to behave well in
such context.

Intuitively, the BA technique presented needs
first to compute a set of random weights, which
are the result of sampling a gaussian distribution
whose mean is the best weight vector obtained in
training. Then, each hypothesis of a certain test
source sentence is rescored according to the fol-
lowing three components:

• The probability of the adaptation corpus un-
der each specific random weight

• The probability of such random weight ac-
cording to a prior over the weight vector

• The probability of the current hypothesis un-
der those weights

Concerning computational time, our adaptation
technique can easily be implemented within the
decoder itself, without any significant increase in
computational complexity. We consider this im-
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Figure 4: Translation quality for different δ values and n-best sizes considered in the BA system.
source en afganistán , barack obama espera que se repita el milagro .

reference barack obama hopes that , in afghanistan , the miracle will repeat itself .
baseline in afghanistan , barack obama waiting to be repeated the miracle .
BA s10 in afghanistan , barack obama expected to repeat the miracle .

BA s600 in afghanistan , barack obama expected to repeat the miracle .
MERT s10 in afghanistan , barack obama expected to repeat of the miracle .

MERT s600 in afghanistan , barack obama hopes that a repetition of the miracle .
source al final todo fue más rpido de lo que se pensó .

reference it all happened a lot faster than expected .
baseline at the end of all was more quickly than we thought .
BA s10 ultimately everything was more quickly than we thought .

BA s600 ultimately everything was more quickly than we though .
MERT s10 the end all was quicker than i thought .

MERT s600 ultimately everything was quicker than i thought .

Figure 5: Example of translations found in the corpus. s10 means that only 10 adaptation samples
were considered, whereas s600 means that 600 were considered.

portant, since it implies that rerunning MERT for
each adaptation set is not needed, and this is im-
portant whenever the final system is set up in an
on-line environment.

The derivation presented here can be easily ex-
tended in order to adapt the feature functions of
the log-linear model (i.e. not the weights). This is
bound to have a more important impact on transla-
tion quality, since the amount of parameters to be
adapted is much higher. We plan to address this
issue in future work.

In addition, very preliminary experiments show
that, when considering reordering, the advantages
described here are larger.

A preliminary version of the present paper
was accepted at the Joint IAPR International
Workshops on Structural and Syntactic Pattern
Recognition and Statistical Techniques in Pattern
Recognition 2010. The main contributions of
the present paper constitute more extensive ex-
periments, which have been conducted on stan-
dard SMT corpora. Furthermore, in this paper we

present the results of adding the leveraging term
δ, of applying a random, Monte-Carlo like weight
sampling (which was not done previously), and an
extensive analysis of the effect of varying the or-
der of n-best considered.

We also plan to implement Markov Chain
Monte Carlo for sampling the parameters, and
analyse the effect of combining the in-domain and
out of domain data for MERT. Such results were
not included here for time constraints.
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Abstract

This paper presents a constraint-based
graph partitioning approach to corefer-
ence resolution solved by relaxation label-
ing. The approach combines the strengths
of groupwise classifiers and chain forma-
tion methods in one global method. Ex-
periments show that our approach signifi-
cantly outperforms systems based on sep-
arate classification and chain formation
steps, and that it achieves the best results
in the state of the art for the same dataset
and metrics.

1 Introduction

Coreference resolution is a natural language pro-
cessing task which consists of determining the
mentions that refer to the same entity in a text
or discourse. A mention is a noun phrase refer-
ring to an entity and includes named entities, def-
inite noun phrases, and pronouns. For instance,
“Michael Jackson” and “the youngest of Jackson
5” are two mentions referring to the same entity.

A typical machine learning-based coreference
resolution system usually consists of two steps:
(i) classification, where the system evaluates the
coreferentiality of each pair or group of mentions,
and (ii) formation of chains, where given the con-
fidence values of the previous classifications the
system forms the coreference chains.

∗Research supported by the Spanish Science and In-
novation Ministry, via the KNOW2 project (TIN2009-
14715-C04-04) and from the European Community’s Sev-
enth Framework Programme (FP7/2007-2013) under Grant
Agreement number 247762 (FAUST)

Regarding the classification step, pioneer sys-
tems developed were based on pairwise classi-
fiers. Given a pair of mentions, the process gen-
erates a feature vector and feeds it to a classi-
fier. The resolution is done by considering each
mention of the document as anaphor1 and look-
ing backward until the antecedent is found or
the beginning of the document is reached (Aone
and Bennett, 1995; McCarthy and Lehnert, 1995;
Soon et al., 2001).

A first approach towards groupwise classifiers
is the twin-candidate model (Yang et al., 2003).
The model faces the problem as a competition be-
tween two candidates to be the antecedent of the
anaphor into account. Each candidate mention is
compared with all the others in a round robin con-
test. Following the groupwise approach, rankers
consider all the possible antecedent mentions at
once (Denis and Baldridge, 2008). Rankers can
obtain more accurate results due to a more in-
formed context where all candidate mentions are
considered at the same time.

Coreference chains are formed after classifi-
cation. Many systems form the chains by join-
ing each positively-classified pair (i.e. single-
link) or with simple improvements such as linking
an anaphor only to its antecedent with maximum
confidence value (Ng and Cardie, 2002).

Some works propose more elaborated methods
than single-link for chain formation. The ap-
proaches used are Integer Linear Programming

1Typically a pair of coreferential mentions mi and mj

(i < j) are called antecedent and anaphor respectively,
though mj may not be anaphoric.
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(ILP) (Denis and Baldridge, 2007; Klenner and
Ailloud, 2009; Finkel and Manning, 2008), graph
partitioning (Nicolae and Nicolae, 2006), and
clustering (Klenner and Ailloud, 2008). The main
advantage of these types of post-processes is the
enforcement of transitivity sorting out the con-
tradictions that the previous classification process
may introduce.

Although chain formation processes search for
global consistency, the lack of contextual infor-
mation in the classification step is propagated for-
ward. Few works try to overcome the limita-
tions of keeping classification and chain formation
apart. Luo et al. (2004) search the most proba-
ble path comparing each mention with the partial-
entities formed so far using a Bell tree struc-
ture. McCallum and Wellner (2005) propose a
graph partitioning cutting by distances, with the
peculiarity that distances are learned considering
coreferential chains of the labeled data instead of
pairs. Culotta et al. (2007) combine a groupwise
classifier with a clustering process in a First-Order
probabilistic model.

The approach presented in this paper follows
the same research line of joining group classifi-
cation and chain formation in the same step. Con-
cretely, we propose a graph representation of the
problem solved by a relaxation labeling process,
reducing coreference resolution to a graph par-
titioning problem given a set of constraints. In
this manner, decisions are taken considering the
whole set of mentions, ensuring consistency and
avoiding that classification decisions are indepen-
dently taken. Our experimental results on the
ACE dataset show that our approach outperforms
systems based on separate classification and chain
formation steps, and that it achieves the best re-
sults in the state of the art for the same dataset and
metrics.

The paper is organized as follows. Section 2 de-
scribes the graph representation of the task. Sec-
tion 3 explains the use of relaxation labeling algo-
rithm and the machine learning process. Finally,
experiments and results are explained in Section 4
before paper is concluded.

2 Graph Representation

Let G = G(V,E) be an undirected graph where
V is a set of vertices and E a set of edges. Let
m = (m1, ...,mn) be the set of mentions of a
document with n mentions to resolve. Each men-
tion mi in the document is represented as a vertex
vi ∈ V . An edge eij ∈ E is added to the graph for
pairs of vertices (vi, vj) representing the possibil-
ity that both mentions corefer. The list of adjacent
vertices of a vertex vi is A(vi).

Let C be our set of constraints. Given a pair of
mentions (mi, mj), a subset of constraints Cij ⊆
C restrict the compatibility of both mentions. Cij
is used to compute the weight value of the edge
connecting vi and vj . Let wij ∈ W be the weight
of the edge eij :

wij =
∑

k∈Cij

λkfk(mi,mj) (1)

where fk(·) is a function that evaluates the con-
straint k. And λk is the weight associated to the
constraint k (λk and wij can be negative).

In our approach, each vertex (vi) in the graph
is a variable (vi) for the algorithm. Let Li be the
number of different values (labels) that are pos-
sible for vi. The possible labels of each variable
are the partitions that the vertex can be assigned.
Note that the number of partitions (entities) in a
document is unknown, but it is at most the num-
ber of vertices (mentions), because in a extreme
case, each mention in a document could be refer-
ring to a different entity. A vertex with index i can
be in the first i partitions (i.e. Li = i).

Each combination of labelings for the graph
vertices is a partitioning (Ω). The resolution pro-
cess searches the partitioning Ω∗ which optimizes
the goodness function F (Ω,W ), which depends
on the edge weights W. In this manner, Ω∗ is opti-
mal if:

F (Ω∗,W ) ≥ F (Ω,W ),∀Ω (2)

The next section describes the algorithm used
in the resolution process.

3 Relaxation Labeling

Relaxation labeling (Relax) is a generic name for
a family of iterative algorithms which perform
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function optimization, based on local information.
The algorithm has been widely used to solve NLP
problems such as PoS-tagging (Màrquez et al.,
2000), chunking, knowledge integration, and Se-
mantic Parsing (Atserias, 2006).

Relaxation labeling solves our weighted con-
straint satisfaction problem dealing with the edge
weights. In this manner, each vertex is assigned to
a partition satisfying as many constraints as pos-
sible. To do that, the algorithm assigns a pro-
bability for each possible label of each variable.
Let H = (h1,h2, . . . ,hn) be the weighted label-
ing to optimize, where each hi is a vector con-
taining the probability distribution of vi, that is:
hi = (hi1, h

i
2, . . . , h

i
Li

). Given that the resolution
process is iterative, the probability for label l of
variable vi at time step t is hil(t), or simply hil
when the time step is not relevant.

The support for a pair variable-label (Sil) ex-
presses how compatible is the assignment of label
l to variable vi considering the labels of adjacent
variables and the edge weights. Although several
support functions may be used (Torras, 1989), we
chose the following one, which defines the sup-
port as the sum of the edge weights that relate
variable vi with each adjacent variable vj multi-
plied by the weight for the same label l of vj :

Sil =
∑

j∈A(vi)
wij × hjl (3)

where wij is the edge weight obtained in Equa-
tion 1. In our version of the algorithm, A(vi) is
the list of adjacent vertices of vi but only includ-
ing the ones with an index k < i. Consequently,
the weights only have influence in one direction
which is equivalent to using a directed graph. Al-
though the proposed representation is based on
a general undirected graph, preliminary experi-
ments showed that using directed edges yields
higher perfomance in this particular problem.

The aim of the algorithm is to find a weighted
labeling such that global consistency is maxi-
mized. Maximizing global consistency is defined
as maximizing the average support for each vari-
able. Formally, H∗ is a consistent labeling if:

Initialize:
H := H0,

Main loop:
repeat
For each variable vi

For each possible label l for vi
Sil =

∑
j∈A(vi)

wij × hj
l

End for
For each possible label l for vi
hi
l(t+ 1) =

hi
l
(t)×(1+Sil)∑Li

k=1
hi
k
(t)×(1+Sik)

End for
End for
Until no more significant changes

Figure 1: Relaxation labeling algorithm

Li∑

l=1

h∗il × Sil ≥
Li∑

l=1

hil × Sil ∀h,∀i (4)

A partitioning Ω is directly obtained from the
weighted labeling H assigning to each variable
the label with maximum probability. The sup-
ports and the weighted labeling depend on the
edge weights (Equation 3). To satisfy Equation
4 is equivalent to satisfy Equation 2. Many stud-
ies have been done towards the demonstration of
the consistency, convergence and cost reduction
advantages of the relaxation algorithm (Rosenfeld
et al., 1976; Hummel and Zucker, 1987; Pelillo,
1997). Although some of the conditions required
by the formal demonstrations are not fulfilled in
our case, the presented algorithm –that forces a
stop after a number of iterations– has proven use-
ful for practical purposes.

Figure 1 shows the pseudo-code of the relax-
ation algorithm. The process updates the weights
of the labels in each step until convergence. The
convergence is met when no more significant
changes are done in an iteration. Specifically,
when the maximum change in an update step
(maxi,l(|hil(t+1)−hil(t)|)) is lower than a param-
eter ε, a small value (0.001 in our experiments),
or a fixed number of iterations is reached (2000 in
our experiments). Finally, the assigned label for a
variable is the one with the highest weight. Figure
2 shows a representation.
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Figure 2: Representation of Relax. The vertices represent-
ing mentions are connected by weighted edges eij . Each ver-
tex has a vector hi of probabilities to belong to different par-
titions. The figure shows h2, h3 and h4.

3.1 Constraints

The performance of the resolution process de-
pends on the edge weights obtained by a set of
weighted constraints (Equation 1). Any method
or combination of methods to generate constraints
can be used. For example, a set of constraints
handwritten by linguist experts can be added to
another automatically obtained set.

This section explains the automatic constraint
generation process carried out in this work, using
a set of feature functions and a training corpus.
Màrquez et al. (2000) have successfully used sim-
ilar processes to acquire constraints for constraint
satisfaction algorithms.

Each pair of mentions (mi, mj) in a training
document is evaluated by a set of feature functions
(Figure 3). The values returned by these functions
form a positive example when the pair of men-
tions corefer, and a negative one otherwise. Three
specialized models are constructed depending on
the type of anaphor mention (mj) of the pair: pro-
noun, named entity or nominal.

For each specialized model, a decision tree
(DT) is generated and a set of rules is ex-
tracted with C4.5 rule-learning algorithm (Quin-
lan, 1993). These rules are our set of constraints.
The C4.5rules algorithm generates a set of rules
for each path from the learnt tree. It then general-
izes the rules by dropping conditions.

The weight assigned to a constraint (λk) is its

DIST: Distance between mi and mj in sentences: number
DIST MEN: Distance between mi and mj in mentions: number
APPOSITIVE: One mention is in apposition with the other: y,n
I/J IN QUOTES: mi/j is in quotes or inside a NP or a sentence
in quotes: y,n
I/J FIRST: mi/j is the first mention in the sentence: y,n
I/J DEF NP: mi/j is a definitive NP: y,n
I/J DEM NP: mi/j is a demonstrative NP: y,n
I/J INDEF NP: mi/j is an indefinite NP: y,n
STR MATCH: String matching of mi and mj : y,n
PRO STR: Both are pronouns and their strings match: y,n
PN STR: Both are proper names and their strings match: y,n
NONPRO STR: String matching like in Soon et al. (2001)
and mentions are not pronouns: y,n
HEAD MATCH: String matching of NP heads: y,n
NUMBER: The number of both mentions match: y,n,u
GENDER: The gender of both mentions match: y,n,u
AGREEMENT: Gender and number of both
mentions match: y,n,u
I/J THIRD PERSON: mi/j is 3rd person: y,n
PROPER NAME: Both mentions are proper names: y,n,u
I/J PERSON: mi/j is a person (pronoun or
proper name in a list): y,n
ANIMACY: Animacy of both mentions match
(persons, objects): y,n
I/J REFLEXIVE: mi/j is a reflexive pronoun: y,n
I/J TYPE: mi/j is a pronoun (p), entity (e) or nominal (n)
NESTED: One mention is included in the other: y,n
MAXIMALNP: Both mentions have the same NP parent
or they are nested: y,n
I/J MAXIMALNP: mi/j is not included in any
other mention: y,n
I/J EMBEDDED: mi/j is a noun and is not a maximal NP: y,n
BINDING: Conditions B and C of binding theory: y,n
SEMCLASS: Semantic class of both mentions match: y,n,u
(the same as Soon et al. (2001))
ALIAS: One mention is an alias of the other: y,n,u
(only entities, else unknown)

Figure 3: Feature functions used

precision over the training data (Pk), but shifted
to be zero-centered: λk = Pk − 0.5.

3.2 Pruning

Analyzing the errors of development experiments,
we have found two main error patterns that can be
solved by a pruning process. First, the contribu-
tion of the edge weights for the resolution depends
on the size of the document. And second, many
weak edge weights may sum up to produce a bias
in the wrong direction.

The weight of an edge depends on the weights
assigned for the constraints which apply to a pair
of mentions according to Equation 1. Each ver-
tex is adjacent to all the other vertices. This pro-
duces that the larger the number of adjacencies,
the smaller the influence of a constraint is. A con-
sequence is that resolution for large and short do-
cuments has different results.

Many works have to deal with similar prob-
lems, specially the ones looking backward for an-
tecedents. The larger the document, the more pos-
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sible antecedents the system has to classify. This
problem is usually solved looking for antecedents
in a window of few sentences, which entails an
evident limitation of recall.

Regarding the weak edge weights, it is notable
that some kind of mention pairs are very weakly
informative. For example, the pairs (pronoun,
pronoun). Many stories have a few main charac-
ters which monopolize the pronouns of the doc-
ument. This produces many positive training ex-
amples for pairs of pronouns matching in gender
and person, which may lead the algorithm to pro-
duce large coreferential chains joining all these
mentions even for stories where there are many
different characters. For example, we have found
in the results of some documents a huge corefer-
ence chain including every pronoun “he”. This
is because a pair of mentions (“he”, “he”) is usu-
ally linked with a small positive weight. Although
the highest adjacent edge weight of a “he” men-
tion may link with the correct antecedent, the sum
of several edge weights linking the mention with
other “he” causes the problem.

A pruning process is perfomed solving both
problems and reducing computational costs from
O(n3) to O(n2). For each vertex’s adjacency list
A(vi), only a maximum of N edges remain and the
others are pruned. Concretely, the N/2 edges with
largest positive weight and the N/2 with largest
negative weight. The value of N is empirically
chosen by maximizing performances over training
data. On the one hand, the pruning forces the max-
imum adjacency to be constant and the contribu-
tion of the edge weights does not depend on the
size of the document. On the other hand, most
edges of the less informative pairs are discarded
avoiding further confusion. There are no limita-
tions in distance or other restrictions which may
cause a loss of recall.

3.3 Initial State

The initial state of the vertices define the a pri-
ori probabilities for each vertex to be in each par-
tition. There are several possible initial states.
In the case where no prior information is avail-
able, a random or uniformly distributed state is
commonly used. However, a well-informed initial
state should drive faster the relaxation process to

a better solution. This section describes the well-
informed initial state chosen in our approach and
the random one. Both are compared in the exper-
iments (Section 4.2).

The well-informed initial state favors the cre-
ation of new chains. Variable vi has Li = i pos-
sible values while variable vi+1 has Li + 1. The
probability distribution of vi+1 is equiprobable for
values from 1 to Li but it is the double for the pro-
bability to start a new chain Li + 1.

hil = 1
Li+1 , ∀l = 1..Li − 1

hiLi
= 2

Li+1

Pronouns do not follow this distribution but a
totally equiprobable one, given that they are usu-
ally anaphoric.

hil = 1
Li
, ∀l = 1..Li

This configuration enables the resolution pro-
cess to determine as singletons the mentions for
which little evidence is available. This small dif-
ference between initial probability weights is also
introduced in order to avoid exceptional cases
where all support values contribute with the same
value.

The random initial state is also used in our
experiments to test that our proposed configura-
tion is better-informed than random. Given the
equiprobability state, we add a random value to
each probability to be in a partition:

hil = 1
Li

+ εil, ∀l = 0..Li

where εil is a random value −12Li
≤ εil ≤ 1

2Li
.

These little random differences may help the algo-
rithm to avoid local minima.

3.4 Reordering
The vertices of the graph would usually be placed
in the same order as the mentions are found in the
document (chronological). In this manner, vi cor-
responds to mi. However, as suggested by Luo
(2007), there is no need to generate the model
following that order. In our approach, the first
variables have a lower number of possible labels.
Moreover, an error in the first variables has more
influence on the performance than an error in the
later ones. Placing named entities at the beginning
is reasonably to expect that is helpful for the al-
gorithm, given that named entities are usually the
most informative mentions.
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Tokens Mentions Entities
bnews train 66627 9937 4408
bnews test 17463 2579 1040
npaper train 68970 11283 4163
npaper test 17404 2483 942
nwire train 70832 10693 4297
nwire test 16772 2608 1137

Figure 4: Statistics about ACE-phase02

Suppose we have three mentions appearing in
this order somewhere in a document: “A. Smith”,
“he”, “Alice Smith”. For proximity, mention “he”
may tend to link with “A. Smith”. Then, the third
mention “Alice Smith” clearly is the whole name
of “A. Smith” but the gender with “he” does not
agree. Given that our implementation acts like a
directed graph only looking backward (see Sec-
tion 3), mention “he” won’t change its tendency
and it may cause a split in the “Alice Smith” coref-
erence chain. However, having named entities in
first place and pronouns at the end, enables the
mention “he” to determine that “A. Smith” and
“Alice Smith” having the same label are not good
antecedents.

Reordering only affects on the number of pos-
sible labels of the variables and the list of adjacen-
cies A(vi). The chronological order of the docu-
ment is taken into account by the constraints re-
gardless of the graph representation. Our experi-
ments confirm (Section 4) that placing first named
entity mentions, then nominal mentions and fi-
nally the pronouns, the precision increases consid-
erably. Inside of each of these groups, the order is
the same order of the document.

4 Experiments and Results

We evaluate our approach to coreference res-
olution using ACE-phase02 corpus, which is
composed of three sections: Broadcast News
(BNEWS), Newswire (NWIRE) and Newspaper
(NPAPER). Each section is in turn composed of a
training set and a test set. Figure 4 shows some
statistics about this corpus.

In our experiments, we consider the true men-
tions of ACE. This is because our focus is on
evaluating pairwise approach versus the graph
partitioning approach and also comparing them
to some state-of-the-art approaches which also

use true mentions. Moreover, details on men-
tion identifier systems and their performances are
rarely published by the systems based on auto-
matic identification of mentions and it difficults
the comparison.

To evaluate our system we use CEAF (Luo,
2005) and B3 (Bagga and Baldwin, 1998). CEAF
is computed based on the best one-to-one map be-
tween key coreference chains and response ones.
We use the mention-based similarity metric which
counts the number of common mentions shared
by key coreference chains and response ones. As
we are using true mentions for the experiments,
precision, recall and F1 are the same value and
only F1 is shown. B3 scorer is used for com-
parison reasons. B3 algorithm looks at the pres-
ence/absence of mentions for each entity in the
system output. Precision and recall numbers are
computed for each mention, and the average gives
the final precision and recall numbers.

MUC scorer (Vilain et al., 1995) is not used
in our experiments. Although it has been widely
used in the state of the art, we consider the newer
metrics have overcome some MUC limitations
(Bagga and Baldwin, 1998; Luo, 2005; Klenner
and Ailloud, 2008; Denis and Baldridge, 2008).

Our preprocessing pipeline consists of
FreeLing (Atserias et al., 2006) for sentence
splitting and tokenization, SVMTool (Gimenez
and Marquez, 2004) for part of speech tagging
and BIO (Surdeanu et al., 2005) for named entity
recognition and classification. No lemmatization
neither syntactic analysis are used.

4.1 Baselines

4.1.1 DT with automatic feature selection
The baseline developed in our work is based on

Soon et al. (2001) with the improvements of Ng
and Cardie (2002), which uses a Decision Tree
(DT). Many research works use the same refe-
rences in order to evaluate possible improvements
done by their new models or by the incorporation
of new features.

The features used in the baseline are the same
than those used in our proposed system (Figure
3). However, some features are noisy and many
others have redundancy which causes low perfor-
mances using DTs. In order to select the best set
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bnews npaper nwire Global
Metric: CEAF CEAF B3

Model F1 F1 F1 F1 P R F1

DT 60.6 57.8 60.5 59.7 61.0 74.1 66.9
DT Hill 67.8 61.6 65.0 64.8 74.7 69.8 72.2

Table 1: Results ACE-phase02. Comparing baselines based on Decision Trees.

bnews npaper nwire Global
Metric: CEAF CEAF B3

Model F1 F1 F1 F1 P R F1

DT 60.6 59.5 64.7 61.7 63.3 74.7 68.5
DT + ILP 62.8 60.3 63.7 62.5 72.4 69.2 70.7
DT Hill 67.8 63.2 67.2 66.5 76.8 71.0 73.8
DT Hill + ILP 67.6 63.5 66.7 66.3 80.0 68.3 73.7
Relax 69.5 68.3 73.0 70.4 86.5 67.9 76.1

Table 2: Results on documents shorter than 200 mentions of ACE-phase02

of features a Hill Climbing process has been per-
formed doing a five-fold cross-validation over the
training corpus. A similar feature selection pro-
cess has been done by Hoste (2005).

The Hill Climbing process starts using the
whole set of features. A cross-validation is done
(un)masking each feature. The (un)masked fea-
ture with more improvement is (added to) re-
moved from the set. The process is repeated until
an iteration without improvements is reached.

Note that this optimization process is biased by
the metric used to evaluate each feature combi-
nation. We use CEAF in our experiments, which
encourages precision and consistency.

4.1.2 Integer Linear Programming
The second baseline developed forms the coref-

erence chains given the output of the pair classi-
fication of the first baseline. A set of binary vari-
ables (xij) symbolize whether pairs of mentions
(mi,mj) corefer (xij = 1) or not (xij = 0). An
objective function is defined as follows:

min
∑

i<j
−log(Pcij)xij − log(1− Pcij)(1− xij)

where Pcij is the confidence value of mentions
mi and mj to corefer obtained by the pair clas-
sifier. The minimization of the objective func-
tion is done by Integer Linear Programming (ILP)
in a similar way to (Klenner, 2007; Denis and
Baldridge, 2007; Finkel and Manning, 2008). In
order to keep consistency in the results, which is
the goal of this post-process, a set of triangular

constraints is required. For each three mentions
with indexes i < j < k the corresponding vari-
ables have to satisfy three constraints:

• xik ≥ xij + xjk − 1
• xij ≥ xik + xjk − 1

• xjk ≥ xij + xik − 1

This implies that this model needs, for a doc-
ument with n mentions, 1

2n(n − 1) variables and
1
2n(n − 1)(n − 2) constraints to assure consis-
tency2. This is an important limitation with a view
to scalability. In our experiments only documents
shorter than 200 mentions can be solved by this
baseline due to its computational cost.

4.2 Experiments
Four experiments have been done in order to eval-
uate our proposed approach. This section de-
scribes and analyzes the results of each experi-
ment. Finally, our performances are compared
with the state of the art.

The first experiment compares the perfor-
mances of our baselines (Table 1). “DT” is the
system based on Decision Tree using all the fea-
tures of Figure 3 and “DT+Hill” is a DT using
the features selected by the Hill Climbing process
(Section 4.1.1). There is a significant improve-
ment in the performances (5.1 points with CEAF,
5.3 with B3) after the automatic feature selection
process is done.

2 1
6
n(n − 1)(n − 2) for each one of the three triangular

constraints
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bnews npaper nwire Global
Metric: CEAF CEAF B3

Model F1 F1 F1 F1 P R F1
Relax 67.3 64.4 69.5 67.2 88.4 62.7 73.3
Relax pruning 68.6 65.2 70.1 68.0 82.3 66.9 73.8
Relax pruning & reorder 69.5 67.3 72.1 69.7 85.3 66.8 74.9
Relax random IS 68.2 66.1 71.0 68.5 83.5 66.7 74.2
MaxEnt+ILP (Denis, 2007) - - - 66.2 81.4 65.6 72.7
Rankers (Denis, 2007) 65.7 65.3 68.1 67.0 79.8 66.8 72.7

Table 3: Results ACE-phase02.

In the second experiment the ILP chain forma-
tion process is applied using the output of both
DTs. Results are shown in Table 2. Note that ILP
only applies to documents shorter than 200 men-
tions due to its excessive computational cost (Sec-
tion 4.1.2). Results for Relax applied to the same
documents are also included for comparison. ILP
forces consistency of the results producing an in-
crease in precision score with B3 metric in both
cases. However, “DT+Hill” has been optimized
for CEAF metric which encourages precision and
consistency. For this, a post-process forcing con-
sistency seems unnecessary for a classifier already
optimized. Relax significantly outperforms all the
baselines.

The third experiment shows the improvements
achieved by the use of pruning and reordering
techniques (Sections 3.2 and 3.4). Table 3 shows
the results. Pruning improves performances with
both metrics. B3 precision is decreased but the
global F1 is increased due to a considerably im-
provement of recall. Reordering recovers the pre-
cision lost by the pruning without loosing recall,
which achieves the best performances of 69.7 with
CEAF and 74.9 with B3.

The fourth experiment evaluates the influence
of the initial state. A comparison is done with
the proposed initial state (Section 3.3) and the
random one. The results shown in Table 3
for random initial state are the average of 3
executions. The system called “Relax random
IS” is using the same values for pruning and
reordering techniques than the best result of
previous experiment: “Relax pruning & reorder”.
As expected, results with a well-informed initial
state outperform the random ones.

Finally, Relax performances are compared with
the best scores we have found using the same cor-
pora and metrics. We compare our approach with
specialized Rankers –groupwise classifier–, and
a system using ILP not only forcing consistency
but also using information about anaphoricity and
named entities. Relax outperforms both systems
with both metrics (Table 3).

5 Conclusion

The approach for coreference resolution presented
in this paper is a constraint-based graph partition-
ing solved by relaxation labeling.

The decision to join or not a set of mentions
in the same entity is taken considering always the
whole set of previous mentions like in groupwise
classifiers. Contrarily to the approaches where
variables are the linkage of each pair of mentions,
in this model consistency is implicitly forced.
Moreover, the influence of the partial results of
the other mentions at the same time avoids that
decisions are independently taken.

The capacity to easily incorporate constraints
from different sources and using different know-
ledge is also remarkable. This flexibility gives
a great potencial to the approach. Anaphoricity
filtering is not needed given that the necessary
knowledge can be also introduced by constraints.

In addition, three tecniques to improve results
have been presented: reordering, pruning and fea-
ture selection by Hill Climbing. The experiments
confirm their utility.

The experimental results clearly outperform the
baselines with separate classification and chain
formaiton. The approach also outperforms oth-
ers in the state of the art using same corpora and
metrics.
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Abstract

We present a technique for identifying the
sources and targets of opinions without
actually identifying the opinions them-
selves. We are able to use an informa-
tion extraction approach that treats opin-
ion mining as relation mining; we iden-
tify instances of a binary “expresses-an-
opinion-about” relation. We find that
we can classify source-target pairs as be-
longing to the relation at a performance
level significantly higher than two relevant
baselines.

This technique is particularly suited to
emerging approaches in corpus-based so-
cial science which focus on aggregating
interactions between sources to determine
their effects on socio-economically sig-
nificant targets. Our application is the
analysis of information technology (IT)
innovations. This is an example of a
more general problem where opinion is
expressed using either sub- or supersets
of expressive words found in newswire.
We present an annotation scheme and an
SVM-based technique that uses the lo-
cal context as well as the corpus-wide
frequency of a source-target pair as data
to determine membership in “expresses-
an-opinion-about”. While the presence
of conventional subjectivity keywords ap-
pears significant in the success of this
technique, we are able to find the most
domain-relevant keywords without sacri-
ficing recall.

1 Introduction

Two problems in sentiment analysis consist of
source attribution and target discovery—who has
an opinion, and about what? These problems are
usually presented in terms of techniques that re-
late them to the actual opinion expressed. We have
a social science application in which the identifi-
cation of sources and targets over a large volume
of text is more important than identifying the ac-
tual opinions particularly in experimenting with
social science models of opinion trends. Con-
sequently, we are able to use lightweight tech-
niques to identify sources and targets without us-
ing resource-intensive techniques to identify opin-
ionated phrases.

Our application for this work is the discovery
of networks of influence among opinion leaders
in the IT field. We are interested in answering
questions about who the leaders in the field are
and how their opinion matches the social and eco-
nomic success of IT innovation. Consequently,
it became necessary for us to construct a system
(figure 1) that finds the expressions in text that re-
fer to an opinion leader’s activities in promoting
or deprecating a technology.

In this paper, we demonstrate an information
extraction (Mooney and Bunescu, 2005) approach
based in relation mining (Girju et al., 2007) that
is effective for this purpose. We describe a tech-
nique by which corpus statistics allow us to clas-
sify pairs of entities and sentiment analysis targets
as instances of an “expresses-an-opinion-about”
relation in documents in the IT business press.
This genre has the characteristic that many enti-
ties and targets are represented within individual
sentences and paragraphs. Features based on the
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Figure 1: Opinion relation classification system.

frequency counts of query results allow us to train
classifiers that allow us to extract “expresses-an-
opinion-about” instances, using a very simple an-
notation strategy to acquire training examples.

In the IT business press, the opinionated lan-
guage is different from the newswire text for
which many extant sentiment tools were devel-
oped. We use an existing sentiment lexicon along-
side other non-sentiment-specific measures that
adapt resources from newswire-developed senti-
ment analysis projects without imposing the full
complexity of those techniques.

1.1 Corpus-based social science

The “expresses-an-opinion-about” relation is a bi-
nary relation between opinion sources and tar-
gets. Sources include both people—typically
known experts, corporate representatives, and
other businesspeople—as well as organizations
such as corporations and government bodies. The
targets are the innovation terms. Therefore, the
use of named-entity recognition in this project
only focuses on persons and organizations, as the
targets are a fixed list.

1.2 Reifying opinion in an application
context

A hypothesis implicit in our social science task
is that opinion leaders create trends in IT innova-
tion adoption partly by the text that their activi-
ties generate in the IT business press. This text
has an effect on readers, and these readers act in
such a way that in turn may generate more or less
prominence for a given innovation—and may also
generate further text.

Some of these text-generating activities include
expressions of private states in an opinion source
(e.g., “I believe that Web 2.0 is the future”). These
kinds of expressions suggest a particular ontol-
ogy of opinion analysis involving discourse re-
lations across various types of clauses (Wilson
and Wiebe, 2005; Wilson et al., 2005a). How-
ever, if we are to track the relative adoption of
IT innovations, we must take into account the
effect of the text on the reader’s opinion about
these innovations—there are expressions other
than those of private states that have an effect on
the reader. These can be considered to be “opin-
ionated acts1.”

Opinionated acts can include things like pur-
chasing and adoption decisions by organizations.
For example:

And like other top suppliers to Wal-
Mart Stores Inc., BP has been in-
volved in a mandate to affix radio
frequency identification tags with em-
bedded electronic product codes to its
crates and pallets. (ComputerWorld,
January 2005)

In this case, both Wal-Mart and BP have expressed
implicit approval for radio frequency identifica-
tion by adopting it. This may affect the reader’s
own likelihood of support or adoption of the tech-
nology. In this context, we do not directly con-
sider the subjectivity of the opinion source, even
though that may be present.

Opinionated acts include things like implica-
tions of technology use, not just adoption. We
thus define opinion expressions as follows: any
expression involving some actor that is likely to
affect a reader’s own potential to adopt, reject, or
speak positively or negatively of a target. This
would include “conventional” expressions of pri-
vate states as well as opinionated acts.

Our definition of “expresses-an-opinion-about”
follows immediately. SourceA expresses an opin-
ion about target B if an interested third party C’s
actions towards B may be affected by A’s textu-
ally recorded actions, in a context where actions

1Somasundaran and Wiebe (2009) mention a related cate-
gory of “pragmatic opinions” that involve world knowledge.
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have positive or negative weight (e.g. purchasing,
promotion, etc.).

1.3 Domain-specific sentiment detection

We construct a system that uses named-entity
recognition and supervised machine learning via
SVMs to automatically discover instances of
“expresses-an-opinion-about” as a binary relation
at reasonably high accuracy and precision.

The advantage of our approach is that, outside
of HMM-based named-entity detection (BBN’s
IdentiFinder), we evade the need for resource-
intensive techniques such as sophsticated gram-
matical models, sequence models, and semantic
role labelling (Choi et al., 2006; Kim and Hovy,
2006) by removing the focus on the actual opinion
expressed. Then we can use a simple supervised
discriminative technique with a joint model of lo-
cal term frequency information and corpus-wide
co-occurrence distributions in order to discover
the raw data for opinion trend modelling. The
most complex instrument we use from sentiment
analysis research on conventional newswire is a
sentiment keyword lexicon (Wilson et al., 2005b);
furthermore, our techniques allow us to distin-
guish sentiment keywords that indicate opinion in
this domain from keywords that actually indicate
that there is no opinion relation between source
and target.

While we show that this lightweight technique
works well at a paragraph level, it can also be used
in conjunction with more resource-intensive tech-
niques used to find “conventional” opinion ex-
pressions. Also, the use of topic aspects (Soma-
sundaran and Wiebe, 2009) in conjunction with
target names has been associated with an improve-
ment in recall. However, our technique still per-
forms well above the baseline without these im-
provements.

2 Methodology

2.1 Article preparation

We have a list of IT innovations on which our
opinion leader research effort is most closely fo-
cused. This list contains common names that re-
fer to these technologies as well as some alternate
names and abbreviations. We selected articles at

random from the ComputerWorld IT journal that
contained mentions of members of the given list.
These direct mentions were tagged in the docu-
ment as XML entities.

Each article was processed by BBN’s Identi-
Finder 3.3 (Bikel et al., 1999), a named entity
recognition (NER) system that tags named men-
tions of person and organization entities2.

The articles were then divided into paragraphs.
For each paragraph, we generated candidate rela-
tions from the entities and innovations mentioned
therein. To generate candidates, we paired every
entity in the paragraph with every innovation. Re-
dundant pairs are sometimes generated when an
entity is mentioned in multiple ways in the para-
graph. We eliminated most of these by removing
entities whose mentions were substrings of other
mentions. For example, “Microsoft” and “Mi-
crosoft Corp.” are sometimes found in the same
paragraph; we eliminate “Microsoft.”

2.2 Annotation

We processed 20 documents containing 157 rela-
tions in the manner described in the previous sec-
tion. Then two domain experts (chosen from the
authors) annotated every candidate pair in every
document according to the following scheme (il-
lustrated in figure 2):

• If the paragraph associated with the candi-
date pair describes a valid source-target rela-
tion, the experts annotated it with Y.

• If the paragraph does not actually contain
that source-target relation, the experts anno-
tated it with N.

• If either the source or the target is misidenti-
fied (e.g., errors in named entity recognition),
the experts annotated it with X.

The Cohen’s κ score was 0.6 for two annotators.
While this appears to be only moderate agree-
ment, we are still able to achieve good perfor-
mance in our experiments with this value.

2In a separate research effort, we found that IdentiFinder
has a high error rate on IT business press documents, so we
built a system to reduce the error post hoc. We ran this sys-
tem over the IdentiFinder annotations.
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Davis says she has especially enjoyed work-
ing with the PowerPad’s bluetooth interfaces to
phones and printers. “It’s nice getting into new
wireless technology,” she says. The bluetooth
capability will allow couriers to transmit data
without docking their devices in their trucks.

Source Target Class
Davis bluetooth Y/N/X
PowerPad bluetooth Y/N/X

Figure 2: Example paragraph annotation exercise.

We then selected 75 different documents for
each annotator and processed and annotated them
as above. At this point we have the instances and
the classes to which they belong. We labelled 466
instances of Y, 325 instances of N, and 280 in-
stances of X, for a total of 1071 relations.

2.3 Feature vector generation
We have four classes of features for every rela-
tion instance. Each type of feature consists of
counts extracted from an index of 77,227 Comput-
erWorld articles from January 1988 to June 2008
generated by the University of Massachusetts
search engine Indri (Metzler and Croft, 2004).
Each vector is normalized to the unit vector. The
index is not stemmed for performance reasons.

The first type of feature consists of simple doc-
ument frequency statistics for source-target pairs
throughout the corpus. The second type consists
of document frequency counts of source-target
pairs when they are in particularly close proxim-
ity to one another. The third type consists of docu-
ment frequency counts of source target pairs prox-
imate to keywords that reflect subjectivity. The
fourth and final type consist of TFIDF scores of
vocabulary items in the paragraph containing the
putative opinion-holding relation (unigram con-
text features). We use the first three features types
to represent the likelihood in the “world” that the
source has an opinion about the target and the last
feature type to represent the likelihood of the spe-
cific paragraph containing an opinion that reflects
the source-target relation.

We have a total of 7450 features. Each vec-
tor is represented as a sparse array. 806 features
represent queries on the Indri index. For all the
features, we therefore have 863,226 index queries.

We perform the queries in parallel on 25 proces-
sors to generate the full feature array, which takes
approximately an hour on processors running at
8Ghz. We eliminate all values that are smaller in
magnitude than 0.000001 after unit vector normal-
ization.

2.3.1 Frequency statistics

There are two simple frequency statistics fea-
tures generated from Indri queries. The first is
the raw frequency counts of within-document co-
occurrences of the source and target in the rela-
tion. The second is the mean co-occurrence fre-
quency of the source and target per Computer-
World document.

2.3.2 Proximity counts

For every relation, we query Indri to check how
often the source and the target appear in the same
document in the ComputerWorld corpus within
four word ranges: 5, 25, 100, and 500. That is
to say, if a source and a target appear within five
words of one another, this is included in the five-
word proximity feature. This generates four fea-
tures per relation.

2.3.3 Subjectivity keyword proximity counts

We augment the proximity counts feature with
a third requirement: that the source and target ap-
pear within one of the ranges with a “subjectivity
keyword.” The keywords are taken from Univer-
sity of Pittsburgh subjectivity lexicon; the utility
of this lexicon is supported in recent work (Soma-
sundaran and Wiebe, 2009).

For performance reasons, we did not use all of
the entries in the subjectivity lexicon. Instead,
we used a TFIDF-based measure to rank the key-
words by their prevalence in the ComputerWorld
corpus where the term frequency is defined over
the entire corpus. Then we selected 200 keywords
with the highest score.

For each keyword, we use the same proximity
ranges (5, 25, 100, and 500) in queries to Indri
where we obtain counts of each keyword-source-
target triple for each range. There are threfore 800
subjectivity keyword features.
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Positive class Negative class System Prec / Rec / F Accuracy
Y N Random baseline 0.60 / 0.53 / 0.56 0.52
Y N Maj.-class (Y) baseline 0.59 / 1.00 / 0.74 0.59
Y N Linear kernel 0.70 / 0.73 / 0.72 0.66
Y N RBF kernel 0.72 / 0.76 / 0.75 0.69
Y N/X Random baseline 0.44 / 0.50 / 0.47 0.50
Y N/X RBF kernel 0.65 / 0.55 / 0.59 0.67

Table 1: Results with all features against majority class and random baselines. All values are mean
averages under 10-fold cross validation.

2.3.4 Word context (unigram) features
For each relation, we take term frequency

counts of the paragraph to which the relation be-
longs. We multiply them by the IDF of the term
across the ComputerWorld corpus. This yields
6644 features over all paragraphs.

2.4 Machine learning

On these feature vectors, we trained SVM models
using Joachims’ (1999) svmlight tool. We use a
radial basis function kernel with an error cost pa-
rameter of 100 and a γ of 0.25. We also use a lin-
ear kernel with an error cost parameter of 100 be-
cause it is straightforwardly possible with a linear
kernel to extract the top features from the model
generated by svmlight.

3 Experiments

We conducted most of our experiments with only
the Y and N classes, discarding all X; this re-
stricted most of our results to those assuming cor-
rect named entity recognition. Y was the posi-
tive class for training the svmlight models, and
N was the negative class. We also performed ex-
periments with N and X together being the nega-
tive class; this represents the condition that we are
seeking “expresses-an-opinion-about” even with a
higher named-entity error rate.

We use two baselines. One is a random base-
line with uniform probability for the positive and
negative classes. The other is a majority-class as-
signer (Y is the majority class).

The best system for the Y vs. N experiment was
subjected to feature ablation. We first systemati-
cally removed each of the four feature types indi-
vidually. The feature type whose removal had the

largest effect on performance was removed per-
manently, and the rest of the features were tested
without it. This was done once more, at which
point only one feature type was present in the
models tested.

3.1 Evaluation
All evaluation was performed under 10-fold cross
validation, and we report the mean average of all
performance metrics (precision, recall, harmonic
mean F-measure, and accuracy) across folds.

We define these measures in the standard infor-
mation retrieval form. If tp represents true pos-
itives, tn true negatives, fp false positives, and
fn false negatives, then precision is tp/(tp+fp),
recall tp/(tp + fn), F-measure (harmonic mean)
is 2(prec ∗ rec)/(prec + rec), and accuracy is
(tp+ tn)/(tp+ fp+ fn+ tn).

4 Results and discussion

The results of the experiments with all features are
listed in table 1.

4.1 “Perfect” named entity recognition
We achieve best results in the Y versus N case us-
ing the radial basis function kernel. We find im-
provement in F-measure and accuracy at 19% and
17% respectively. Simply assigning the majority
class to all test examples yields a very high re-
call, by definition, but poor precision and accu-
racy; hence its relatively high F-measure does not
reflect high applicability to further processing, as
the false positives would amplify errors in our so-
cial science application.

The linear kernel has results that are below the
RBF kernel for all measures, but are relatively
close to the RBF results.
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Subjectivity Proximity Frequency Unigram Prec / Rec / F Accuracy
X X X X 0.72 / 0.76 / 0.75 0.69

X X X 0.67 / 0.89 / 0.76 0.67
X X X 0.71 / 0.77 / 0.73 0.68
X X X 0.70 / 0.78 / 0.74 0.67
X X X 0.69 / 0.77 / 0.73 0.67

X X 0.63 / 0.91 / 0.75 0.64
X X 0.66 / 0.89 / 0.76 0.67
X X 0.65 / 0.90 / 0.76 0.66

X 0.61 / 0.92 / 0.73 0.60
X 0.61 / 0.94 / 0.74 0.60

Table 2: Feature ablation results for RBF kernel on Y vs. N case. The first line is the RBF result with
all features from table 1.

4.2 Introducing erroneous named entities

The case of Y versus N and X together unsurpris-
ingly performed worse than the case where named
entity errors were eliminated. However, relative to
its own random baseline, it performed well, with
a 12% and 17% improvement in F-measure and
accuracy using the RBF kernel. This suggests that
the errors do not introduce enough noise into the
system to produce a large decline in performance.

As X instances are about 26% of the total and
we see a considerable drop in recall, we can say
that some of the X instances are likely to be similar
to valid Y ones; indeed, examination of the named
entity recognizer’s errors suggests that some in-
correct organizations (e.g. product names) occur
in contexts where valid organizations occur. How-
ever, precision and accuracy have not fallen nearly
as far, so that the quality of the output for further
processing is not hurt in proportion to the intro-
duction of X class noise.

4.3 Feature ablation

Table 2 contains the result of our feature abla-
tion experiments. Overall, the removal of features
causes the SVM models to behave increasingly
like a majority class assigner. As we mentioned
earlier, higher recall at the expense of precision
and accuracy is not an optimal outcome for us
even if the F-measure is preserved. In our results,
the F-measure values are remarkably stable.

In the first round of feature removal, the sub-
jectivity keyword features have the biggest ef-

fect with the largest drop in precision and the
largest increase in recall; high-TFIDF words from
a general-purpose subjectivity lexicon allow the
model to assign more items to the negative class.

The next round of feature removal shows
that the proximity features have the next largest
amount of influence on the classifier, as precision
drops by 4%. The proximity features are very sim-
ilar to the subjectivity features in that they too in-
volve queries over windows of limited word sizes;
the subjectivity keyword features only differ in
that a subjectivity keyword must be within the
window as well. That the proximity features are
not more important than the subjectivity features,
implies that the subjectivity keywords matter to
the classifier, even though they are not specific to
the IT domain. However, the proximity of sources
and targets also matters, even in the absence of the
subjectivity keywords.

Finally, we are left with the frequency features
and the unigram context features. Either set of
features supports a level of performance greater
than the random baseline in table 1. However,
the unigram features allow for slightly better re-
call than the frequency features without loss of
precision, but this may not be very surprising, as
there are many more unigram features than fre-
quency features. More importantly, however, ei-
ther of these feature types is sufficient to prevent
the classifier from assigning the majority class all
of the time, although they come close.
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Feature type Range Keyword
Subjectivity 500 agreement
Subjectivity 500 critical
Subjectivity 500 want
Subjectivity 100 will
Subjectivity 100 able
Subjectivity 500 worth
Subjectivity 500 benefit
Subjectivity 100 trying
Subjectivity 500 large
Subjectivity 500 competitive

Table 3: The 10 most positive features via a linear
kernel in descending order.

Feature type Range Keyword
Subjectivity 500 low
Subjectivity 500 ensure
Subjectivity 25 want
Subjectivity 100 vice
Subjectivity 500 slow
Subjectivity 100 large
Subjectivity 500 ready
Subjectivity 100 actually
Subjectivity 100 ready
Subjectivity 100 against

Table 4: The 10 most negative features via a linear
kernel in descending order.

4.4 Most discriminative features

The models generated by svmlight under a lin-
ear kernel allow for the extraction of feature
weights by a script written by svmlight’s creator.
We divided the instances into a single 70%/30%
train/test split and trained a classifier with a linear
kernel and an error cost parameter of 100, with re-
sults similar to those reported under 10-fold cross-
validation in table 1. We used all features.

Then we were able to extract the 10 most pos-
itive (table 3) and 10 most negative (table 4) fea-
tures from the model.

Interestingly, all of these are subjectivity key-
word features, even the negatively weighted fea-
tures. The top positive features are often evocative
of business language, such as “agreement”, “crit-
ical”, and “competitive”. Most of them emerge

from queries at the 500-word range, suggesting
that their presence in the document itself is evi-
dence that a source is expressing an opinion about
a target. That most of them are subjectivity fea-
tures is reflected in the feature ablation results in
the previous section.

It is less clear why “ensure” and “against”
should be evidence that a source-target pair is not
an instance of “expresses-an-opinion-about”. On
the other hand, words like “ready” (which appears
twice) and “actually” can conceivably reflect sit-
uations in the IT domain that are not matters of
opinion. In either case, this demonstrates one of
the advantages of our technique, as these are fea-
tures that actively assist in classifying some rela-
tion instances as not expressing sentiment. For ex-
ample, contrary to what we would expect, “want”
in a 25-word window with a source and a tar-
get is actually evidence against an “expresses-an-
opinion-about” relation in text about IT innova-
tions (ComputerWorld, July 2007):

But Klein, who is director of infor-
mation services and technology, didn’t
want IT to become the blog police.

In this example, Klein is expressing a desire,
but not about the innovation (blogs) in question.

5 Conclusions and future work

5.1 Summary

We constructed and evaluated a system that de-
tects at paragraph level whether entities relevant
to the IT domain have expressed an opinion about
a list of IT innovations of interest to a larger social
science research program. To that end, we used
a combination of co-occurrence statistics gleaned
from a document indexing tool and TFIDF val-
ues from the local term context. Under these
novel conditions, we successfully exceeded sim-
ple baselines by large margins.

Despite only moderate annotator agreement, we
were able to produce results coherent enough to
successfully train classifiers and conduct experi-
ments.

Our feature ablation study suggests that all of
the feature types played a role in improving the
performance of the system over the random and
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majority-class baselines. However, the subjec-
tivity keyword features from an existing lexicon
played the largest role, followed by the proxim-
ity and unigram features. Subjectivity keyword
features dominated the ranks of feature weights
under a linear kernel, and the features most pre-
dictive of membership in “expresses-an-opinion-
about” are words with semantic significance in the
context of the IT business press.

5.2 Application to other domains

We used somewhat naı̈ve statistics in a simple
machine learning system in order to implement a
form of opinion mining for a particular domain.
The most direct linguistic guidance we provided
our system were the query ranges and the sub-
jectivity lexicon. The generality of this approach
yields the advantage that it can be applied to other
domains where there are ways of expressing senti-
ment unique to those domains outside of newswire
text and product reviews.

5.3 Improving the features

Our use of an existing sentiment lexicon opens the
door in future work for the use of techniques to
bootstrap a larger sentiment lexicon that empha-
sizes domain-specific language in the expression
of opinion, including opinionated acts. In fact,
our results suggest that terminology in the exist-
ing lexicon that is most prominently weighted in
our classifier also tends to be domain-relevant. In
a further iteration, we might also improve perfor-
mance by using terms outside the lexicon that tend
to co-occur with terms from the lexicon.

5.4 Data generation

Our annotation exercise was a very simple one in-
volving a short reading exercise and the selection
of one of three choices per relation instance. This
type of exercise is ideally suited to the “crowd-
sourcing” technique of paying many individuals
small amounts of money to perform these simple
annotations over the Internet. Previous research
(Snow et al., 2008) suggests that we can generate
very large datasets very quickly in this way; this
is a requirement for expanding to other domains.

5.5 Scalability
In order to classify on the order of 1000 instances,
it took nearly a million queries to the Indri index,
which took a little over an hour to do in parallel
on 25 processors by calling the Indri query engine
afresh at each query. While each query is nec-
essary to generate each feature value, there are a
number of optimizations we could implement to
accelerate the process. Various types of dynamic
programming and caching could be used to han-
dle related queries. One way of scaling up to
larger datasets would be to use the MapReduce
and cloud computing paradigms on which text
processing tools have already been implemented
(Moreira et al., 2007).

The application for this research is a social sci-
ence exercise in exploring trends in IT adoption
by analysing the IT business press. In the end, the
perfect discovery of all instances of “expresses-
an-opinion-about” is not as important as finding
enough reliable data over a large number of docu-
ments. This work brings us several steps closer in
finding the right combination of features in order
to acquire trend-representative data.
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Abstract

Sentiment analysis systems can benefit
from the translation of sentiment informa-
tion. We present a novel, graph-based ap-
proach using SimRank, a well-established
graph-theoretic algorithm, to transfer sen-
timent information from a source lan-
guage to a target language. We evaluate
this method in comparison with semantic
orientation using pointwise mutual infor-
mation (SO-PMI), an established unsuper-
vised method for learning the sentiment of
phrases.

1 Introduction

Sentiment analysis is an important topic in com-
putational linguistics that is of theoretical interest
but is also useful in many practical applications.
Usually, two aspects are of importance in senti-
ment analysis. The first is the detection of sub-
jectivity, i.e., whether a text or an expression is
meant to express sentiment at all; the second is the
determination of sentiment orientation, i.e., what
sentiment is to be expressed in a structure that is
considered subjective.

Work on sentiment analysis most often cov-
ers resources or analysis methods in a single lan-
guage, usually English. However, the transfer
of sentiment analysis between languages can be
advantageous by making use of resources for a
source language to improve the analysis of the tar-
get language.

This paper presents an approach to the transfer
of sentiment information between two languages
that does not rely on resources with limited avail-
ability like parallel corpora. It is built around Sim-
Rank, a graph similarity algorithm that has suc-
cessfully been applied to the acquisition of bilin-
gual lexicons (Laws et al., 2010) and semantic

similarity (Michelbacher et al., 2010). It uses
linguistic relations extracted from two monolin-
gual corpora to determine the similarity of words
in different languages. One of the main benefits
of our method is its ability to handle sparse data
about the relations between the languages well
(i.e., a small seed lexicon). Further, we experi-
ment with combining multiple types of linguistic
relations for graph-based translation. Our exper-
iments are carried out using English as a source
language and German as a target language. We
evaluate our method using a hand-annotated set of
German adjectives which we intend to publish.

In the following section, related work is dis-
cussed. Section 3.1 gives an introduction to Sim-
Rank and its application to lexicon induction,
while section 3.2 reviews SO-PMI (Turney, 2002),
an unsupervised baseline method for the genera-
tion of sentiment lexicons. In section 4, we define
our sentiment transfer method which we apply in
experiments in section 5.

2 Related Work

Mihalcea et al. (2007) propose two methods for
translating sentiment lexicons. The first method
simply uses bilingual dictionaries to translate an
English sentiment lexicon. A sentence-based clas-
sifier built with this list achieved high precision,
but low recall on a small Romanian test set. The
second method is based on parallel corpora. The
source language in the corpus is annotated with
sentiment information, and the information is then
projected to the target language. Problems arise
due to mistranslations.

Banea et al. (2008) use machine translation for
multilingual sentiment analysis. Given a corpus
annotated with sentiment information in one lan-
guage, machine translation is used to produce an
annotated corpus in the target language, by pre-
serving the annotations. The original annotations

1104



can be produced either manually or automatically.
Wan (2009) constructs a multilingual classi-

fier using co-training. In co-training, one classi-
fier produces additional training data for a second
classifier. In this case, an English classifier assists
in training a Chinese classifier.

The induction of a sentiment lexicon is the sub-
ject of early work by Hatzivassiloglou and McK-
eown (1997). They construct graphs from coordi-
nation data from large corpora based on the intu-
ition that adjectives with the same sentiment ori-
entation are likely to be coordinated. For example,
fresh and delicious is more likely than rotten and
delicious. They then apply a graph clustering al-
gorithm to find groups of adjectives with the same
orientation. Finally, they assign the same label to
all adjectives that belong to the same cluster.

Corpus work and bilingual dictionaries are
promising resources for translating sentiment. In
contrast to previous approaches, the work pre-
sented in this paper uses corpora that are not an-
notated with sentiment.

Turney (2002) suggests a corpus-based extrac-
tion method based on his pointwise mutual infor-
mation (PMI) synonymy measure. He assumes
that the sentiment orientation of a phrase can be
determined by comparing its pointwise mutual in-
formation with a positive (excellent) and a nega-
tive phrase (poor). An introduction to this method
is given in Section 3.2.

3 Background

3.1 Lexicon Induction via SimRank
We use the extension of the SimRank (Jeh and
Widom, 2002) node similarity algorithm proposed
by Dorow et al. (2009). Given two graphs A and
B, the similarity between two nodes a in A and b
in B is computed in each iteration as:

S(a, b) =
c

|NA(a)||NB(b)|

∑

k∈NA(a),l∈NB(b)

S(k, l).

NX(x) is the neighborhood of node x in graph
X . To compute similarities between two graphs,
some initial links between these graphs have to be
given, called seed links. These form the recursion
basis which sets S(a, b) = 1 if there is a seed

link between a and b. At the beginning of each
iteration, all known equivalences between nodes
are reset to 1.

Multi-Edge Extraction (MEE). MEE is an ex-
tension of SimRank that, in each iteration, com-
putes the average node-node similarity of several
different SimRank matrices. In our case, we use
two different SimRank matrices, one for coordi-
nations and one for adjective modification. See
(Dorow et al., 2009) for details. We also used
the node degree normalization function h(n) =√
n ×

√
maxk(|N(k)|) (where n is the node de-

gree, and N(k) the degree of node k) to decrease
the harmful effect of high-degree nodes on final
similarity values. See (Laws et al., 2010) for de-
tails.

3.2 SO-PMI

Semantic orientation using pointwise mutual in-
formation (SO-PMI) (Turney, 2002) is an algo-
rithm for the unsupervised learning of semantic
orientation of words or phrases. A word has pos-
itive (resp. negative) orientation if it is associ-
ated with positive (resp. negative) terms more
frequently than with negative (resp. positive)
terms. Association of terms is measured using
their pointwise mutual information (PMI) which
is defined for two words w1 and w2 as follows:

PMI(w1, w2) = log

(
p(w1, w2)

p(w1)p(w2)

)

Using PMI, Turney defines SO-PMI for a word
w as

SO-PMI(w) =

log

∏
p∈P hits(word NEAR p)×∏n∈N hits(n)∏
n∈N hits(word NEAR n)×∏p∈P hits(p)

hits is a function that returns the number of hits
in a search engine given the query. P is a set of
known positive words, N a set of known negative
words, and NEAR an operator of a search engine
that returns documents in which the operands oc-
cur within a close range of each other.
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4 Sentiment Translation

Unsupervised methods like SO-PMI are suitable
to acquire basic sentiment information in a lan-
guage. However, since hand-annotated resources
for sentiment analysis exist in other languages,
it seems plausible to use automatic translation of
sentiment information to leverage these resources.
In order to translate sentiment, we will use multi-
ple sources of information that we represent in a
MEE graph as given in Section 3.1.

In our first experiments (Scheible, 2010), coor-
dinated adjectives were used as the sole training
source. Two adjectives are coordinated if they are
linked with a conjunction like and or but. The
intuition behind using coordinations – based on
work by Hatzivassiloglou and McKeown (1997)
and Widdows and Dorow (2002) – was that words
which are coordinated share properties. In partic-
ular, coordinated adjectives usually express sim-
ilar sentiments even though there are exceptions
(e.g., “The movie was both good and bad”).

In this paper, we focus on using multiple edge
types for sentiment translation. In particular, the
graph we will use contains two types of relations,
coordinations and adjective-noun modification. In
the sentence “The movie was enjoyable and fun”,
enjoyable and fun are coordinated. In This is an
enjoyable movie, the adjective enjoyable modifies
the noun movie.

We selected these two relation types for two
reasons. First, the two types provide clues for
sentiment analysis. Coordination information is
an established source for sentiment similarity (e.g.
Hatzivassiloglou and McKeown (1997)) while
adjective-noun relations provide a different type
of information on sentiment. For example, nouns
with positive associations (vacation) tend to occur
with positive adjectives and nouns with negative
associations (pain) tend to occur with negative ad-
jectives. Second, we have successfully used these
two types for a similar acquisition task, the acqui-
sition of word-to-word translation pairs (Laws et
al., 2010).

In the resulting graph, adjectives and nouns are
represented as nodes, each containing a word and
its part of speech, and relations are represented as
links which are distinguished by their edge types.

Two graphs, one in the source language and one in
the target language, are needed to translate words
between those languages. Figure 1 shows an ex-
ample for such a setup. Black links in this graph
are coordinations, grey links are seed relations.

In order to calculate sentiment for all nodes in
the target language, we apply the SimRank algo-
rithm to the graphs which gives us similarities be-
tween all nodes in the source graph and all nodes
in the target graph. Using the similarity S(ns, nt)
between a node ns in the source language graph
S and a node nt in the target language graph T ,
the sentiment score (sent(nt)) is the similarity-
weighted average of all sentiment scores in the
target language:

sent(nt) =
∑

ns∈S
simnorm(ns, nt) sent(ns)

We assume that sentiment scores in the source
language are expressed on a numeric scale. The
normalized similarity simnorm is defined as

simnorm(ns, nt) =
S(ns, nt)∑

ns∈S S(ns, nt)
.

The normalization assures that all resulting sen-
timent values are within [−1, 1], with −1 being
the most negative sentiment and 1 the most posi-
tive.

5 Experiments

5.1 Data Acquisition
For our experiments, we needed coordination data
to build weighted graphs and a bilingual lexi-
con to define seed relations between those graphs.
Coordinations were extracted from the English
and German versions of Wikipedia1 by applying
pattern-based search using the Corpus Query Pro-
cessor (CQP) (Christ et al., 1999). We annotated
both corpora with parts of speech using the Tree
Tagger (Schmid, 1994). A total of 477,291 En-
glish coordinations and 112,738 German coordi-
nations were collected. A sample of this data is
given in Figure 2. We restrict these experiments
to the use of and/und since other coordinations

1http://www.wikipedia.org/ (01/19/2009)
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affordable

delicious

nutritiousjuicy

tasty

healthylovely

schmackhaft

gesundstrange

frisch

wertvoll

nahrhaft angesehen

ertragreich

Figure 1: A German and an English graph with coordinated adjectives including seed links

affordable

delicious

diverse

popularnutritious

inexpensive

original

varied

melodious

rare

strange

juicy

tasty

exotic healthy

tempting

lovely

hearty fragrant

dangerous

beautiful

charming authentic

Figure 2: English sample coordinations (adjectives)
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behave differently and might even express dissim-
ilarity (e.g. Was the weather good or bad?).

The seed lexicon was constructed from the
dict.cc dictionary2. While the complete dictionary
contains 30,551 adjective pairs, we reduced the
number of pairs used in the experiments to 1,576.

To produce a smaller seed lexicon which still
makes sense from a semantic point of view, we
used the General Service List (GSL) (West, 1953)
which contains about 2000 words the author con-
sidered central to the English language. More
specifically, a revised list was used3.

SO-PMI needs a larger amount of training data.
Since Wikipedia does not satisfy this need, we
collected additional coordination data from the
web using search result counts from Google. In
Turney’s original paper, he uses the NEAR oper-
ator, which returns documents that contain two
search terms that are within a certain distance of
each other, to collect collocations. Unfortunately,
Google does not support this operator, so instead,
we searched for coordinations using the queries

+ "w and s" and
+ "w und s"

for English and German, respectively. We added
the quotes and the + operator to make sure that
both spelling correction and synonym replace-
ments were disabled.

The original experiments were made for En-
glish, so we had to construct our own set of
seed words. For German, we chose gut (good),
nett (nice), richtig (right), schön (beautiful), or-
dentlich (neat), angenehm (pleasant), aufrichtig
(honest), gewissenhaft (faithful), and hervorra-
gend (excellent) as positive seed words, and
schlecht (bad), teuer (expensive), falsch (wrong),
böse (evil), feindlich (hostile), verhasst (invidi-
ous), widerlich (disgusting), fehlerhaft (faulty),
and mangelhaft (flawed) as negative ones.

5.2 Sentiment Lexicon

For our experiments, we used two different polar-
ity lexicons. The lexicon of Wilson et al. (2005)
contains sentiment annotations for 8,221 words

2http://www.dict.cc
3http://jbauman.com/aboutgsl.html

annotation value
positive 1.0
weakpos 0.5
neutral 0.0
weakneg −0.5
negative −1.0

Table 1: Assigned values for Wilson et al. set

which are tagged as positive, neutral, or nega-
tive. A few words are tagged as weakneg, imply-
ing weak negativity. These categorial annotations
are mapped to the range [-1,1] using the assign-
ment scheme given in Table 1.

5.3 Human Ratings
In order to manually annotate a test set, we
chose 200 German adjectives that occurred in the
Wikipedia corpus and that were part of a coor-
dination. From these words, we removed those
which we deemed uncommon, too complicated,
or which were mislabeled as adjectives by the tag-
ger. The test set contained 150 adjectives of which
seven were excluded after annotators discarded
them.

We asked 9 native speakers of German to anno-
tate the adjectives. Possible annotations were very
positive, slightly positive, neutral, slightly nega-
tive, or very negative. These categories are the
same as the ones used in the training data.

In order to capture the general sentiment, i.e.,
sentiment that is not related to a specific context,
the judges were asked to stay objective and not
let their personal opinions influence the annota-
tion. However, some words with strong political
implications were annotated by some judges as
non-neutral which led to disagreement beyond the
usual level. Nuklear (nuclear) is an example for
such a word. We measured the agreement of the
judges with Kendall’s coefficient of concordance
(W ) with tie correction (Legendre, 2005), yield-
ing W = 0.674 with a high level of significance
(p < .001); thus, inter-annotator agreement was
high (Landis and Koch, 1977).

5.4 Experimental Setup
Given the relations extracted from Wikipedia, we
built a German and an English graph by setting
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Method r

MEE 0.63
MEE-GSL 0.47
SR 0.63
SR-GSL 0.48
SO-PMI 0.58

Table 2: Correlation with human ratings

the weight of each link to the log-likelihood ra-
tio of the two words it connects according to the
corpus frequencies. There are two properties of
the graph transfer algorithm that we intend to in-
vestigate. First, we are interested in the merits of
applying multi edge extraction (MEE) for senti-
ment transfer. Second, we are interested in how
the transfer quality changes when the seed lexi-
con is reduced in size. This way, a sparse data
situation is simulated where large dictionaries are
unavailable. Having these two properties in mind,
four possible setups are evaluated: (i) using the
full seed lexicon with all 30,551 entries, but using
only coordination data (SR), (ii) reducing the seed
lexicon to 1,576 entries from the General Service
List (SR-GSL), (iii) applying MEE by adding ad-
jective modification data (MEE), and (iv) using
MEE with a reduced seed lexicon (MEE-GSL).
SimRank was run for 6 iterations in all experi-
ments. All experiments use the weight function
h as described above. We show that this function
improves similarities and thus lexicon induction
in Laws et al. (2010).

Correlation. First, we will examine the correla-
tion between the automatic methods (SO-PMI and
the aforementioned SimRank variations) and the
gold standard as done by Turney in his evaluation.
For this purpose, the human ratings are mapped
to float values following Table 1 and the aver-
age rating over all judges for each word is used.
The correlation coefficients r are given in Table 2.
Judging from these results, the ordering of SR and
MEE matches the human ratings better than SO-
PMI, however it decreases when using any of the
GSL variations instead which can be attributed to
using less data.

Classification. The correct identification of the
classes positive, neutral, and negative is more im-

portant than the correct assignment of values on
a scale since the rank ordering is debatable – this
becomes apparent when measuring the agreement
of human annotators. Since the assignments made
by the human judges are not unanimous in most
cases, the averages are distributed across the in-
terval [-1,1]; this means that the borders between
the three distinct categories are not clear. Since
there is no standard evaluation for this particu-
lar problem, we need to devise a way to make
the range of the neutral category dynamic. In or-
der to find possible borders, we first assume that
sentiment is distributed symmetrically around 0.
We then define a threshold x which assumes the
values x ∈ { i20 |0 ≤ i ≤ 20}, covering the in-
terval [0,0.5]. Since 0.5 is slightly positive, we
do not believe that values above it are plausible.
Then, each word w is positive if its human rating
scoreh(w) ≥ x, negative if scoreh(w) ≤ −x, and
neutral if −x < scoreh(w) < x. The result of
this process is a gold standard for the three cate-
gories for each of the values for x. The percentiles
of the sizes of those categories are mapped to the
values produced by the automatic methods. For
example, if x = 0.35 means that the top 21% of
all adjectives are in the positive class, the top 21%
of all adjectives as assigned by SO-PMI and the
SimRank varieties are positive as well.

The size of the neutral category increases the
larger x becomes. Thus, high values for x are
unlikely to produce a correct partitioning of the
data. Since slightly positive was defined as 0.5,
we expect the highest plausible value for x to be
below that. The size of the neutral category for
each value of x is given in Table 3. (Recall that
the total size of the set is 143.)

We can then compute the assignment accu-
racy on the positive, neutral, and negative classes,
as well macro- and micro-averages over these
classes.

5.5 Results and Discussion

Figures 3 and 4 show the macro- and micro-
averaged accuracies over the positive, negative,
and neutral class for each automatic method, re-
spectively. Overall, the SimRank variations per-
form better for x in the interval [0, 0.3]. In partic-
ular, MEE has a slightly higher accuracy than SR,
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x 0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
# neutral 0 13 35 46 56 64 74 82 92 99 99

Table 3: Size of neutral category given x

word (translation) humans SO MEE MEE-GSL SR SR-GSL
chemisch (chemical) 0.00 -20.20 0.185 0.185 0.186 0.184
auferstanden (resurrected) 0.39 -10.96 -0.075 -0.577 -0.057 -0.493
intelligent (intelligent) 0.94 46.59 0.915 0.939 0.834 0.876
versiert (skilled) 0.67 -5.26 0.953 0.447 0.902 0.404
mean -0.04 -9.58 0.003 0.146 0.010 0.142
median 0.00 -15.60 0.110 0.157 0.114 0.157

Table 4: Example adjectives including translation, and their scores
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however, not significantly.
Table 4 shows selected example words with

their scores. These values can be understood bet-
ter together with the means and medians of the
respective methods which are given in the table as
well. These values give us an idea of where we
might expect the neutral point of a particular dis-
tribution of polarities.

Chemisch (chemical) is misclassified by SO-
PMI since it occurs in negative contexts on the
web. SimRank in turn was able to recognize
that most words similar to chemisch are neutral,
the most similar one being its literal translation,
chemical. Auferstanden (resurrected) is an exam-
ple for misclassification by SimRank which hap-
pens because the word is usually coordinated with
words that have negative sentiment, e.g. gestor-
ben (deceased) and gekreuzigt (crucified). This
problem could not be fixed by including adjective-
noun modification data since the coordinations
produced high log-likelihood values which lead to
dead being the most similar word to auferstanden.
Intelligent receives a score close to neutral with
the original (coordination-only) training method,
which could be corrected by applying MEE sim-
ply because the ordering of similar words changes
through the new weighting method. Nouns modi-
fied by intelligent include Leben (life) and Wesen
(being) whose translations are modified by pos-
itive adjectives. Many words, such as versiert
(skilled) are classified more accurately due to the
new weighting method when compared to our pre-
vious experiments (Scheible, 2010) where it re-
ceived a SimRank polarity of only 0.224.

The inclusion of adjective modifications does
not improve the classification results as often as
we had hoped. For some cases (cf. intelligent
mentioned above), the scores do improve, but the
overall impact is limited.

6 Conclusion and Outlook

We were able to show that sentiment translation
with SimRank is able to classify adjectives more
accurately than SO-PMI, an unsupervised base-
line method. We demonstrated that SO-PMI is
outperformed by SimRank when choosing a rea-
sonable region of neutral adjectives. In addition,
we showed that the improvements of SimRank

lead to better accuracy in sentiment translation in
some cases. In future work, we will apply a senti-
ment lexicon generated with SimRank in a senti-
ment classification task for reviews.

The algorithms we compared are different in
their purpose of application. While SO-PMI is
applicable when large corpora are available for a
language, it fails when used in a sparse-data situ-
ation, as noted by Turney (2002). We showed that
despite reducing the seed lexicon for SimRank to
a small fraction of its original size, it still performs
better than SO-PMI.

Currently, our experiments are limited by the
choice of using adjectives for our test set. While
the examination of adjectives is highly important
for sentiment analysis (as shown by Pang et al.
(2002) who were able to achieve high accuracy
even when using only adjectives), the application
of our algorithms to a broader set of linguistic
units is an important goal for future work.
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Abstract

This paper presents a survey of research
in controlled natural languages that can be
used as high-level knowledge representa-
tion languages. Over the past 10 years
or so, a number of machine-oriented con-
trolled natural languages have emerged
that can be used as high-level interface
languages to various kinds of knowledge
systems. These languages are relevant to
the area of computational linguistics since
they have two very interesting properties:
firstly, they look informal like natural lan-
guages and are therefore easier to write
and understand by humans than formal
languages; secondly, they are precisely
defined subsets of natural languages and
can be translated automatically (and often
deterministically) into a formal target lan-
guage and then be used for automated rea-
soning. We present and compare the most
mature of these novel languages, show
how they can balance the disadvantages
of natural languages and formal languages
for knowledge representation, and discuss
how domain specialists can be supported
writing specifications in controlled natural
language.

1 Introduction

Natural languages are probably the most expres-
sive knowledge representation languages that ex-
ist; they are easy for humans to use and under-
stand, and they are so powerful that they can
even serve as their own metalanguages. Ironi-
cally, it is just this expressive quality that makes

natural languages notoriously difficult for a com-
puter to process and understand because a lot of
relevant information is usually not stated explic-
itly in an utterance but only implied by the hu-
man author or speaker. There exist – of course –
many useful resources and automated techniques
that partly compensate for the lack of this back-
ground knowledge, and there are many useful ap-
plications that require only shallow processing
of natural languages. But there exist – without
doubt – many potential application scenarios that
would benefit from deeper (axiom-based) knowl-
edge that can be created and modified in a human-
friendly way.

Formal languages (Monin, 2003) have been
suggested and used as knowledge representation
languages since they have a well-defined syntax,
an unambiguous semantics and support automated
reasoning. But these languages are often rather
difficult for domain specialists to understand and
cause a cognitive distance to the application do-
main that is not inherent in natural language.

One way to bridge the gap between a natural
language and a formal language is the use of a
controlled natural language (CNL) that can me-
diate between these languages. CNLs are engi-
neered subsets of natural languages whose gram-
mar and vocabulary have been restricted in a sys-
tematic way in order to reduce both ambiguity and
complexity of full natural languages.

Traditionally, CNLs have been grouped into
two broad categories: human-oriented CNLs and
machine-oriented CNLs (Huijsen, 1998). The
main objective of human-oriented CNLs is to im-
prove the readability and comprehensibility of
technical documentation (e.g. maintenance doc-
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umentation (ASD Simplified Technical English1)
and to simplify and standardise human-human
communication for specific purposes (e.g. for
trade or for air traffic control (see (Pool, 2006)
for an overview)). The primary goal of machine-
oriented CNLs is to improve the translatability
of technical documents (e.g. machine translation
(Nyberg and Mitamura, 2000)) and the acquisi-
tion, representation, and processing of knowledge
(e.g. for knowledge systems (Fuchs et al., 2008)
and in particular for the Semantic Web (Schwitter
et al., 2008)).

Human- and machine-oriented CNLs have been
designed with different goals in mind, and it is not
surprising that their coverage can be quite differ-
ent. O’Brien (2003) shows that there is not much
overlap between the rule sets of CNLs in these two
categories nor among the rule sets within a cate-
gory. But since the structure of these CNLs is usu-
ally simpler and more predictable than the struc-
ture of full natural language, CNLs are in general
easier for humans to understand and easier for a
computer to process. An ideal CNL for knowl-
edge representation should also be effortless to
write and expressive enough to describe the prob-
lem at hand.

In this paper, we will survey machine-oriented
CNLs that can be used for knowledge represen-
tation and can serve as high-level interface lan-
guages to knowledge systems. The rest of this pa-
per is structured as follows: In Section 2, we intro-
duce the most mature general-purpose CNLs and
discuss the motivation for their design and inves-
tigate their characteristics. In Section 3, we dis-
cuss some theoretical issues regarding the expres-
sivity and complexity of CNLs. Building on these
theoretical considerations, we look in Section 4
at a number of machine-oriented CNLs that have
been developed specifically as interface languages
to the Semantic Web. In Section 5, we discuss the
importance of supporting the writing process of
CNLs in an suitable way and compare three dif-
ferent techniques. In Section 6, we discuss differ-
ent approaches that have been used to evaluate the
writability and understandability of CNLs, and fi-
nally in Section 7, we present our conclusions.

1http://www.asd-ste100.org/

2 General-Purpose CNLs

In this section we focus on a number of machine-
oriented CNLs that have been designed to serve
as knowledge representation languages. These
CNLs are general-purpose languages in the sense
that they have not been developed for a spe-
cific scenario or a particular application domain.
These languages can be used where traditional
formal languages are used otherwise. The aim
of these languages is to equip domain specialists
with an expressive knowledge representation lan-
guage that is on the one hand easy to learn, use
and understand and on the other hand fully pro-
cessable by a computer.

2.1 Attempto Controlled English (ACE)
ACE (Fuchs et al., 2008) is a CNL that cov-
ers a well-defined subset of English that can be
translated unambiguously into first-order logic
via discourse representation structures (Kamp and
Reyle, 1993) and then be used for automated rea-
soning. ACE is defined by a small set of con-
struction rules that describe its syntax and a small
set of interpretation rules that disambiguate con-
structs that might appear ambiguous in full En-
glish. The vocabulary of ACE consists of pre-
defined function words (e.g. determiners, con-
junctions, and pronouns), some predefined fixed
phrases (e.g. there is, it is false that), and con-
tent words (nouns, proper names, verbs, adjec-
tives, and adverbs). ACE supports language con-
structs such as:

• active and passive verbs (and modal verbs);

• strong negation (e.g. no, does not) and weak
negation (e.g. is is not provable that);

• subject and object relative clauses;

• declarative, interrogative, imperative and
conditional sentences;

• various forms of anaphoric references to
noun phrases (e.g. he, himself, the man, X).

It is important to note that the meaning of words
in ACE is not predefined; the user is expected to
define their meaning by ACE sentences or import
these definitions from an existing formal ontology.
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Here is a simple example of an ACE text together
with a question:

Every company that buys at least three
machines gets a discount. Six Swiss
companies each buy one machine. A
German company buys four machines.
Who gets a discount?

Note that ACE uses disambiguation markers
(e.g. each) on the surface level and mathematical
background knowledge about natural numbers in
order to answer the question above. This mathe-
matical knowledge is implemented as a set of Pro-
log predicates which are executed during the proof
(question answering process).

ACE is supported by various tools2, among
them a text editor that helps users to construct cor-
rect ACE sentences with the help of hints and er-
ror messages, a parser that translates ACE texts
into discourse representation structures, a para-
phraser that reflects the interpretation of the ma-
chine in CNL, and a Satchmo-style reasoning en-
gine that can be used for consistency and redun-
dancy checking as well as for question answering.
Applications of ACE include software and hard-
ware specifications, agent control, legal and med-
ical regulations, and ontology construction.

2.2 Processable English (PENG)
PENG (White and Schwitter, 2009) is a CNL that
is similar to ACE but adopts a more light-weight
approach in the sense that it covers a smaller but
fully tractable subset of English. The language
processors of ACE and PENG are both based
on grammars that are written in a definite clause
grammar (DCG) notation. These DCGs are en-
hanced with feature structures and specifically de-
signed to translate declarative and interrogative
sentences into a first-order logic notation via dis-
course representation structures. In contrast to the
original version of ACE that uses the DCG di-
rectly and resolves anaphoric references only after
a discourse representation structure has been con-
structed, PENG transforms the DCG into a for-
mat that can be processed by a top-down chart
parser and resolves anaphoric references during

2http://attempto.ifi.uzh.ch/site/
tools/

the parsing process while a discourse representa-
tion structure is built up. PENG has been designed
for an incremental parsing approach and was the
first CNL that was supported by a predictive editor
(Schwitter et al., 2003). The PENG system pro-
vides text- and menu-based writing support that
removes some of the burden of learning and re-
membering the constraints of the CNL from the
user and generates a paraphrase that clarifies the
interpretation for each sentence that the user en-
ters. PENG’s text editor dynamically enforces
the grammatical restrictions of the CNL via look-
ahead information while a text is written. For each
word form that the user enters into the editor, a list
of options is generated incrementally by the chart
parser to inform the user about how the structure
of the current sentence can be continued. The syn-
tactic restrictions ensure that the text follows the
rules of the CNL so that it can be translated un-
ambiguously into the formal target language (first-
order logic) and be processed by a theorem prover.

In order to illustrate how PENG can be used
to reconstruct a problem in controlled natural lan-
guage, we use an example from the TPTP problem
library3. The problems in this library are usually
used to test the capacity of automated reasoning
tools and are translated manually by a human into
the formal target language. For reasons of space,
we use here one of the simpler problems of the li-
brary; the puzzle PUZ012-1 below is also known
as “The Mislabeled Boxes”:

There are three boxes a, b, and c on a
table. Each box contains apples or ba-
nanas or oranges. No two boxes con-
tain the same thing. Each box has a la-
bel that says it contains apples or says
it contains bananas or says it contains
oranges. No box contains what it says
on its label. The label on box a says
“apples”. The label on box b says “or-
anges”. The label on box c says “ba-
nanas”. You pick up box b and it con-
tains apples. What do the other two
boxes contain?

In order to solve this puzzle by a computer,
we have to reconstruct it and augment it with the

3http://www.cs.miami.edu/˜tptp/
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relevant background knowledge. The main prob-
lems that we face here for machine-processing are
the following ones: some of the constructions in
the problem description are ambiguous (e.g. the
antecedent for the personal pronoun it is open
to two interpretations); the semantic relation be-
tween some content words is not explicit (e.g. the
relation between the actual things in the box and
the names on the labels that describe these things);
and some of the constructions are not relevant at
all for the solution of the problem (e.g. that the
three boxes are on the table). Here is a possible
reconstruction of this puzzle in PENG:

The label of the box a says APPLES.
The label of the box b says ORANGES.
The label of the box c says BANANAS.
APPLES stands for apples. ORANGES
stands for oranges. BANANAS stands
for bananas. All apples are fruits. All
bananas are fruits. All oranges are
fruits. Each box contains the apples
or contains the bananas or contains the
oranges. It is not the case that a box
contains fruits and that the label of the
box says something that stands for those
fruits. It is not the case that a box X
contains fruits and that a box Y con-
tains those fruits. The box b contains
the apples. What does the box a con-
tain? What does the box c contain?

Note that this reconstruction makes information
that is implicit or only assumed in the original
problem description explicit in PENG.

PENG has recently been used for the construc-
tion of an interface to a situation awareness system
(Baader et al., 2009) but the language can be used
for similar applications to ACE.

2.3 Computer Processable Language (CPL)
CPL (Clark et al., 2010) is a controlled language
that has been developed at Boeing Research and
Technology. In contrast to ACE which applies a
small set of strict interpretation rules, and in con-
trast to PENG, which relies on a predictive editor,
the CPL interpreter directly resolves various types
of ambiguities using heuristic rules for preposi-
tional phrase attachment, word sense disambigua-

tion, semantic role labeling, compound noun in-
terpretation, metonymy resolution, and other lan-
guage processing activities.

CPL accepts three types of sentences: ground
facts, questions, and rules. In the case of ground
facts, a basic CPL sentence takes one of the fol-
lowing three forms:

• There is|are NP

• NP verb [NP] [PP]*

• NP is|are passive-verb [by NP] [PP]*

Verbs can include auxiliaries and particles, and
nouns in noun phrases can be modified by other
nouns, prepositional phrases, and adjectives. In
the case of questions, CPL accepts five forms; the
two main forms are:

• What is NP?

• Is it true that Sentence?

In the case of rules, CPL accepts sentence pat-
terns of the form:

• IF Sentence [AND Sentence]* THEN Sen-
tence [AND Sentence]*

Parsing of CPL is performed bottom-up with
the help of a broad coverage chart parser that uses
preference for common word attachment patterns
stored in a manually constructed database. Dur-
ing parsing, a simplified logical form is generated
for basic sentences by rules that run in parallel to
the grammar rules. There is no explicit quanti-
fier scoping for these basic sentences and some
disambiguation decisions (e.g., word sense and
semantic relationships) are deferred and handled
by the inference engine that makes a “best guess”
of word sense assignments using WordNet4. The
logical form is used to generate ground Knowl-
edge Machine (KM) assertions. KM5 is a frame-
based language with first-order semantics. The
KM interpreter employs a sophisticated machin-
ery for reasoning, including reasoning about ac-
tions using a situation calculus mechanism. Rules

4http://wordnet.princeton.edu/
5http://userweb.cs.utexas.edu/users/

mfkb/km.html
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are entered by the user who writes CPL sentences
with the help of rule templates. There exist seven
templates for this purpose: three of them create
standard logical implications and the rest describe
preconditions and effects of actions. Each CPL
sentence is interpreted interactively. The system
paraphrases its interpretation back to the user, al-
lowing the user to spot and fix misinterpretations.
Sentences that express states add facts to a sit-
uation, and sentences that express actions trig-
ger rules that update the situation, reflecting the
changes that the action has on the situation. The
user can ask questions about an emerging situation
directly in CPL.

While CPL relies on heuristics, CPL-Lite is a
slimmed down version of CPL that can be in-
terpreted deterministically in a similar fashion to
PENG. Each CPL-Lite sentence corresponds to a
single binary relation between two entities. CPL-
Lite distinguishes three types of relations: noun-
like relations (e.g. the age of <x> is <y>), verb-
like relations (e.g. <x> causes <y>), and pre-
position-like relations (e.g. <x> is during <y>).

Interestingly, CPL-Lite has the same expressiv-
ity as CPL, but CPL-Lite is more verbose and
grammatically more restricted. For example, the
following two CPL sentences:

1. A man drives a car along a road for 1 hour.

2. The speed of the car is 30 km/h.

can be expressed (or better reconstructed) in an
unambiguous way in CPL-Lite:

3. A person drives a vehicle.

4. The path of the driving is a road.

5. The duration of the driving is 1 hour.

6. The speed of the driving is 30 km/h.

Note that the user used here the noun person in-
stead of man and vehicle instead of car during this
reconstruction process because only these words
were available in the system’s ontology.

CPL and CPL-Lite have been mainly used to
encode general and domain specific common-
sense knowledge and to allow knowledge engi-
neers to pose queries in a comprehensible way.

2.4 Other General-Purpose CNLs

Common Logic Controlled English (CLCE)6 is a
proposal for a CNL – similar to ACE and PENG
– that has been designed as a human interface lan-
guage for the ISO standard Common Logic (CL)7.
However, CLCE itself is not part of this stan-
dard but uses Common Logic semantics. CLCE
supports full first-order logic with equality sup-
plemented with an ontology for sets, sequences,
and integers. The primary syntactic restrictions
are the use of present tense verbs, singular nouns,
and variables instead of pronouns. Despite these
limitations, CLCE can express the kind of English
used in software specifications, mathematics text-
books, and definitions and axioms found in formal
ontologies.

Formalized-English (Martin, 2002) is another
proposal for a CNL that can be used as a gen-
eral knowledge representation language. This lan-
guage has a relatively simple structure and is de-
rived from a conventional knowledge represen-
tation language. Formalized-English contains a
number of formal-looking language elements and
is therefore not a strict subset of standard English.

3 Theoretical Considerations

During the design of a CNL one has to pay atten-
tion to two important theoretical issues: the ex-
pressive power of the envisaged language and its
computational complexity. E2V (Pratt-Hartmann,
2003) is a CNL that mainly grew out of theoret-
ical studies about the expressivity and complex-
ity of natural language fragments. E2V corre-
sponds to the decidable two-variable fragment of
first-order logic (L2). This fragment is interest-
ing since it has the so-called finite model property.
That means if a formula of L2 is satisfiable, then it
is satisfiable in a finite model. E2V includes deter-
miners (every, no, a), nouns, transitive verbs, verb
phrase negation, relative, reflexive, and personal
pronouns. Without any writing support it is diffi-
cult to decide if a sentence is in E2V or not. For
example, one reading of sentence (7) is in E2V,
the other one is not:

6http://www.jfsowa.com/clce/specs.htm
7ISO/IEC24707:2007
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7. Every artist who employs a carpenter de-
spises every beekeeper who admires him.

On the syntactic level, E2V is a subset of ACE
with the exception that pronouns (e.g. him) al-
ways refer to the closest (acceptable) noun in the
syntax tree (e.g. artist) and not to the closest (ac-
ceptable) noun that occurs in the surface structure
(e.g. carpenter). This is because the E2V inter-
pretation relies on the two-variable fragment of
first-order logic. Note that sentence (7) has the
following two possible representations (8 and 9)
in first-order logic:

8. ∀x1 (artist(x1) & ∃x2

(carpenter(x2) & employ(x1,x2)) ->

∀x3 (beekeeper(x3) &

admire(x3,x1) -> despise(x1,x3)))

9. ∀x1 ∀x2 (artist(x1) &

(carpenter(x2) & employ(x1,x2) ->

∀x3 (beekeeper(x3) &

admire(x3,x2) -> despise(x1,x3)))

Although there are three variables in the for-
mula (8) that correspond to the three nouns in
sentence (7), the variables x2 and x3 never oc-
cur free in the same sub-formula. Therefore, the
number of variables can be reduced by replacing
x3 through x2. This technique can not be applied
to the variables in formula (9).

E2V has been extended in various ways (Pratt-
Hartmann and Third, 2006) and one extension in-
cludes counting determiners (e.g. at least three,
at most five, exactly four). These determiners will
not in general translate into the two-variable frag-
ment of first-order logic, but into the fragment
C2, which adds counting quantifiers to the two-
variable fragment. The satisfiability problem of
this fragment is still decidable and its expressivity
and computational complexity is similar to those
description logic languages that build the founda-
tion of the Semantic Web.

4 CNLs for the Semantic Web

Recently, a number of CNLs have been developed
that can serve as front-end to those formal lan-
guages that are used in the context of the Semantic

Web8. These CNLs can be used by domain spe-
cialists who prefer familiar natural language-like
notations over formal ones for authoring and ver-
balising formal ontologies.

ACE View (Kaljurand, 2007) is a CNL editor
that supports a defined subset of ACE that can be
used as an alternative syntax for the Semantic Web
languages OWL and SWRL. ACE View integrates
two mappings: one from ACE to OWL/SWRL
and one from OWL to ACE. These mappings are
not bidirectional in a strict sense since the OWL
to ACE mapping also covers OWL axioms and
expression types that the ACE to OWL mapping
does not generate.

Sydney OWL Syntax (SOS) (Cregan et al.,
2007) is a proposal for a CNL that builds upon
PENG and provides a syntactically bidirectional
mapping to OWL-DL. SOS is strictly bidirec-
tional: each statement can be translated into OWL
functional-style syntax and vice versa. The bidi-
rectional translation is achieved with the help of a
definite clause grammar that generates the target
notation during the parsing process. In contrast to
ACE, syntactic constructs of OWL are always car-
ried over one-to-one to SOS. Thus, semantically
equivalent OWL statements that use different syn-
tactical constructs are always mapped to different
SOS statements.

Rabbit (Hart et al., 2008) is a CNL designed for
a scenario where a domain expert and an ontology
engineer work together to build an ontology. The
construction process is supported by a text-based
ontology editor. The editor accepts Rabbit sen-
tences, helps to resolve possible syntax errors, and
translates well-formed sentences into OWL. The
semantics of some Rabbit constructs is controver-
sial (e.g. exclusive interpretation of disjunction)
and hard to align with the semantics of OWL.

Lite Natural Language (Bernardi et al., 2007)
is a CNL based on Categorial Grammar; it has
the same expressivity as the description logic DL-
Lite. DL-Lite is a tractable fragment of OWL
and has polynomial time complexity for the main
reasoning tasks. DL-Lite is expressive enough
to capture relational databases and UML (Unified
Modeling Language) diagrams.

8http://www.w3.org/TR/owl2-overview/
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CLOnE (Funk et al., 2007) is a CNL that is
built on top of the natural language processing
framework GATE9. CLOnE is a simple ontol-
ogy authoring language that consists of eleven
sentence patterns which roughly correspond to
eleven OWL axiom patterns. It is unclear whether
CLOnE can be extended in a systematic way to
cover larger fragments of OWL.

The three controlled languages ACE, SOS, and
Rabbit are compared in more detail in Schwitter et
al. (2008). There exist three other CNL research
streams that are closely related to the Semantic
Web: CNLs for querying Semantic Web content
(Bernstein and Kaufmann, 2006); CNLs for main-
taining semantic wikis (Kuhn, 2009; Kuhn, 2010);
and CNLs for describing rules and policies (De
Coi et al., 2009).

5 Writing Support for CNLs

Writing a specification in CNL is not an easy task
since the author has to stick to the rules of the con-
trolled language. Writing in CNL is in essence
a normative process that prescribes how humans
should use language to communicate effectively
with a computer in order to achieve a particu-
lar goal. The challenge here is to develop in-
terface techniques that make the writing process
as unobtrusive and effortless as possible. Three
main techniques have been suggested to support
the writing process of CNLs: the use of error mes-
sages, conceptual authoring, and predictive feed-
back.

Error messages seem to be the most obvious
way to support the writing of a text in CNL, and
many CNLs (among them (Clark et al., 2010;
Fuchs et al., 2008)) use this technique. The user
is supposed to learn and remember the restrictions
of the CNL and then to write the text following
the memorised rules. If the parsing process fails,
then the CNL system tries to identify the cause
of the error and provides one or more suggestions
for how to fix the error. The problem with this
technique is that the input might be an unrestricted
sentence and a useful error message would require
in the worst case knowledge of the sort that is
needed for processing full natural language.

9http://gate.ac.uk/

Conceptual authoring (Power et al., 2009) is
a technique that allows authors to edit a knowl-
edge base on the semantic level by refining spe-
cific categories and properties that occur in CNL
sentences via a hierarchy of menu options. The
selection of an option by the author results in an
update of the underlying model and triggers the
generation of a new sentence that can then be fur-
ther refined. This method relies on natural lan-
guage generation techniques and makes the anal-
ysis of CNL sentences unnecessary. The problem
with this technique is that it does not allow the au-
thor to specify new knowledge that is not already
encoded in the knowledge base; it is basically a
technique for knowledge authoring and visualiza-
tion and does not provide an independent knowl-
edge representation language.

Predictive feedback (Schwitter et al., 2003;
Kuhn and Schwitter, 2008) is a technique that in-
forms the authors during the writing process about
the approved structures of the CNL. This tech-
nique relies on interfaces that are aware of the
grammar and can look-ahead within this grammar.
Using this technique the author receives immedi-
ate feedback while a text is written and cannot
enter sentences that are not in the scope of the
grammar. The grammar of the language PENG
has been designed from the beginning to be used
in a predictive editor and is processed by a chart
parser that is able to generate the look-ahead in-
formation. The following example illustrates how
a predictive editor works:

• A [ adjective | common noun ]

• A man [ verb | who | ‘does not’ ]

• A man works [ ‘.’ | preposition | adverb ]

In this example the look-ahead information
consists of syntactic categories, word forms and
punctuation marks; all these elements are imple-
mented as hypertext links. Selecting a hypertext
link for a syntactic category displays approved
word forms and selecting a word form or a punc-
tuation mark directly adds this element to the text.
Kuhn (2010) shows in an number of experiments
that predictive editors are easy for untrained users
to use and argues that predictive feedback is the
best way to support the writing process of CNLs.
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6 Evaluating CNLs

Over the past years, a number of different user
experiments have been designed to measure var-
ious usability aspects of CNLs (see (Kuhn, 2010)
for an introduction). These experiments can be
grouped into three different categories: task-based
experiments, paraphrase-based experiments, and
graph-based experiments.

In task-based experiments (for example, (Kauf-
mann and Bernstein, 2007)), human subjects re-
ceive a certain task that requires them to use a
CNL as an interface language to a knowledge base
together with a tool that potentially supports the
writing process. These experiments test how easy
or difficult it is to write in these controlled lan-
guages using the given tool, but they do not test
the understandability of these languages.

Paraphrase-based experiments (for example,
(Hart et al., 2008)) aim to evaluate the understand-
ability of a CNL in a tool-independent way. Hu-
man subjects receive a statement in CNL and a
choice of paraphrases in full natural language, and
then have to select the correct paraphrase. These
experiments scale well with the expressivity of the
CNL but it is difficult to guarantee that the para-
phrases are understood in the intended way.

Graph-based experiments (for example,
(Kuhn, 2010)) try to overcome the problems of
paraphrase-based experiments. In order to test the
understandability of CNLs and formal languages,
a graph-based notation is used to describe a
situation accompanied with statements in the
language to be tested. The human subjects have
to decide which of these statements are true and
which ones are false with respect to the situation
illustrated by the graph notation.

The reported results of these experiments in the
literature provide strong evidence that CNLs are
easier to write and easier to understand for domain
specialists than formal languages.

7 Conclusions

It is an exciting time to work on controlled natural
languages. In this paper, we surveyed a number
of machine-oriented controlled natural languages
that can be used instead of formal languages for
representing knowledge. These controlled nat-

ural languages look like English but correspond
to a formal target language. Anyone who can
read English has already the basic skills to under-
stand these controlled natural languages. Writing
a specification in controlled natural language is a
bit harder: it requires that the author either learns
the language in order to be able to stay within
its syntactic and semantic restrictions or that he
uses an intelligent authoring tool that supports the
writing process and enforces the restrictions of the
language.

Machine-oriented controlled natural languages
can be translated automatically (and often deter-
ministically) into a formal target language (e.g.
into full first-order logic or into a version of de-
scription logics). These languages can be used
to express the kind of information that occurs in
software specifications, formal ontologies, busi-
ness rules, and legal and medical regulations.

In summary, an ideal machine-oriented con-
trolled natural language should fulfill at least the
following requirements: (a) it should have a well-
defined syntax and a precise semantics that is de-
fined by an unambiguous mapping into a logic-
based representation; (b) it should look as natural
as possible and be based on a subset of a certain
natural language; (c) it should be easy for humans
to write and understand and easy for a machine to
process; and (d) it should have the necessary ex-
pressivity that is required to describe a problem in
the respective application domain.

Of course these requirements can be in con-
flict with each other and therefore careful com-
promises need to be made when a new controlled
natural language is designed. This design process
offers many interesting research challenges for re-
searchers in the area of computational linguistics
and artificial intelligence. This research is driven
by the overall goal to close the gap between natu-
ral and formal languages and to allow for true col-
laboration between humans and machines in the
near future.
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Abstract

We investigate a series of targeted modifi-
cations to a data-driven dependency parser
of German and show that these can be
highly effective even for a relatively well
studied language like German if they are
made on a (linguistically and methodolog-
ically) informed basis and with a parser
implementation that allows for fast and
robust training and application. Mak-
ing relatively small changes to a range
of very different system components, we
were able to increase labeled accuracy on
a standard test set (from the CoNLL 2009
shared task), ignoring gold standard part-
of-speech tags, from 87.64% to 89.40%.
The study was conducted in less than five
weeks and as a secondary project of all
four authors. Effective modifications in-
clude the quality and combination of auto-
assigned morphosyntactic features enter-
ing machine learning, the internal feature
handling as well as the inclusion of global
constraints and a combination of different
parsing strategies.

1 Introduction

The past years have seen an enormous surge of in-
terest in dependency parsing, mainly in the data-
driven paradigm, and with a particular emphasis
on covering a whole set of languages with a single
approach. The reasons for this interest are mani-
fold; the availability of shared task data from var-

ious CoNLL conferences (among others (Buch-
holz and Marsi, 2006; Hajič et al., 2009)), com-
prising collections of languages based on a sin-
gle representation format, has certainly been in-
strumental. But likewise, the straightforward use-
fulness of dependency representations for a num-
ber of tasks plays an important role. The rela-
tive language independence of the representations
makes dependency parsing particularly attractive
for multilingually oriented work, including ma-
chine translation.

As data-driven approaches to dependency pars-
ing have reached a certain level of maturity, it may
appear as if further improvements of parsing per-
formance have to rely on relatively advanced tun-
ing procedures, such as sophisticated automatic
feature selection procedures or combinations of
different parsing approaches with complementary
strengths. It is indeed still hard to pinpoint the
structural properties of a language (or annotation
scheme) that make the parsing task easier for a
particular approach, so it may seem best to leave
the decision to a higher-level procedure.

This paper starts from the suspicion that
while sophisticated tuning procedures are cer-
tainly helpful, one should not underestimate the
potential of relatively simple modifications of the
experimental set-up, such as a restructuring of as-
pects of the dependency format, a targeted im-
provement of the quality of automatically as-
signed features, or a simplification of the feature
space for machine learning – the modifications
just have to be made in an informed way. This
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presupposes two things: (i) a thorough linguistic
understanding of the issues at hand, and (ii) a rel-
atively powerful and robust experimental machin-
ery which allows for experimentation in various
directions and which should ideally support a fast
turn-around cycle.

We report on a small pilot study exploring the
potential of relatively small, informed modifica-
tions as a way of improving parsing accuracy
even for a language that has received considerable
attention in the parsing literature, including the
dependency parsing literature, namely German.
Within a timeframe of five weeks and spending
only a few hours a day on the project (between a
group of four people), we were able to reach some
surprising improvements in parsing accuracy.

By way of example, we experimented with
modifications in a number of rather different sys-
tem areas, which we will discuss in the course
of this paper after a brief discussion of related
work and the data basis in Section 2. Based on a
second-order maximum spanning tree algorithm,
we used a hash kernel to facilitate the mapping
of the features onto their weights for a very large
number of features (Section 3); we modified the
dependency tree representation for prepositional
phrases, adding hierarchical structure that facili-
tates the picking up of generalizations (Section 4).
We take advantage of a morphological analyzer
to train an improved part-of-speech tagger (Sec-
tion 5), and we use knowledge about the structure
of morphological paradigms and the morphology-
syntax interface in the feature design for machine
learning (Section 6). As is known from other stud-
ies, the combination of different parsing strategies
is advantageous; we include a relatively simple
parser stacking procedure in our pilot study (Sec-
tion 7), and finally, we apply Integer Linear Pro-
gramming in a targeted way to add some global
constraints on possible combinations of arc labels
with a single head (Section 8). Section 9 offers a
brief conclusion.

2 Related Work and Data Basis

We quickly review the situation in data-driven de-
pendency parsing in general and on applying it to
German specifically.

The two main approaches to data-driven de-

pendency parsing are transition based dependency
parsing (Nivre, 2003; Yamada and Matsumoto,
2003; Titov and Henderson, 2007) and maximum
spanning tree based dependency parsing (Eis-
ner, 1996; Eisner, 2000; McDonald and Pereira,
2006). Transition based parsers typically have
a linear or quadratic complexity (Attardi, 2006).
Nivre (2009) introduced a transition based non-
projective parsing algorithm that has a worst case
quadratic complexity and an expected linear pars-
ing time. Titov and Henderson (2007) combined
a transition based parsing algorithm, using beam
search, with a latent variable machine learning
technique.

Maximum spanning tree based dependency
parsers decompose a dependency structure into
factors. The factors of the first order maximum
spanning tree parsing algorithm are edges consist-
ing of the head, the dependent (child) and the edge
label. This algorithm has a quadratic complexity.
The second order parsing algorithm of McDonald
and Pereira (2006) uses a separate algorithm for
edge labeling. In addition to the first order fac-
tors, this algorithm uses the edges to those chil-
dren which are closest to the dependent and has a
complexity of O(n3). The second order algorithm
of Carreras (2007) uses in addition to McDonald
and Pereira (2006) the child of the dependent oc-
curring in the sentence between the head and the
dependent as well as the edge from the dependents
to a grandchild. The edge labeling is an integral
part of the algorithm which requires an additional
loop over the labels. This algorithm therefore has
a complexity of O(n4). Johansson and Nugues
(2008) reduced the required number of loops over
the edge labels by considering only the edges that
existed in the training corpus for a distinct head
and child part-of-speech tag combination.

Predating the surge of interest in data-based
dependency parsing, there is a relatively long
tradition of dependency parsing work on Ger-
man, including for instance Menzel and Schröder
(1998) and Duchier and Debusmann (2001). Ger-
man was included in the CoNLL shared tasks in
2006 (Multilingual Dependency Parsing, (Buch-
holz and Marsi, 2006)) and in 2009 (Syntactic and
Semantic Dependencies in Multiple Languages,
(Hajič et al., 2009)) with data based on the TIGER
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corpus (Brants et al., 2002) in both cases. Since
the original TIGER treebank is in a hybrid phrase-
structural/dependency format with a relatively flat
hierarchical structure, conversion to a pure depen-
dency format involves some non-trivial steps. The
2008 ACL Workshop on Parsing German included
a specific shared task on dependency parsing of
German (Kübler, 2008), based on two sets of data:
again the TIGER corpus – however with a differ-
ent conversion routine than for the CoNLL tasks –
and the TüBa-D/Z corpus (Hinrichs et al., 2004).

In the 2006 CoNLL task and in the 2008 ACL
Workshop task, the task was dependency parsing
with given gold standard part-of-speech tags from
the corpus. This is a valid way of isolating the
specific subproblem of parsing, however it is clear
that the task does not reflect the application set-
ting which includes noise from automatic part-of-
speech tagging. In the 2009 CoNLL task, both
gold standard tags and automatically assigned tags
were provided. The auto-tagged version was cre-
ated with the standard model of the TreeTagger
(Schmid, 1995) (i.e., with no domain-specific tag-
ger training).

In our experiments, we used the data set from
the 2009 CoNLL task, for which the broadest
comparison of recent parsing approaches exists.
The highest-scoring system in the shared task was
Bohnet (2009) with a labeled accuracy (LAS) of
87.48%, on auto-tagged data. The highest-scoring
(in fact the only) system in the dependency pars-
ing track of the 2008 ACL Workshop on parsing
German was Hall and Nivre (2008) with an LAS
of 90.80% on gold-tagged data, and with a data
set that is not comparable to the CoNLL data.1

3 Hash Kernel

Our parser is based on a second order maximum
spanning tree algorithm and uses MIRA (Cram-
mer et al., 2006) as learning technique in combi-
nation with a hash kernel. The hash kernel has
a higher accuracy since it can use additional fea-
tures found during the creation of the dependency

1To get an idea of how the data sets compare, we trained
the version of our parser described in Section 3 (i.e., with-
out most of the linguistically informed improvements) on
this data, achieving labeled accuracy of 92.41%, compared
to 88.06% for the 2009 CoNLL task version.

tree in addition to the features extracted from the
training examples. The modification to MIRA is
simple: we replace the feature-index mapping that
maps the features to indices of the weight vector
by a random function. Usually, the feature-index
mapping in the support vector machine has two
tasks: The mapping maps the features to an index
and it filters out features that never occurred in a
dependency tree. In our approach, we do not filter
out these features, but use them as additional fea-
tures. It turns out that this choice improves pars-
ing quality. Instead of the feature-index mapping
we use the following hash function:2

h ← |(l xor(l ∨ 0xffffffff00000000 >> 32))% size|
The Hash Kernel for structured data uses the hash
function h : J → {1...n} to index φ where φ
maps the observations X to a feature space. We
define φ(x, y) as the numeric feature representa-
tion indexed by J . The learning problem is to fit
the function F so that the errors of the predicted
parse tree y are as low as possible. The scoring
function of the Hash Kernel is defined as:3

F (x, y) = −→w ∗ φ(x, y)
For different j, the hash function h(j) might gen-
erate the same value k. This means that the hash
function maps more than one feature to the same
weight which causes weight collisions. This pro-
cedure is similar to randomization of weights (fea-
tures), which aims to save space by sharing val-
ues in the weight vector (Blum, 2006; Rahimi
and Recht, 2008). The Hash Kernel shares values
when collisions occur that can be considered as
an approximation of the kernel function, because
a weight might be adapted due to more than one
feature. The approximation works very well with
a weight vector size of 115 million values.

With the Hash Kernel, we were able to improve
on a baseline parser that already reaches a quite
high LAS of 87.64% which is higher than the top
score for German (87.48%) in the CoNLL Shared
task 2009. The Hash Kernel improved that value
by 0.42 percentage points to 88.06%. In addition
to that, we obtain a large speed up in terms of pars-
ing time. The baseline parser spends an average of
426 milliseconds to parse a sentence of the test

2>> n shifts n bits right, and % is the modulo operation.
3−→w is the weight vector and the size of −→w is n.
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set and the parser with Hash Kernel only takes
126 milliseconds which is an increase in speed
of 3.4 times. We get the large speed up because
the memory access to a large array causes many
CPU cache misses which we avoid by replacing
the feature-index mapping with a hash function.
As mentioned above, the speedup influences the
experimenters’ opportunities for explorative de-
velopment since it reduces the turnaround time for
experimental trials.

4 Restructuring of PPs

In a first step, we applied a treebank transforma-
tion to our data set in order to ease the learning
for the parser. We concentrated on prepositional
phrases (PP) to get an idea how much this kind
of transformation can actually help a parser. PPs
are notoriously flat in the TIGER Treebank anno-
tation (from which our data are derived) and they
do not embed a noun phrase (NP) but rather attach
all parts of the noun phrase directly at PP level.
This annotation was kept in the dependency ver-
sion and it can cause problems for the parser since
there are two different ways of annotating NPs: (i)
for normal NPs where all dependents of the noun
are attached as daughters of the head noun and (ii)
for NPs in PPs where all dependents of the noun
are attached as daughters to the preposition thus
being sisters to their head noun. We changed the
annotation of PPs by identifying the head noun in
the PP and attaching all of its siblings to it. To find
the correct head, we used a heuristic in the style of
Magerman (1995). The head is chosen by taking
the rightmost daughter of the preposition that has
a category label according to the heuristic and is
labeled with NK (noun kernel element).

Table 1 shows the parser performance on the
data after PP-restructuring.4 The explanation for
the benefit of the restructuring is of course that

4Note that we are evaluating against a gold standard here
(and in the rest of the paper) which has been restructured as
well. With a different gold standard one could argue that the
absolute figures we obtain are not fully comparable with the
original CoNLL shared task. However, since we are doing
dependency parsing, the transformation does neither add nor
remove any nodes from the structure nor do we change any
labels. The only thing that is done during the transforma-
tion is the reattachment of some daughters of a PP. This is
only a small modification, and it is certainly linguistically
warranted.

now there is only one type of NP in the whole cor-
pus which eases the parser’s task to correctly learn
and identify them.

dev. set test set
LAS UAS LAS UAS

hash kernel 87.40 89.79 88.06 90.24
+restructured 87.49 89.97 88.30 90.44

Table 1: Parser performance on restructured data

Since restructuring parts of the corpus seems
beneficial, there might be other structures where
more consistent annotation could help the parser,
e. g., coordination or punctuation (like in the 2008
ACL Workshop data set, cp. Footnote 1).

5 Part-of-Speech Tagging

High quality part-of-speech (PoS) tags can greatly
improve parsing quality. Having a verb wrongly
analyzed as a noun and similar mistakes are very
likely to mislead the parser in its decision process.
A lot of the parser’s features include PoS tags and
reducing the amount of errors during PoS tagging
will therefore reduce misleading feature values as
well. Since the quality of the automatically as-
signed PoS tags in the German CoNLL ’09 data
is not state-of-the-art (see Table 2 below), we de-
cided to retag the data with our own tagger which
uses additional information from a symbolic mor-
phological analyzer to direct a statistical classifier.

For the assignment of PoS tags, we apply
a standard maximum entropy classification ap-
proach (see Ratnaparkhi (1996)). The classes of
the classifier are the PoS categories defined in the
Stuttgart-Tübingen Tag Set (STTS) (Schiller et al.,
1999). We use standard binarized features like
the word itself, its last three letters, whether the
word is capitalized, contains a hyphen, a digit or
whether it consists of digits only. As the only non-
binary feature, word length is recorded. These
standard features are augmented by a number of
binary features that support the classification pro-
cess by providing a preselection of possible PoS
tags. Every word is analyzed by DMOR, a finite
state morphological analyzer, from whose output
analyses all different PoS tags are collected and
added to the feature set. For example, DMOR
assigns the PoS tags NN (common noun) and
ADJD (predicative adjective) to the word gegan-
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gen (gone). From these analyses two features are
generated, namely possible-tag:NN and possible-
tag:ADJD, which are strong indicators for the
classifier that one of these classes is very likely
to be the correct one. The main idea here is to
use the morphological analyzer as a sort of lexicon
that preselects the set of possible tags beforehand
and then use the classifier to do the disambigua-
tion (see Jurish (2003) for a more sophisticated
system based on Hidden-Markov models that uses
roughly the same idea). Since the PoS tags are in-
cluded in the feature set, the classifier is still able
to assign every class defined in STTS even if it is
not in the preselection. Where the morphological
analyzer does not know the word in question we
add features for every PoS tag representing a pro-
ductive word class in German, making the reason-
able assumption that the morphology knows about
all closed-class words and word forms. Finally,
we add word form and possible tag features for
the previous and the following word to the feature
set thus simulating a trigram tagger. We used the
method of Kazama and Tsujii (2005) which uses
inequality constraints to do a very efficient feature
selection5 to train the maximum entropy model.

We annotated the entire corpus with versions
of our own tagger, i.e., the training, development
and test data. In order to achieve a realistic be-
havior (including remaining tagging errors, which
the parser may be able to react to if they are sys-
tematic), it was important that each section was
tagged without any knowledge of the gold stan-
dard tags. For the development and test portion,
this is straightforward: we trained a model on the
gold PoS of the training portion of the data and
applied it to retag these two portions. Retagging
the training portion was a bit trickier since we
could not use a model trained on the same data,
but at the same time, we wanted to use a tagger
of similarly high quality – i.e. one that has seen a
similar amount of training data. The training set
was therefore split into 20 different parts and for
every split, a tagging model was trained on the
other 19 parts which then was used to retag the
remaining 20th part. Table 2 shows the quality
of our tagger evaluated on the German CoNLL

5We used a width factor of 1.0.

’09 data in terms of accuracy and compares it
to the originally annotated PoS tags which have
been assigned by using the TreeTagger (Schmid,
1995) together with the German tagging model
provided from the TreeTagger website. Tagging
accuracy improves consistently by about 2 per-
centage points which equates to an error reduction
of 44.55 % to 49.0 %.

training development test
original 95.69 95.51 95.46
retagged 97.61 97.71 97.52
error red. 44.55% 49.00% 45.37%

Table 2: Tagging accuracy

Table 3 shows the parser performance when
trained on the newly tagged data. The consider-
able improvements in tagging accuracy visibly af-
fect parsing accuracy, raising both the labeled and
the unlabeled attachment score by 0.66 percentage
points (LAS) and 0.51 points (UAS) for the de-
velopment set and by 0.45 points (LAS) and 0.64
points (UAS) for the test set.

dev. set test set
LAS UAS LAS UAS

restructured 87.49 89.97 88.30 90.44
+retagged 88.15 90.48 88.75 91.08

Table 3: Parser performance on retagged data

6 Morphological Information

German, as opposed to English, exhibits a rela-
tively rich morphology. Predicate arguments and
nominal adjuncts are marked with special case
morphology which allows for a less restricted
word order in German. The German case system
comprises four different case values, namely nom-
inative, accusative, dative and genitive case. Sub-
jects and nominal predicates are usually marked
with nominative case, objects receive accusative
or dative case and genitive case is usually used
to mark possessors in possessive constructions.
There are also some temporal and spatial nominal
adjuncts which require certain case values. Since
case is used to mark the function of a noun phrase
in a clause, providing case information to a parser
might improve its performance.

The morphological information in the German
CoNLL ’09 data contains much more information
than case alone and previous models (baseline,
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hash kernel, retagged) have used all of it. How-
ever, since we aim to improve a syntactic parser,
we would like to exclude all morphological infor-
mation from the parsing process that is not obvi-
ously relevant to syntax, e. g. mood or tense. By
reducing the morphological annotations to those
that are syntactically relevant, we hope to reduce
the noise that is introduced by irrelevant informa-
tion. (One might expect that machine learning and
feature selection should “filter out” irrelevant fea-
tures, but given the relative sparsity of unambigu-
ous instances of the linguistically relevant effects,
drawing the line based on just a few thousand sen-
tences of positive evidence would be extremely
hard even for a linguist.)

We annotated every case-bearing word in the
corpus with its case information using DMOR.
With case-bearing words, we mean nouns, proper
nouns, attributive adjectives, determiners and all
kinds of pronouns. Other types of morphologi-
cal information was discarded. We did not use
the manually annotated and disambiguated mor-
phological information already present in the cor-
pus for two reasons: the first one is the same as
with the PoS tagging. Since it is unrealistic to
have gold-standard annotation in a real-world ap-
plication which deals with unseen data, we want
the parser to learn from and hopefully adapt to
imperfectly annotated data. The second reason
is the German-inherent form syncretism in nom-
inal paradigms. The German noun inflection sys-
tem is with over ten different (productive and
non-productive) inflectional patterns quite com-
plicated, and to make matters worse, there are
only five different morphological markers to dis-
tinguish 16 different positions in the pronoun, de-
terminer and adjective paradigms and eight differ-
ent positions in the noun paradigms. Some po-
sitions in the paradigm will therefore always be
marked in the same way and we would like the
parser to learn that some word forms will always
be ambiguous with respect to their case value.

We also conducted experiments where we an-
notated number and gender values in addition to
case. The idea behind this is that number and gen-
der might help to further disambiguate case val-
ues. The downside of this is the increase in fea-
ture values. Combining case and number features

means a multiplication of their values creating
eight new feature values instead of four. Adding
gender annotation raises this number to 24. Be-
side the disambiguation of case, there is also an-
other reason why we might want to add num-
ber and gender: Inside a German noun phrase,
all parts have to agree on their case and number
feature in order to produce a well-formed noun
phrase. Furthermore, the head noun governs the
gender feature of the other parts. Thus, all three
features can be relevant to the construction of a
syntactic structure.6 Table 4 shows the results of
our experiments with morphological features.

dev. set test set
LAS UAS LAS UAS

retagged 88.15 90.48 88.75 91.08
no morph. 87.78 90.18 88.60 90.92
+case 88.04 90.48 88.77 91.13
+c+n 88.21 90.62 88.88 91.13
+c+n+g 87.96 90.33 88.73 90.99

Table 4: Parser performance with morph. infor-
mation (c=case, n=number, g=gender)

The no morph row in Table 4 shows, that
using no morphological information at all de-
creases parser performance. When only case val-
ues are annotated, the parser performance does
not change much in comparison to the retagged
model, so there is no benefit here. Adding num-
ber features on the other hand improves parsing
results significantly. This seems to support our in-
tuition that number helps in disambiguating case
values. However, adding gender information does
not further increase this effect but hurts parser per-
formance even more than case annotation alone.
This leaves us with a puzzle here. Annotating case
and number helps the parser, but case alone or
having case, number and gender together affects
performance negatively. A possible explanation
might be that the effect of the gender information
is masked by the increased number of feature val-
ues (24) which confuses the parsing algorithm.

7 Parser Stacking

Nivre and McDonald (2008) show how two dif-
ferent approaches to data-driven dependency pars-

6Person would be another syntactically relevant informa-
tion. However, since we are dealing with a newspaper cor-
pus, first and second person features appear very rarely.
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ing, the graph-based and transition-based ap-
proaches, may be combined and subsequently
learn to complement each other to achieve im-
proved parsing results for different languages.

MaltParser (Nivre et al., 2006) is a language-
independent system for data-driven dependency
parsing which is freely available.7 It is based on a
deterministic parsing strategy in combination with
treebank-induced classifiers for predicting parsing
actions. MaltParser employs a rich feature repre-
sentation in order to guide parsing. For the train-
ing of the Malt parser model that we use in the
stacking experiments, we use learner and parser
settings identical to the ones optimized for Ger-
man in the CoNLL-X shared task (Nivre et al.,
2006). Furthermore, we employ the technique
of pseudo-projective parsing described in Nilsson
and Nivre (2005) and a split prediction strategy for
predicting parse transitions and arc labels (Nivre
and Hall, 2008).8 In order to obtain automatic
parses for the whole data set, we perform a 10-
fold split. For the parser stacking, we follow the
approach of Nivre and McDonald (2008), using
MaltParser as a guide for the MST parser with the
hash kernel, i.e., providing the arcs and labels as-
signed by MaltParser as features. Table 5 shows
the scores we obtain by parser stacking. Although
our version of MaltParser does not quite have the
same performance as for instance the version of
Hall and Nivre (2008), its guidance leads to a
small improvement in the overall parsing results.

dev. set test set
LAS UAS LAS UAS

MaltParser 82.47 85.78 83.84 86.8
our parser 88.21 90.62 88.88 91.13
+stacking 88.42 90.77 89.28 91.40

Table 5: Stacked parser performance with guid-
ance by MaltParser

7http://maltparser.org
8The feature models make use of information about the

lexical form (FORM), the predicted PoS (PPOS) and the de-
pendency relation constructed thus far during parsing (DEP).
In addition, we make use of the predicted values for other
morphological features (PFEATS). We employ the arc-eager
algorithm (Nivre, 2003) in combination with SVM learners,
using LIBSVM with a polynomial kernel.

8 Relabeling

In the relabeling step, we pursue the idea that
some erroneous parser decisions concerning the
distribution of certain labels might be detected and
repaired in post-processing. In German and in
most other languages, there are syntactic restric-
tions on the number of subjects and objects that
a verb might select. The parser will learn this be-
havior during training. However, since it is using a
statistical model with a limited context, it can still
happen that two or more of the same grammati-
cal functions are annotated for the same verb. But
having two subjects annotated for a single verb
makes this particular clause uninterpretable for
subsequently applied tasks. Therefore, we would
like to detect those doubly annotated grammatical
functions and correct them in a controlled way.

The detection algorithm is simple: Running
over the words of the output parse, we check for
every word whether it has two or more daughters
annotated with the same grammatical function and
if we find one, we relabel all of its daughters.9 For
the relabeling, we applied a dependency-version
of the function labeler described in Seeker et al.
(2010) which uses a maximum entropy classifier
that is restrained by a number of hard constraints
implemented as an Integer Linear Program. These
constraints model the aforementioned selectional
restrictions on the number of certain types of ver-
bal arguments. Since these are hard constraints,
the labeler is not able to annotate more than one
of those grammatical functions per verb. If we
count the number of sentences that contain doubly
annotated grammatical functions in the best pars-
ing results from the previous section, we get 189
for the development set and 153 for the test set.
About two thirds of the doubly annotated func-
tions are subjects and the biggest part of the re-
maining third are accusative objects which are the
most common arguments of German verbs.

Table 6 shows the final results after relabeling
the output of the best performing parser config-
uration from the previous section. The improve-
ments on the overall scores are quite small, which

9The grammatical functions we are looking for are SB
(subject), OA (accusative object), DA (dative), OG (genitive
object), OP (prepositional object), OC (clausal object), PD
(predicate) and OA2 (second accusative object).
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dev. set test set
LAS UAS LAS UAS

stacking 88.42 90.77 89.28 91.40
+relabeling 88.48 90.77 89.40 91.40

Table 6: Parse quality after relabeling

is partly due to the fact that the relabeling affects
only a small subset of all labels used in the data.
Furthermore, the relabeling only takes place if a
doubly annotated function is detected; and even
if the relabeling is applied we have no guarantee
that the labeler will assign the labels correctly (al-
though we are guaranteed to not get double func-
tions). Table 7 shows the differences in precision
and recall for the grammatical functions between
the original and the relabeled test set. As one can
see, scores stay mostly the same except for SB,
OA and DA. For OA, scores improve both in recall
and precision. For DA, we trade a small decrease
in precision for a huge improvement in recall and
vice versa for SB, but on a much smaller scale.
Generally spoken, relabeling is a local repair strat-
egy that does not have so much effect on the over-
all score but can help to get some important labels
correct even if the parser made the wrong deci-
sion. Note that the relabeler can only repair incor-
rect label decisions, it cannot help with wrongly
attached words.

original relabeled
rec prec rec prec

DA 64.2 83.2 74.7 79.6
OA 88.9 85.8 90.7 88.2
OA2 0.0 NaN 0.0 NaN
OC 95.2 93.5 95.1 93.7
OG 33.3 66.7 66.7 80.0
OP 54.2 80.8 54.2 79.9
PD 77.1 76.8 77.1 76.8
SB 91.0 90.6 90.7 93.7

Table 7: Improvements on grammatical functions
in the relabeled test set

9 Conclusion

We presented a sequence of modifications to a
data-driven dependency parser of German, depart-
ing from a state-of-the-art set-up in an imple-
mentation that allows for fast and robust train-
ing and application. Our pilot study tested what
can be achieved in a few weeks if the data-driven
technique is combined with a linguistically in-

formed approach, i.e., testing hypotheses of what
should be particularly effective in a very targeted
way. Most modifications were relatively small,
addressing very different dimensions in the sys-
tem, such as the handling of features in the Ma-
chine Learning, the quality and combination of
automatically assigned features and the ability to
take into account global constraints, as well as the
combination of different parsing strategies. Over-
all, labeled accuracy on a standard test set (from
the CoNLL 2009 shared task), ignoring gold stan-
dard part-of-speech tags, increased significantly
from 87.64% (baseline parser without hash ker-
nel) to 89.40%.10 We take this to indicate that a
targeted and informed approach like the one we
tested can have surprising effects even for a lan-
guage that has received relatively intense consid-
eration in the parsing literature.
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Hinrichs, Erhard, Sandra Kübler, Karin Naumann, Heike
Telljohann, and Julia Trushkina. 2004. Recent develop-
ments in linguistic annotations of the tüba-d/z treebank.
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Abstract

Retrieval evaluation without relevance 
judgments is a hard but also very mean-
ingful work. In this paper, we use clus-
tering technique to improve the per-
formance of judgment free retrieval 
evaluation. By using one system to rep-
resent all the systems that are similar to 
it, we can largely reduce the negative ef-
fect of similar retrieval results in Re-
trieval evaluation. Experimental results 
demonstrated that our method outper-
formed all the previous judgment free 
evaluation methods significantly. Its 
overall average performance outper-
formed the best previous result by 
20.5%. Besides, our work is a general 
framework that can be applied to any 
other judgment free evaluation method 
for performance improvement. 

1 Introduction 

Generally, to compare the effectiveness of in-
formation retrieval systems, we need to prepare 
a test collection composed of a set of documents, 
a set of query topics, and a set of relevance 
judgments indicating which documents are rele-
vant to which topics. Among these requirements, 
relevance judgment is the most human resource 
exhausting and time consuming part. It even 
becomes infeasible when the test collection is 

extremely large. To address this problem, the 
TREC conferences used a pooling technology 
(Voorhees and Harman, 1999), where the top n
(e.g., n=100) documents retrieved by each par-
ticipating system are collected into a pool and 
then only the documents in the pool are judged 
for system comparison. Zobel (1998) has shown 
that this pooling method leads to reliable results 
in term of determining the effectiveness of re-
trieval systems and their relative rankings. Yet, 
the relevance determination process is still very 
resource intensive especially when the test col-
lection reaches or exceeds terabyte, or much 
more queries are included. More seriously, 
when we change to a new document collection, 
we have to redo the entire evaluation process.  

There are two possible solutions to the prob-
lem above, evaluation with incomplete rele-
vance judgments and evaluation without rele-
vance judgments. The former is well studied.  
Many well designed ranking methods with in-
complete judgments were carried out. Two of 
them, Minimal Test Collection (MTC) method 
(Carterette et al., 2006) and Statistical evalua-
tion (statMAP) method (Aslam et al., 2006), 
even got practical application in the Million 
Query (1MQ) track in TREC 2007 (Allan et al.,
2007), and achieved satisfactory evaluation per-
formance. The latter is comparatively less stud-
ied. Only a few papers concentrate on the issue 
of evaluating retrieval systems without rele-
vance judgments. In Section 2 of this paper, we 
will briefly review some representative methods. 
We will see what they are and how they work.  
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In this paper, we focus our effort on the re-
trieval evaluation without relevance judgments. 
Although ‘blind’ evaluation is really a hard 
problem and its evaluation performance is far 
less than that of methods with incomplete 
judgments, it is undeniable that non-judgment 
evaluation has its own advantages. In some 
cases, relevance judgments are non-attainable. 
For example, when researchers compare their 
novel retrieval algorithms to existing methods, 
or search for optimal parameters of their algo-
rithms, or conduct data fusion in a dynamic en-
vironment, relevance judgment usually seems 
impossible. Besides, to construct a good evalua-
tion method without relevance judgments, re-
searchers need to mine the retrieval results thor-
oughly, and try to find laws that indicate the 
correlation between the effectiveness of a sys-
tem and features of its retrieval result. These 
laws are not only useful for ‘blind’ evaluation 
methods but also valuable for evaluation meth-
ods with incomplete judgments. 

One of the useful laws for ‘blind’ evaluation 
methods is Authority Effect (Spoerri, 2005). Yet 
it always ruined by multiple similar results. 

In this work, we use clustering technique to 
solve this problem. By selecting one system to 
represent all the systems that are similar to it, 
we can largely reduce the negative effect of 
similar retrieval results. Details of this method 
will be presented Section 3. Experimental re-
sults, which are reported in Section 4, also veri-
fied that our idea is feasible and effective. Our 
method outperformed all the previous judgment 
free evaluation methods on every test bed.  The 
overall average performance outperformed the 
best previous result by 20.5%. Finally, we con-
clude our work in Section 5. 

2 Related Work 

In 2001, Soboroff et al. (2001) firstly proposed 
the concept of evaluating retrieval systems in 
the absence of relevance judgments. They 
generated a set of pseudo-relevance judgments 
by randomly selecting and declaring some 
documents from the pool of top 100 documents 
as relevant. This set of pseudo-relevance 
judgments (instead of a set of human relevance 
judgments) was then used to determine the 
effectiveness of the retrieval systems. Four 
versions of this random pseudo-relevance 

method were designed and tested on data from 
the ad hoc track in TREC 3, 5, 6, 7 and 8. They 
were simple random pseudo-relevance method, 
the variant with duplicate documents, the 
variant with Shallow pools and the variant with 
Exact-fraction sampling. All their resulting 
system assessments and rankings were well 
correlated with actual TREC rankings, and the 
variant with duplicate documents in pools got 
the best performance, with an average Kendall’s 
tau value 0.50 over the data of TREC 3, 5, 6, 7 
and 8. 

Soboroff et al.’s idea came from two results 
in retrieval evaluation. One is that incomplete 
judgments do not harm evaluation results 
greatly. Zobel’s (1998) research had showed 
that the results obtained using pooling technol-
ogy were quite reliable given a pool depth of 
100. He also found that even though the pool 
depth was limited to 10, the relative perform-
ance among systems changed little, although 
actual precision scores did change for some sys-
tems. The other is that partially incorrect rele-
vance judgments do not harm evaluation results 
greatly. Voorhees (1998) ascertained that de-
spite a low average overlap between assessment 
sets, and wide variation in overlap among par-
ticular topics, the relative rankings of systems 
remained largely unchanged across the different 
sets of relevance judgments. These two points 
are bases of Soboroff et al.’s random pseudo-
relevance method, and give explanation to the 
result that their rankings were positively related 
to that of the actual TRECs. As a matter of fact, 
the two points are bases of all the retrieval 
evaluation methods without or with incomplete 
relevance judgments. 

Aslam and Savell (2003) devised a method to 
measure the relative retrieval effectiveness of 
systems through system similarity computation. 
In their work, the similarity between two re-
trieval systems was the ratio of the number of 
documents in their intersection and union. Each 
system was scored by the average similarity 
between it and all other systems. This measure-
ment produced results that were highly corre-
lated with the random pseudo-relevance method. 
Aslam and Savell hypothesized that this was 
caused by ‘tyranny of the masses’ effect, and 
these two related methods were assessing the 
systems based on ‘popularity’ instead of ‘per-
formance’. The analysis by Spoerri (2005) sug-
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gested that the ‘popularity’ effect was caused by 
considering all the runs submitted by a retrieval 
system, instead of only selecting one run per 
system. Our later experimental results will show 
that this point of view is partially correct. The 
‘popularity’ effect could not be avoided com-
pletely by only selecting one run per system. 
This is indeed a hard problem for all the evalua-
tion methods without relevance judgments. 

Wu and Crestani (2003) developed multiple 
‘reference count’ based methods to rank re-
trieval systems. They made the distinction be-
tween an ‘original’ document and its duplicates 
in all other lists, called the ‘reference’ docu-
ments, when computing a document’s score. A 
system’s score is the (weighted) sum of the 
scores of its ‘original’ documents. Several ver-
sions of reference count method were carried 
out and tested. The basic method (Basic) scored 
each ‘original’ document by the number of its 
‘reference’ documents. The first variant (V1) 
assigned different weights to ‘reference’ docu-
ments based on their ranking positions. The 
second variant (V2) assigned different weights 
to the ‘original’ document based on its ranking 
position. The third variant (V3) assigned differ-
ent weights to both the ‘original’ documents and 
the ‘reference’ documents based on their rank-
ing positions. The fourth variant (V4) was simi-
lar to V3, except that it normalized the weights 
to ‘reference’ documents. Wu and Crestani’s 
method output similar evaluation performance 
to that of the random pseudo-relevance method. 
Their work also showed that the similarity be-
tween the multiple runs submitted by the same 
retrieval system affected the ranking process. If 
only one run was selected for any of the partici-
pant system for any query, for 3-9 systems, V3 
outperformed random pseudo-relevance method 
by 45.6%; for 10-15 systems, random pseudo-
relevance method outperformed V3 by 6.5%. 

Nuray and Can (2006) introduced a method 
to rank retrieval systems automatically using 
data fusion. Their method consists of two parts. 
One is selecting systems for data fusion, and the 
other is selecting documents as pseudo relevant 
documents as the fusion result. In the former 
part, they hypothesized that systems returning 
documents different from the majority could 
provide better discrimination among the docu-
ments and systems. In return, this could lead to 
a more accurate pseudo relevant documents and 

more accurate rankings. To find proper systems, 
they introduced the ‘bias’ concept for system 
selection. In their work, bias was 1 minus the 
similarity between a system and the majority, 
where the similarity is a normalized dot product 
of two vectors. In the latter part, Nuray and Can 
tested three criterions, namely Rank position, 
Borda count and Condorcet. Experimental re-
sults on data from TREC 3, 5, 6 and 7 showed 
that bias plus Condorcet got the best evaluation 
results and it outperformed the reference count 
method and random pseudo relevance method 
greatly. 

More recently, Spoerri (2007) proposed a 
method using the structure of overlap between 
search results to rank retrieval systems. This 
method provides us a new view on how to rank 
retrieval systems without relevance judgments. 
He used local statistics of retrieval results as 
indicators of relative effectiveness of retrieval 
systems. Concretely, if there are N systems to be 
ranked, N groups are constructed randomly with 
the constraint that each group contains five sys-
tems and each system will appear in five groups; 
then the percentages of a system’s documents 
not found by other systems (Single%) as well as 
the difference between the percentages of docu-
ments found by a single system and all five sys-
tems (Single%-AllFive%) are calculated as in-
dicators of relative effectiveness respectively. 
Spoerri found that these two local statistics were 
highly and negatively correlated with the mean 
average precision and precision at 1000 scores 
of the systems. By utilizing the two statistics to 
rank systems from subsets of TREC 3, 6, 7 and 
8, Spoerri obtained appealing evaluation results. 
The overlap structure of the top 50 documents 
were sufficient to rank retrieval systems and 
produced the best results, which outperformed 
previous attempts to rank retrieval systems 
without relevance judgments significantly. 

So far, we have reviewed 5 representatives of 
non-judgment evaluation methods. All these 
methods faced the same serious problem: simi-
lar runs harmed the effectiveness of ranking 
process. Different methods handled this prob-
lem differently. Aslam and Savell (2003) called 
this the ‘tyranny of the masses’ and provided no 
solution. Wu and Crestani (2003) addressed this 
problem by selecting only one run for any of the 
participant system for any query. Nuray and 
Can (2006) selected systems that were less simi-
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lar to the majority for data fusion. Spoerri (2007) 
performed his method on a selected subset of all 
the systems. All these treatments led to evalua-
tion performance improvement. Yet we will say 
it could be improved more. In the next section, 
we will present a new solution to this problem. 
Its performance is examined in Section 4. 

3 Using Clustering to Improve Re-
trieval Evaluation without Relevance 
Judgments

3.1 Problem

As we reviewed in Section 2, previous research 
had shown that incomplete relevance judgments 
and partially incorrect relevance judgments do 
not harm retrieval evaluation greatly. This is 
why pooling technique can lead to reliable 
retrieval evaluation results. It is also the 
theoretical foundation of evaluation without 
relevance judgments.

Besides, non-judgments methods armed with 
more laws inside retrieval results. These laws 
indicate the correlation between retrieval effec-
tiveness of a system and features in its retrieval 
results. One of the most important laws used in 
non-judgments evaluation is Authority Effect 
(Spoerri, 2005): document, which is retrieval by 
more systems, is more likely being relevant. 
Unfortunately, similar retrieval results ruined 
this law. Aslam and Savell (2003) called this the 
‘tyranny of the masses’. So, how to alleviate the 
negative effect of similar retrieval results is a 
big issue in non-judgments evaluation.  

3.2 Solution

Generally, our solution to the ‘tyranny of the 
masses’ is removing similar systems by cluster-
ing. The whole process is as follows: 

Firstly, all systems to be evaluated are clus-
tered into several subsets. 

Secondly, for each subset, one system is se-
lected as a representative. 

Thirdly, all the information used for system 
evaluation comes from these representatives. 

Finally, score every system according to the 
information collected in the previous step.

This is the general framework of our method-
ology. Notice that, in the third step, only se-
lected systems contribute to the information 
required for system evaluation. So we can elimi-

nate the negative effect caused by similar re-
trieval results. 

This solution can be applied to any method of 
retrieval evaluation without relevance judg-
ments. To illustrate how to apply it to a retrieval 
evaluation method, we will describe using clus-
tering to improve Average System Similarity, 
which is proposed by Aslam and Savell (2003), 
in detail as an example. 

3.3 Average System Similarity Based on 
Clustering

In Aslam and Savell’s (2003) method, each sys-
tem is evaluated based on a criterion named Av-
erage System Similarity. The average system 
similarity of a given system S0 is calculated ac-
cording to formula (1). 

0
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)(AvgSysSim

0
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SSSysSim

n

S
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where n is the number of systems to be evalu-
ated, and similarity between two systems S and 
S0, SysSim(S, S0), is calculated based on for-
mula (2). 
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where Reti indicates the set of documents re-
turned by System i (i = 1, 2). 

When applying clustering technique to the 
system similarity method, we need to define an 
equivalence relation first. 

Definition 1 (System Equivalence): Suppose 
that all systems are clustered into m clusters 
namely C1, C2, …, Cm. Two systems S1 and S2
are equivalent if and only if there exists k (1 k

m) so that S1 Ck and S2 Ck.
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Given the definition of System Equivalence, 
we get the average system similarity based on 
clustering as follows: 
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where m is the number of clusters and R is the 
representative system of a cluster. 
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Replacing formula (1) with formula (4), we 
get the retrieval evaluation method Average 
System Similarity Based on Clustering, shortly 
ASSBC.

There are two important issues for ASSBC 
that need to be addressed. Issue 1: How to select 
representative system from a cluster? Issue 2: 
How to decide the number of clusters we need? 

Before we address Issue 1, we introduce an-
other definition, Cluster Similarity. 

Definition 2 (Cluster Similarity): for any 
given two clusters C1 and C2, with their respec-
tive representative systems S1 and S2, the cluster 
similarity between C1 and C2 is the system simi-
larity between S1 and S2.

),(SysSim),(ClusterSim 2121 SSCC (5)
Now we come to selecting representative sys-

tems for clusters. Here, we utilize a hierarchical 
bottom up clustering technique. The entire clus-
tering process is as follows. 

Initially, each system forms a cluster.
Loop Until the number of clusters is m 

Two most similar clusters merge, and 
one of their representatives with higher 
average system similarity survives as 
the representative of the new cluster. 

End Loop. 

In the initial step, since every cluster contains 
only one system, the representative system is 
unquestionable. Within each loop, two represen-
tative systems of the old clusters are candidates 
of the new cluster, and the one with higher score, 
which means higher retrieval performance, be-
comes the representative of the new cluster. 

For Issue 2, technically, how to decide the 
number of clusters is always a problem for clus-
tering. Yet, we do not have to rush in the deci-
sion. Let us examine the evaluation perform-
ance on different values of m first. 

4 Experiments 

In this section, we will illustrate the evaluation 
performance of Average System Similarity 
Based on Clustering vs. different values of m.
Before we come to the experimental results, we 
would like to make some details clear first. 

4.1 Some Clarification 

4.1.1 Dataset

We perform our experiments on the ad hoc tasks 
of TREC-3, -5, -6 and -7. Most existing works 
on retrieval evaluation without judgments are 
tested on these tasks. To make a direct compari-
son with these work mentioned in Section 2 
later, we also choose these tasks as our test bed. 

4.1.2 Performance Measurement 

One of the measures of retrieval effectiveness 
used by TREC is mean non-interpolated average 
precision (MAP). Since average precision is 
based on much more information than other ef-
fectiveness measures such as R-precision or 
P(10) and known to be a more powerful and 
more stable effectiveness measure (Buckley and 
Voorhees, 2000), we utilize MAP as the effec-
tive measurement of retrieval systems in our 
experiments. 

The correlation of the ranking with our pro-
posed methods, as well as other methods, to the 
TREC official rankings is measured using the 
Spearman’s rank correlation coefficient. One 
reason is that it suits better for evaluating corre-
lation between ratio sequences, e.g. MAP, than 
Kendall’s tau. The other reason is that we can 
directly compare our results with those of pre-
vious attempts reviewed in Section 2, since 
most of them provided Spearman’s rank correla-
tion coefficient results. 

4.1.3 Substitute for Number of Clusters 

TREC Runs 
3 40 
5 61 
6 74 
7 103 

Table 1. Number of TREC runs 

As we know, the number of systems (runs) var-
ies in different TREC dataset (see Table 1 for 
details). Instead of examining the evaluation 
performance variation when absolute number of 
clusters m changes, we illustrate the evaluation 
performance vs. the percentage of m. Actually, 
for the sake of convenience, we will plot the 
correlation of our method to the TREC official 
rankings vs. the percentage of systems removed 
from the representative group in the following 
subsection.
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4.2 Experimental results 

Figure 1-4 show the plots of the correlation 
of our method to the TREC official rankings vs. 
the percentage of systems removed from the 
representative group on TREC-3, -5, -6 and -7 
respectively. The percentage of systems re-
moved goes from 0 to 85%, where 0 means no 
system removed and represents the original Av-
erage System Similarity method, and 85% is an 
up bound in our experiments. The horizontal 
line indicates the original performance. The 
tagged number on the curve says when the per-
formance curve reaches its peak and the peak 
value.

Figure 1. Spearman Coefficient of ASSBC vs. different 
percentage of removed systems on TREC -3. 

In Figure 1, the Spearman coefficients of 
ASSBC vs. different percentage of removed 
systems on TREC-3 are presented. Except for 
the beginning, almost all the points are above 
the horizontal line. The curve reaches its top at 
65%-67%, where the Spearman coefficient is 
0.8929. 

Figure 2. Spearman Coefficient of ASSBC vs. different 
percentage of removed systems on TREC -5. 

Figure 2 depicts the evaluation performance 
on TREC-5. From 0 to 63%, the performance 
curve fluctuates around the horizontal line. This 
means deficient clustering does not bring sub-
stantial performance variation. After 63%, the 

curve begins to rise and reaches its peak at 78%, 
where the performance is 0.8691. Then it drops 
dramatically as more systems removed from the 
representative group. 

The situation on TREC-6 is plotted in Figure 
3. In this case, the curve rises gently in the in-
terval between 0 and 70% except for some fluc-
tuation. After 70%, the curve starts to climb and 
reaches the peak at 75% with the peak value of 
0.8576. It remains high performance until 80%, 
and then decline quickly. 

Figure 3. Spearman Coefficient of ASSBC vs. different 
percentage of removed systems on TREC -6. 

Figure 4 presents the evaluation performance 
on TREC-7. The trend in this figure is pretty 
much like that in Figure 2. The curve fluctuates 
first, and then climbs the hill, where the peak 
value is 0.6557 and 75% systems are removed. 
The only difference is in this figure the curve is 
gentler. This means on TREC-7 ASSBC does 
not obtain as much improvement as on TREC-5. 

Figure 4. Spearman Coefficient of ASSBC vs. different 
percentage of removed systems on TREC -7. 

According Figure1-4, we can say that cluster-
ing systems does bring us evaluation perform-
ance improvement. Generally, obvious im-
provement occurs in the interval between 65% 
and 80%. TREC-3 is an exception. The curve on 
TREC-3 reaches its peak at 65%. Notice that in 
TREC-3 there are only 40 systems (runs), and 
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65% indicates 26 systems removed and 14 sys-
tems left as representatives. Interestingly, for 
other TRECs, 78% (the biggest peak position) 
means at least 14 systems left as well. So, this 
can be interpreted as the minimum number of 
clusters.

To examine the general effect on evaluation 
performance of cluster number, we also plot the 
average performance of TREC -3, -5, -6 and -7 
vs. the percentage of systems removed from the 
representative group in Figure 5. With slight 
fluctuation, the average performance curve 
climbs stably, and reaches its peak 0.7754 at the 
position 78%. Then it drops dramatically.  

Figure 5. Average Spearman Coefficient of ASSBC vs. 
different percentage of removed systems on TREC -3, -
5, -6 and -7. 

To make the result more intuitive, we present 
a comparison of the performance of original 

Average System Similarity (ASS) and the best 
performance of Average System Similarity 
Based on Clustering (ASSBC) in Table 2. Ac-
cording to the table, we can see that clustering 
systems improve the evaluation performance 
significantly. 

 ASS ASSBC Improvement
Trec3 0.7086 0.8929 26.0% 
Trec5 0.5277 0.8691 64.7% 
Trec6 0.6300 0.8576 36.1% 
Trec7 0.5855 0.6557 12.0% 
Avg 0.6129 0.7754 26.5% 

Table 2. Spearman coefficients of original Average 
System Similarity (ASS) and the best performance of 
Average System Similarity Based on Clustering 
(ASSBC) on TREC -3, -5, -6, -7 and the over all aver-
age.

4.3 Comparison with All Previous At-
tempts

Meanwhile, we also provide a comparison 
among the ASSBC method and all the existing 
non-judgment evaluation methods mentioned in 
Section 2. The result is given in Table 3. 

 RS RC CB Single% ASS ASSBC optimal 
(78% Removed) 

Trec3 0.627  0.587  0.867  0.824  0.709  0.893 
Trec5 0.429  0.421  0.657*  0.563  0.528  0.869  
Trec6 0.436  0.384  0.717  0.618  0.630  0.854  
Trec7 0.411  0.382  0.453  0.550  0.585  0.631  
Avg 0.476  0.444  0.674  0.639  0.613  0.812 

Table 3. Spearman coefficients for best results from different evaluation methods 

In Table 3, RS represents the result of ran-
dom pseudo relevance method, where relevance 
ratio is set to 10% rather than the actual ratio in 
its original version; RC is the best result pro-
duced by reference count method; BC accounts 
for the best result of Bias plus Condorcet 
method, a data fusion based method. Results of 
these three methods are cited from Nuray and 
Can’s (2006) paper. For the number with a ‘*’ 
(BC on TREC 5), in their original paper, same 
result in different tables conflict, and we pick 

the higher value presenting in Table 3. Single% 
is the representative of Spoerri’s overlap struc-
ture based method. Different from its original 
version, the result in Table 3 is gained on all the 
systems opposite to on a selected subset, except 
that runs submitted by the same system are 
counted only once. ASS is short for Average 
System Similarity. ASSBC optimal is the best 
result of our method. Here we utilize both 78% 
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as the percentage of removed systems and 14 as 
the minimum number of clusters1. Clearly, our 
method outperforms all the previous attempts on 
every TREC.  The overall average performance 
outperforms the best previous result (from CB) 
by 20.5%. 

5 Conclusion

Retrieval evaluation without relevance judg-
ments is a hard problem. Meanwhile it is also an 
important problem that we can not avoid it in 
many research areas and applications.  

One of the main factors that depress the per-
formance of judgments free evaluation is: simi-
lar retrieval results ruined the Authority Effect, 
which is one of the important bases for all the 
judgment free evaluation methods. 

In this paper, we use clustering technique to 
address this problem. By using one system to 
represent all the systems that are similar to it, 
we can largely reduce the negative effect of 
similar retrieval results. Experimental results 
also verified our idea. Our method outperforms 
all the previous judgment free evaluation meth-
ods on every test bed.  The overall average per-
formance outperforms the best previous result 
by 20.5%. 

Besides, improving judgment free evaluation 
via clustering is more than just a method. It is a 
general framework that can be applied to any 
judgment free evaluation method. The Average 
System Similarity Based on Clustering method 
is an example. It works well means that the 
framework is feasible and successful. We will 
apply it to other judgment free evaluation meth-
ods in our future work. 
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Abstract

In this paper, we propose a method for
mediatory summarization, which is a
novel technique for facilitating users’
assessments of the credibility of infor-
mation on the Web. A mediatory sum-
mary is generated by extracting a pas-
sage from Web documents; this sum-
mary is generated on the basis of its
relevance to a given query, fairness,
and density of keywords, which are fea-
tures of the summaries constructed to
determine the credibility of informa-
tion on the Web. We demonstrate
the effectiveness of the generated me-
diatory summary in comparison with
the summaries of Web documents pro-
duced by Web search engines.

1 Introduction

Many pages on the Web contain incorrect or
unverifiable information. Therefore, there is a
growing demand for technologies that can en-
able us to obtain reliable information. How-
ever, it would be almost impossible to auto-
matically ascertain the accuracy of informa-
tion presented on the Web. Hence, the second-
best approach is the development of a sup-
porting method for judging the credibility of
information on the Web.

Presently, when we wish to judge the credi-
bility of information on the Web, we often read
some relevant Web documents retrieved via
Web search engines. However, Web search en-
gines do not provide any suggestions in cases
where the content of some documents conflicts
with the content of other documents. Further-
more, the retrieved documents are too many

to read and may not be ranked according to
the credibility of the information they provide.
In other words, information retrieval is not
sufficient to support users’ assessments of the
credibility of information, and therefore, ad-
ditional techniques are required for the same.

Several previous researches have been con-
ducted for developing such techniques. Juffin-
ger et al. (2009) ranked blogs in terms of
their concurrence with well-verified informa-
tion from sources such as a news corpus.
Miyazaki et al. (2009) devised a method for
extracting the description of the information
sender, namely, the person or organization
providing texts in Web pages. Ohshima et
al. (2009) proposed a method for reranking
Web pages according to users’ regionality,
which depends on two factors: uniformity and
proximity. While the abovementioned stud-
ies mainly facilitate users’ assessments of the
credibility of individual Web pages, the fol-
lowing studies deal with the issues of cred-
ibility of information in multiple documents
on the Web. Murakami et al. (2009) pro-
posed a method to analyze semantic rela-
tionships such as agreement, conflict, or ev-
idence between texts on the Web. Kawahara
et al. (2009) reported a method for present-
ing overviews of evaluative information such
as positive/negative opinions.

Although the above techniques facilitate
users’ assessments of credibility of information
on the Web, there is still room for methods
that support users’ judgment. For example,
when the truth of a statement1 “Diesel en-
gines are harmful to the environment” is to

1In this paper, a statement is defined as text such
as an opinion, evaluation, or objective fact.
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Figure 1: An example of the mediatory summary.

be verified, the following two contradictory
groups of Web documents are obtained: one
stating that “Diesel engines are harmful to
the environment” and the other stating that
“Diesel engines are not harmful to the envi-
ronment.” How does one resolve this conflict?
Are the contents of one group that contains
a less reasonable description wrong? On the
other hand, if contents of both these groups
are correct, then why do they appear to be
contradictory to each other? A display of
only the overview of statements in Web doc-
uments and the relationships between these
statements does not always provide sufficient
information to answer these questions.

In order to direct users to a reasonable in-
terpretation written by one author, Kaneko et
al. (2009) proposed the notion of a mediatory
summary for pseudo conflicts, which are rela-
tionships between statements that appear to
contradict each other at first glance but can
coexist under a certain situation. However,
Kaneko et al.did not describe any algorithms for
automatically generating the mediatory sum-
mary. Therefore, in this paper, we propose a
method for automatically generating the me-
diatory summary and demonstrate the effec-
tiveness of generated mediatory summaries.

The rest of this paper is organized as fol-
lows. In Section 2, we describe the concept
of a mediatory summary and the features re-
quired for automatically generating it. In Sec-
tion 3, we describe an algorithm for generation
of the mediatory summary. In Section 4, we
present experimental results to demonstrate
the effectiveness of the generated mediatory
summary. Section 5 provides the conclusion.

2 Mediatory Summary

The generation of the mediatory summary is
a type of informative summarization based on
passage extraction. Figure 1 shows an exam-
ple of the ideal mediatory summary for the
query “Are diesel engines harmful to the en-
vironment?” The text in boxes with thick
lines is extracted from Web documents, and
the italicized text is generated through tem-
plates. The user is shown both positive and
negative responses to the query and appropri-
ately guided on how to interpret them. One
of the most difficult issues in the automated
generation of the mediatory summary is the
extraction of the most suitable passage that is
used for interpretation.2

2Owing to space limitations, we have omitted the
discussion on generation through templetes.
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Nakano et al. (2010) constructed a text
summarization corpus for determining the
credibility of information on the Web. Their
corpus contains six query statements, the Web
document collections retrieved for each query,
and 24 summaries made by four persons per
query. We analyzed these summaries from the
viewpoint of mediatory summary generation
and observed that mediatory summaries usu-
ally display the following three features.

The first feature is the high relevance to a
given query. We can approximately determine
whether the text displays this feature by ex-
amining whether or not it contains content
words in the query such as “diesel,” as in Fig-
ure 1. The second feature is fairness, or in
other words, evenly describing both positive
and negative opinions. We can approximately
determine whether the text displays this fea-
ture by examining whether or not it contains
words for both opinions and having different,
typically opposite meanings such as “lot” and
“less,” as in Figure 1. It should be noted that
words with opposite meanings are not lim-
ited to antonyms. In the case of the query
“Are diesel engines harmful to the environ-
ment?,” “carbon dioxide” and “smog-forming
pollutants” should be also regarded as words
with opposite meanings. The third feature is
the high density of words of the above two
types in a text. In addition to appropriateness
of a text with high density as a summary, such
a text is likely to be a text contrasting both
sides of contents.

3 Proposed Method

3.1 Outline

We propose a method for generating media-
tory summaries by extracting passages that
display the features described in the previous
section. First, we define the content words
related to the topic of a query as topic key-
words.3 Next, we define the content words cor-

3Although topic words are not restricted to words
in the given query, we use only the words in the given
query as topic words in this paper. Inclusion of words
other than those in the given query is a topic for future
research.
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Figure 2: Outline of the proposed method.

responding to the positive and negative opin-
ions as positive keywords and negative key-
words, respectively. Although topic keywords
appear in the given query, positive/negative
keywords hardly appear in the given query.
Therefore, positive/negative keywords have to
be extracted from other text.

Figure 2 shows the outline of the proposed
method. First, in order to find contents op-
posed to a given query, inverse queries are
generated. We define an inverse query as a
query generated by replacing a word in the
given query with its antonym. Next, the given
query and the inverse queries are used to re-
tain three sets of Web documents, which are
likely to contain more positive keywords, neg-
ative keywords, and neither. The topic, posi-
tive, and negative keywords are then extracted
from these sets. Finally, the extracted key-
words are used to extract passages from the
three sets of Web documents; these passages
are ranked in order of the score described in
Section 3.5 as a mediatory summary.
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3.2 Inverse Query Generation

Inverse queries are generated by simply re-
placing a word in the given query with an
antonym of the word using a dictionary for
antonyms. For example, if the query is “Is
safety of LASIK operation high?,” and if
“risk” and “low” are input into the dictionary
as antonyms of “safety” and “high,” respec-
tively, then the two generated inverse queries
are “Is risk of LASIK operation high?” and
“Is safety of LASIK operation low?” Positive
keywords are words in the given query that
are to be replaced with their opposite words
in the inverse queries. On the other hand,
the newly introduced opposite words in the
inverse queries are regarded as negative key-
words. In the above example, “safety” and
“high” are positive keywords, whereas “risk”
and “low” are negative ones. If there is no re-
placeable word, the inverse query is not gen-
erated.

3.3 Web Document Retrieval

Using a given query and the corresponding
inverse queries, Web documents are retrieved
via TSUBAKI (Shinzato et al., 2008); TSUB-
AKI is an open-search engine with aninfras-
tructure based on deep Japanese natural lan-
guage processing, and it can accept a natural-
language sentence as a query. The number of
documents retrieved per query is tentatively
set to 100 in our experiment described in Sec-
tion 4.

The retrieved documents are classified into
the following three document sets: one con-
taining documents retrieved by the given
query but not retrieved by the inverse queries,
one containing documents retrieved by the in-
verse queries but not retrieved by the given
query, and one containing documents re-
trieved by both the given query and the in-
verse queries. These three document sets are
termed Dquery, Dinverse, and Dboth, respec-
tively. Words appearing frequently in Dquery

are likely to be positive keywords, and those
appearing frequently in Dinverse, negative key-
words.

TSUBAKI has an optional function for au-

Table 1: An example of extracted keywords.

rank rank rank

word tf POS NEG polarity

LASIK 1 1 1 other

operation 2 2 2 other

eyesight 3 3 3 other

examination 19 13 60 positive

glasses 47 58 75 other

blindness 61 5,045 20 negative

effect 66 72 111 positive

complications 77 206 58 negative

tomatically expanding a submitted query by
including the negative form of the main verb
in the query. For example, if “Is safety of
LASIK operation high?” is the submitted
query, then the expanded query is “Is safety of
LASIK operation not high?” The documents
retrieved for the expanded query derived from
the given query are regarded as documents
retrieved for inverse queries. Similarly, the
documents retrieved for the expanded query
derived from the inverse queries are regarded
as documents retrieved for the given query.
Hence, even if there is no inverse query, pos-
sibly conflicting documents can be retrieved.

3.4 Keyword Extraction

Positive and negative keywords are extracted
from the retrieved Web documents as follows.
First, the positive score scPOS(w) and nega-
tive score scNEG(w) of a word w are calculated
by Equations (1) and (2), respectively:

scPOS(w) =
df(w,Dquery) · tf (w)

df(w,Dinverse) + 1
(1)

scNEG(w) =
df(w,Dinverse) · tf (w)

df(w,Dquery) + 1
(2)

where tf (w) is the frequency of w in all re-
trieved documents, and df(w,D) is the num-
ber of documents containing w in D. The
scPOS(w) is higher and scNEG(w) is lower if
the word w appears more frequently in the
documents retrieved by the given query and
less frequently in the documents retrieved by
the inverse queries. The frequency tf (w) is
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used to express these scores in order to con-
sider the global importance of w in the entire
retrieved document set.

Because words such as “LASIK” in the
query “Is safety of LASIK operation high?”
have high scores in terms of both scPOS(w)
and scNEG(w), such words should not be ex-
tracted as positive or negative keywords. Be-
cause the number of documents in Dquery

is different from that in Dinverse, scPOS(w)
cannot be directly compared with scNEG(w).
Hence, scPOS(w) and scNEG(w) are nor-
malized, and rankPOS(w) and rankNEG(w)
are compared. The ranking functions
rankPOS(w) and rankNEG(w) are defined as
the nth place ranks when all words are ranked
in the descending order of scPOS(w) and
scNEG(w), respectively. We consider the top
Crank words on the tf () ranking as candi-
dates for possible keywords. If rankPOS(w)−
rankNEG(w) or rankNEG(w)−rankPOS(w) is
greater than Cdif , then we regard w as a pos-
itive or negative keyword, respectively. Ta-
ble 1 shows an example of the extracted key-
words when the given query is “Is safety of
LASIK operation high?” In this paper, Crank

and Cdif are tentatively set to 100 and 20, re-
spectively, in a preliminary experiment using
several queries except the ones described in
Section 4.4 Finally, the positive/negative key-
words, mentioned in Section 3.2, are respec-
tively added to the positive/negative keyword
sets described above.

The topic keywords are the words in the
given query excluding the positive/negative
keywords.

3.5 Passage Extraction

Passages suitable for a mediatory summary
are extracted through the following four
stages.

For all sentences in the document sets de-
scribed in Section 3.3, the first stage involves
the recognition of sentences that are useless
for mediatory summary. We regard insuffi-

4The parameters used in this paper are set tenta-
tively. Determining the optimal parameters is a topic
for future research.

cient or incomplete sentences as useless sen-
tences. We simply consider a sentence to
be sufficient when the sentence has, at least,
one verb phrase and one noun phrase and
when the sentence contains more than two
verb/noun phrases. We simply consider a sen-
tence to be insufficient if it is not a sufficient
sentence. When the expression “...,” which
indicates an omission, appears at the end of
a sentence, then we consider the sentence in-
complete. This recognition of sentences plays
an important role in the calculation of scores
in subsequent stages.

The second stage involves the calculation
of the score of each sentence. When KW is
defined as a set of all the topic, positive, and
negative keywords, the basic score scBAS(s) of
sentence s is calculated by Equation (3).

scBAS(s) =

∑
w∈KW appear(w, s)

|KW | (3)

where appear(w, s) is a function whose value
is 1 if w appears in s and 0 otherwise. If s
contains many different keywords, scBAS(s)
acquires a high value. If s is recognized as
a useless sentence, then scBAS(s) is multi-
plied by Cuseless as a penalty. In this pa-
per, Cuseless is tentatively set to 0.5 in the
case of ungrammatical sentences and 0 in the
case that the end of the sentences is omitted.
When the score of a sentence is calculated,
the fairness described in Section 2 is deter-
mined in the following manner. If s contains
positive/negative keywords besides topic key-
words, the scBAS(s) is multiplied by Cbasic.
The negative form of positive/negative key-
words is considered, and Cbasic is tentatively
set to two if either a positive or negative ex-
pression appears in s and to three if both pos-
itive and negative expressions appear in s.

The third stage involves the application of
a smoothing method to raw scores of a sen-
tence in order to suppress over-fragmentation
of passages. As given in Equation (4), the
smoothed score scSMO(si) for the ith sentence
si in a document is calculated using the Hann
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function, whose window length is L.

scSMO(si) =

L
2∑

j=− L
2

(scBAS(si+j) · hf(j)) (4)

hf(k) = 0.5 + 0.5 cos 2π
k

L
(5)

The value of L is tentatively set as 5 in
this study. Insufficient sentences may con-
vey useful information to readers when they
are embedded in an appropriate context. On
the other hand, incomplete sentences do not.
Therefore, scSMO(s) of such omitted sen-
tences is set as 0 even after smoothing. If all
types of keywords appear in the Hann win-
dow, then scSMO(s) is multiplied by Csmooth

because a passage containing s is likely to be
a part of a mediatory summary. The value of
Csmooth is tentatively set as 2 in this study.

The fourth stage involves the extraction and
ranking of passages. Every series of sentences
with scSMO(s) greater than 1

N of the maxi-
mum score in the document is extracted as
a passage. N is tentatively set as 3. The
score scPAS(p) of passage p is the highest score
scSMO(s) of sentence s in the passage. If all
types of keywords appear in p, the scPAS(p)
is multiplied by Cpassage, as in the third stage.
Note that the length of the extracted passages
is not set to L sentences and that passages
that contain sentences multiplied by Csmooth

are not always multiplied by Cpassage. Cpassage

is tentatively set as 3 in this study. Be-
cause of summarization, the passages whose
lengths are nearer to the ideal length Clength

are ranked higher. The final score scFIN(p) is
calculated by Equation (6).

scFIN(p) = exp (scPAS(p) − α · er(p)) (6)

er(p) = |Clength − nc(p)| (7)

where nc(p) is the number of characters in p,
and α is a coefficient. Clength and α are ten-
tatively set to 300 and 0.02, respectively.

4 Experiment

4.1 Conditions

Because the proposed method is the first
method for automated generation of media-

tory summary, there is no existing method to
directly compare our proposed method with.
Therefore, we compare the proposed method
with the following three methods. The first
method, KWtf , uses frequent words instead of
the three types of keywords described in Sec-
tion 3.4. The second method, LinTSU , uses an
existing summarization module for summariz-
ing the top documents in order of the score in
which TSUBAKI retrieves them. The third
method, LinscF IN , uses the same existing
summarization module for summarizing docu-
ments containing the top passages in order of
the score scFIN () described in Section 3.5. We
employ Lingua::JA::Summarize::Extract5 as a
summarization module, which extracts sen-
tences containing more characteristic words;
this extraction is based on the word frequency
and word bigram frequency in a given docu-
ment.

KWtf is compared with the proposed
method in order to investigate the effective-
ness of keywords in terms of polarity. One of
the functions of the proposed method is the
classification of the top Crank words on the
tf () ranking into positive keywords, negative
keywords, and others in order to determine
the fairness described in Section 2. KWtf is
simply based on frequent words and does not
classify them. In other words, all of the top
Crank words on the tf () ranking are used as
keywords without polarity. It should be noted
that no rewards can be obtained using Cbasic,
Csmooth, and Cpassage in the passage extrac-
tion described in Section 3.5, although penal-
ties can be obtained using Cuseless and Clength.

LinTSU is compared with the proposed
method in order to clarify the difference be-
tween the summarization by our method and
that by a method used for general purposes.
In other words, we investigate whether or not
the extraction of sentences containing more
characteristic words is sufficient for generat-
ing mediatory summaries.

LinscF IN is compared with the proposed
method in order to investigate the appropri-

5http://search.cpan.org/˜yappo/Lingua-JA-
Summarize-Extract-0.02/
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Table 2: Average precision of appropriateness of summaries generated by each query.

Top 3 Top 5 Top 10 Top 3 Top 5 Top 10

Are diesel engines harmful to the environment? Is safety of LASIK operation high?

Proposed 100.0% 60.0% 36.7% Proposed 33.3% 20.0% 20.0%

KWtf 0.0% 0.0% 0.0% KWtf 0.0% 0.0% 0.0%

LinTSU 66.7% 40.0% 26.7% LinTSU 33.3% 20.0% 30.0%

LinscF IN 0.0% 13.3% 16.7% LinscF IN 0.0% 0.0% 0.0%

Are whales endangered species? Does asbestos have toxics?

Proposed 55.6% 33.3% 30.0% Proposed 33.3% 40.0% 56.7%

KWtf 0.0% 0.0% 0.0% KWtf 33.3% 20.0% 30.0%

LinTSU 11.1% 20.0% 13.3% LinTSU 33.3% 20.0% 30.0%

LinscF IN 22.2% 13.3% 10.0% LinscF IN 0.0% 20.0% 30.0%

Is catch and release a better way of fishing? Does carbon dioxide cause global warming?

Proposed 33.3% 26.7% 13.3% Proposed 0.0% 0.0% 6.7%

KWtf 0.0% 0.0% 6.7% KWtf 0.0% 0.0% 0.0%

LinTSU 66.7% 46.7% 26.7% LinTSU 11.1% 6.7% 3.3%

LinscF IN 33.3% 26.7% 13.3% LinscF IN 0.0% 0.0% 13.3%

ateness of the extracted passages. Another
function of the proposed method is the rerank-
ing of passages regardless of the order of doc-
uments containing the passages during docu-
ment retrieval. Therefore, a set of documents
summarized by the proposed method may be
different from the set of documents summa-
rized by LinTSU . Therefore, it is observed that
LinscF IN handles the same documents as the
proposed method.

Because the mediatory summary is a novel
concept, methods for evaluating it have not
been developed yet. Although ROUGE (Lin
and Hovy, 2003) is one of the most popular
methods for evaluation of summaries, it may
not be appropriate for the evaluation of the
mediatory summary because the scoring based
on N-gram in this method cannot be used to
consider the fairness described in Section 2.
Therefore, we evaluate the methods through
the binary judgment of three human asses-
sors, If the top summaries produced by each
method are deemed to be appropriate by the
three human assessors, we will be able to fa-
cilitate users’ assessments of the contradictory
opinions that are relevant to the given query.

Because we consider that filling a passage
with all the information necessary to facili-

tate users’ assessments is more important than
shortening the passage under conditions for
generation of mediatory summary, we imposed
no limitation on the length of passages but the
resultant penalty is obtained using Equations
(6) and (7). The average length of all sum-
maries generated by the proposed method and
KWtf was 288.4 characters, and none of the
summaries exceeded 500 characters. There-
fore, we allowed LinTSU and LinscF IN to gen-
erate summaries as long as 500 characters,
which is about 200 characters longer than
summaries generated by the proposed method
and KWtf . We instructed the assessors to not
judge the appropriateness of the summaries on
the basis of their length.

For the experiment, we prepared the follow-
ing six queries: “Are diesel engines harmful
to the environment?,” “Is safety of LASIK
operation high?,” “Are whales endangered
species?,” “Does asbestos have toxics?,” “Is
catch and release a better way of fishing?,”
and “Does carbon dioxide cause global warm-
ing?” We used the Japanese morphological
analyzer, MeCab.6

6http://mecab.sourceforge.net/ (in Japanese)
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Table 3: Average precision of assessors in
terms of appropriateness of overall summaries.

Top 3 Top 5 Top 10

Proposed 42.6% 30.0% 27.2%

KWtf 5.6% 3.3% 6.1%

LinTSU 37.0% 25.6% 21.7%

LinscF IN 9.3% 12.2% 13.9%

4.2 Result and Consideration

The kappa values between each pair of asses-
sors’ judgments on the appropriateness of the
summaries were 0.79, 0.77, and 0.76, respec-
tively; these values indicate a high level of
agreement among assessors’ judgments.

Table 2 shows the average precision7 of the
assessors in terms of appropriateness of sum-
maries on the basis of responses to each query,
and Table 3 shows the overall precision. The
columns in Tables 2 and 3 show the precision
of appropriateness for the top 3, top 5, and
top 10 summaries produced by each method.
It should be noted that there are only a few
passages suitable for mediatory summary in
all of the retrieved documents, and therefore
a method for placing such suitable passages at
a higher rank is more effective. We confirmed
that the proposed method provided the best
overall results among all the compared meth-
ods.

The difference between the proposed
method and KWtf shows that classification
of frequent words into positive keywords, neg-
ative ones, and others, in other words, the fair-
ness described in Section 2 contributed to gen-
eration of appropriate mediatory summaries.

The difference between LinTSU and
LinscF IN indicates that the order of the
score scFIN () described in Section 3.5 was
different from that of the score of TSUB-
AKI. Lingua::JA::Summarize::Extract could
not extract the appropriate passages from

7We use precision, which represents #correct out-
puts/#total outputs, as an evaluation measure because
it is difficult to calculate the recall of the mediatory
summaries that are dynamically generated from Web
documents and because users tend to read just a few
of the summaries generated by the system.

document sets on the basis of scFIN(), even
though the document sets contained the same
appropriate passages that were extracted by
the proposed method. Therefore, summa-
rization for a general purpose is insufficient
for generation of mediatory summaries, and
the proposed method can provide more
appropriate mediatory summaries.

However, the results of the queries “Is catch
and release a better way of fishing?” and
“Does carbon dioxide cause global warming?”
in Table 2 show that the proposed method
could not extract all the appropriate passages
that were extracted by LinTSU . We aim to im-
prove the proposed method in future research.

5 Conclusion

We proposed a method for automated genera-
tion of mediatory summaries in order to facil-
itate users’ assessment of the credibility of in-
formation on the Web. A mediatory summary
is generated by extracting a passage from Web
documents on the basis of their relevance to
a given query, fairness, and density of key-
words, which are features of the summaries
constructed to determine the credibility of in-
formation on the Web. We demonstrated the
effectiveness of the generated mediatory sum-
mary in comparison with the summaries of
Web documents produced by Web search en-
gines.
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Abstract

Document keywords are associated to
documents as summarized versions of the
documents’ content. Considering that the
number of documents is quickly growing
every day, the availability of these key-
words is very important. Although, usu-
ally keywords are manually written. This
motivated us to work on an approach to
change this manual procedure for an auto-
matic one.

This paper presents a language indepen-
dent approach that extracts the most rel-
evant Multiword Expressions and single
words from documents and propose them
to describe the core content of each docu-
ment.

1 Introduction

Keywords provide efficient and sharp access to
documents concerning their main topics, that is,
their core content. Keywords are semantically rel-
evant terms, usually being relevant noun-phrases
rather than long full phrases. Full phrases such
as ”John F Kennedy’s speechwriter hails Obama’s
address” can be extracted by summarization ap-
proaches, but it wouldn’t be appropriate if used
as keywords since it doesn’t mean any main
topic/subtopic. On the other hand, by using Local-
Maxs algorithm (Silva and Lopes, 1999) it is pos-
sible to extract Multiword Expressions (MWEs)
from documents and, some of the most relevant
ones relatively to each document can be used as
that document’s descriptor, if properly selected.
In this paper we will show that MWEs having

2, 3 our 4 words, that is, (2-4)-gram MWEs, are
the most appropriate ones to fit the typical key-
words’ semantic sharpness, as would be the case
of “climate change”, “American Red Cross”, “so-
cial and economic policy”, etc., rather than (5-7)-
grams and larger MWEs addressing more specific
meanings, such as ”skills for lifelong learning pro-
cess report” or ”Assessment of the use of Mag-
netic Resonans Tomography”.

On the other hand, although MWEs extracted
by LocalMaxs algorithm are usually relevant,
some of them are semantically vague or simply
not relevant, such as ”general use” or ”Annex I”,
not having the semantic relevance and sharpness
required to form keywords. Other MWEs such as
“in case of” or ”as soon as possible” may be useful
for lexicon enrichment to improve Natural Lan-
guage Processing, but they are not relevant MWEs
to be taken as keywords.

During our investigation, we discovered that the
median of the words’ length in each MWE has
a strong influence in the MWE relevance. Thus,
combining this and other factors that influence rel-
evance, a metric,Mk, is proposed to better evalu-
ate the relevance of each MWE under the purpose
of obtaining keywords, and consequently its rele-
vance score in each document.

Although most document keywords are mul-
tiwords, there are some single words , that
is, 1-grams, whose strong and sharp meaning
make them good keywords, such as ”Agricul-
ture”, ”salmonella”, among others. Then, since
we wanted to include single words in the set of the
main keywords of each document, and because
LocalMaxs algorithm does not extracts 1-grams,
we had to select the most informative single words
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from documents using another metric,Sk, also
presented in this paper.

This paper proposes a statistical and language-
independent approach to generate document de-
scriptors based on the automatic extraction of
the most informative MWEs and single words,
in terms of document summarization, under the
purpose of keywords, taken from each document.
Next section analyzes related work. A brief expla-
nation of the LocalMaxs algorithm is presented in
section 3. In section 4 we propose the metricsMk
andSk and consider other measures. Results are
presented in section 5 and conclusion are made in
the last section.

2 Related Work

In (Cigarrán et al., 2005; Liu et al., 2009; Hulth,
2004) authors propose extraction of noun phases
and keywords. However, these are not language-
independent approaches, since they use some
language-dependent tools such as stop-words re-
moving, lemmatization, part-of-speech tagging or
syntactic pattern recognition.

In (Delort et al., 2003), authors address the is-
sue of Web document summarization by context.
They consider the context of a Web document by
the textual content of all documents linking to it.
According to the authors, the efficiency of this
approach depends on the size of the content and
context of the target document. However, its ef-
ficiency also depends on the existence of links to
the target documents.

In (Aliguliyev, 2006) a generic summarization
method is proposed. It extracts the most rel-
evance sentences from the source document to
form a summary. The summary can contain the
main contents of different topics. This approach
is based on clustering of sentences and, although
results are not shown, it does not use language-
dependent tools.

Other Information Extraction methods rely on
predefined linguistic rules and templates to iden-
tify certain entities in text documents (Yangarber
and Grishman, 2000; Jacquemin, 2001). Again,
these are not language-independent approaches,
despite the good results that they give rise to.

Some approaches address specific-domain
problems. In (Alani et al., 2003), authors propose

a method to extract artist information, such as
name and date of birth from documents and
then generate his or her biography. It works
with meta-data triples such as (subject-relation-
object), using ontology-relation declarations and
lexical information. Clearly, this approach is not
language-independent. In (Velardi et al., 2001),
a method to extract a domain terminology from
available documents such as the Web pages is
proposed. The method is based on two measures:
Domain Relevance and Domain Consensus that
give the specificity of a terminological candi-
date. In (Martı́nez-Fernández et al., 2004) the
News specific-domain is addressed. Again, this
approach is not language-independent.

A supervised approach (Ercan and Cicekli,
2007) extracts keywords by using lexical chains
built from the WordNet ontology (Miller, 1991), a
tool which is not available for every language.

Rather than being dependent on specific lan-
guages, structured data or domain, we try to find
out more general and language-independent fea-
tures from free text data.

In (Silva and Lopes, 2009), a MWEs extractor
and a metric,LeastRvar, extracts keywords from
documents. However, single words are ignored
as possible keywords and their global results are
outperformed by our proposal.

3 Using LocalMaxs Algorithm to Extract
Keyword Candidates

We used theSCP f cohesion metric and the Lo-
calMaxs algorithm to extract MWEs from docu-
mentcorpora. Although details about these tools
are given in (Silva and Lopes, 1999; Silva et al.,
1999), here follows a brief description for paper
self-containment. Thus, LocalMaxs is based on
the idea that eachn-gram1 has a kind ofglue or
cohesion sticking the words together within the
n-gram. Differentn-grams usually have different
cohesion values. One can intuitively accept that
there is a strong cohesion within then-gram ”Gis-
card d’Estaing” i.e. between the words ”Giscard”
and ”d’Estaing”. However, one cannot say that
there is a strong cohesion within the 2-grams ”or
given” or within the ”of two”. Thus, in order to

1w1 . . . wn or (w1 . . . wn) are also used to denote ann-
gram of lengthn.
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measure the cohesion value not only of 2-grams,
but also for everyn-gram of any size in the cor-
pus, we used theSCP f(.) metric:

SCP f(w1 . . . wn) =
p(w1 . . . wn)2

Avp
(1)

Avp =
1

n − 1

n−1∑

i=1

p(w1 . . . wi) . p(wi+1 . . . wn)

(2)
where p(w1 . . . wn) is the probability of then-
gramw1 . . . wn in the corpus. This way, any size
n-gram istransformedin a pseudo-bigram that re-
flects theaverage cohesionbetween any two ad-
jacent contiguous sub-n-gram of the originaln-
gram. Now it is possible to compare cohesions
from n-grams of different sizes.

3.1 LocalMaxs Algorithm

LocalMaxs is a language independent algorithm
to filter out cohesiven-grams of text elements
(words, tags or characters), requiring no threshold
arbitrarily assigned.

Definition 1. Let W =w1 . . . wn be an n-gram
and g(.) a cohesion generic function. And let:
Ωn−1(W ) be the set ofg(.) values for all con-
tiguous(n−1)-grams contained in the n-gramW ;
Ωn+1(W ) be the set ofg(.) values for all con-
tiguous(n+1)-grams which contain then-gram
W , and letlen(W ) be the length (number of ele-
ments) ofn-gramW . So, it is stated that

W is a Multi Element Unit (MEU) if and only if,
for ∀x ∈ Ωn−1(W ),∀y ∈ Ωn+1(W )

(len(W ) = 2 ∧ g(W ) > y) ∨
(len(W ) > 2 ∧ g(W ) > x + y

2 ) .

Then, forn-grams withn ≥ 3, LocalMaxs algo-
rithm elects everyn-gram whose cohesion value
is greater than the average of two maxima: the
greatest cohesion value found in the contiguous
(n− 1)-grams contained in then-gram, and the
greatest cohesion found in the contiguous(n+1)-
grams containing then-gram. Thus, in the present
approach we used LocalMaxs as a MWEs extrac-
tor — MWEs are MEUs where the elements are
words — and usedSCP f(.) cohesion measure
as theg(.) function referred in the algorithm defi-
nition above.

4 Selecting Keywords from MWEs

Not every MWE extracted by LocalMaxs has
equal relevance or semantic sharpness. Some
MWEs are vague in terms of semantic sharpness,
such as “important meeting” or “general use”;
other ones are very specific in terms of the topic
they point to, for example “Assessment of the use
of Magnetic Resonans Tomografy”; some others
are (2-4)-gram strongly informative MWEs, fit-
ting the semantic sharpness of typical keywords
such as “computer science” or ”Food and Agri-
culture Organization”, and will be privileged by
the metric we present in subsection 4.4.

Some single words have adequate semantic
sharpness to be included as keywords, such as
”Algebra” or ”Agriculture”, among others. How-
ever, most single words are not informative
enough for that purpose.

As a consequence, we felt the need to work
on adequate metrics to value and privilege the
strongly informative MWEs and single words in
order to find keywords in documents.

4.1 TheTf-Idf Metric

Tf−Idf (Term frequency−Inverse document fre-
quency) is a statistical metric often used in IR
and text mining. Usually, it is used to evaluate
how important a word is to a document in acor-
pus. The importance increases proportionally to
the number of times a word/multiword appears in
the document but it is offset by its frequency in
the corpus. Thus, this is one of the metrics with
which we will try to privilege the most informa-
tive MWEs and 1-grams in each document.

Tf−Idf(W,dj) = p(W,dj) . Idf(W,dj) (3)

p(W,dj) =
f(W,dj)

Ndj

(4)

Idf(W,dj) = log
‖D‖

‖{dj : W ∈ dj}‖
(5)

wheref(W,dj) if the frequency of word/multi-
word W in documentdj andNdj

stands for the
number of words ofdj ; ‖D‖ is the number of doc-
uments of thecorpus. So, Tf−Idf(W,dj) will
give a measure of the importance ofW , that is a
MWE or a single word, within the particular doc-
umentdj . By the structure of termIdf we can see
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that it privileges MWEs and single words occur-
ring in less documents, particularly those occur-
ring in just one document.

4.2 TheLeastRvar Metric

Most weakly relevant MWE and errors extracted
by LocalMaxs begin or end with a so called stop-
word, that is a highly frequent word appearing in
most documents. However, stop-words may ex-
ist in the middle of a relevant MWE, for example
“United States of America” or “Life on Mars”; but
usually not in the leftmost or rightmost word of
the MWEs. By considering this,LeastRvar was
proposed in (Silva and Lopes, 2009):

LeastRvar(MWEi) = least(Lrv,Rrv) (6)

where Lrv = Rvar(leftmostw(MWEi)) ,

Rrv = Rvar(rightmostw(MWEi))

and

Rvar(W )=
1

‖D‖
∑

di∈D

(p(W,di) − p(W, .)

p(W, .)

)2
.

(7)
p(W, .) means the average probability of the word
W considering all documents.Rvar(.) is ap-
plied to the leftmost and the rightmost word of the
MWE:

p(W, .) =
1

‖D‖
∑

di∈D
p(W,di). (8)

Rvar(W ) measures the variation of the proba-
bility of the word W along all documents. Ap-
parently the usual formula of the variance (the
second moment about the mean), would measure
that variation; however, it would wrongly bene-
fit the very frequent words such as “of”, “the” or
“and”, among others. This happens because the
absolute differences between the occurrence prob-
abilities of any of those frequent words along all
documents is high, regardless of the fact that they
usually occur in every document. These differ-
ences are captured and over-valued by the vari-
ance since it measures the average value of the
quantity (distance from mean)2, ignoring the
order of magnitudeof the individual probabilities.
Then, Rvar(.) divides eachindividual distance,

in the original formula of the variance, by the or-
der of magnitude of these probabilities, that is, the
mean probability, given byp(W, .); see equations
7 and 8.

Then, LeastRvar(MWEi) is given by the
least Rvar(.) values considering the leftmost
word and the rightmost word ofMWEi. This
way,LeastRvar(.) tends to privilege informative
MWEs and penalize those multiword expressions
having semantically meaningless words in the be-
gin or in the end of it.

4.3 TheLeastCv metric

In oder to try to obtain better results than those
produced byLeastRvar, we changedRvar(.) to
an alternative to measure the relative variation
of the probability of the leftmost and rightmost
words in MWEs. Then we defined:

LeastCv(MWEi) = least(Lcv,Rcv) (9)

where Lcv = Cv(leftmostw(MWEi)) ,

Rcv = Cv(rightmostw(MWEi)) ,

Cv(W ) = σ(W )/µ(W ) , (10)

σ(W )=

√√√√ 1

‖D‖
∑

di∈D
(p(W,di) − p(W, .))2 ,

(11)
and

µ(W ) = p(W, .) ; (12)

p(W,di) andp(W, .) have the same meaning as in
equation 7. The reader may recognizeCv(.) as
thecoefficient of variation, which is given by the
ratio of the standard deviationσ to the meanµ.
Results in section 5 will show thatLeastCv also
tends to privilege informative MWEs.

4.4 Two New Metrics to Find Keywords

Considering the results obtained forLeastRvar
and LeastCv, as we will see in section 5, we
wanted to develop a better metric to find MWE
keywords and another one for single word key-
words. They were built by combining some im-
portant factors that we present next.

The Median of the MWE Words’ Length:
Since most of the semantically meaningless words
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are small and long words usually have sharp
meaning, we considered the median length of the
words in each MWE to help on selecting the
most informative MWEs. By comparison, median
length showed better results than average length.
For example, MWE ”Language Institute” has an
average word length of8.5 characters, but the
semantically equivalent ”Institute of Languages”
has a different average length of6.66. On the con-
trary, the median length for both MWEs presents
more close values: ((8 + 9)/2 = 8.5) for ”Lan-
guage Institute” and 9 for ”Institute of languages”
(the middle number after sorting the MWE words
length: 2, 9 and 9). Thus, because the median
values is more robust to outliers than the aver-
age value, the length of the meaningless word
”of” was, say, ignored in the median calcula-
tion. In fact, those equivalent meaning MWEs
have similar median length values (8.5 and 9),
but not so similar average length values (8.5 and
6.66). Furthermore, the robustness of the median
length enables more similar values when consider-
ing MWEs in English and other equivalent MWEs
in other languages where stop words are more
used; for example ”écoles de conduite” (driving
schools), ”producción de batata” (potato produc-
tion), etc..

How Many Words for a Keyword? As the
reader may check in documents having associ-
ated keywords, we noticed that the main docu-
ment keywords are usually (2-4)-grams. So, we
defined a factor,Ckl(MWEi), to measure how
similar is thepseudo number of wordsof MWEi

to the typical number of words of keywords. We
define thepseudo number of wordsof a MWE:

Pnw(MWEi) =
NumChars(MWEi)

Med(MWEi)
.

(13)
NumChars(MWEi) stands for the number
of characters ofMWEi and Med(MWEi) is
the median length of its words.Pnw(MWEi)
gives a value close to the number of mean-
ingful words of MWEi. For example,
Pnw(”Institute of Languages”) = 20/9 = 2.2
(close to 2); Pnw(”European Council”) =

15/7.5 = 2, etc.. Now,Ckl(.) is given by:

Ckl(MWEi) =
1

|Pnw(MWEi) − T | + 1
,

(14)
whereT is thetypicalnumber of words of the key-
words. Maximum value forCkLen(MWEi) is 1;
it happens ifPnw(MWEi) equals toT . As we
will see by the results in section 5, we tried twoT
values: 2.5 and 3.5; and compared results.

The Mk Metric for MWE Keywords: We
built Mk(.) metric by improvingLeastRvar(.):

Mk(M)=LeastRvar(M).Med(M).Ckl(M)
(15)

Thus, Mk(.) privileges MWEs having not only
informative leftmost and rightmost words, but
also having long words and apseudo number of
wordsclose to the number of words of typical key-
words – for reasons of lack of space, we usedM
instead ofMWEi in equation 15 –.

The Sk Metric for Single Word Keywords:
We built Sk(.) from Rvar(.) – see equation 7 –
to measure how meaningful is each single word:

Sk(Wi) = Rvar(Wi).Len(Wi) . (16)

Len(Wi) means the length of wordsWi. Thus,
Sk(.) privileges single words having, not only a
high relative variation of their probabilities along
all documents, but also being long words.

5 Results

We analyze the quality of the document descrip-
tors after applying the LocalMaxs extractor fol-
lowed by each of the six different metrics to three
different documentcorpora, each one for a differ-
ent language: English, French and Spanish. Met-
rics applied to MWEs wereTf−Idf , LeastCv,
LeastRvar, Mk [2.5] – that isT = 2.5 in equa-
tion 14; andMk [3.5]. Metrics applied to single
words wereTf−Idf andSk.

5.1 The Document Descriptor

We decided to represent the core content of each
document by using its 15 most informative terms,
in the sense of keywords: 11 MWEs and 4 single
words. An independent evaluation criteria were
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defined by Prof. Francisca Xavier from the Lin-
guistics Department ofUniversidade Nova de Lis-
boa. It was considered that, for example, “aim
of mission” and “16 December 2003” are wrong
keywords, as the first one is a too vague noun
phrase and the second one, just a simple date. Rel-
evant MWEs such as “nuclear weapons” and “fi-
nancial crisis” were evaluated as keywords. How-
ever, although some proposed multi-word expres-
sions are not keywords, they are informative in the
context of the descriptor and correspond to well
formed morphosyntactic tags, for example, ”56%
of GDP” or ”comfort zone”: thesenear-misscases
were classified as half-correct half-wrong terms;
the same classification was given to single words
such as ”macro-economic” – see table 7 – which,
although it’s not a noun, it’s an informative adjec-
tive.

Thus, for each document, the extracted MWEs
are sorted according to each metric and the top
11 MWEs are taken as the document’s MWEs de-
scriptor. The single words of the document are
also sorted according to one of the two applied
metrics (Tf−Idf or Sk). By ignoring the rest of
the MWEs and single words, there is document in-
formation which will belost by these descriptors,
but they must be taken as core content descriptors,
not as complete/detailed reports of the documents.
Although descriptors are composed by MWEs and
single words, for better comparison of the metrics,
tables separately show MWE descriptors orsingle
word descriptors. Table 1 shows an example of a
document MWE descriptor resulting from the ap-
plication of one of the metrics (Mk) to the docu-
ment’s MWEs extracted by LocalMaxs algorithm:

5.2 The Multi-LanguageCorpora Test

We used the EUR-Lex corpora, http://eur-
lex.europa.eu/en/, containing European Union law
documents about several topics in several Euro-
pean languages. We took 60 documents written
in each language, English, French and Spanish to
form three differentsub-corpora. These are un-
structured row text documents.

To evaluate the approach’s performance, we
used Precision and Recall concepts. Precision was
given by the number of keywords in the set of

Table 1: Example of an English Document MWE
Descriptor – Application of theMk [2.5] Metric.

enterprise profits
comfort zone
medium-sized enterprises
brain drain
cold war
Balance of Payment
56% of GDP
excessive deficit
looking ahead
exports and imports
Stability and Growth Pact

the 11 most scored MWEs proposed as descrip-
tor, by the combination LocalMaxs−metric used,
divided by 11. Recall was given by the number
of keywords that are simultaneously in the doc-
ument’s descriptor proposed and in the set made
of the 11 most informative keywords of the docu-
ment, divided by 11.

According to the criteria mentioned above, this
is the evaluation of the descriptor shown in ta-
ble 1, considering Precision: 8 MWEs can be ac-
cepted as keywords (1st, 3rd, 4th, 5th, 6th, 8th,
10th and 11th); 2 near-miss MWEs (2nd and 7th);
and 1 weak or wrong MWE (9th). So, precision
is (8 + 2 ∗ 0.5)/11 = 0.818. Concerning the
document this descriptor represents, there are 3
strong keywords that should be in the descriptor,
but they weren’t: ”financial crisis”, ”structural re-
forms” and ”macroeconomic imbalances”. Thus,
Recall is8/11 = 72.7 for this case.

5.3 Results for Different Metrics and
Languages

By table 2 we may see that for the same metric,
Precision or Recall values are similar for English,
French and Spanish. So, this approach does not
seem to privilege any of these languages, and we
believe that probably this happens for many other
languages, as no specific morphosyntactic infor-
mation was used. Even the difference between
Recall values for Spanish and English produced
by LeastRvar (0.61 and 0.63) would probably
decrease if the testcorporahad more documents.
Table 2 also shows thatTf−Idf presents the poor-
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Table 2: Precision and Recall Average Values for
the Document MWE Descriptors.

Language Metric Precision Recall

Tf−Idf 0.51 0.35
LeastCv 0.62 0.61

English LeastRvar 0.65 0.63
Mk [2.5] 0.76 0.72
Mk [3.5] 0.74 0.68
Tf−Idf 0.50 0.35
LeastCv 0.62 0.60

French LeastRvar 0.64 0.63
Mk [2.5] 0.75 0.71
Mk [3.5] 0.73 0.68
Tf−Idf 0.51 0.34
LeastCv 0.61 0.60

Spanish LeastRvar 0.64 0.61
Mk [2.5] 0.75 0.72
Mk [3.5] 0.74 0.67

est results. In fact, due to its structure — see
equation 3 — we can see that MWEs that occur
many times in just one document are the most val-
ued/privileged ones. This explains why the de-
scriptors made by this measure tend to include too
specific/local MWEs, regardless of some impor-
tant ones. Table 3 shows a document descriptor
generated by the combination LocalMaxs−Tf−
Idf : for example MWE ”new Members” occurs
in just one document, 10 times; however, ”new
Members” is not a keyword. This is the descriptor
of the same document from where other descrip-
tors were generated by the combinations including
LeastRvar andMk [2.5], and shown in tables 4
and 1.

For reasons of space limitation we don’t show
descriptors produced byLeastCv andMK [3.5]
metrics. However, table 2 shows thatLeastCv
was outperformed byLeastRvar. This table also
shows thatMk [2.5] metric presents the highest
Precision (0.76, 0.75 and0.75 for English, French
and Spanish). The highest Recall values are also
obtained for the same metric:0.72, 0.71 and0.72
for the same languages.

Tables 5 and 6 show examples of MWE de-
scriptors of French and Spanish documents, by the
application ofMk [2.5] as it produced the best re-

Table 3: Example of an English Document MWE
Descriptor – Application of theTf−Idf Metric.

in the new Member States
in the new Member
new Members
Single Market
income convergence
some of the new Member
financial crisis
structural reforms
new and old
euro area
reap the full benefits of the Single Market

Table 4: Example of an English Document MWE
Descriptor – Application of theLeastRvar Met-
ric.

five years
Cold War
old Members
enterprise profits
Central Bank
Excessive Deficit
medium-sized enterprises
comfort zone
56% of GDP
1.5% of GDP
brain drain

sults.
Tables 7 and 8 show examples ofsingle word

descriptors for the same document described in ta-
ble 1. As we could expect, Precision and Recall
values forsingle worddescriptors are lower than
the values for MWEs descriptors, since singles
words are usually semantically less sharp than
multiwords: see table 9.Sk shows better perfor-
mance thanTf−Idf , specially for Recall.

6 Conclusions

Keywords are semantic tags associated to docu-
ments, usually declared manually by users. These
tags form small document descriptors and enable
applications to access to the summarized docu-
ments’ core content. This paper proposes an ap-
proach to automatically generate document de-
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Table 5: Example of a French Document MWE
Descriptor – Application of theMk [2.5] Metric.

moto-fraises et motofaucheuses
agrumeraies et oliveraies
hommes Travail
Fumier liquide
familiale occupée
Mieux légiférer
d’arbres fruitiers
Superficie irriguée
Main-d’oeuvre non familiale
activités lucratives
Alignements d’arbres

Table 6: Example of a Spanish Document MWE
Descriptor – Application of theMk [2.5] Metric.

ingredientes de cosméticos
combinaciones de ingredientes
someter a ensayo
Sustancias y Preparados
toxicidad aguda
irritación ocular
fototoxicidad aguda
explicaciones dadas
corrosión cutánea
animales utilizados
Sustancias y Preparados Quı́micos

Table 7: Example of an English DocumentSingle
WordDescriptor – Application of theSk Metric.

vulnerabilities
growth-enhancing
post-enlargement
macro-economic

Table 8: Example of an English DocumentSin-
gle WordDescriptor – Application of theTf−Idf
Metric.

economic
new
enlargement
reforms

Table 9: Precision and Recall Average Values for
the DocumentSingle WordDescriptors.

Language Metric Precision Recall

English Tf−Idf 0.52 0.36
Sk 0.55 0.48

French Tf−Idf 0.51 0.37
Sk 0.54 0.47

Spanish Tf−Idf 0.52 0.37
Sk 0.56 0.48

scriptors, as a language-independent and domain-
independent alternative to related work from other
authors. This approach uses LocalMaxs algorithm
to extract MWEs, and two new statistical metrics,
Mk andSk, to select the 15 most relevant MWEs
and single words from each document in order to
form document descriptors.

Comparing the results produced byMk with
the second best metric,LeastRvar, we may con-
clude that the introduction of the median of the
words’ length of each MWE and the preference
for (2-4)-grams, improve the quality of docu-
ment descriptors by about11% and9% for Pre-
cision and Recall, respectively. Furthermore, by
comparison ofMk [2.5] andMk [3.5] results we
conclude that keywords are mostly (2-3)-grams,
rather than (3-4)-grams or longern-grams.

Results also showed that Precision and Recall
values are similar for the three languages tested
(English, French and Spanish), which enable us
to expect similar performance to other languages.
Apart from the Precision and Recall values, doc-
ument descriptors made by this approach does in-
deed capture the core content of each document.
We believe this may contribute to improve doc-
ument summarization. Future work will include
tests in other languages and we will work to im-
prove results, specially for single words.
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Abstract

We study a novel shallow information ex-
traction problem that involves extracting
sentences of a given set of topic cate-
gories from medical forum data. Given
a corpus of medical forum documents,
our goal is to extract two related types
of sentences that describe a biomedical
case (i.e., medical problem descriptions
and medical treatment descriptions). Such
an extraction task directly generates med-
ical case descriptions that can be useful
in many applications. We solve the prob-
lem using two popular machine learning
methods Support Vector Machines (SVM)
and Conditional Random Fields (CRF).
We propose novel features to improve the
accuracy of extraction. Experiment results
show that we can obtain an accuracy of up
to 75%.

1 Introduction

Conventional information extraction tasks gener-
ally aim at extracting finer granularity semantic
information units such as entities and relations.
While such detailed information is no doubt very
useful, extraction of such information also tends
to be difficult especially when the mentions of the
entities to be extracted do not conform to regular
syntactic patterns.

In this paper, we relax this conventional goal
of extraction and study an easier extraction task
where we aim at extracting sentences that belong
to a set of predefined semantic categories. That is,
we take a sentence as a unit for extraction. Specif-
ically, we study this problem in the context of ex-

tracting medical case description from medical fo-
rums.

A variety of medical health forums exist online.
People use them to post their problems, get ad-
vices from experienced patients, get second opin-
ions from other doctors, or merely to vent out their
frustration.

Compared with well-structured sources such as
Wikipedia, forums are more valuable in the sense
that they contain first hand patient experiences
with richer information in terms of what treat-
ments are better than others and why. Besides
this, on forums, patients explain their symptoms
much more freely than those mentioned on rela-
tively formal sources like Wikipedia. And hence,
forums are much more easier to understand for a
näıve user.

However, even on targeted forums (which fo-
cus on a single disease), data is quite unstruc-
tured. There is therefore a need to structure out
this information and present it in a form that can
directly be used for a variety of other information
extraction applications like the collecting of med-
ical case studies pertaining to a particular disease,
mining frequently discussed symptoms, identify-
ing correlation between symptoms and treatments,
etc.

A typical medical case description tends to con-
sist of two aspects:

• Physical Examination/Symptoms (PE):
This covers current conditions and includes
any condition that is the focus of current
discussion. Note that if a drug causes an
allergy, then we consider it as a PE and
not a medication. Any condition that is the
focus of conversation, i.e. around which
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treatments are being proposed or questions
are being asked is considered PE even if the
user is recounting their past experience.

• Medications (MED): Includes medications
the person is currently taking, or is intend-
ing to take, or any medication on which the
question is targeted. Medications do not nec-
essarily mean drugs. Any measures (includ-
ing avoiding of substances) taken to treat or
avoid the symptoms are considered as medi-
cation. Sometimes, users also mention other
things like constituents of the drug, how
much of the drug to consume at a time, how
to get access to a medication, how much it
costs, side effects of medications, other qual-
ities of medications etc.

Figure 1 shows an example of PE and MED la-
belings.

Figure 1: Example of PE and MED labelings

We thus frame the problem of extracting med-
ical case descriptions as extracting sentences that
describe any of these two aspects. Specifically,
the task is to identify sentences in each of the two
related categories (i.e., PE and MED) from forum
posts. As an extraction task, this task is “shal-
lower” than conventional information extraction
tasks such as entity extraction in the sense that
we extract a sentence as a unit, which makes the
extraction task more tractable. Indeed, the task
is more similar to sentence categorization. How-
ever, it also differs from a regular sentence cat-
egorization task (e.g., sentiment analysis) in that
the multiple categories are usually closely related
and categorization of multiple sentences may be
dependent in the sense that knowing the category
of one sentence may influence our decision about
the category of another sentence nearby. For ex-
ample, knowing that a sentence is in the category

PE should increase our belief that the next sen-
tence is of category of PE or MED.

We solve the problem using two popular ma-
chine learning methods, Support Vector Machines
(SVM) and Conditional Random Fields (CRF).
We define and study a large set of features, includ-
ing two kinds of novel features: (1) novel features
based on semantic generalization of terms, and (2)
novel features specific to forums.

Since this is a novel task, there is no existing
data set that we can use for evaluation. We thus
create a new data set for evaluation. Experiment
results show that both groups of novel features
are effective and can improve extraction accuracy.
With the best configurations, we can obtain an ac-
curacy of up to 75%, demonstrating feasibility of
automatic extraction of medical case descriptions
from forums.

2 Related work

Medical data mining has been looked atleast since
the early 2000s. Cios and Moore (2002) em-
phasize the uniqueness of medical data mining.
They stress that data mining in medicine is dis-
tinct from that in other fields, because the data
are heterogeneous, and special ethical, legal, and
social constraints apply to private medical infor-
mation. Treatment recommendation systems have
been built that use the structured data to diag-
nose based on symptoms (Lazarus et al., 2001)
and recommend treatments. Holt et al.(2005) pro-
vide references to medical systems that use case
based reasoning methodologies for medical diag-
nosis. Huge amounts of medical data stored in
clinical data warehouses can be used to detect pat-
terns and relationships, which could provide new
medical knowledge (Lazarus et al., 2001). In con-
trast, we look at the problem of converting some
of the unstructured medical text data present in fo-
rum threads into structured symptoms and treat-
ments. This data can then be used by all of the
above mentioned applications.

Structuring of unstructured text has been stud-
ied by many works in the literature. Auto-
matic information extraction (Aone and Ramos-
Santacruz, 2000; Buttler et al., 2001) and wrap-
per induction techniques have been used for struc-
turing web data. Sarawagi (2008) and Laen-
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der et al. (2002) offer comprehensive overviews
of information extraction and wrapper induction
techniques respectively. The main difference be-
tween our work and main stream work on extrac-
tion is that we extract sentences as units, which
is shallower but presumably more robust. Heinze
et al. (2002) state that the current state-of-the-
art in NLP is suitable for mining information of
moderate content depth across a diverse collec-
tion of medical settings and specialties. Zhou
et al. (2006), the authors perform information ex-
traction from clinical medical records using a de-
cision tree based classifier using resources such as
WordNet1, UMLS 2 etc. They extract past medi-
cal history and social behaviour from the records.

In other related works, sentiment classifica-
tion (Pang et al., 2002; Prabowo and Thelwall,
2009; Cui et al., 2006; Dave et al., 2003) attempts
to categorize text based on polarity of sentiments
and is often applied at the sentence level (Kim and
Zhai, 2009). Some work has also been done on
extracting content from forum data. This includes
finding question answer pairs (Cong et al., 2008)
from online forums, auto-answering queries on a
technical forum (Feng et al., 2006), ranking an-
swers (Harabagiu and Hickl, 2006) etc. To the
best of our knowledge, this is the first work on
shallow extraction from medical forum data.

3 Problem formulation

Let P = (s1, ...sn) be a sequence of sentences
in a forum post. Given a set of interesting cate-
goriesC = {c1, ..., ck} that describe a medical
case, our task is to extract sentences in each cat-
egory from the postP . That is, we would like to
classify each sentencesi into one of the categories
ci or Background, which we treat as a special cat-
egory meaning that the sentence is irrelevant to
our extraction task. Depending on specific appli-
cations, a sentence may belong to more than one
category.

In this paper, we focus on extracting sen-
tences of two related categories describing a med-
ical case: (1) Physical Examination (PE), which
includes sentences describing the condition of

1http://wordnet.princeton.edu/
2http://www.nlm.nih.gov/research/umls

a patient (i.e., roughly symptoms) (2) Medica-
tions (MED), which includes sentences mention-
ing medications (i.e., roughly treatment). These
sentences provide a basic description of a medi-
cal case and can already be very useful if we can
extract them.

We chose to analyze at the sentence level be-
cause a sentence provides enough context to de-
tect the category accurately. For example, de-
tecting the categories at word level will not help
us to mark a sentence like“I get very uncom-
fortable after eating cheese”as PE or mark a
sentence like“It’s best to avoid cheese in that
case”as MED. Here the problem is loosely repre-
sented by a combination of“uncomfortable eating
cheese”and the solution is represented loosely by
“avoid cheese”. Indeed, in preliminary analysis,
we found that most of the times, the postings con-
sist of PE and MED type sentences.

4 Methods

We use SVMs and CRFs to learn classifiers
to solve our problem. SVMs represent ap-
proaches that solve the problem as a classifi-
cation/categorization task while CRFs solve the
problem as a sequence labeling task. In this sec-
tion, we provide the basics of SVMs and CRFs.

4.1 Support Vector Machines

SVM first introduced in (Boser et al., 1992), are
a binary classifier that constructs a hyperplane
which separates the training instances belonging
to the two classes. SVMs maximize the separa-
tion margin between this hyperplane and the near-
est training datapoints of any class. The larger the
margin, the lower the generalization error of the
classifier. SVMs have been used to classify both
linearly and non-linearly seperable data, and have
been shown to outperform other popular classi-
fiers like decision trees, Naı̈ve Bayes classifiers,
k-nearest neighbor classifiers, etc. We use SVMs
as a representative classifier that does not consider
dependencies between the predictions on multiple
sentences.

4.2 Conditional Random Fields

Each of the sentences in the postings can itself
contain features which help us to categorize it.
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Besides this, statistical dependencies exist be-
tween sentences. Intuitively, a MED sentence will
follow a PE sentence with high probability, but the
probability of a PE sentence following an MED
sentence would be low. Conditional random fields
are graphical models that can capture such depen-
dencies among input sentences. A CRF model de-
fines a conditional distributionp(y|x) wherey is
the predicted category (label) andx is the set of
sentences (observations). CRF is an undirected
graphical model in which each vertex represents
a random variable whose distribution is to be in-
ferred, and each edge represents a dependency be-
tween two random variables. The observationx
can be dependent on the current hidden labely,
previousn hidden labels and on any of the other
observations in an order CRF. CRFs have been
shown to outperform other probabilistic graphical
models like Hidden Markov Models (HMMs) and
Maximum Entropy Markov Models (MeMMs).
Sutton and McCallum (2006) provide an excellent
tutorial on CRFs.

5 Features

To perform our categorization task, we use the fol-
lowing features.

• Word based features: This includes uni-
grams, bigrams and trigrams in the current
sentence. Each of the n-grams is mapped to a
separate boolean feature per sentence where
value is 1 if it appears in sentence and 0 oth-
erwise.

• Semantic features: This includes Unified
Medical Language System (UMLS3) seman-
tic groups of words in the current sentence.
UMLS is a prominent bio-medical domain
ontology. It contains approximately a mil-
lion bio-medical concepts grouped under 135
semantic groups. MMTX4 is a tool that al-
lows mapping of free text into UMLS con-
cepts and groups. We use these 135 semantic
groups as our semantic features. In order to
generate these features, we first process this
sentence through MMTX API which pro-
vides all the semantic groups that were found

3http://www.nlm.nih.gov/research/umls/
4http://mmtx.nlm.nih.gov/

in the sentence. Each of the semantic groups
becomes a boolean feature.

• Position based features: We define two
types of position based features: position of
the current sentence in the post and position
of the current post in the thread. These fea-
tures are specific to the forum data. We in-
clude these features based on the observa-
tions that first post usually contains condition
related sentences while subsequent posts of-
ten contain treatment measures for the cor-
responding condition. Each of the position
number of a sentence in a post and a post
in a thread is mapped to a boolean feature
which gets fired for a sentence at a partic-
ular position. E.g. For a sentence at po-
sition i in a post, POSITIONIN POSTi
would be set to 1 while other features PO-
SITION IN POSTj wherej 6= i would be
set to 0.

• User based features: We include a boolean
feature which gets fired when the sentence
is a part of a post by the thread creator.
This feature is important because most of the
posts by a thread creator have a high proba-
bility of being a PE.

• Tag based features(Edge features): We de-
fine features on tags (PE/MED/Backgnd) of
previous two sentences to capture local de-
pendencies between sentences. E.g., a set
of medication related tags often follow a de-
scription of a condition. We use these fea-
tures only for CRF based experiments.

• Morphological features: These include one
boolean feature each for presence of

– a capitalized word in the sentence

– an abbreviation in the sentence

– a number in the sentence

– a question mark in the sentence

– an exclamation mark in the sentence

• Length based features: We also consider the
number of words in a sentence as a separate
type of feature. Feature LENGTHi becomes
true for a sentence containingi words.
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Category Labeler 1 Labeler 2
PE 513 517

MED 286 280
Background 695 697

Table 1: Labeling results

6 Experiments

6.1 Dataset

Evaluation of this new extraction task is chal-
lenging as no test set is available. To solve
this problem, we opted to created our own test
set. HealthBoards5 is a medical forum web por-
tal that allows patients to discuss their ailments.
We scraped 175 posts contained in 50 threads on
allergy i.e., an average of 3.5 posts per thread
and around 2 posts per user with a maximum
of 9 posts by a particular user. Two humans
were asked to tag this corpus as conditions (i.e.,
PE category) or treatments (i.e., MED category)
or none on a per sentence basis. The corpus
consists of 1494 sentences. Table 1 shows the
labeling results. The data set is available at
(http://timan.cs.uiuc.edu/downloads.html). Also
the labeling results match quite well (82.86%)
with a Kappa statistic value of 0.73. Occasion-
ally (around 3%) PE and MED both occur in the
same sentence and the labelers chose to mark such
sentences as PE. In the case when the two label-
ers disagree, we manually analyzed the results and
further chose one of them for our experiments.

6.2 Evaluation methodology

For evaluation, we use 5-fold cross validation.
For CRFs, we used the Mallet6 toolkit and for
SVM, we used SVM-Light7. We experimented
by varying the size of the training set, with differ-
ent feature sets, using two machine learning mod-
els: SVMs and CRFs. Our aim is to accurately
classify any sentence in a post as PE or MED
or background. First we explore and identify the
feature sets that help us in attaining higher accu-
racy. Next, we identify the setting (sequence la-
beling by CRFs or independent classification by
SVMs) that works better to model our problem.

5http://www.healthboards.com
6http://mallet.cs.umass.edu/
7http://svmlight.joachims.org/

We present most of our results using four metrics:
precision, recall, F1 measure and average accu-
racy which is the ratio of correctly labeled sen-
tences to the total sentences.

We considered the following features: all the
2647 words in the vocabulary (no stop-word re-
moval or any other type of selection), 10858 bi-
grams, 135 semantic groups from UMLS, two po-
sition based features, one user based feature, two
tag based features, four morphological features
and one length based feature as described in the
previous section. Thus our feature set is quite
rich. Note that other than the usual features, se-
mantic, position-based and user-based features are
specific to the medical domain or to forum data.

6.3 Basic Results

First we considered word features, and learned a
linear chain CRF model. We added other sets of
features one by one, and observed variations in ac-
curacy. Table 2 shows the accuracy in terms of
precision, recall and F1. Note that these results are
for an Order 1 linear-chain CRF. Accuracy is mea-
sured as ratio of the number of correct labelings of
PE, MED and background to the total number of
sentences in our dataset. Notice that the MED ac-
curacy values are in general quite low compared
to those of PE. As we will discuss later, accuracy
is low for MED because our word-based features
are not discriminative enough for the MED cate-
gory.

From Table 2, we see that the accuracy keeps
increasing as we add semantic UMLS based fea-
tures, position based features and morphological
features. However, length based features (word
count), user-based faetures, and bigrams do not re-
sult in any improvements. We also tried trigrams,
but did not observe any accuracy gains. Thus we
find that semantic features and position-based fea-
tures which are specific to the medical domain
and the forum data respectively are helpful when
added on top of word features, while generic fea-
tures such as length-based features tend to not add
value.

We also trained an order 2 CRF using the same
set of features. Results obtained were similar to
order 1 CRFs and so we do not report them here.
This shows that local dependencies are more im-
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Feature set PE Prec MED Prec PE Recall MED Recall PE F1 MED F1 Accuracy%
Word 0.60 0.49 0.65 0.36 0.62 0.42 63.43

+Semantic 0.61 0.52 0.68 0.37 0.64 0.43 65.05†
+Position 0.63 0.54 0.7 0.34 0.66 0.42 65.45

+Morphological 0.64 0.52 0.69 0.36 0.66 0.42 65.70
+WordCount 0.62 0.51 0.70 0.33 0.66 0.40 65.23

+Thread Creator 0.62 0.51 0.71 0.34 0.66 0.41 65.49
+Bigrams 0.62 0.51 0.69 0.34 0.66 0.41 64.82

Table 2: Order 1 Linear Chain CRF.†Improvement over only word features significant at0.05-level,
using Wilcoxon’s signed-rank test

portant in medical forum data and global depen-
dencies do not add further signal.

Further, we perform experiments using SVMs
using the same set of features. Table 3 shows
accuracy results on SVM. Again PE is detected
with higher accuracy compared to MED. Unlike
CRFs, SVMs do not incorporate the notion of lo-
cal dependencies between sentences. However,
we observe that SVMs outperform CRFs, as is ev-
ident from the results in Table 3. This is interest-
ing, since it suggests that the SVM accuracy can
potentially be further enhanced by incorporating
such dependency information (e.g. in the form
of new features). We leave this as part of future
work.

Figure 2 shows an example of a forum post
(which talks about allergy to dogs) being tagged
using our CRF model.

Figure 2: Tagging example of a forum post

6.4 Feature selection

Incremental addition of different feature types did
not lead to substantial improvement in perfor-
mance. This suggests that none of the feature
classes contains all “good” features. We there-
fore perform feature selection based on informa-
tion gain and choose the top 4253 features from
among all the features discussed earlier, based on
a threshold for the gain. This results in improve-
ment in the accuracy values over the previous best
results (Table 4).

Among the word feature set, we found that
important features wereallergy, alergies, food,
hives, allergic, sinus, bread. Among bigrams,al-
lergic to, ear infections, mythroat, areallergic,
to gluten, foodallergies have high information
gain values. Among the UMLS based se-
mantic groups, we found thatpatf (Pathologic
Function), dsyn (Disease or Syndrome), orch
(Organic Chemical), phsu (Pharmacologic Sub-
stance), sosy (Sign or Symptom)have high in-
formation gain values. Also looking at the word
count feature, we notice that background sen-
tences are generally short sentences. All these fea-
tures are clearly highly discriminative.

6.5 Variation in training data size

We varied the amount of training data used for
learning the models to observe the variation in
performance with size of training data. Table 5
shows the variation in accuracy (PE F1, MED
F1 and average accuracy) for different sizes of
training data using CRFs. In general, we observe
that accuracy improves as we increase the training
data, but the degree varies with the feature sets
used. We see similar trends in SVM also. These
results show that it is possible to further improve
prediction accuracy by obtaining additional train-
ing data.

6.6 Probing into the low MED accuracy

As observed in Tables 2 and 3, MED accuracy
is quite low compared to PE accuracy. We wish
to gain a deeper insight into why the MED ac-
curacy suffers. Therefore, we plot the frequency
of words in sentences marked as PE or MED ver-
sus the rank of the word as shown in the figure 3.
We removed the stop words. Observe that for PE
the curve is quite steep. This indicates that there
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Feature set PE Prec MED Prec PE Recall MED Recall PE F1 MED F1 Accuracy%
Word 0.65 0.52 0.71 0.28 0.68 0.36 66.13

+Semantic 0.73 0.54 0.73 0.38 0.73 0.45 71.02†
+Position 0.71 0.52 0.71 0.35 0.71 0.42 69.61

+Morphological 0.72 0.53 0.72 0.38 0.72 0.44 70.28
+WordCount 0.74 0.54 0.72 0.37 0.73 0.44 71.55

+Thread Creator 0.74 0.56 0.72 0.39 0.73 0.46 72.02
+Bigrams 0.75 0.54 0.72 0.40 0.74 0.46 71.69

Table 3: SVM results. †Improvement over only word features significant at0.05-level, using
Wilcoxon’s signed-rank test

Classifier PE Prec PE Recall PE F1 MED Prec MED Recall MED F1 Accuracy%
SVM (all* features) 0.72 0.53 0.72 0.38 0.72 0.44 70.28

SVM (selected features) 0.75 0.75 0.75 0.61 0.33 0.44 75.08†
CRF (all* features) 0.64 0.52 0.69 0.36 0.66 0.42 65.70

CRF (selected features) 0.60 0.77 0.67 0.58 0.37 0.45 65.93†

Table 4: Accuracy using the best feature set. (*Word +Semantic +Position+Morphological features).
†Improvement over all* features significant at0.05-level, using Wilcoxon’s signed-rank test

are some discriminative words which have very
high frequency and so the word features observed
in the training set also get fired for sentences in
the test set with high probability. While for MED,
we observe that most of the words have very low
frequencies. This basically means that discrimi-
native words for MED may not occur with good
enough frequency. So, many of the word features
that show up in the training set may not appear in
the test data. Hence, MED accuracy suffers.
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Figure 3: Freq of words vs rank for PE and MED

6.7 Multi-class vs Single class categorization

Note that our task is quite different from plain sen-
tence categorization task. We observe that there is
a dependence between the categories (PE/MED)
that we are trying to predict per sentence. For ex-
ample, considering 100% training data, Table 6
compares the precision, recall and F1 values when

PE MED Backgnd EOP
PE 0.54 0.13 0.28 0.05

MED 0.15 0.51 0.30 0.04
Backgnd 0.18 0.08 0.54 0.20

BOP 0.40 0.07 0.53 0.0

Table 7: Transition probability values

SVM and CRF are trained as single class classi-
fiers using word+semantic features with the multi-
class results obtained previously. Results are gen-
erally better when we do multi-class categoriza-
tion versus single-class categorization. This trend
was reflected for other featuresets also.

6.8 Analysis of transition probabilities

Table 7 shows the transition probabilities from
one category to another as calculated based on our
labelled dataset. BOP is beginning of posting and
EOP is end of posting. Note that posts often start
with a PE or a background sentence and often end
with a background sentence. Also, consecutive
sentences within a posting tend to belong to the
same category.

6.9 Error analysis

We also perform some error analysis on results us-
ing the best feature set. Table 8 shows the confu-
sion matrix for CRF/SVM. We observe many of
the MED errors are because an MED sentence of-
ten gets marked as PE. This basically happens be-
cause some sentences contain both PE and MED.
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Feature set 25% 50% 75% 100%
Word 0.59/0.21/0.57 0.6/0.36/0.60 0.61/0.39/0.62 0.62/0.42/0.63

+Semantic 0.61/0.17/0.59 0.63/0.32/0.61 0.64/0.38/0.63 0.64/0.43/0.65
+Position 0.59/0.18/0.56 0.64/0.29/0.60 0.65/0.33/0.62 0.66/0.42/0.65

+Morphological 0.6/0.19/0.57 0.64/0.32/0.61 0.65/0.37/0.63 0.66/0.42/0.65
Best 0.61/0.18/0.65 0.66/0.28/0.64 0.66/0.38/0.66 0.69/0.43/0.68

Table 5: Precision, recall, and F value for various sizes of training data set.

Classifier Type PE Prec PE Recall PE F1 MED Prec MED Recall MED F1
SVM PE vs BKG 0.79 0.64 0.71 - - -

SVM MED vs BKG - - - 0.6 0.28 0.39
SVM Multi-class 0.73 0.73 0.73 0.54 0.38 0.45
CRF PE vs BKG 0.68 0.64 0.66 - - -

CRF MED vs BKG - - - 0.53 0.3 0.39
CRF Multi-class 0.61 0.68 0.64 0.52 0.37 0.43

Table 6: Multi-class vs Single-class categorization with word+semantic features

PE MED Backgnd
PE 424/404 37/37 81/101

MED 102/70 107/95 81/125
Backgnd 164/62 55/21 618/754

Table 8: Confusion matrix showing counts of
actual vs predicted labels for (Best CRF Classi-
fier/Best SVM Classifier)

Other than that some of the PE keywords are also
present in MED sentences, and since the few dis-
criminative MED keywords are quite low in fre-
quency, MED accuracy suffers. E.g. The sen-
tence“i’m still on antibiotics for the infection but
they don’t seem to be doing any good anymore.”
was labeled as MED but marked as PE by the
CRF. The sentence clearly talks about a medica-
tion. However, the keyword“infection” is often
observed in PE sentences and so the CRF marks
the sentence as PE.

7 Conclusion

In this paper, we studied a novel shallow infor-
mation extraction task where the goal is to extract
relevant sentences to a predefined set of categories
that describe a medical case. We proposed to
solve the problem using supervised learning and
explored two representative approaches (i.e., CRF
and SVM). We proposed and studied two different
types of novel features for this task, including gen-
eralized terms and forum structure features. We
also created the first test set for evaluating this
problem. Our experiment results show that (1) the

proposed new features are effective for improving
the extraction accuracy, and (2) it is feasible to au-
tomatically extract medical cases in this way, with
the best prediction accuracy above 75%.

Our work can be further extended in several
ways. First, since constructing a test set is labor-
intensive, we could only afford experimenting
with a relatively small data set. It would be in-
teresting to further test the proposed features on
larger data set. Second, while in CRF, we have
shown adding dependency features improves per-
formance, it is unclear how to evaluate this po-
tential benefit with SVM. Since SVM generally
outperforms CRF for this task, it would be very
interesting to further explore how we can extend
SVM to incorporate dependency.
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Abstract

This work presents a study to bridge topic
modeling and personalized search. A
probabilistic topic model is used to extract
topics from user search history. These
topics can be seen as a roughly summary
of user preferences and further treated as
feedback within the KL-Divergence re-
trieval model to estimate a more accurate
query model. The topics more relevant
to current query contribute more in updat-
ing the query model which helps to dis-
tinguish between relevant and irrelevant
parts and filter out noise in user search
history. We designed task oriented user
study and the results show that: (1) The
extracted topics can be used to cluster
queries according to topics. (2) The pro-
posed approach improves ranking qual-
ity consistently for queries matching user
past interests and is robust for queries not
matching past interests.

1 Introduction

The majority of queries submitted to search en-
gines are short and ambiguous and the users of
search engines often have different search intents
even when they submit the same query (Janse and
Saracevic, 2000)(Silverstein and Moricz, 1999).
The “one size fits all” approach fails to optimize
each individual’s specific information need. Per-
sonalized search has be viewed as a promising
direction to solve the “data overload” problem,
and aims to provide different search results ac-
cording to the specific preference of an individ-
ual(Pitkow and Breuel, 2002). Information re-

trieval (IR) communities have developed models
for context sensitive search and related applica-
tions (Shen and Zhai, 2005a)(White and Chen,
2009).

The search context includes a broad range of in-
formation types such as a user’s background, his
personal desktop index, browser history and even
the context information of a group of similar users
(Teevan, 2009). In this paper, we exploit the user
search history of an individual which contains the
past submitted queries, results returned and the
click through information. As described in (Tan
and Zhai, 2006), search history is one of the most
important forms of search context. When dealing
with search history, distinguishing between rele-
vant and irrelevant parts is important. The search
history may contain a lot of noisy information
which can harm the performance of personaliza-
tion (Dou and Wen, 2007). Hence, we need to
sort out relevant and irrelevant parts to optimize
search personalization.

In this paper, we propose a topic model based
approach to study users’ preferences. The main
contribution of this work is modeling user search
history with topics for personalized search. Our
approach mainly consists of two steps: topic ex-
traction and relevance feedback. We assume that
a user’s search history is governed by the underly-
ing hidden properties and apply probabilistic La-
tent Semantic Indexing (pLSI) (Hofmann, 1999)
to extract topics from user search history. Each
topic indexes a unigram language model. We
model these extracted topics as feedback in the
KL-Divergence retrieval framework. The task is
to estimate a more accurate query model based
on the evidence from user feedback. We distin-
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guish relevant parts from irrelevant parts in search
history by focusing on the relevance between top-
ics and query. The closer a topic is to the cur-
rent query, the more it contributes in updating the
query model, which in turn is used to rerank the
documents in results set.

2 Related Work

2.1 Personalized IR

Personalized search is an active ongoing research
direction. Based on different representations of
user profile, we classify approaches as follows:

Taxonomy based methods: this approach
maps user interests to an existing taxonomy.
ODP1 is widely used for this purpose. For
example, by exploiting the user search history,
(Speretta and Gauch, 2005) modeled user interest
as a weighted concept hierarchy created from the
top 3 level of ODP. (Havelivala, 2002) proposed
the “topic sensitive pagerank” algorithm by cal-
culating a set of PageRanks for each web page on
the top 16 ODP categories. (Qiu and Cho, 2006)
further improved this approach by building user
models from user click history. In recent stud-
ies, (Xu S. and Yu, 2008) used ODP categories
for exploring folksonomy for personalized search.
(Dou and Wen, 2007) proposed a method that rep-
resent user profile as a weighting vector of 67 pre-
defined topic categories provided by KDD Cup-
2005. Taxonomy based methods rely on a pre-
defined taxonomy and may suffer from the granu-
larity problem.

Content based methods: this category of
methods use traditional text presentation model
such as vector space model and language model
to express user preference. Rich content infor-
mation such as user search history, browser his-
tory and indexes of desktop documents are ex-
plored. The user profiles are built in the forms of
term vectors or term probability distributions. For
example, (Sugiyama and M., 2004) represented
user profiles as vectors of distinct terms and ac-
cumulated past preferences. (Teevan and Horvitz,
2005) constructed a rich user model based on both
search-related information, such as previously is-
sued queries, and other information such as doc-

1Open Directory Project, http://dmoz.org/

uments and emails a user had read and created.
(Shen and Zhai, 2005b) used browsing histories
and query sessions to construct short term indi-
vidual models for personalized search.

Learning to rank methods: (Eugene and Su-
san, 2005) and (Eugene and Zheng, 2006) incor-
porated user feedback into the ranking process in a
learning to rank framework. They leveraged mil-
lions of past user interaction with web search en-
gine to construct implicit feedback features. How-
ever, this approach aims to satisfy majority of
users rather than individuals.

2.2 Probabilistic Topic Models

Probabilistic topic models have become popular
tools for unsupervised analysis of document col-
lection. Topic models are based upon the idea
that documents are mixtures of topics, where
a topic is a probability distribution over words
(Steyvers and Griffiths, 2007). These topics are
interpretable to a certain degree. In fact, one of
the most important applications of topic models
is to find out semantic lexicons from a corpus.
One of the most popular topic models, the prob-
abilistic Latent Semantic Indexing Model (pLSI),
was introduced by Hofmann (Hofmann, 1999)
and quickly gained acceptance in a number of text
modeling applications. In this study, pLSI is used
to discover the underlying topics in user search
history. Though pLSI is argued that it is not a
complete generative model, we used it because it
does not need to generate unseen documents in
our case and the model is much easier to be es-
timated compared with sophisticated models such
as LDA(David M. Blei and Jordan, 2003).

2.3 Model based Relevance Feedback

Our work is also related to language model based
(pseudo) relevance feedback (Zhai and Lafferty,
2001b) and shares the similar idea with (Tan B.
and Zhai, 2007). The differences are: (1) The
feedback source is user search history rather than
top ranked documents for a query. (2) We make
use of user implicit feedback rather than explicit
feedback. (3) The topics in search history could
be extracted offline and updated periodically. Ad-
ditionally, these topics provide an informative pic-
ture of user search history.
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Table 1: An illustration of topics extracted from a
user’s search history. Terms with highest proba-
bilities are listed below each topic.

Topic 2 Topic 3 Topic 9 Topic 16
climb movie swim cup
0.032 0.091 0.044 0.027
setup download ticket world
0.022 0.078 0.032 0.022

equipment dvd notice team
0.020 0.061 0.019 0.016

practice watch travel brazil
0.009 0.060 0.016 0.011
player cinema hotel storm
0.006 0.038 0.008 0.007

3 Proposed Approach

3.1 Main Idea

A user’s search history usually covers multiple
topics. It is crucial to distinguish between rele-
vant and irrelevant parts for optimizing personal-
ization. We propose a topic model based method
to achieve that goal. First, we construct a doc-
ument collection revealing user intents according
to the user’s past activities. A probabilistic topic
model is applied on this collection to extract la-
tent topics. Then the extracted topics are used as
feedback. The query model is updated by high-
lighting the topics highly relevant to current query.
Finally, the search results are reranked according
to the relevance to the updated query model. Ta-
ble 1 shows 4 topics extracted from a user’s search
history. Each topic is a unigram language model.
The terms with higher probabilities belonging to
each topic are listed. We can predict that the user
has interests in both movie and football. However,
when the user submits a query about world cup,
the topic 16 is given higher preference for esti-
mating a more accurate query model.

3.2 Topic Extraction from Search History

Individual’s search history consists of all the past
query units. Each query unit includes query text,
returned search results (with title, snippets and
URLs) and click through information. Here, we
concatenated the title and snippet of each search
result to form a document being considered as a

whole. The whole search history can be seen as a
collection of documents. Obviously, many doc-
uments in the collection may fail to satisfy the
user’s information need and are uncertain for dis-
covering the user’s preferences. Therefore, the
first task is to select proper documents in search
history as the preference collection for topic dis-
covery.

3.2.1 Preference Collection
An intuitive solution is to use the documents

that are clicked by the user. The assumption is
that a user clicks on a result only if he is interested
in the document. However, user click is sparse in
real search environments and the documents not
clicked by the user may also be relevant to the
user’s information need. We assumed that the user
had only one search intent for a submitted query.
To enhance this coherence within a query unit, we
created only one super-document for a query unit
as follows: if a query unit had clicked documents,
then we concatenated these document to form a
preferred document. Otherwise, we selected the
top n documents from the search results and con-
catenated them as a preferred document. That is
motivated by the idea of pseudo relevance feed-
back (Lavrenko and Croft, 2001) and used here for
alleviating data sparsity. Pseudo relevance feed-
back is sensitive to the number of feedback docu-
ments. In this work, n is set to 3, because the aver-
age clicks for a query is not more than 3. By this
way, we got a preference collection whose size is
the same as the number of past queries.

3.2.2 Topic Extraction
Given the collection of preferred documents,

we applied pLSI on this collection to extract
underlying topics. We define the collection as
C={d1,d2,. . . ,dM}, where di corresponds to the
ith query unit, and M is the size of the collection.
Each query unit is viewed as a mixture of differ-
ent topics. It is reasonable in reality. For exam-
ple, a news document about “play basketball with
obama” might be seen as a mixture of topics “pol-
itics” and “sports”.

Modeling: The basic idea of pLSI is to treat
the words in each document as being generated
from a mixture model where the component mod-
els are topic word distributions. Let k be the num-

1169



ber of topics which is assumed known and fixed.
θj is the word distribution for topic j. We extract
topics from collection C using a simple proba-
bilistic mixture model as described in (Zhai and
Yu, 2004). A word w within document d can be
viewed as generated from a mixture model:

pd(w) = λBp(w|θB)

+(1 − λB)
k∑

j=1

πd,jp(w|θj)
(1)

where θB is the background model for all the doc-
uments. The background model is used to draw
common words across all the documents and lead
to more discriminative and informative topic mod-
els, since θB gives high weights to non-topical
words. λB is the probability that a term is gen-
erated from the background model which is set to
be a constant. To draw more discriminative topic
models, we set λB to 0.95. Parameter πd,j indi-
cates the probability that topic j is assigned to the
specific document d, where

∑k
j=1 πd,j=1.

Parameter estimation: The parameters we
have to estimate including the background model
θB , {θj} and {πd,j}. θB is maximum likelihood
estimated (MLE) using all available text in our
data set so that it is a fixed distribution. The other
parameters to be estimated are {θj} and {πd,j}.
The log-likelihood of document d is:

log p(d) =
∑

w∈V

c(w, d) log[λBp(w|θB)

+(1 − λB)
k∑

j=1

πd,jp(w|θj)]

(2)

The log-likelihood of the whole collection C is:

log(C) =
∑

d∈C

∑

w∈V

c(w, d) log[λBp(w|θB)

+(1 − λB)

k∑

j=1

πd,jp(w|θj)]

(3)

The Expectation-Maximization (EM) algorithm
(Dempster and Rubin, 1977) is used to find a
group of parameters maximizing equation (3).
The updating formulas are:

,

,
1

( ) ( )
,

,
( ) ( )

, ' '
' 1

, ,( 1)
,

, ,
' 1

(

E-Step:
( | )

( )
( | ) (1 ) ( | )

( | )
( )

( | )

M-Step:
( , )(1 ( )) ( )

( , )(1 ( )) ( ')

B B
d w k

B B B d j j
j

m m
d j j

d w k
m m

d j j
j

d w d wm w V
d j k

d w d ww V
j

p w
p z B

p w p w

p w
p z j

p w

c w d p z B p z j

c w d p z B p z j

p

λ θ

λ θ λ π θ

π θ

π θ

π

=

=

+ ∈

∈
=

= =
+ −

= =

− = =
=

− = =

∑

∑

∑
∑∑

, ,
1)

, ' , '
'

( , )(1 ( )) ( )
( | )

( ', )(1 ( )) ( )

d w d w
m d C

j
d w d w

d C w V

c w d p z B p z j
w

c w d p z B p z j
θ+ ∈

∈ ∈

− = =
=

− = =

∑
∑ ∑

 

where c(w, d) denotes the number of times w
occurs in d. A hidden variable zd,w is introduced
for the identity of each word. p(zd,w = B) is
the probability that the word w in document d is
generated by the background model. p(zd,w = j)
denotes the probability that the word w in docu-
ment d is generated using topic j given that w is
not generated from the background model. Infor-
mally, the EM algorithm starts with randomly as-
signing values to the parameters to be estimated
and then alternates between E-Step and M-Step
iteratively until it yields a local maximum of the
log likelihood.

Interpretation: As shown in equation (1), a
word can be viewed as a mixture of topics. From
the updating formulas, we can see that the domi-
nant topic of a word depends on both itself and the
context. The word tends to have the same topic
with the document containing it. While the prob-
ability of assigning topic j to document d is es-
timated by aggregating all the fractions of words
generated by topic j in document d. We can ex-
plain it in a more intuitive way with in our applica-
tion. As we know, the queries are usually ambigu-
ous. A classic example is “apple” which may re-
fer to a kind of fruit, apple Inc, apple electric prod-
ucts, etc. Therefore, it is reasonable to assume
that each word belongs to multiple latent seman-
tic properties. If a returned result contains “ap-
ple” and other words like “computer”, “ipod” ,
etc. The word “apple” in this result tends to have
the same topic distributions with “computer” and
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‘ipod”. If the user clicks the result, we can predict
that the user’s real preference about query “ap-
ple” is related to electric products having a high
probability. Further, if “apple” occurs frequently
in many documents related to electric products,
it obtains a higher probability in this topic. As
a result, we not only know user’s interest in elec-
tric products, but also find a preference to “apple”
brand.

Since a document’s topic depends on the words
it contains, two documents with similar word dis-
tributions have similar topic distributions. In other
words, each topic is like a bridge connecting
queries with similar intents. In summary, the topic
extraction process plays a role in our application
for finding user preference, highlighting discrimi-
native words and connecting queries with similar
intents.

3.3 Topics as Feedback
The topics extracted from search history are con-
sidered as a kind of feedback. Since topic mod-
els actually are extensions of language models,
we use such feedback within the KL-Divergence
retrieval model (Xu and Croft, 1999)(Zhai and
Lafferty, 2001b) that is a principled framework
to model feedback in the language modeling ap-
proach. In this framework, feedback is treated as
updating the query language model based on extra
evidence obtained from the feedback sources. The
information retrieval task is to rank documents ac-
cording to the KL divergence D(θq||θd) between
a query language model θq and a document lan-
guage model θd. The KL divergence is defined as:

D(θq||θd) =
∑

w∈V

p(w|θq) log
p(w|θq)

p(w|θd)
(4)

where V denotes the vocabulary. We estimate
the document model θd using Dirichlet estimation
(Zhai and Lafferty, 2001a):

p(w|θd) =
c(w, d) + µp(w|θC)

|d| + µ
(5)

where |d| is document length, p(w|θC) is collec-
tion language model which is estimated using the
whole data collection. µ is the Dirichlet prior that
is set to 20 in this work. The updated query model

is defined as:

p(w|θq) = λpml(w|θq)

+(1 − λ)

k∑

j=1

p(w|θj)p(z = j|q) (6)

where pml(w|θq) is the MLE query model. {θj}
represents a set of extracted topics each of which
is a unigram language model. λ is used to bal-
ance the two components. z is a hidden variable
over topics. The task is to estimate the multino-
mial topic distribution p(z|q) for query q. Since
pLSI does not properly provide a prior, we esti-
mate p(z = j|q) as:

p(z = j|q) =
p(q, z = j)

∑k
j′=1 p(q, z = j′)

∝ sim(θq, θj)∑k
j′=1 sim(θq, θj′)

(7)

Since the query text is usually very short, it is
not easy to make a decision based on query text
alone. Instead, we concatenate all the available
documents in returned result set to form a super-
document. A language model is estimated for it.
We convert both the document language model
and topic models into weighted term vectors and
use cosine similarity as the sim function. p(z|q)
plays an import role here as it determines the con-
tribution of topics. The topics with higher similar-
ity with current query contributes more in updat-
ing query model. This scheme helps to filter out
noisy information in search history.

4 Evaluation and Discussion

4.1 Data Collection
To the best of our knowledge, there is no public
collection with enough content information and
user implicit feedback. We decided to carry out
a data collection. Due to the difficulty to de-
scribe and evaluate user interests implicitly, we
predefined some user interests and implemented
a search system to collect user interactions.

The predefined interests belong to 5 big cate-
gories namely Entertainment, Computer & Inter-
net, Sports, Health and Social life. Each inter-
est is a kind of user preference such as “movies”
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Table 2: An example of predefined user interests
and tasks

category Enterntainment
interest movies

task1
search for a brief introduction

of your favorite movie

task2
search for an introduction of
an actor or actress you like

task3
search for movies about
”artificial intelligence”

Table 3: Statistics of the data collection
user 1 2 3 4 5

#queries 218 256 177 206 311
#big category 5 5 5 5 5

#interest 25 25 25 25 25
#tasks 100 100 100 100 100

avg.#relevant
4.17 4.22 3.89 4.12 3.24

results
avg.#clicked

2.37 2.21 2.71 1.98 2.42
results

and “outdoor sports”. For each interest, we de-
signed several tasks each of which had a goal. Ta-
ble 2 illustrates an example of a predefined user
interest and related tasks. The volunteers were
asked to find out the information need according
to the tasks. Though we defined these interests
and tasks, we did not impose any constraint on
the queries. The volunteers could choose and re-
formulate any query they thought good for find-
ing the desired information. But we did try to in-
crease the possibility that a user might issue am-
biguous queries by designing tasks like “search
for movies about artificial intelligence” which was
categorized to interest “movies”, but also related
to computer science.

To collect the user interaction with search en-
gine, we implemented a Lucene based search sys-
tem on Tianwang terabyte corpus(Yan and Peng,
2005). Five volunteers were asked to submit
queries to this system to find information satisfy-
ing the tasks of each interest. The system recorded
users’ activities including submitted queries, re-
turned search results (with title, snippet and URL)
and users’ click through information. When the

user finished a task, he clicked a button to tell the
system termination of the session containing all
the queries and activities related to this task. After
finishing all the tasks, the volunteers were asked to
judge the top 20 results’ relevance (relevant or not
relevant) for each query according to the search
target. Each volunteer submitted 233 queries on
average. Table 3 presents some statistics of this
collection.

4.2 Evaluating Topic Extraction

It is not easy to assess the quality of topics, be-
cause topic extraction is an unsupervised process
and difficult to give a standard answer. Therefore,
we view the topic extraction as a clustering prob-
lem that is to organize queries into clusters. To
group queries into clusters through extracted top-
ics, we use ĵ = arg max

j
πd,j to assign a query to

the ĵth topic. Each topic corresponds to a cluster.
All the queries are divided into k clusters. Based
on the data collection, we setup the golden an-
swers according to the predefined interests. We
view all the queries belonging to a predefined in-
terest(which includes multiple tasks) form a clus-
ter which helps us to build a golden answer with
25 clusters in tatal.

One purpose of making use of topics in search
history is to find more relevant parts and reduce
the noise. We hope that the extracted topics are
coherent. That is, a cluster should contain as many
queries as possible belonging to a single inter-
est. To evaluate coherence, we adopt purity (Zhao
and Karypis, 2001), a commonly used metric for
evaluating clustering. The higher the purity is,
the better the system performs. We compare our
method (denoted as PLSI) against the k-means al-
gorithm(denoted as K-Means) on the preference
collection.

Figure 1 shows the overall purity with differ-
ent number of topics. Our method gained better
performance than k-means algorithm consistently.
It is effective to discover and organize user inter-
ests. Besides, as illustrated in Table 1, our method
is able to give higher probability to discriminative
words of each topic that provides a clear picture
of user search history. This leads to an emergence
of novel approaches for personalized browsing.
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Figure 1: Average purity over 5 users gained by
both PLSI and K-Means with different number of
topics(clusters).

4.3 Evaluating Result Reranking
4.3.1 Metric

To quantify the ranking quality, the Dis-
counted Cumulative Gain (DCG) (Jarvelin and
Kekakainen, 2000) is used. DCG is a metric that
gives higher weights to highly ranked documents
and incorporates different relevance levels by giv-
ing them different gain values.

DCG(i) =

{
G(1), if i = 1

DCG(i − 1) + G(i)
log(i) , otherwise

In our work, we use G(i) = 1 for the results la-
beled as relevant by a user and G(i) = 0 for the
results that are not relevant. The average normal-
ized DCG (NDCG)over all the test queries is se-
lected to show the performance.

4.3.2 Systems
We evaluated the performance of following sys-

tems:
PLSI: The proposed method. The history model

was a weighted interpolation over topics extracted
from the preference collection described in ses-
sion 3.2.1.

PSEUDO: From each query unit, we selected
top n documents as pseudo feedback. The lan-
guage history model was estimated on all these
documents.

PLSI-PSEUDO: Top n documents from each
query unit were concatenated to form a preferred

document. The history model was constructed
based on topics extracted from these preferred
documents.

HISTORY: The history language model was es-
timated based on all the documents in search his-
tory.

TB: It was based on(Tan and Zhai, 2006)which
built a unit language model for every past query
and the history model was a weighted interpola-
tion of past unit language models.

ORIGINAL: The default search system.
The first 5 systems provided schemes to smooth

the query model. They estimated the query mod-
els by utilizing different types of feedback (im-
plicit feedback or pseudo feedback) and weight-
ing methods (topic modeling or simple language
modeling). The updated query model was an in-
terpolation between MLE query model and his-
tory language model. The interpolation parameter
was set to 0.5, and n was set to 3.

4.3.3 Performance Comparison
To evaluate the performance on a test query, we

focus on two conditions:

1. the test query matches some past interests.
We want to check the ability of systems to
find relevant information from noisy data.

2. the test query does not match any of past in-
terests. We are interested in the robustness of
the systems.

For the first case, the users were asked to se-
lect at most 2 queries they submitted for each
task. These queries were used as test queries.
The other queries were used to simulate the users’
search history. In total we got 400 queries for
testing. Figure 2 demonstrates the performance
of these systems over all test queries. PLSI
outperformed all other systems consistently that
shows topic model based methods help to esti-
mate a more accurate query model and the user
implicit feedback is better evidence. The PLSI-
PSEUDO also performed well that indicates the
top documents is useful for revealing the topic
of queries, even though they do not satisfy user
need on occasion. TB also gained better perfor-
mance than PSEUDO and HISTORY. It indicates
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Figure 2: The overall average performance of sys-
tems, when each test query matches some user
past interests

highlighting relevant parts in search history helps
to improve the retrieval performance, when the
query matches some of user past interests. Com-
pared with default system, both HISTORY and
PSEUDO improved a lot which proves that the
context in search history is reliable feedback.

For the second case, each user was asked to
hold out 5 interests from his collection for test-
ing and the other interests were used as search
history. The users selected queries from the held
out interests as test queries. These queries did
not match each user’s past interests. We got 244
test queries. As figure 3 shows, though systems
still performed better against ORIGINAL, the im-
provements were not significant. PLSI still gained
the best performance. It has better ability to al-
leviate the effect of noise. HISTORY and PLSI
are more robust than PLSI-PSEUDO which seems
sensitive to the number of topics in this case.

In both cases, HISTORY gained moderate per-
formance but quite robust. It is still a very strong
baseline, though noisy information is not filtered
out. PLSI performed best in both cases. PLSI-
PSEUDO outperformed PSEUDO when the test
queries matched user past interests and gained
comparable results in second case. It shows that
modeling user search history as a mixture of top-
ics and weighting topics according to relevance
between topics and query help to update a better
query model. However, it is necessary to deter-
mine if a query matches past interests that helps
to optimize personalized search strategies.
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Figure 3: The overall average performance of sys-
tems, when each test query does not match any
user past interest.

5 Conclusion and Future Work

In this paper, we have proposed a topic model
based method for personalized search. This ap-
proach has some advantages: first, it provides a
principled way to combine topic modeling and
personalized search; second, it is able to find user
preferences in an unsupervised way and gives an
informative summary of user search history; third,
it explores the underlying relationship between
different query units via topics that helps to filter
out the noise and improve ranking quality.

In future, we plan to do a large scale study by
leveraging the already built search system or busi-
ness search engines. Also, we will try to add more
information to extend the existing model. Besides,
it is necessary to design methods for determin-
ing whether a submitted query matches the user
past interests that is crucial to apply our algorithm
adaptively and selectively.
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Abstract

In this paper we address methodological
issues in the evaluation of a projection-
based framework for dependency parsing
in which annotations for a source lan-
guage are transfered to a target language
using word alignments in a parallel cor-
pus. The projected trees then constitute
the training data for a data-driven parser in
the target language. We discuss two prob-
lems that arise in the evaluation of such
cross-lingual approaches. First, the anno-
tation scheme underlying the source lan-
guage annotations – and hence the pro-
jected target annotations and predictions
of the parser derived from them – is likely
to differ from previously existing gold
standard test sets devised specifically for
the target language. Second, the stan-
dard procedure of cross-validation cannot
be performed in the absence of parallel
gold standard annotations, so an alterna-
tive method has to be used to assess the
generalization capabilities of the projected
parsers.

1 Introduction

The manual annotation of treebanks for natu-
ral language parsing is time-consuming and ex-
pensive, but the availability of such resources
is crucial for data-driven parsers, which require
large amounts of training examples. A technique
known asannotation projection (Yarowsky and

Ngai, 2001) provides a means to relax this re-
source bottleneck to some extent: In a word-
aligned parallel corpus, the text of one language
(source language, SL), say English, is annotated
with an existing parser, and the word alignments
are then used to transfer (orproject) the result-
ing annotations to the other language (target lan-
guage, TL). The projected trees, albeit noisy, can
then constitute the training data for data-driven
TL parsers (Hwa et al., 2005; Spreyer and Kuhn,
2009). Finally, in order to assess the quality of the
projected parser, its output needs to be compared
to held-out TL test data.

Two problems arise in the evaluation of such
approaches. First, the annotations projected from
the SL usually differ stylistically from those found
in the TL test data, rendering any immediate com-
parison between the predictions of the projected
parser and the gold standard meaningless. We dis-
cuss the use of tree transformations for evaluation
purposes, namely to consolidate discrepancies be-
tween the annotation schemes. We then present
experiments that investigate the influence of the
annotation scheme used in training on the general-
ization capabilities of the resulting parser. We also
briefly address the interaction between annotation
style and parsing algorithm (transition-based vs.
graph-based).

The second problem addressed here is the as-
sessment of variance in the training data, and
hence in parser quality. The standard proce-
dure for this purpose would becross-validation.
However, the popular data sets used for bench-
marking parsers, such as those that emerged
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from the CoNLL-X shared task on dependency
parsing (Buchholz and Marsi, 2006), are typi-
cally based on monolingual text. This means
that cross-validation is unavailable for projection-
based frameworks, because no projection can be
performed for the training splits in the absence of
a translation in the SL. We therefore propose a val-
idation scheme which accounts for training data
variance by training a parser multiple times, on
random samples drawn from the projected train-
ing data. Each of the obtained parsers can subse-
quently be evaluated against a fixed, held-out test
set independent of the projection step, and the ar-
ray of accuracy measurements thus obtained can
be further subjected to significance testing to ver-
ify that observed performance differences are not
merely random effects.

The paper is structured as follows. Section 2
describes the projection framework we are assum-
ing. Section 3 summarizes and contrasts the char-
acteristics of four different annotation schemes
underlying our SL parsers (English, German) and
TL test data (Dutch, Italian). Experiments with
different annotation schemes and parsing algo-
rithms are presented in Section 4. In Section 5 we
discuss variance assessment in more detail. Sec-
tion 6 concludes.

2 The Projection Framework

This section briefly describes how we obtain de-
pendency parsers for new languages via annota-
tion projection in a parallel corpus. A detailed dis-
cussion can be found in Spreyer and Kuhn (2009).

We use the Europarl corpus (Koehn, 2005) as
our parallel corpus. It comprises parallel data
from 11 languages; in this paper, we present ex-
periments with English and German as SLs, and
Dutch and Italian as TLs.

First, the bitexts for the language pairs un-
der consideration (English-Dutch, English-Italian,
German-Dutch, and German-Italian) are word-
aligned using Giza++ (Och and Ney, 2003), and
all texts are part-of-speech tagged with the Tree-
Tagger (Schmid, 1994) according to pre-trained
models.1

1Available from http://www.ims.
uni-stuttgart.de/projekte/corplex/
TreeTagger/DecisionTreeTagger.html .

the minutes of the sitting

de notulen van de vergadering

Figure 1: Dependency tree projection from En-
glish to Dutch.

Second, we annotate the SL portions, i.e., the
German and English texts, with MaltParser de-
pendency parsers (Nivre et al., 2006) trained on
standard data sets for the two languages; specifi-
cally, we are using the baseline parsers of Øvrelid
et al. (2010). The English training data consists of
the Wall Street Journal sections 2–24 of the Penn
Treebank (Marcus et al., 1993), converted to de-
pendencies (Johansson and Nugues, 2007). The
treebank data used to train the German parser is
the Tiger Treebank (Brants et al., 2002), in the
version released with the CoNLL-X shared task
(Buchholz and Marsi, 2006).

Given the SL dependency trees, we project the
dependencies to the corresponding (i.e., aligned)
TL elements as shown in Figure 1. The links be-
tween the English and Dutch words indicate the
word alignment. We postulate edges between TL
words (e.g.,de and notulen) if there is an edge
between their respective SL counterparts (the and
minutes).

The projected dependencies are then used as
training data for TL (Dutch and Italian) depen-
dency parsers. In order to account for the fact
that many of the projected dependency structures
are incomplete due to missing alignments or non-
parallelism of the translation, we employ fMalt
(Spreyer and Kuhn, 2009), a modified version of
the MaltParser which handles fragmented training
data. We restrict the admissible fragmentation to
three fragments per sentence, for sentences with
four or more words, based on early experiments
with automatically labeled Dutch data. Sentences
that receive more fragmented analyses are dis-
carded.

Finally, we evaluate the projected TL parsers
against gold standard test sets by parsing the
TL test data and comparing the parser output to
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PTB (en) Tiger (de) Alpino (nl) TUT (it)

NP/PP
Prep Det Noun Prep Det Noun Prep Det Noun Prep Det Noun

auxiliaries
Aux Verb Aux Verb Aux Verb Aux Verb

subord. clauses
Comp Verb Comp Verb Comp Verb Comp Verb

relative clauses
Rel Verb Rel Verb Rel Verb Rel Verb

coordination
X1 Conj X2 X1 Conj X2 X1 Conj X2 X1 Conj X2

Table 1: Different annotation schemes in dependency-converted treebanks.

the reference annotations. However, we discuss
below how differences in annotation style pro-
hibit a direct comparison, and how the annotation
schemes affect the learnability of the grammar and
therefore the accuracy of the derived parsers.

3 Annotation Schemes

In a projection setting like the one described
above, we deal with two sets of annotations: those
projected from the SL, and those marked up in the
TL gold standard. The four annotation schemes
we compare here are those used in the Penn Tree-
bank (PTB; WSJ sections) (Marcus et al., 1993)
for English, the Tiger Treebank (Brants et al.,
2002) for German, the Alpino Treebank (van der
Beek et al., 2002) for Dutch, and the Turin Uni-
versity Treebank2 (TUT) for Italian.

Table 1 illustrates the most obvious differences
among the annotation schemes. Note that we
compare annotations in the dependency-converted
format. This restricts the comparison to attach-
ment decisions and eliminates the bracket bias in-
herent to constituent-based comparisons (Carroll
et al., 1998; Rehbein and van Genabith, 2007).
Again, we use the dependency-converted data sets
of the CoNLL-X shared task.

As shown in the table, both the English and the

2http://www.di.unito.it/ ˜ tutreeb

Dutch treebank annotate prepositional phrases hi-
erarchically, with an embedded NP. The flat an-
notation scheme of the German treebank, on the
other hand, makes every word in the PP a depen-
dent of the preposition (with some exceptions).
The Italian annotation scheme assumes a hierar-
chical structure like English and Dutch, but de-
clares the determiner rather than the noun as the
head of nominal phrases. Another idiosyncrasy
of the Italian annotation scheme is the treatment
of fused prepositions such asdella which incor-
porate the determiner of the embedded NP: In the
dependency-converted TUT, these fused preposi-
tions are represented as two separate tokens, one
tagged as a preposition, the other as a determiner.

Next, auxiliaries take the lexical verb as their
dependent in all treebanks except the Italian TUT,
which inverts the dependency, resulting in a flat
structure with the lexical verb as its head. The
structure of subordinate clauses is hierarchical ac-
cording to the English, Dutch and Italian anno-
tation schemes, but flat in Tiger, with the com-
plementizer as a dependent of the embedded verb.
Relative clauses, on the other hand, are assigned
a flat structure in all but the Dutch scheme, where
the relativizer is the head of the embedded verb.
Finally, coordination is annotated in three differ-
ent ways: While the treebanks for English and
Italian implement a strictly right-branching strat-
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egy, the German annotation scheme attaches both
the conjunction and the second conjunct to the
first conjunct. The Dutch treebank annotates coor-
dinations as flat structures, with all conjuncts de-
pending on the conjunction.

In order to evaluate projected parsers, any dif-
ferences in the source and target annotations need
to be consolidated. A straightforward way of
doing so is by means of tree transformations.
Naturally, this begs the question of where such
transformations should take place: One could
transform the projected annotations to conform
to the reference annotations encountered in the
test set; alternatively, one can manipulate the test
set to reflect the annotation decisions adopted in
the source annotations. A variant of the former
approach has been implemented by Hwa et al.
(2005). They apply post-projection transforma-
tions to Chinese training data projected from En-
glish in order to infuse TL-specific information
which has no counterpart in the source language.

We argue in favor of the alternative, since in a
practical application scenario, where rapid, inex-
pensive development plays a prominent role, it is
conceivable that the SL annotation scheme would
be adopted unaltered for the TL parser. Con-
sider, for instance, an architecture for multilingual
syntax-based information retrieval which is based
on parsers for various TLs, all to be derived from a
single SL. Devising a tailored annotation scheme
for each of the TLs would require linguistically
trained personnel with extensive knowledge of the
languages at hand. By contrast, adhering to the SL
annotation scheme results in homogeneous parser
output across the TLs and thus facilitates stream-
lined higher-level processing.

In Section 4 we present experiments that
involve the language pairs English–Dutch,
German–Dutch, English–Italian, and German–
Italian. For each of the TLs Dutch and Italian,
we therefore derive transformed test sets for each
SL: one version according to the English PTB
annotation style to evaluate the parsers projected
from English, and another version according to
the German Tiger-style annotations to evaluate
parsers projected from German. As an example,
Table 2 illustrates the transformations performed
on the Italian test set for the parser projected from

TUT (it) ⇒ PTB (en)

NP/PP
Prep Det Noun⇒ Prep Det Noun

auxiliaries
Aux Verb⇒ Aux Verb

fused
prepositions

PrepDetp PrepDetd ⇒ PrepDet

Table 2: Transformations performed on the Italian
test set for the parser projected from English.

a. lang orig PTB Tiger
nl – 69.21 67.38
it – 66.44 53.09

b. lang orig PTB Tiger
nl 79.23 80.79 79.19
it 88.52 86.88 84.02

Table 3: Unlabeled attachment scores obtained by
training MaltParsers on (a) projected and (b) gold
standard dependencies according to different an-
notation schemes.

English.

4 Annotation Scheme Experiments

4.1 Learnability

If the annotation style is carried over from the
source language as we suggest above, we may
ask: Is one annotation scheme more appropriate
than the other? When more than one source lan-
guage (annotation scheme) is available, will one
produce more “learnable” TL annotations than the
other? We explore these questions experimentally.
Table 3a shows the performance of Dutch (‘nl’)
and Italian (‘it’) MaltParsers trained on annota-
tions projected from English (‘PTB’) and German
(‘Tiger’), as evaluated against the respective trans-
formed Dutch and Italian gold standards.

Looking at the results for Dutch, we find that
there is indeed a significant difference between
the parser projected from English and the one
projected from German. The former, generating
PTB-style dependencies, achieves 69.21% unla-
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lang. words/sent words/frag frags/sent
en→nl 27.83 1.95 14.25
de→nl 27.55 1.98 13.92
en→it 28.86 2.26 12.79
de→it 28.79 1.66 17.33

Table 4: Average fragmentation in the projected
dependencies.

beled attachment score (UAS). According to a t-
test (cf. Section 5), this is significantly (p<0.01)
better than the parser projected from German
Tiger-style annotations, which achieves 67.38%.

Turning to Italian, the parser projected from
the English PTB-style annotations again performs
better. However, the huge difference of 13.35%
UAS suggests a more fundamental underlying
problem with the word alignment between the
German and Italian sentences. And indeed, in-
spection of the degree of fragmentation in the Ital-
ian projected dependencies (Table 4) confirms that
considerably more edges are missing in the de-
pendencies projected from German than from En-
glish. Missing edges are an indication of missing
word alignment links.

In order to control such factors and focus
only on the learnability of the different anno-
tation schemes, we report in Table 3b the re-
sults of training on gold standard monolingual
treebank data (distinct from the test data), trans-
formed – like the test sets – to conform with the
English and German annotation scheme, respec-
tively.3 In addition, the column labeled ‘orig’
shows the performance obtained when the origi-
nal (dependency-converted) Alpino/TUT annota-
tion scheme is used. For Italian, the results cor-
roborate those obtained with the projected parsers:
training on the PTB-transformed treebank is sig-
nificantly4 (p<0.01) more effective than training
on the Tiger-transformed treebank. The origi-
nal TUT scheme is even more effective (p<0.01),
which comes as no surprise given that the TUT
guidelines were tailored to the traits of the Italian

3We did not attempt parameter optimization, so the fig-
ures reported here donot represent the state-of-the-art in de-
pendency parsing for either language.

4According to Dan Bikel’s Randomized Parsing Eval-
uation Comparator: http://www.cis.upenn.edu/
˜ dbikel/software.html#comparator

parser orig PTB Tiger
MST 81.41 83.01 83.87

Tiger ≈ PTB > orig
Malt 79.23 80.79 79.19

PTB > orig > Tiger

Table 5: UAS of the Dutch MST parsers trained
on gold standard dependencies. (MaltParser re-
sults repeated from Table 3b.)

language.
The Dutch parser, too, responds better to the

hierarchical PTB-based annotation scheme than
to the flat Tiger scheme (p<0.01). In fact, it
also outperforms the parser trained with the orig-
inal Alpino annotations (p<0.01). This demands
for further investigation, reported in the following
section.

4.2 Interaction with Parsing Algorithms

The results in Table 3 affirm that the performance
of a parser hinges on the annotation scheme that
it is trained on. However, the learnability of a
given scheme depends not only on the annotation
decisions, but also on the parsing algorithm im-
plemented by the parser. For instance, it has been
noted (Joakim Nivre, p.c. 2008) that flat coordina-
tion structures like those in the Alpino Treebank
generally pose a challenge to incremental, deter-
ministic parsers like MaltParser.

In order to see to what extent our results are
influenced by characteristics of the MaltParser,
we repeated the experiments with the MST parser
(McDonald et al., 2005), focusing on Dutch
parsers from gold standard training data.5

The MST parser is a graph-based dependency
parser which considers all possible edges to find
the globally optimal tree. The results of the MST
experiments are given in Table 5, together with
the corresponding Malt results repeated from Ta-
ble 3b. We observe that the relative learnability
ranking among the three annotation schemes is in-
deed different with MST. While in the transition-
based paradigm the original Alpino annotations
still appeared more adequate for training than the

5With projected training data for Dutch, and in all ex-
periments with Italian, MST produced the same pattern of
relative performance as Malt.
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trans Malt MST
none 79.23 81.41
coordinationen 80.91 83.01
relativeen 79.21 81.81
allen 80.79 83.01
coordinationde 79.39 82.19
relativede 79.21 81.81
subordde 79.47 82.67
np/ppde 80.73 83.83
allde 79.19 83.87

Table 6: Impact of individual transformations on
Dutch treebank parsers. Significant improvements
(p<0.01) over original Alpino annotation (‘none’)
are in bold face.

Tiger trees, it is now outperformed by both the
PTB and the Tiger trees under the graph-based ap-
proach. There is no significant difference between
the Tiger-based and the PTB-based parser.

To shed some light on the unexpected rank-
ing of the Alpino annotation scheme, we look at
the impact of the individual transformations sep-
arately in Table 6. The upper part of the table
shows how the transformations of the Alpino data
towards PTB-style annotations affects learnabil-
ity. We find that both the MaltParser and the MST
parser benefit from the right-branching coordina-
tion markup of the PTB scheme. The attachment
of relativizers in relative clauses seems to play
only a minor role and makes no significant dif-
ference.

Turning to the Tiger-style transformations, first
note that the semi-flat coordination adopted in the
German treebank does not seem to be superior to
the flat annotations in Alpino: no significant im-
provement is achieved for either parser by using
the former (‘coordinationde ’). Surprisingly, both
parsers benefit from the flat annotation of prepo-
sitional phrases (‘np/ppde ’). The MST parser, but
not the MaltParser, further takes advantage of the
flat subordination structure annotated in Tiger. As
mentioned earlier, this is in line with the funda-
mentally different parsing paradigms represented
by Malt and MST.

We tentatively conclude that the MST parser
is in fact better at exploiting the flat aspects of
the Tiger annotations, while both parsers largely

benefit from the highly hierarchical coordination
structure of the PTB annotation scheme. A more
detailed exploration of these issues is clearly in
order, and subject to future research.

4.3 Discussion

Kübler et al. (2008) present an extensive compar-
ison of two German treebanks: the Tiger treebank
with its rather flat annotation scheme, and the
TüBa/DZ treebank with more hierarchical struc-
tures. They find that the flat Tiger annotation
scheme is more easily learned by constituent-
based (PCFG) parsers when evaluated on a depen-
dency level. Our results suggest the opposite, but
this may well be due to the differences in the ex-
perimental setup: Our training data represent de-
pendency trees directly, and we learn incremen-
tal, deterministic dependency parsers rather than
PCFGs.

5 Variance Assessment

The second question we address in this paper is
the assessment of variance in the training data,
and hence in parser quality. The standard proce-
dure for this purpose would becross-validation.
To performk-fold cross-validation, the data is par-
titioned intok splits of equal size, and one of the
splits is used as test data, while the remainingk-1
splits serve as training data. The train–test cycle is
repeated until each of thek subsamples has been
used as test data exactly once.

However, the popular data sets used for bench-
marking parsers, such as the CoNLL-X shared
task data used here, are typically based on mono-
lingual text. This means that cross-validation is
unavailable for projection-based frameworks, be-
cause no projection can be performed for the train-
ing splits in the absence of a translation in the SL.

Moreover, the expected noise level in the pro-
jected dependencies requires that there be a con-
siderable amount of training data for an evaluation
to be meaningful. So even if parallel test data is
available, the data partitioning performed in cross-
validation may compromise the results.

We therefore propose a validation scheme
which (i) does not reduce the amount of test data
by partitioning (this may be a problem when only
a small number of gold standard annotations is
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nlptb nltig itptb ittig
68.51 67.25 66.56 54.01
70.07 66.79 66.45 54.21
69.21 68.13 66.07 53.37
69.45 68.29 66.47 52.77
68.47 67.31 66.74 52.55
69.07 66.97 66.20 53.66
69.99 67.87 66.56 52.70
69.71 66.43 66.37 52.70
68.77 67.11 66.05 52.08
68.83 67.67 66.96 52.82

mean 69.21 67.38 66.44 53.09
sd 0.58 0.60 0.29 0.69

Table 7: Intra-system variance assessment.

available), (ii) does not require parallel test data
and is independent of the projection step, and (iii)
takes advantage of the fact that training data is
cheap and therefore abundant in projection-based
settings. Specifically, given that we have plenty
of training data, we can train a particular parser
multiple (say, k) times, each time sampling a
fixed number of training examples from the pool
of training data. Thek parsers can then each
parse the unseen test set, and subsequent compar-
ison against the gold standard annotations yields
k values of the performance metric at hand (here,
UAS). As in conventional cross-validation, these
k values are then averaged to provide an aggre-
gated score, and they can be used to derive stan-
dard deviations etc. The arrays of measurements
for different systems can further be subjected to
significance tests such as the two-sample t-test to
verify that observed performance differences are
not merely random effects.

5.1 Experiments

We use the validation procedure just described
(with k=10) to investigate the variance in the pro-
jected parsers discussed in the previous section
(Table 3a). Table 7 lists the scores obtained by
the individual parsers, each trained on a different
random sample of 100,000 words, drawn from the
pool of all projected annotations. We also show
the standard deviation and repeat the mean UAS.
We observe that, for a given language, standard
deviation seems to correlate negatively with mean

UAS; in other words, the better parsers also seem
to be more robust towards variance in the training
data.

5.2 Discussion

Classical cross-validation and the validation
method described here do measure slightly dif-
ferent things. First, in cross-validation it is not
only the training data that is varied, but the test
data as well. Second, when two systems are com-
pared under the cross-validation regime, thek
rounds can usually be consideredpaired samples
because both systems are trained and evaluated
on identical partitionings of the data. In contrast,
projection-based settings typically involve some
form of filtering on the basis of the projected an-
notations; in our case, the filter restricts the de-
gree of fragmentation in the projected dependency
tree. This filtering makes it all but impossible
to pair the training samples without seriously di-
minishing the pool from which the samples are
drawn. For instance, when comparing the Italian
parser projected from English (itptb) and the one
projected from German (ittig), a training sentence
may receive a complete analysis from the English
translation, and hence be included in the training
pool for itptb; but the same (Italian) sentence may
receive a highly fragmented analysis under projec-
tion from German (e.g., due to missing alignment
links) and be discarded from the training pool for
ittig.

With samples that cannot be paired, it is also
not obvious how evaluation strategies like the
randomized comparison mentioned above (fn. 4)
could be employed in a sound way (by non-
statisticians).

6 Conclusions

We have discussed two issues that arise in the
evaluation of frameworks that involve cross-
lingual projection of annotations. We focused on
the projection of dependency trees from German
and English to Dutch and Italian, and presented
experiments that compare parsers trained on the
projected dependencies. The parsers differ in the
annotation scheme they follow: When they are
projected from German, they employ the flat Tiger
annotation scheme of the source language; pro-
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jected from English, they learn the more hierar-
chical PTB structures. In order to evaluate the
projected parsers against target language (Dutch,
Italian) gold standard annotations, we convert the
test sets to the annotation scheme employed in the
respective source language.

While our experiments with gold standard tree-
bank data affirm that the annotation scheme that
is being learned has some influence on the perfor-
mance of the parser, one should bear in mind that
in a projection scenario, the quality of the word
alignment plays at least an equally important role
when it comes to chosing a suitable source lan-
guage and annotation scheme.

We have further proposed a validation scheme
which unlike cross-validation does not require
parallel test data. Instead, it exploits the fact that
training data is usually available in abundance in
projection scenarios, so parsers can be trained on
multiple random samples and evaluated against a
single, independent test set which need not be fur-
ther partitioned.
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Abstract

In this paper, we propose a novel
dependency-based bracketing transduc-
tion grammar for statistical machine
translation, which converts a source sen-
tence into a target dependency tree. Dif-
ferent from conventional bracketing trans-
duction grammar models, we encode tar-
get dependency information into our lex-
ical rules directly, and then we employ
two different maximum entropy models
to determine the reordering and combi-
nation of partial dependency structures,
when we merge two neighboring blocks.
By incorporating dependency language
model further, large-scale experiments on
Chinese-English task show that our sys-
tem achieves significant improvements
over the baseline system on various test
sets even with fewer phrases.

1 Introduction

Bracketing transduction grammar (BTG) (Wu,
1995) is an important subclass of synchronous
context free grammar, which employs a special
synchronous rewriting mechanism to parse paral-
lel sentence of both languages.

Due to the prominent advantages such as the
simplicity of grammar and the good coverage of
syntactic diversities in different language pairs,
BTG has attracted increasing attention in statis-
tical machine translation (SMT). In flat reorder-
ing model (Wu, 1996; Zens et al., 2004), which
assigns constant reordering probabilities depend-
ing on the language pairs, BTG constraint proves
to be very effective for reducing the search space
of phrase reordering. To pursue a better method
to predict the order between two neighboring

blocks1, Xiong et al. (2006) present an enhanced
BTG with a maximum entropy (ME) based re-
ordering model. Along this line, source-side syn-
tactic knowledge is introduced into the reorder-
ing model to improve BTG-based translation (Se-
tiawan et al., 2007; Zhang et al., 2007; Xiong et
al., 2008; Zhang and Li, 2009). However, these
methods mainly focus on the utilization of source
syntactic knowledge, while ignoring the modeling
of the target-side syntax that directly influences
the translation quality. As a result, how to ob-
tain better translation by exploiting target syntac-
tic knowledge is somehow neglected. Thus, we
argue that it is important to model the target-side
syntax in BTG-based translation.

Recently, modeling syntactic information on
the target side has progressed significantly. De-
pending on the type of output, these models can
be divided into two categories: theconstituent-
output systems (Galley et al., 2006; Zhang et
al., 2008; Liu et al., 2009) anddependency-
output systems (Eisner, 2003; Lin, 2004; Ding
and Palmer, 2005; Quirk et al., 2005; Shen et
al., 2008). Compared with theconstituent-output
systems, thedependency-outputsystems provide a
simpler platform to capture the target-side syntac-
tic information, while also having the best inter-
lingual phrasal cohesion properties (Fox, 2002).
Typically, Shen et al. (2008) propose a string-to-
dependency model, which integrates the target-
side well-formed dependency structure into trans-
lation rules. With the dependency structure, this
system employs a dependency language model
(LM) to exploit long distance word relations, and
achieves a significant improvement over the hier-
archical phrase-based system (Chiang, 2007). So

1A block is a bilingual phrase without maximum length
limitation.
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we think it will be a promising way to integrate the
target-side dependency structure into BTG-based
translation.

In this paper, we propose a novel dependency-
based BTG (DepBTG) for SMT, which represents
translation in the form of dependency tree. Ex-
tended from BTG, our grammars operate on two
neighboring blocks with target dependency struc-
ture. We integrate target syntax into bilingual
phrases and restrict target phrases to the well-
formed structures inspired by (Shen et al., 2008).
Then, we adopt two ME models to predict how to
reorder and combine partial structures into a target
dependency tree, which gives us access to captur-
ing the target-side syntactic information. To the
best of our knowledge, this is the first effort to
combine the translation generation with the mod-
eling of target syntactic structure in BTG-based
translation.

The remainder of this paper is structured as fol-
lows: In Section 2, we give brief introductions to
the bases of our research: BTG and dependency
tree. In Section 3, we introduce DepBTG in detail.
In Section 4, we further illustrate how to create
two ME models to predict the reordering and de-
pendency combination between two neighboring
blocks. Section 5 describes the implementation
of our decoder. Section 6 shows our experiments
on Chinese-English task. Finally, we end with a
summary and future research in Section 7.

2 Background

2.1 BTG

BTG is a special case of synchronous context free
grammar. There are three rules utilized in BTG:

A → [A1, A2] (1)

A → 〈A1, A2〉 (2)

A → x/y (3)

where the reordering rules (1) and (2) are used
to merge two neighboring blocksA1 and A2 in
a straight or inverted order, respectively. The lex-
ical rule (3) is used to translate the source phrase
x into the target phrasey.

���� �������
	
���	�
 ���	���	�	�� 
��	�
� �������
�����

Figure 1: The dependency tree for sentenceThe
UN will provide abundant financial aid to Haiti
next week.

2.2 Dependency Tree

In a given sentence, each word depends on a par-
ent word, except for the root word. The depen-
dency tree for a given sentence reflects the long
distance dependency and grammar relations be-
tween words. Figure 1 shows an example of a de-
pendency tree, where a black arrow points from a
child word to its parent word.

Compared with constituent tree, dependency
tree directly models semantic structure of a sen-
tence in a simpler form. Thus, it provides a desir-
able platform for us to utilize the target-side syn-
tactic knowledge.

3 Dependency-based BTG

3.1 Grammars

In this section, we extend the original BTG into
DepBTG. The rules of DepBTG, which derive
from that of BTG, merge blocks with target de-
pendency structure into a larger one. These rules
take the following forms:

Ad → [A1
d, A

2
d]CC (4)

Ad → [A1
d, A

2
d]LA (5)

Ad → [A1
d, A

2
d]RA (6)

Ad → 〈A1
d, A

2
d〉CC (7)

Ad → 〈A1
d, A

2
d〉LA (8)

Ad → 〈A1
d, A

2
d〉RA (9)

Ad → x/y (10)

where A1
d and A2

d represent two neighboring
blocks with target dependency structure. Rules
(4)∼(9) are used to determine the reordering and
combination of two dependency structures, when
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Figure 2: Dependency operations on the neigh-
boring dependency structures. CC = coordinate
concatenate, LA = left adjoining, and RA = right
adjoining.

we merge two neighboring blocks. Rule (10) is
applied to generate bilingual phrase(x , y) with
target dependency structure learned from train-
ing corpus. To distinguish the rules with differ-
ent functions, the rules (4)∼(9) and rule (10) are
named asmerging rulesandlexical rule, respec-
tively.

Specifically, we first merge the neighboring
blocks in the straight order using rules (4)∼(6) or
in the inverted order using rules (7)∼(9). Then,
according to different merging rules, we conduct
some operations to combine the corresponding de-
pendency structures in the target order: coordinate
concatenate (CC), left adjoining (LA ) and right
adjoining (RA).

To clearly illustrate our operations, we show the
process of applying three dependency operations
to build larger structures in Figure 2. Adopting
rule (4), the dependency structures “( ( financial
) aid )”1 and “( to ( Haiti ) )” can be combined
into a larger one consisting of two sibling subtrees
(see Figure 2(a)). Adopting rule (5), we can adjoin
the left dependency structure “( abundant )” to the
leftmost sub-root of the right dependency struc-

1We use the lexicon dependency grammar (Hellwig,
2006) to express the projective dependency tree. Using this
grammar, the words in the brackets are defined as the child
words depending on the parent word outside the brackets.

ture “( ( financial ) aid ) ( to ( Haiti ) )” (see Figure
2(b)). Adopting rule (6), we can include the right
dependency structure “( ( abundant ) ( financial )
aid ) ( to ( Haiti ) )” as a child of the rightmost sub-
root of the left dependency structure “( provide )”
(see Figure 2(c)). In a similar way, rules (7)∼(9)
are applied to deal with two partial structures in
the inverted order.

3.2 Well-Formed Dependency Structures

As illustrated in the previous sub section, the
rules of DepBTG operate on the blocks with tar-
get dependency structure. Following (Shen et al.,
2008), we restrict the target phrases to the well-
formed dependency structures. The main differ-
ence is that we use more relaxed constraints to
extract more bilingual phrases with rational struc-
ture. Take a sentenceS = w1w2 ...wn for exam-
ple, we denote the parent word ID of wordwi with
di, and show the definitions of structures as fol-
lows.

Defination 1 A dependency structuredi ...j is
fixed on headh, whereh ∈ [i, j], if and only if
it meets the following conditions

• dh /∈ [i , j ]

• ∀k ∈ [i , j ] and k 6= h, dk ∈ [i , j ]

• ∀k ∈ [i , j ], dk = h or dk ∈ [i , j ]

Defination 2 A dependency structuredi ...dj is
floating with children C, for a non-empty set
C ⊆ {i...j}, if and only if it meets the following
conditions

• ∃h /∈ [i , j ], s.t .∀k ∈ C , dk = h

• ∀k ∈ [i , j ] and k /∈ C , dk ∈ [i , j ]

• ∀k /∈ [i , j ], dk /∈ [i , j ] or dk = cl
or dk = cr

wherecl andcr represent the IDs of the leftmost
and rightmost words in the setC, respectively.
Note that the underline indicates the difference
between our definition and that of (Shen et al.,
2008). In our model, we regard the floating struc-
ture, which is not complete on its boundary sub-
roots, as an useful structure, since it will become
a complete constituent by combining it with other
partial structures. For example, the dependency
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Figure 3: (a) A fixed structure and (b) (c) two
floating structures. Note that (c) is ill-formed in
(Shen et al., 2008).

structures shown in Figure 3 are all well-formed
structures. However, according to the definitions
of (Shen et al., 2008), 3(c) is ill-formed because
aid does not include its leftmost child wordabun-
dant in the structure.

4 ME Models for Merging Rules

4.1 The Models

A simple way to estimate the probabilities of the
merging rules is to adopt maximum likelihood es-
timation to obtain the conditional probabilities.
However, this method is not applicable to merging
rules because the dependency structures become
larger and larger during decoding, which are very
sparse in the corpus.

Inspired by MEBTG translation (Xiong et al.,
2006), which considers phrase reordering as a
classification problem, we model the reordering
and combination of two neighboring dependency
structures based on the ME principle. Owing to
data sparseness and the complexity of multi-class
classification, we establish two ME models rather
than an unified ME model: one for the reorder-
ing between blocks, calledreordering model; the
other for the dependency operations on the corre-
sponding dependency structures, calledoperation
model.

Thus, according to the ME scheme, we decom-
pose the probabilityΩ of each merging rule into

Ω = pθ1(o|A1
d, A

2
d) · pθ2(d|A1

d, A
2
d)

=
exp(Σiθ1ih1i(o,A

1
d, A

2
d))

Σo exp(Σiθ1ih1i(o,A1
d, A

2
d))

·

exp(Σjθ2jh2j(d,A1
d, A

2
d))

Σd exp(Σjθ2jh2j(d,A1
d, A

2
d))

where the functionsh1i ∈ {0, 1} are the fea-
tures of the ME-based reordering model,

θ1i are the corresponding weights, ando ∈
{straight, inverted}. Similarly, the func-
tions h2j ∈ {0, 1} and the weightsθ2j are
trained for the ME-based operation model, and
d ∈ {CC,LA,RA}.

4.2 Example Extraction

To train the ME models, we extract examples
from a string-to-dependency word-aligned corpus
during the process of bilingual phrases extraction
(Koehn et al., 2005), and then collect various fea-
tures for the models.

For the reordering model, we adopt the method
of (Xiong et al., 2006) to extract reordering exam-
ples. Due to the limit of space, we skip the details
of this method.

For the operation model, given an operation
training example consisting of two neighboring
dependency structures: the left structuredl and the
right structuredr, we firstly classify it into differ-
ent categories by the dependency relation between
dl anddr:

• if dl anddr have the same parent, the cate-
gory of the example isCC;

• if dl depends on the leftmost sub-root ofdr,
the category of the example isLA;

• if dr depends on the rightmost sub-root ofdl,
the category of the example isRA.

For instance, Figure 4 shows an operation exam-
ple with RA operation, where the sub-root word
week of dr depends on the rightmost sub-root
word provideof dl.

Then, we collect various features from the fol-
lowing nodes: the rightmost sub-root ofdl, and
its rightmost child node; the leftmost sub-root of
dr, and its leftmost child node. Here, we specu-
late that these nodes may carry useful information
for the dependency combination of the two struc-
tures, since they locate nicely at the boundary sub-
trees ofdl anddr. For simplicity, we refer to these
nodes as thefeature nodesof the example. Let’s
revisit Figure 4, the feature nodes of the example
are marked with dashed ellipses. The rightmost
sub-root word ofdl is provide, and its rightmost
child word isto; The leftmost sub-root word ofdr

is week, and its leftmost child word isnext.
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Type Name Description

Lexical Features

Wlh(dr) The leftmost sub-root word ofdr

Wrh(dl) The rightmost sub-root word ofdl

Wllc(dr) The leftmost child word ofWlh(dr)
Wrrc(dl) The rightmost child word ofWrh(dl)

POS Features

Plh(dr) The POS ofWlh(dr)
Prh(dl) The POS ofWrh(dl)
Pllc(dr) The POS ofWllc(dr)
Prrc(dl) The POS ofWrrc(dl)

Table 1: Feature categories in the ME-based operation model.

Type Features and Instances

Unigram Features
Wrh(dl) = provide Wrrc(dl) = to Wlh(dr) = week Wllc(dr) = next

Prh(dl)=VV Prrc(dl) = TO Plh(dr) = NN Pllc(dr) = ADJ

Bigram Features

Wrh(dl) Wlh(dr) = provideweek Wrh(dl) Plh(dr) = provideNN
Prh(dl) Wlh(dr) = VV week Prh(dl) Plh(dr) = VV NN

Wrh(dl) Wllc(dr) = providenext Wrh(dl) Pllc(dr) = provideADJ
Prh(dl) Wllc(dr) = VV next Prh(dl) Pllc(dr) = VV ADJ
Wrrc(dl) Wlh(dr) = to week Wrrc(dl) Plh(dr) = to NN
Prrc(dl) Wlh(dr) = TO week Prrc(dl) Plh(dr) = TO NN

Table 2: ME operation features and instances of the example shown in Figure 4.

abundant/ADJ

to/TOaid/NN

Haiti/NR

week/NN

next/ADJfinancial/ADJ

provide/VV

dA dB
Figure 4: An example withRA category consist-
ing of the neighboring dependency structuresdl

and dr. The dashed ellipses denote thefeature
nodesof the example, and each node consists of
one word and its corresponding POS tag.

In addition, to keep the number of operation ex-
amples acceptable, we follow (Xiong et al., 2006)
to only extract the smallest one from the examples
with the samefeature nodesin each sentence.

4.3 Features

To capture reordering information, we use the
boundary words of bilingual blocks as features,
which are proved to be very effective in (Xiong

et al., 2006).
To capture dependency operation information,

we design two kinds of features on thefeature
nodes: the Lexical features and Parts-of-speech
(POS) features. With the POS features, the op-
eration ME model will do exact predicating to the
best of its ability, and then can back off to approxi-
mately predicating if exact predicating fails. Table
1 shows these feature categories in detail.

Furthermore, we also use some bigram features,
since it is generally admitted that the combina-
tion of different features can lead to better per-
formance than unigram features. To better under-
stand our operation features, we continue with the
example shown in Figure 4, listing features and
instances in Table 2.

5 Implementation Details

5.1 Decoder

We develop a CKY-style decoder which uses the
following features: (1) Phrase translation proba-
bilities in two directions, (2) Lexical translation
probabilities in two directions, (3) N-gram LM
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score, (4) ME-based reordering model score, (5)
Number of phrases, (6) Number of target words,
(7) ME-based operation model score, (8) Depen-
dency LM scores at word level and POS level
separately, and (9) Discount on ill-formed depen-
dency structures. Here, the former six features are
also used in MEBTG translation.

5.2 Dependency Language Model

Following (Shen et al., 2008), we apply different
tri-gram dependency LMs at word level and POS
level separately to DepBTG translation.

Given a dependency structure, wherewh

is the parent word, wL = wl1 ...wln and
wR = wr1 ...wrm are child word sequences
on the left side and right side respectively, the
probability of a tri-gram is computed as follows:

P (wL, wR|wh-as-head)

= P (wL|wh-as-head) · P (wR|wh-as-head)

HereP (wL|wh-as-head) can be decomposed into:

P (wL|wh-as-head)

= P (wl1 |wh-as-head) · P (wl2 |wl1 , wh-as-head)

... · P (wln |wln−1 , wln−2)

where ‘-as-head’ is used to distinguish the head
word from child word in the language model. In
like manner,P (wR|wh-as-head) has a similar cal-
culation method.

5.3 Ill-Formed Dependency Structure

To preserve the good coverage of bilingual
phrases, we keep some bilingual phrases with the
special ill-formed dependency structure. Differ-
ent from the well-formed structures, where all the
children of the sub-roots are complete, these ill-
formed structures are not complete on the chil-
dren of the boundary sub-roots, lacking a well-
formed sub structure on the boundary. We con-
sider them as useful structures with gaps, each of
which can be combined with some well-formed
structures into a larger well-formed one. To re-
duce the search space, we constrain the number of
gap to one on each boundary. During decoding,
we directly substitute the gap in a structure with
another well-formed structure which has the same
direction.

CDEFGHI JE KDIKKLMNHKNJ OGNKNPGKQKGH R HGSKSJID
dT dU

Figure 5: Dependency combination of the ill-
formed dependency structuredl with the right
well-formed dependency structuredr. G denotes
gap and the dotted line denotes the substitution of
the gapG with dr.

For example, there are two dependency struc-
tures in Figure 5:dl is an ill-formed structure with
a right gap, anddr is a well-formed one. Instead
of investigating three operations to combine these
structures, we fill the gap ofdl with dr, and then
compute the corresponding score of theRA oper-
ation on the sub structures “( to )” and “( ( disaster
) area )” in the ME-based operation model.

6 Experiment

6.1 Setup

The training corpus1 comes from LDC with
1.54M bilingual sentences (41M Chinese words
and 48M English words). We run GIZA++ (Och
and Ney, 2000) to obtain word alignments with
the heuristic method “grow-diag-final-and”. Then
we parse the English sentences to generate a
string-to-dependency word-aligned corpus using
the parser (Huang et al., 2009). From this cor-
pus, we extract bilingual phrases with dependency
structure. Here, the maximum length of the source
phrase is set to 7. For the n-gram LM, we use
SRILM Toolkits (Stolcke, 2002) to train a 4-gram
LM on the Xinhua portion of the Gigaword cor-
pus. For the dependency LM, we train different
3-gram dependency LMs at word level and POS
level separately on the English side of the training
corpus.

During the process of bilingual phrase extrac-
tion, we collect the neighboring blocks without

1The training corpus consists of six LDC corpora:
LDC2002E18, LDC2003E07, LDC2003E14, Hansards part
of LDC2004T07, LDC2004T08 , LDC2005T06.
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any length limitation to obtain examples for two
ME models. For the reordering model, we obtain
about22.6M examples with monotone order and
4.8M examples with inverted order. For the op-
eration model, we obtain about5.9M examples
with CC operation,14.8M examples withLA
operation, and9.7M examples withRA opera-
tion. After collecting various features from the
examples, we use the ME training toolkit devel-
oped by Zhang (2004) to train ME models with
the following parameters: iteration numberi=200
and Gaussian priorg=1.0.

The 2002 NIST MT Evaluation test set is used
as the development set. The 2003 and 2005 NIST
MT Evaluation test sets are our test sets. We per-
form the MERT training (Och, 2003) to tune the
optimal feature weights on the development set.
To run the decoder, we prune the phrase table with
b = 100, prune the chart withn = 50,α = 0.1. See
(Xiong et al., 2006) for the meanings of these pa-
rameters. The translation quality is evaluated by
case-insensitive BLEU-4 metric (Papineni et al.,
2002), as calculated by mteval-v11b.pl.

6.2 Results

Since (Xiong et al., 2006) has made a deep inves-
tigation on the ME-based reordering model, we
mainly focus on the study of the ME-based oper-
ation model. To explore the utility of the various
features in the operation model, we randomly se-
lect about10K examples from all the operation
examples as held-out data, and use the rest exam-
ples as training data. Then, we train the operation
models on different feature sets and investigate the
performance of models on the held-out data.

Table 3 shows the accuracy rates of the ME op-
eration models using different feature sets. We
find that the bigram feature set provides the most
persuasive evidences and achieves best perfor-
mance than other feature sets.

To investigate the influences of various factors
on the system performance, we carried out exper-
iments on the NIST Chinese-English task with the
following systems:

• MEBTG + all: an MEBTG translation sys-
tem, which uses all bilingual phrases. It is
our baseline system;

Model Accuracy Rate

lexical features 87.614%

POS features 88.232%

unigram features 90.024%

bigram features 93.907%

all features 93.290%

Table 3: The accuracy rates of the ME-based oper-
ation models on the held-out data set using differ-
ent feature sets. Unigram features include lexical
features and POS features, and bigram features are
the combinations of different unigram features.

• MEBTG + filter1: a baseline system, which
uses the bilingual phrases consistent to the
well-formed dependency structures by (Shen
et al., 2008);

• MEBTG + filter2: a baseline system, which
uses the bilingual phrases consistent to our
well-formed dependency structures;

• MEBTG + filter3: a baseline system, which
uses the bilingual phrases consistent to our
well-formed dependency structures and the
special ill-formed dependency structures;

• DepBTG + unigram features: a DepBTG
system which only uses the unigram features
in the ME-based operation model;

• DepBTG + bigram features: a DepBTG sys-
tem which only uses the bigram features in
the ME-based operation model;

• DepBTG + all features: a DepBTG system
which uses all features in the ME-based op-
eration model;

• DepBTG + unigram features + dep LMs:
a DepBTG system with dependency LMs,
where only the unigram features are adopted
in the ME-based operation model;

• DepBTG + bigram features + dep LMs:
a DepBTG system with dependency LMs,
where only the bigram features are adopted
in the ME-based operation model;

• DepBTG + all features + dep LMs: a
DepBTG system with dependency LMs,
where all features are adopted in the ME-
based operation model.
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System Type #Bp MT03 MT05

MEBTG

all( baseline ) 81.4M 33.41 32.65
filter1 27.8M 32.17(↓ 1.24) 31.26(↓ 1.39)
filter2 33.7M 32.77(↓ 0.64) 31.93(↓ 0.72)
filter3 58.5M 33.29(↓ 0.12) 32.71(↑ 0.06)

DepBTG

unigram features 59.9M 33.46(↑ 0.05) 32.67(↑ 0.02)
bigram features 59.9M 33.57(↑ 0.16) 32.89(↑ 0.24)

all features 59.9M 33.59(↑ 0.18) 32.86(↑ 0.21)
unigram features + dep LMs59.9M 33.90(↑ 0.49) 33.29(↑ 0.64)
bigram features + dep LMs 59.9M 34.18(↑ 0.77) 33.58(↑ 0.93)

all features + dep LMs 59.9M 34.10(↑ 0.69) 33.55(↑ 0.90)

Table 4: Experimental results on Chinese-English NIST Task.

Experiment results are summarized in Table 4.
Our baseline system extracts81.4M bilingual
phrases and achieves the BLEU scores of33.41
and 32.65 on two test sets separately. Adopt-
ing the constraint of the well-formed structures by
(Shen et al., 2008), we extract27.8M bilingual
phrases, which lead to great drops in BLEU score:
1.24 points and1.39 points on two test sets sep-
arately(see Row 3). Using the constraint of our
well-formed structures, the number of extracted
bilingual phrases is33.7M . We observe the simi-
lar results that the performance drops0.64 points
and0.72 points over the baseline system on two
test sets, respectively (see Row 4). Furthermore,
we add some bilingual phrases with the special
ill-formed structure into our phrase table, and the
number of the bilingual phrases in use is 58.5M
accounting up71.9% of the full phrases. For two
test sets, our system achieves the BLEU scores of
33.29 and32.71 (see Row 5), which are very close
to the scores of baseline system. Those experi-
mental results demonstrate that phrase coverage
has a great effect on the system performance and
our definitions of the allowed dependency struc-
tures are useful to retain rational bilingual phrases.

Then, by employing the ME-based operation
model and two 3-gram dependency LMs, the
DepBTG system outperforms the MEBTG system
in almost all cases. The experimental results indi-
cate that the dependency LMs are more effective
than the ME-based operation model for DepBTG
system. Especially, using bigram features and de-
pendency LMs, the DepBTG system obtains ab-

solute improvements on two test sets:0.77 BLEU
points on NIST03 test set and0.93 BLEU points
on NIST05 test set (see Row 10), which are both
statistically significant atp < 0.05 using the sig-
nificance tester developed by Zhang et al. (2004).

7 Conclusion and Future Work

In this paper, we propose a novel dependency-
based BTG to directly model the syntactic struc-
ture of the translation. Using the bilingual phrases
with target dependency structure, our system em-
ploys two ME models to generate the transla-
tion in line with dependency structure. Based on
the target dependency structure, our system filters
26.4% bilingual phrases (from81.4M to 59.9M ),
captures the target-side syntactic knowledge by
dependency language models, and achieves sig-
nificant improvements over the baseline system.

There is some work to be done in the future. To
better utilize the syntactic information, we will put
more effort on the study of the dependency LM
with deeper syntactic knowledge. Moreover, we
believe that modeling the syntax of both sides is a
promising method to further improve BTG-based
translation and this will become a study emphasis
in our future research. Finally, inspired by (Tu
et al., 2010), we will replace 1-best dependency
trees with dependency forests to further increase
the phrase coverage.
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Abstract 

We present a simple algorithm for 
clustering semantic patterns based on 
distributional similarity and use cluster 
memberships to guide semi-supervised 
pattern discovery. We apply this 
approach to the task of relation 
extraction. The evaluation results 
demonstrate that our novel 
bootstrapping procedure significantly 
outperforms a standard bootstrapping. 
Most importantly, our algorithm can 
effectively prevent semantic drift and 
provide semi-supervised learning with a 
natural stopping criterion. 

1 Introduction 

The Natural Language Processing (NLP) 
community faces new tasks and new domains 
all the time. Without enough labeled data of a 
new task or a new domain to conduct supervised 
learning, semi-supervised learning (SSL) is 
particularly attractive to NLP researchers since 
it only requires a handful of labeled examples, 
known as seeds.  SSL starts with these seeds to 
train an initial model; it then applies this model 
to a large volume of unlabeled data to get more 
labeled examples and adds the most confident 
ones as new seeds to re-train the model. This 
iterative procedure has been successfully 
applied to a variety of NLP tasks, such as 
hypernym/hyponym extraction (Hearst, 1992), 
word sense disambiguation (Yarowsky, 1995), 
question answering (Ravichandran and Hovy, 
2002), and information extraction (Brin, 1998; 
Collins and Singer, 1999; Riloff and Jones, 
1999; Agichtein and Gravano, 2000; Yangarber 
et al., 2000; Chen and Ji, 2009).  

While SSL can give good performance for 
many tasks, it is a procedure born with two 
defects. One is semantic drift.  When SSL is 
under-constrained, the semantics of newly 
promoted examples might stray away from the 
original meaning of seed examples as discussed 
in (Brin, 1998; Curran et al., 2007; Carlson et 
al., 2010). For example, a SSL procedure to 
learn semantic patterns for the LocatedIn 
relation (PERSON in LOCATION/GPE1) might 
accept patterns for the Employment relation 
(employee of GPE / ORGANIZATION) 
because many unlabeled pairs of names are 
connected by patterns belonging to multiple 
relations. Patterns connecting <Bill Clinton, 
Arkansas> include LocatedIn patterns such as 
“visit”, “arrive in” and “fly to”, but also patterns 
indicating other relations such as “governor of”, 
“born in”, and “campaign in”. Similar analyses 
can be applied to many other examples such as 
<Bush, Texas> and <Schwarzenegger, 
California>. Without careful design, SSL 
procedures usually accept bogus examples 
during certain iterations and hence the learning 
quality degrades.  

The other shortcoming of SSL is its lack of 
natural stopping criteria. Most SSL algorithms 
either run a fixed number of iterations 
(Agichtein and Gravano, 2000) or run against a 
separate labeled test set to find the best stopping 
criterion (Abney, 2008). The former solution 
needs a human to keep eyeballing the learning 
quality of different iterations and set ad-hoc 
thresholds accordingly. The latter requires a 

                                                 
1 These are the types of relations and names used in 
the NIST-sponsored ACE evaluation. 
http://www.itl.nist.gov/iad/mig//tests/ace/. GPE 
represents a Geo-Political Entity — an entity with 
land and a government. 
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separate labeled test set for each new task or 
domain. They make SSL less appealing than it 
could be since the intention of using SSL is to 
minimize supervision.  

In this paper, we propose a novel learning 
framework which can automatically monitor the 
semantic drift and find a natural stopping 
criterion for SSL. Central to our idea is that 
instead of using unlabeled data directly in SSL, 
we first cluster the seeds and unlabeled data in 
an unsupervised way before conducting SSL. 
The semantics of unsupervised clusters are 
usually unknown. However, the cluster to which 
the seeds belong can serve as the target cluster. 
Then we guide the SSL procedure using the 
target cluster. Under such learning settings, 
semantic drift can be automatically detected and 
a stopping criterion can be found:  stopping the 
SSL procedure when it tends to accept examples 
belonging to clusters other than the target 
cluster.  

We demonstrate in this paper the above 
general idea by considering a bootstrapping 
procedure to discover semantic patterns for 
extracting relations between named entities 
(NE). Standard bootstrapping usually starts with 
some high-precision and high frequency seed 
patterns for a specific relation to match named 
entities, then it uses newly promoted entities to 
search for additional confident patterns 
connecting them. It is a procedure driven by the 
duality between patterns and entities: a good 
pattern can connect more than one pair of 
named entities and a pair of named entities is 
usually connected by more than one good 
pattern.  

We present a new bootstrapping procedure in 
which we first cluster the seed and other 
patterns in a large corpus based on distributional 
similarity. We then guide the bootstrapping 
using the target cluster.  

The next section describes our unsupervised 
pattern clusters. Section 3 presents the details of 
our novel bootstrapping procedure with 
guidance from pattern clusters. We evaluate our 
algorithms in Section 4 and present related work 
in Section 5. We draw conclusions and point to 
future work in Section 6. 

2 Pattern Clusters 

2.1 Distributional Hypothesis 

The Distributional Hypothesis (Harris, 1954) 
states that words that tend to occur in similar 
contexts tend to have similar meanings. Lin and 
Pantel (2001) extended this hypothesis to cover 
patterns (dependency paths in their case). The 
idea of the extension is that if two patterns tend 
to occur in similar contexts then the meanings 
of the patterns tend to be similar. For example, 
in “X solves Y” and “X finds a solution to Y”, 
“solves” and “finds a solution to” share many 
common Xs and Ys and hence are similar to 
each other. This extended distributional 
hypothesis serves as the basis on which we 
compute similarities for each pair of patterns. 

2.2 Pattern Representation — Shortest 
Dependency Path 

We adopt a shortest dependency path (SDP) 
representation of relation patterns. SDP has 
demonstrated its power in kernel methods for 
relation extraction (Bunescu and Mooney, 2005). 
Its capability in capturing most of the 
information of interest is also evidenced by a 
systematic comparison of effectiveness of 
different information extraction (IE) patterns in 
(Stevenson and Greenwood, 2006) 2 . For 
example, “nsubj  met  prep_in” is able to 
represent LocatedIn between “Gates” and 
“Seattle” while a token-based pattern would be 
much less general because it would have to 
specify all the intervening tokens. 

 
Figure 1.  Stanford dependency tree for sentence 
“Gates, Microsoft’s chairman, met with President 
Clinton in Seattle”.  

 
                                                 
2 SDP is equivalent to the linked chains described in 
Stevenson and Greenwood (2006) when the 
dependency of a sentence is represented as a tree not 
a graph. 
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2.3 Pre-processing 

We tag and parse each sentence in our corpus 
with the NYU named entity tagger 3  and the 
Stanford dependency parser. Then for each pair 
of names in the dependency tree, we extract the 
SDP connecting them. Names in the path are 
replaced by their types. We require SDP to 
contain at least one verb or noun. We use the 
base form of words in SDP. We also require the 
length of the path (defined as the number of 
dependency relations and words in it) to be 
between 3 and 7. Short paths are more likely to 
be generic patterns such as “of” and can be 
handled separately as in (Pantel and 
Pennacchiotti, 2006). Very long paths are more 
likely to be non-relation patterns and too sparse 
to be useful even if they are relation patterns. 

2.4 Clustering Algorithm 

The basic idea of our clustering algorithm is to 
group all the paths (including the seed paths 
used later for SSL) in our corpus into different 
clusters based on distributional similarities. We 
first extract a variety of features from the named 
entities X and Y connected by a path P as shown 
in Table 1. We then compute an analogue of tf-
idf for each feature f of P as follows: tf as the 
number of corpus instances of P having feature f 
divided by the number of instances of P; idf as 
the total number of paths in the corpus divided 
by the number of paths with at least one 
instance with feature f. Then we adopt a vector 
space model, i.e., we construct a tf-idf feature 
vector for each P.  Now we compute the 
similarity between two vectors/paths using 
Cosine similarity and cluster all the paths using 
Complete Linkage. 

Some technical details deserve more attention 
here.  

Feature extraction: We extract more types 
of features than the DIRT paraphrase discovery 
procedure used in (Lin and Pantel, 2001). Lin 
and Pantel (2001) considered X and Y separately 
while we also use the conjunction of X and Y. 
We also extract named entity types as features 
since we are interested in discovering relations 
among different types of names. Some names 
are ambiguous such as Jordan. We hope 

                                                 
3 Please refer to Grishman et al. (2005) and 
http://cs.nyu.edu/grishman/jet/license.html 

coupling the type with the string of the name 
may alleviate the ambiguity. 

 
Table 1. Sample features for “X visited Y” as in “Jordan 

visited China” 
Feature Type Example 

Name Type of X LEFT_PERSON 
Name Type of Y RIGHT_GPE 
Combination of 

Types of X and Y 
PERSON_GPE 

Conjunction of String 
and Type of X 

LEFT_Jordan_PERSON 

Conjunction of String 
and Type of Y 

RIGHT_China_GPE 

Conjunction of 
Strings and Types of 

X and Y 

Jordan_PERSON_China_GPE 

 
Similarity measure and clustering method: 

There are many ways to compute the 
similarity/distance between two feature vectors, 
such as Cosine, Euclidean, Hamming, and 
Jaccard coefficient. There are also many 
standard clustering algorithms. A systematic 
comparison of the performance of different 
distance measures and clustering algorithms is 
beyond the scope of this paper.  

3 Semi-supervised Relation Pattern 
Discovery 

We first present a standard bootstrapping 
algorithm coupled with analyses of some of its 
shortcomings. Then we describe our new 
bootstrapping procedure which is guided by 
pattern clusters.   

3.1 Bootstrapping without Guidance  

The procedure associates a precision between 0 
and 1 with each pattern, and a confidence 
between 0 and 1 with each name pair. Initially 
the seed patterns for a specific relation R have 
precision 1 and all other patterns 0. It consists of 
the following steps: 

Step1: Use seed patterns to match new NE 
pairs and evaluate NE pairs. 

Intuitively, for a newly matched NE pair iN , 
if many of the k patterns connecting the two 
names are high-precision patterns then the name 
pair has a high confidence. The confidence is 
computed by the following formula. 

1

( ) 1 (1 Pr ( ))
k

i j
j

Conf N ec p
=

= − −∏  (1) 
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Problem: While the intuition is correct, in 
practice this will over-rank NE pairs which are 
not only matched by patterns belonging to the 
target relation R but are also connected by 
patterns of many other relations. This is because 
of the initial settings used in many SSL systems: 
seeds are assigned high confidence. Thus all NE 
pairs matched by initial seed patterns will have 
very high confidence.  

Suppose the target relation is LocatedIn, and 
“visited” is a seed pattern; then the <Clinton, 
Arkansas> example will be over-rated because 
we cannot take into account that it would also 
match patterns of other relations such as 
PersonGovernorOfLocation and 
PersonBornInLocation in a real corpus. This 
will cause a vicious circle, i.e., bogus NE pairs 
extract more bogus patterns which further 
extract more bogus NE pairs. We believe this 
flaw of the initial settings partially results in the 
semantic drift problem.  

One can imagine that this is not a problem 
that can be solved by using a different formula 
to replace the one presented here. A possible 
solution is to study the structure of unlabeled 
data (NE pairs in our case) and integrate this 
structure information into the initial settings. 
Indeed, this is where pattern clusters come into 
play. We will demonstrate this in Section 3.2. 

Step 2: Use NE pairs to search for new 
patterns and rank patterns. 

Similar to the intuition in Step 1, for a pattern 
p, if many of the NE pairs it matches are very 
confident then p has many supporters and 
should have a high ranking. We can use formula 
(2) to estimate the confidence of patterns and 
rank them. 

( )( ) log ( )
| |

Sup pConf p Sup p
H

= •   (2) 

Here |H| is the number of unique NE pairs 
matched by p and Sup(p) is the sum of the 
support it can get from the |H| pairs: 

| |

1
( ) ( )

H

j
j

Sup p Conf N
=

= ∑   (3) 

The precision of p is given by the average 
confidence of the NE pairs matched by p. 

( )Pr ( )
| |

Sup pec p
H

=     (4) 

Formula (4) normalizes the precision to range 
from 0 to 1. As a result the confidence of each 
NE pair is also normalized to between 0 and 1. 

Step 3: Accept patterns 
Most systems accept the K top ranked 

patterns in Step 2 as new seeds, subject to some 
restrictions such as requiring the differences of 
confidence of the K patterns to be within a small 
range. 

 Step 4: Loop or stop 
The procedure now decides whether to repeat 

from Step 1 or to terminate. 
Most systems simply do not know when to 

stop. They either run a fixed number of 
iterations or use some held-out data to find one 
criterion that works the best for the held-out 
data. 

3.2 Bootstrapping Guided by Clusters 

Recall that our clustering algorithm in Section 2 
provides us with K clusters, each of which 
contains n (n differs in different clusters) 
patterns. Every pattern in our corpus now has a 
cluster membership (the seed patterns have the 
same membership).  

The most important benefit from our pattern 
clusters is that now we can measure how 
strongly a NE pair iN  is associated with our 
target cluster tC  (the one to which the seed 
patterns belong).  

( , )
Pr ( ) t

i
p C

i t

freq N p
ob N C

m
∈∈ =
∑

      (5) 

Here ( , )ifreq N p  is the number of times p 
matches iN  and m is the total number of pattern 
instances matching iN . 

We integrate this prior cluster distribution of 
each NE pair into the initial settings of our new 
bootstrapping procedure.  

Step1: Use seed patterns to match new NE 
pairs and evaluate NE pairs. 

 Assumption: A good NE pair must be 
strongly associated with the target cluster and 
can be matched by multiple high-precision 
patterns.  

So we evaluate a NE pair by the harmonic 
mean of two confidence scores, namely the 
confidence as its association with the target 
cluster and the confidence given by the patterns 
matching it. 
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+
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1

_ ( ) 1 (1 ( ))
k
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j

Semi Conf N Prec p
=

= − −∏  (7) 

_ ( ) Pr ( )i i tCluster Conf N ob N C= ∈      (8) 
Under such settings, <Clinton, Arkansas> 

will be assigned a lower confidence score for 
the LocatedIn relation than it is in the standard 
bootstrapping. Even if we assign high precision 
to our seed patterns such as “visited” and 
consequently the Semi_Conf is very high, it can 
still be discounted by the Cluster_Conf4.   

Step 2: Use NE pairs to search for new 
patterns and rank patterns. 

All the measurement functions are the same 
as those used in the standard bootstrapping. 
However, with better ranking of NE pairs in 
Step 1, the patterns are also ranked better than 
they are in the standard bootstrapping. 

Step 3: Accept patterns 
We also accept the K top ranked patterns.  
Step 4: Loop or stop 
Since each pattern in our corpus has a cluster 

membership, we can monitor the semantic drift 
easily and naturally stop: it drifts when the 
procedure tries to accept patterns which do not 
belong to the target cluster; we can stop when 
the procedure tends to accept more patterns 
outside of the target cluster. 

If our clustering algorithm can give us perfect 
pattern clusters, we can stop bootstrapping 
immediately after it accepts the first pattern not 
belonging to the target cluster. Then the 
bootstrapping becomes redundant since all it 
does is to consume the patterns of the target 
cluster.  

Facing the reality of the behavior of many 
clustering algorithms, we allow the procedure to 
occasionally accept patterns outside of the target 
cluster but we are not tolerant when it tries to 
accept more patterns outside of the target cluster 
than patterns in it. Note that when such patterns 
are accepted they will be moved to the target 
cluster and invoke the recomputation of 
Cluster_Conf of NE pairs connected by these 
patterns. The ranking functions in step 1 and 2 

                                                 
4 The Cluster_Conf of <Clinton, Arkansas> related 
to the LocatedIn relation is indeed very low (less 
than 0.1) in our experiments. 

insure that the procedure will only accept 
patterns which can gain strong support from NE 
pairs that are strongly associated with the target 
cluster and are connected by many confident 
patterns.  

4 Experiments 

4.1 Corpus 

Our corpora contain 37 years of news articles: 
TDT5, NYT(94-00), APW(98-00), 
XINHUA(96-00), WSJ(94-96), LATWP(94-97), 
REUFF(94-96), REUTE(94-96), and 
WSJSF(87-94). It contains roughly 65 million 
sentences and 1.3 billion tokens.  

4.2 Seeds 

Seeds of the 3 relations we are going to test are 
given in table 2. LocatedIn detects relation 
between PERSON and LOCATION/GPE; 
Social (SOC) detects social relations (either 
business or family) between PERSON and 
PERSON; Employment (EMP) detects 
employment relations between PERSON and 
ORGANIZATION.  

 
Table 2.  Seed Patterns 
Relation Seeds 
Located-
in 

nsubj' visit dobj 
nsubj' travel prep_to 
poss' trip prep_to 

SOC appos friend/lawyer poss 
appos son/spokesman prep_of/prep_for 
nsubj' fire dobj 
nsubjpass' fire agent 

 EMP5 appos chairman/executive/founder prep_of 
appos editor prep_of  
appos director/head/officer/analyst prep_at 
appos manager prep_with 

 
(nsubj, dobj, prep, appos, poss, nsubjpass, agent 
stand for subject, direct object, preposition, 
apposition, possessive, passive nominal subject 
and complement of passive verb. The quote 
marks in Table 2 and Table 3 denote inverse 
dependencies in the dependency path.) 

We work on these three relations mainly 
because of the availability of benchmark 
evaluation data. These are the most frequent 
relations in our evaluation data.  
                                                 
5 We provide more seeds (executives and staff) for 
EMP because it has been pointed out in (Sun, 2009) 
that EMP contains a lot of job titles.  
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4.3 Unsupervised Experiments 

We run the clustering algorithm described in 
Section 2 using all the 37 years’ data. We 
require that a pattern match at least 7 distinct 
NE pairs and that an NE pair must be connected 
by at least 7 unique patterns. As a result, there 
are 635,128 patterns (22,225 unique ones) used 
in experiments. We use 0.005 as the cutoff 
threshold of complete linkage. The threshold is 
decided by trying a series of thresholds and 
searching for the maximal6 one that is capable 
of placing the seed patterns for each relation 
into a single cluster. Table 3 shows the top 15 
patterns (ranked by their corpus frequency) of 
the cluster into which our LocatedIn seeds fall.  

 
Table 3.  Top 15 patterns in the LocatedIn Cluster 
Index Pattern Frequency 
1 nsubj' said prep_in 2203 
2 nsubj' visit dobj 1831 
3 poss' visit prep_to 1522 
4 nsubj' return prep_to 1394 
5 nsubj' tell prep_in 1363 
6 nsubj' be prep_in 1283 
7 nsubj' arrive prep_in 1113 
8 nsubj' leave dobj 1106 
9 nsubj' go prep_to 926 
10 nsubj' fly prep_to 700 
11 nsubj' come prep_to 658 
12 appos leader poss 454 
13 poss' trip prep_to 442 
14 rcmod be prep_in 419 
15 nsubj' make prep_in 418 

4.4 Semi-supervised Experiments 

To provide strong statistical evidence, we divide 
our data into 10 folds (combinations of news 
articles from different years and different news 
resources). We then run both the standard and 
our new bootstrapping on the 10 folds. For both 
procedures, we accept n patterns in a single 
iteration (n is initialized to 2 and set to n + 1 
after each iteration). We run 50 iterations in the 
standard bootstrapping and 1,325 patterns are 
accepted for each fold and each relation. Our 
new bootstrapping procedure stops when there 
are two consecutive iterations in which more 
than half of the newly accepted patterns do not 
belong to the target cluster. Thus the number of 
                                                 
6  We choose the maximal value because many 
clusters will be merged to a single one when the 
threshold is close to 0, making the clusters too 
general to be useful. 

patterns accepted for each fold and each relation 
differs as the last iteration differs. 

4.5 Evaluation 

The output of our bootstrapping procedures is 
60 sets of patterns (3 relations ×  2 methods ×  
10 folds). We need a data set and evaluation 
method which can compare their effectiveness 
equally and consistently.  

Evaluation data: ACE 2004 training data. 
ACE does not provide relation annotation 
between each pair of names. For example, in 
“US President Clinton said that the United 
States …” ACE annotates an EMP relation 
between the name “US” and nominal 
“President”. There is no annotation between 
“US” and “Clinton”. However, it provides entity 
co-reference information which connects 
“President” to “Clinton”. So we take advantage 
of this entity co-reference information to 
automatically re-annotate the relations where 
possible to link a pair of names within a single 
sentence. The re-annotation yields an EMP 
relation between “US” and “Clinton”. The re-
annotation is reviewed by hand to avoid adding 
a relation linking “Clinton” and the more distant 
co-referent “United States”, even though “US” 
and “the United States” refer to the same entity. 
This data set provides us with 412/3492 
positive/negative relation instances between 
names. Among the 412 positive instances, there 
are 188/117/35 instances for 
EMP/LocatedIn/SOC relations.  

Evaluation method: We adopt a direct 
evaluation method, i.e., use our sets of patterns 
to extract relations between names on ACE data. 
Applying patterns to a benchmark data set can 
provide us with better precision/recall analyses. 
We use a strict pattern match strategy. We can 
certainly take advantage of loose match or add 
patterns as additional features to feature-based 
relation extraction systems to boost our 
performance but we do not want these to 
complicate the comparison of the standard and 
our new bootstrapping procedures.  

4.6 Results and Analyses  

We average our results on the 10 folds. We plot 
precision against recall and semantic drift rate 
against iterations (Drift). We compute the 
semantic drift rate as the percentage of false 
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Figure 2.  Performance for EMP/LocatedIn/SOC 
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positive instances belonging to ACE relations 
other than the target relation. Take EMP for 
example, we compute how many of the false 
positive instances belonging to other relations 
such as LocatedIn, SOC and other ACE 
relations. In all plots, red solid lines represent 
bootstrapping with guidance from clusters and  
blue dotted lines standard bootstrapping. 
  There are a number of conclusions that can be  

Figure 3.  Drift for EMP/LocatedIn/SOC 
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drawn from these results. We are particularly 
interested in the following two questions: To 
what extent did we prevent semantic drift by the 
guidance of pattern clusters? Did we stop at the 
right point, i.e., can we keep high precision 
while maintaining near maximal recall? 

1) It is obvious from the drift curves that our 
bootstrapping effectively prevents semantic drift. 
Indeed, there is no drift at all when LocatedIn 
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and SOC learners terminate. Although drift 
indeed occurs in the EMP relation, its curve is 
much lower than that of the standard 
bootstrapping.  

2) Our new procedure terminates when the 
precision is still high while maintaining a 
reasonable recall. Our bootstrapping for 
EMP/SOC/LocatedIn terminates at F-measures 
of 60/37/28 (in percentage). We conducted the 
Wilcoxon Matched-Pairs Signed-Ranks Test on 
the 10 folds, comparing the F-measures of the 
last iteration of our bootstrapping guided by 
clusters and the iteration which provides the 
best average F-measure over the 3 relations of 
the standard bootstrapping. The results show 
that the improvement of using clusters to guide 
bootstrapping is significant at a 97% confidence 
level. 

We hypothesize that when working on 
dozens or hundreds of relations the gain of our 
procedure will be even bigger since we can 
effectively prevent inter-class errors.  

5 Related Work 

Recent research starts exploring unlabeled data 
for discriminative learning. Miller et al., (2004) 
augmented name tagging training data with 
hierarchical word clusters and encoded cluster 
membership in features for improving name 
tagging. Lin and Wu (2009) further explored a 
two-stage cluster-based approach: first 
clustering phrases and then relying on a 
supervised learner to identify useful clusters and 
assign proper weights to cluster features. Other 
similar work includes (Wong and Ng, 2007) for 
name tagging, and (Koo et. al., 2008) for 
dependency parsing.  

While similar in spirit, our supervision is 
minimal, i.e., we only use a few seeds while the 
above approaches rely on a large amount of 
labeled data. To the best of our knowledge, the 
theme explored in this paper is the first study of 
using pattern clusters for preventing semantic 
drift in semi-supervised pattern discovery.  

Recent research also explored the idea of 
driving SSL with explicit constraints 
constructed by hand such as identifying mutual 
exclusion of different categories (i.e., people 
and sport are mutually exclusive). This is 
termed constraint-driven learning in (Chang et 
al., 2007), coupled learning in (Carlson et al., 

2010) and counter-training in (Yangarber, 2003). 
The learning quality largely depends on the 
completeness of explicit constraints. While we 
share the same goal, i.e., to prevent semantic 
drift, we rely on unsupervised clusters to 
discover implicit constraints for us instead of 
generating constraints by hand. 

Our research is also close to semi-supervised 
IE pattern learners including (Riloff and Jones, 
1999), (Agichtein and Gravano, 2000), 
(Yangarber et al., 2000), and many others. 
While they conduct bootstrapping on unlabeled 
data directly, we first cluster unlabeled data and 
then bootstrap with help from clusters. 

There are also clear connections to work on 
unsupervised relation discovery (Hasegawa et 
al., 2004; Zhang et al., 2005; Rosenfeld and 
Feldman, 2007). They group pairs of names into 
relation clusters based on the contexts between 
names while we group the contexts/patterns into 
clusters based on features extracted from names. 

6 Conclusions and Future Work 

We presented a simple algorithm for clustering 
patterns and used pattern clusters to guide semi-
supervised semantic pattern discovery. The 
novel bootstrapping procedure can achieve the 
best F-1 score while maintaining a good trade-
off between precision and recall. We also 
demonstrated that it can effectively prevent 
semantic drift and naturally terminate.  

We plan to extend this idea to improve 
relation extraction performance with a richer 
model as used in (Zhang et al., 2004; Zhou et al., 
2008) than a simple pattern learner. The feature 
space will be much larger than the one adopted 
in this paper. We will investigate how to 
overcome the memory bottleneck when we 
apply rich models to millions of instances.  
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Abstract 

In this paper, we describe a SVM classi-
fication framework of session detection 
task on both Chinese and English query 
logs. With eight features on the aspects 
of temporal and content information ex-
tracted from pairs of successive queries, 
the classification models achieve signifi-
cantly superior performance than the stat-
of-the-art method. Additionally, we find 
through ROC analysis that there exists 
great discrimination power variability 
among different features and within the 
same feature across different users. To 
fully utilize this variability, we build lo-
cal models for individual users and com-
bine their predictions with those from the 
global model. Experiments show that the 
local models do make significant im-
provements to the global model, although 
the amount is small. 

1 Introduction 

To provide users better experiences of search 
engines, inspecting users’ activities and inferring 
users’ interests are indispensible. Query logs rec-
orded by search engines serves well for these 
purposes. Query log conveys the user interest 
information in the form of slices of the query 
stream. Thus the task of session detection con-
sists in distinguishing slice that corresponds to a 
user interest from other ones, and thus this paper, 
we adopt the definition of a session following 
(Jansen et al., 2007): 

(A session is) a series of interactions by the us-

er toward addressing a single information need. 
This definition is equivalent to that of the 

“search goal” proposed by Jones and Klinkner 

(2008), which corresponds to an atomic infor-
mation need, resulting in one or more queries.  

This paper adopts a classification point of 
view to the task of session detection (Jones and 
Klinkner, 2008). Given a pair of successive que-
ries in a query log, we examine it in various 
viewpoints (i.e. features) such as time proximity 
and similarity of the content of the two queries to 
determine whether these two queries cross a bor-
der of a search session. In other words, we classi-
fy the gap between the two queries into two clas-
ses: session shift and session continuation. In 
practice, search goals in a search mission and 
different search missions could be intermingled, 
and increase the difficulty of correctly identify-
ing them. In this paper, we do not take this issue 
into account and simply treat all boundaries be-
tween intermingled search goals as session shifts. 
The chief advantage in this choice is that we will 
have the opportunity to make classification mod-
el working online without caching user’s queries 
that are pending to be assigned to a session. 

Various studies built accurate models in pre-
dicting session boundaries and in distinguishing 
intermingled sessions, and they are summarized 
in Section 2. However, none of these works ana-
lyzed the contribution of individual features from 
a user-oriented viewpoint, or evaluated a fea-
ture’s discrimination power in a general scenario 
independent of its usage, as this paper does by 
conducting ROC analyses. During these analyses, 
we found that the discrimination power of fea-
tures varies dramatically, and for different users, 
the discrimination power of a particular feature 
also does not remain constant.  

Thus, it is appealing to build local models for 
users with have sufficient size of training exam-
ples, and combine the local models’ predictions 
with those made by the global model trained by 
the whole training data. However, few of previ-
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ous works build user-specific models for the sake 
of characterizing the variability in user’s search 
activities, except that of Murray et al. (2006). To 
fully make use of these two aspects of variability, 
inspired by Murray et al., we build users’ local 
models based on a much broader range of evi-
dences, and show that different local models vary 
to a great extent, and experiments show that the 
local models do make significant improvements 
to the global model, although the amount is small. 

The remainder of this paper is organized as 
follows: Section 2 summarizes the related work 
of the session detection task. In Section 3, we 
first describe our classification framework as 
well as the features utilized. Then we conduct 
various evaluations on both English and Chinese 
query logs. Section 4 introduces the approaches 
to building local models based on an analysis of 
the variability of the discrimination power of 
features, and combine predictions of local mod-
els with those of the global model. Section 5 dis-
cusses the experimental results and concludes 
this paper. 

2 Related Work 

The simplest method in session detection is 
defining a timeout threshold and marking any 
time gaps of successive queries that exceed the 
threshold as session shifts. The thresholds 
adopted in different studies were significantly 
different, ranging from 5 minutes to 30 minutes 
(Silverstein et al., 1999; He and Göker, 2000; 
Radlinski and Joachims, 2005; Downey et al., 
2007). Other study suggested adopting a dynamic 
timeout threshold. Murray et al. (2006) proposed 
a user-centered hierarchical agglomerative 
clustering algorithm to determine timeout 
threshold for each user dynamically, other than 
setting a fixed threshold. However, Jones and 
Klinkner (2008) pointed out that single timeout 
criterion is always of limited utility, whatever its 
length is, and incorporating timeout features with 
other various features achieved satisfactory 
classification accuracy.  

An effective approach to combining the time 
out features with various evidences for session 
detection is machine learning. He et al. (2002) 
collected statistical information from human an-
notated query logs to predict the probability a 
“New” pattern indicates a session shift according 
to the time gap between successive queries. 

Özmutlu and colleagues re-examined He et al.’s 
work, and explored other machine learning tech-
niques such as neural networks, multiple linear 
regression, Monte Carlo simulation, conditional 
probabilities (Gayo-Avello, 2009), and HMMs 
(Özmutlu, 2009). 

In recent studies, Jones and Klinkner (2008) 
built logistic regression models to identify search 
goals and missions, and tackled the intermingled 
search goal/mission issue by examining arbitrary 
pairs of queries in the query log. Another contri-
bution of Jones and Klinkner is that they made a 
thorough analysis of contributions of individual 
features. However, they explored the features’ 
contributions from a feature selection point of 
view rather than from a user-oriented one, and 
thus failed to characterize the variability of the 
discrimination power of the features when ap-
plied to different users. 

3 Learning to Detect Session Shifts 

3.1 Feature Extraction 

We adopt eight features covering both the tem-
poral and the content aspect of pairs of succes-
sive queries. Most these features are commonly 
used by previous studies (He and Göker, 2000; 
Özmutlu, 2006; Jones and Klinkner, 2008). 
However, in this paper, we will analyze their 
contributions to the resulted model in a quite dif-
ferent way from that in previous works. 

Let Q = (q1, q2, … , qn) denote a query log.  
The features are extracted from every successive 
pair of queries (qi, qi+1). Table 1 summarizes the 
features we adopt. The normalization described 
in Table1 is done according to the type of the 
feature. Features describing characters are nor-
malized by the average length of the two queries, 
while those describing character-n-grams are 
normalized by the average size of the n-gram sets 
of the two queries. Character-n-grams (e.g. bi-
grams “ca” and “at” in “cat”) are robust to dif-
ferent representations of the same topic (e.g. “IR” 
as Information Retrieval) and typos (e.g. 
“speling” as “spelling”), and serve as a simple 
stemming method. In practice, character-n-grams 
are accumulative, which means they consist of 
all m-grams with m ≤ n. 

The feature “avg_ngram_distance”, a variant 
of the “lexical distance” in (Gayo-Avello, 2009), 
is more complicated than to be described briefly. 
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Here we first define n-gram distance (ND) from 
qi to qj, which is formalized as follows: 

j
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n

n
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Note that character-n-grams are accumulative 
and there could be multiple occurrences of a 
character-n-gram in a query, so the number of a 
character-n-gram is the sum of that of all m-
grams with m ≤ n, and multiple occurrences are 
all considered. At last, the average of character-
n-gram distance (ACD) of the pair (qi, qi+1) is:  
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There are seven features describing the content 
aspect of a query pair, and they are more or less 
overlapped (e.g. edit_distance vs. common_char). 
However, we show in the next subsection that all 
these features are beneficial to the final perfor-
mance.  

Feature Description 
time_interval time interval between 

successive queries 
avg_ngram_ 
distance 

avg. of character-n-gram 
distances 

edit_disance normalized Levenshtein 
edit distance 

common_prefix normalized length of pre-
fix shared 

common_suffix normalized length of suf-
fix shared 

common_char normalized number of 
characters shared 

common_ngram normalized number of 
character-n-grams shared 

Jaccard_ngram Jaccard distance between 
character-n-gram sets 

Table 1. Features used in classification models 

3.2 Data Preparation 

The query logs we explored include an English 
search log tracked by AOL from Mar 1, 2006 to 
May, 31 2006 (Pass et al., 2006), and a Chinese 
search log tracked by Sogou.com, which is one 
of the major Chinese Search Engines, from Mar 
1, 2007 to Mar 31, 20071. We applied systematic 
sampling over the user space on the two logs, 
which yielded 223 users and 2809 users, corre-
sponding to 6407 and 6917 query instances re-

                                                 
1 http://www.sogou.com/labs/resources.html 

spectively2. Sampling over the user space instead 
of over the query space avoids the bias to the 
most active users who submit much more queries 
than average users. 

For each sampled dataset, we invited annota-
tors who are familiar with IR and search process 
to determine each pair of successive queries of 
interest is across the border of a session. We 
made trivial pre-split process under two rules: 
� Queries from different users are not in the 

same session. 
� Queries from different days are not in the 

same session.  
Table 2 shows some basic statistics of the an-

notated data set. During the annotation process, 
the annotators were guided to identify the user’s 
information need at the finest granularity ever 
possible, because we focus on the atomic infor-
mation needs as described in Section 1. Conse-
quently, the average numbers of queries in a ses-
sion in both query logs are lower than previous 
studies. 

 AOL log Sogou log 
Queries 6407 6917 
Sessions 4571 5726 
Queries per session 1.40 1.21 
Longest session 21 12 

Table 2. Summary of the annotation results in 
both query logs 

3.3 Learning Framework 

In this section we seek to build accurate global 
classification model based on the whole training 
data obtained in the previous sub-subsection for 
both the query logs. We built the models within 
SVM framework. The implementation of SVM 
we used is libSVM (Chang and Lin, 2001). For 
the sake of evaluations and of model integration 
in the next section, we set the prediction of SVM 
to be probability estimation of the test example 
being positive. All features were pre-scaled into 
[0, 1] interval. We adopted the polynomial kernel, 
and for both datasets, we exhaustively tried each 
of the subset of the eight features using 5-fold 
cross validation. We found that using all the 
eight features yielded the best classification ac-
curacy. Thus in the experiments in rest of this 

                                                 
2 The sampling schema and sample size was deter-

mined following (Gayo-Avello, 2009). 
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section and the next section, we adopt the entire 
feature set to build global classification models. 

There is one parameter to be determined for 
feature extraction: the length of character-n-
grams. The proper lengths on AOL log and 
Sogou log are different. We tried the length from 
1 to 9, and according to cross validation accuracy, 
we found the best lengths for the two logs as 6 
and 3 respectively. 

3.4 Experimental Results 

3.4.1 Baseline Methods 

We provide two base line methods for compari-
sons. The first method is the commonly used 
timeout methods. We tried different timeout 
thresholds from 5 minutes to 30 minutes with a 
step of 5 minutes, and found that for both query 
logs the 5 minutes’ threshold yield the best over-
all performance.  

The second method achieved the best perfor-
mance on the AOL log (Gayo-Avello, 2009), 
which addresses the session detection problem 
using a geometric interpolation method, in com-
parison to previous studies on this query log. We 
re-implemented this method and evaluated it on 
both the datasets. Similarly, the best parameters 
for the two query logs are different, such as the 
length of a character-n-gram. We only report the 
performance with the best parameter settings. 
3.4.2 Analyzing the Performance  

We analyze the performance of the SVM models 
according to precision, recall, F1-mean and F1.5-
mean of predictions on session shift and continu-
ation against human annotation data. 

The F�-mean is defined as: 
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where P denotes precision and R denotes recall. 
He et al. (2002) regards recall more important 
than precision, and set the value of � in F�-mean 
to 1.5. We also report performance under this 
measure. 

In addition to traditional precision / recall 
based measures, we also perform ROC (Receiver 
Operating Characteristic) analysis to determine 
the discrimination power of different methods. 
The best merit of ROC analysis is that given a 
reference set, which is usually the human annota-
tion results, it evaluates a set of indicator’s dis-
crimination power for arbitrary binary classifica-

tion problem independent of the critical value 
with which the class predictions are made.  

Specifically, in the context session detection, 
regardless of the critical value that splits the clas-
sifier outputs into positive ones and negative 
ones (e.g. the 5-minutes’ timeout threshold and 
50% probability in SVM’s output), the ROC 
analysis provides the overall discrimination pow-
er evaluation of the output set of a certain meth-
od (by trying to set each output value as the criti-
cal value). For the baseline method by Gayo-
Avello, the core of the decision heuristics also 
had a critical value to be determined. For details, 
readers could refer to (Gayo-Avello, 2009).  
3.4.3 Precision, Recall, and F-means 

Before we examine the discrimination power of 
each session detection method’s output independ-
ent of the threshold value selected. In this sub-
subsection, we begin with a more traditional eval-
uation schema: setting a proper threshold to pro-
duce binary predictions. It is straightforward to set 
the threshold for SVM method to 50%, and as 
described in sub-subsection 3.1.1, the threshold 
for timeout method is 5 minutes. The threshold of 
Gayo-Avello’s method is implied in its heuristics. 

Table 3 and Table 4 show the experimental re-
sults on AOL log and Sogou log respectively. 
For each dataset, we performed 1000-times boot-
strap resampling, generating 1000 bootstrapped 
datasets with the same size as the original dataset. 
To test the statistical significance of performance 
differences, we adopted Wilcoxon signed-rank 
test on the performance measures computed from 
the 1000 bootstrapped dataset, and found com-
parisons between each pair of methods were all 
significant at 95% level. 

The results show that SVM method clearly 
outperforms the baseline methods, and timeout 
method performs poorly. It may be argued that 
the poor performance of timeout method is due 
to the improper threshold value chosen. In this 
case, the ROC analysis, which assesses the dis-
crimination power of a method’s output set inde-
pendent of the threshold value chosen, is more 
suitable for performance evaluation. 
Gayo-Avello method significantly outperforms 
the timeout method. But due to its heuristic na-
ture, it is less likely to do better than the super-
vised-learning methods, although it avoids the 
over fitting issue. The Gayo-Avello method’s 
unstable performance in predicting session con-

1206



tinuations implies that its heuristics did not gen-
eralize well to Chinese query logs. 

 Timeout Gayo-Avello SVM 

P 
shift 75.92 89.35 90.96 

cont. 63.05 85.32 92.06 

R 
shift 64.49 87.85 93.82 

cont. 74.77 87.08 88.50 

F1 
shift 69.74 88.60 92.37 

cont. 68.41 86.19 90.25 

F1.5 
shift 67.62 88.31 92.92 

cont. 70.72 86.53 89.57 

Table 3. Precision (P), recall (R), F1-mean (F1), 
and F1.5-mean (F1.5) of SVM method and the two 
baseline methods on AOL dataset.  

 Timeout Gayo-Avello SVM 

P 
shift 67.75 75.10 87.53 

cont. 52.82 83.51 81.62 

R 
shift 59.52 91.44 86.17 
cont. 61.53 58.84 83.33 

F1 
shift 63.37 82.47 86.85 

cont. 56.84 69.04 82.47 

F1.5 
shift 61.83 85.71 86.59 

cont. 58.56 64.72 82.80 

Table 4. Precision (P), recall (R), F1-mean (F1), 
and F1.5-mean (F1.5) of SVM method and the two 
baseline methods on Sogou dataset. 

3.4.4 ROC Analysis 

By setting certain threshold value, we analyzed 
the three method’s performance using precision / 
recall based measures. In this sub-subsection, we 
try to set each value in an output set as the 
threshold value, and evaluate the discrimination 
power of methods by the area under the ROC 
curve. 

Figure 1 shows the ROC curves of the SVM 
method and the two baseline methods: timeout 
and Gayo-Avello, for predicting session shifts. 
ROC curves for predicting session continuations 
are symmetric with respect to the reference line, 
so we omit them in the rest of this paper for the 
sake of space limit.  

The results show that SVM method clearly 
outperforms the baseline methods in the prospec-
tive of discrimination power, with ROC area 
0.9562 on AOL dataset and 0.9154 on Sogou 
dataset. The curves of the two baseline methods 
are clearly under that of SVM method. This 
means baseline methods can never achieve accu-
racy as high as SVM method w.r.t. a fixed false 

alarm (classification error) rate, nor false alarm 
rate as low as SVM method w.r.t. a fixed accura-
cy rate. Again, Gayo-Avello method significantly 
outperforms timeout method, while underper-
forms the SVM method. For the question in the 
previous sub-subsection, coinciding with previ-
ous studies (Murray et al., 2006; Jones and 
Klinkner, 2008), applying single timeout thresh-
old always yields limited discrimination power, 
wherever the operating point on ROC curve (i.e. 
threshold value) is set. 

4 Making Use of the Variability of Dis-

crimination Power 

In this section, we first analyze the amount of 
contribution that each feature makes and show 
that the contribution, i.e. the discrimination pow-
er of each feature varies dramatically across dif-
ferent users. Then, we propose an approach to 
making use of this variability. Finally through 
experimental results, we show that the proposed 
approach makes small, yet significant improve-
ments to the SVM method in Section 3. 

4.1 Variability of Discrimination Power 

The ROC analysis of individual feature provides 
adequate characterizations of the discrimination 
power of the feature. Another advantage of 
adopting ROC analysis is that the results are in-
dependent not only of the critical value, but also 
of the scale of the feature values.  
Figure 2 shows the ROC curves of all the eight 
features in both datasets. Note that some features 
are with a higher value indicating session contin-
uation rather than session shift, so their ROC 
curves are below the reference line. The feature 
“time_interval” behaves exactly the same as the 
timeout method in Figure 1. For the rest of the 
features, “avg_ngram_distance”, “common_ngram” 
and “Jaccard_ngram” achieve the best discrimi-
nation powers, showing the character-n-gram 
representation is effective. The feature “com-
mon_char” performs significantly better in 
Sogou dataset than in AOL dataset, because Chi-
nese characters convey much more information 
than English characters do. “common_suffix” 
performing worse than “common_prefix” reflects 
the custom of users. Users tend to add terms at 
the end of the query in a searching iteration, thus 
predicting session continuations by examining 
the common suffixes is problematic. 

1207



0.
00

0.
25

0.
50

0.
75

1.
00

S
en

si
ti

vi
ty

0.00 0.25 0.50 0.75 1.00
1-Specificity

Timeout ROC area: 0.7707

Gayo-Avello ROC area: 0.9130

SVM ROC area: 0.9562

Reference

AOL

    

0.
00

0.
25

0.
50

1.
00

0.
75

S
en

si
ti

vi
ty

0.00 0.25 0.50 0.75 1.00
1-Specificity

Timeout ROC area: 0.6365

Gayo-Avello ROC area: 0.8463

SVM ROC area: 0.9154

Reference

Sogou

 
Figure 1. ROC analysis of SVM method and two baseline methods for predicting session shifts on 
both AOL and Sogou dataset. All comparisons between ROC areas within the same dataset are at 
least 95% statistically significant, because the corresponding confidence intervals do not overlap. 
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Figure 2. ROC analysis of individual features for predicting session shifts on both AOL and Sogou 
dataset. Note that some curves with similar ROC area values overlap each other. 

In spite of the discrimination power a feature 
has, its behavior on different users is worth-
while to be examined. For selecting users that 
have sufficient data to draw stable conclusions, 
we consider only users who issued more than 50 
queries in the datasets. Unfortunately, there are 
too few users (6 users) qualified in Sogou da-

taset, so we show only the statistics of ROC 
area values of each of the features in Table 5 
based on 37 users in AOL dataset. 

The statistics in Table 5 show that for differ-
ent users. Recall that in sub-subsection 3.3.2, a 
0.04 difference of ROC area make the perfor-
mance of the SVM method significantly better 
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than that of the Gayo-Avello’s method. Thus, 
the discrimination power of a feature is likely to 
vary significantly, because all the standard de-
viations are at 0.03 or even higher level. Espe-
cially, the minimum and maximum values show 
that for these users, some of the findings above 
from the whole dataset do not hold. This implies 
that it is likely more feasible to build specific 
local models for these users to make full use of 
the variability within the same feature. 

Feature avg. sdev. min. max. 
time_interval 0.780 0.088 0.476 0.912
avg_ngram_ 
distance 

0.954 0.034 0.861 1.000

edit_disance 0.883 0.056 0.733 0.990
common_prefix 0.224 0.069 0.099 0.327
common_suffix 0.299 0.113 0.064 0.578
common_char 0.143 0.082 0.037 0.493
common_ngram 0.051 0.037 0.000 0.187
Jaccard_ngram 0.049 0.036 0.000 0.173
Table 5. Average, standard deviation, minimum, 
and maximum ROC areas of individual features 

4.2 Building Local Models 

We built individual local models for each user 
that issued more than 50 queries in AOL dataset. 
We also performed 5-fold cross validations and 
set the prediction to be the probability estima-
tion of a test example being positive. The fea-
ture selection process showed again that all the 
eight features are beneficial, and none of them 
should be excluded. 

In each fold of cross validation, we per-
formed 90%-bagging on the training set 10 
times to get the variance estimations of the local 
model. For each example in the test set, we set 
the final output on it to be the average of the 10 
outputs, and recorded the standard deviation of 
the outputs on this example which is used dur-
ing the model combination. We also conducted 
the same process for the global model for the 
sake of combination process described below. 

4.3 Combing with the Global Model 

Since the predictions of both the local and the 
global models are probability estimations, it is 
reasonable to combine them using linear combi-
nation. For each example, there are two outputs 
Ol and Og coming from local and global models 
accordingly. For each example e of a user’s sub 
dataset U, we have the outputs Ol(e) and Og(e) 

as well as the normalized deviations Dl(e) and 
Dg(e) (by the largest deviation in U of the corre-
sponding models). The final output O(e) is de-
fined as: 

)()(

)()()()(
)(

eDeD

eOeDeOeD
eO

gl

glgl

+
⋅+⋅

=  

 Global Local Combine 

P 
shift 90.48 88.53 90.43 
cont. 91.75 92.12 92.52 

R 
shift 93.94 94.44 94.56 

cont. 87.20 84.16 87.04 

F1 
shift 92.18 91.39 92.45 

cont. 89.41 87.96 89.69 

F1.5 
shift 92.85 92.54 93.25 

cont. 88.55 86.46 88.65 

Table 6. Precision (P), recall (R), F1-mean (F1), 
and F1.5-mean (F1.5) of global model (bagging), 
local model (bagging) and combined model  

This combination process is similar to (Osl et 
al., 2008). Note that the more the deviation of a 
model is, the less feasible the corresponding 
model is. We compared the performance of 
three models: global model, local model, and 
combined model. The results are summarized in 
Table 6. All comparisons between different 
models are statistically significant at 95% level, 
based on the same bootstrapping settings in sub-
subsection 3.4.3. The combined model shows 
slight (may due to the inferior performance of 
the local model), yet significant improvement to 
the global model. In spite of the amount of the 
improvement, the local model did correct some 
errors of the global model. It may be not ac-
ceptable to build such an expensive combined 
model for a limited improvement. Nevertheless, 
the results do show that the variability across 
different users is exploitable. 

5 Discussion and Conclusion 

In this paper, we built a learning framework of 
detecting sessions which corresponds to user’s 
interest in a query log. We considered two as-
pect of a pair of successive queries: temporal 
aspect and content aspect, and designed eight 
features based on these two aspects, and the 
SVM models built with these features achieved 
satisfactory performance (92.37% F1-mean on 
session shift, 90.25% F1-mean on session con-
tinuation), significantly better than the best-ever 
approach on AOL query log. 
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The analysis of the features’ discrimination 
power was conducted not only among different 
features, but also within the same feature when 
applied to different users in the query log. By 
analyzing the statistics of ROC area values of 
each of the features based on 37 users in AOL 
dataset, experimental results showed that there 
is considerable variability in both these aspects. 
To make full use of this variability, we built 
local models for individual user and combine 
the yielded predictions with those yielded by the 
global model. Experiments showed that the lo-
cal model did make significant improvements to 
the global model, although the amount was 
small (92.45% vs. 92.18% F1-mean on session 
shift, 89.69% vs. 89.41% F1-mean on session 
continuation). 

In future studies, we will explore other learn-
ing frameworks which better integrate the local 
model and the global model, and will try to ac-
quire more data to build local models. We will 
also analyze more deeply the characteristics of 
ROC analysis in the feature selection process.  
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Abstract

We present a theoretical and empirical
comparative analysis of the two domi-
nant categories of approaches in Chinese
word segmentation: word-based models
and character-based models. We show
that, in spite of similar performance over-
all, the two models produce different dis-
tribution of segmentation errors, in a way
that can be explained by theoretical prop-
erties of the two models. The analysis is
further exploited to improve segmentation
accuracy by integrating a word-based seg-
menter and a character-based segmenter.
A Bootstrap Aggregating model is pro-
posed. By letting multiple segmenters
vote, our model improves segmentation
consistently on the four different data sets
from the second SIGHAN bakeoff.

1 Introduction

To find the basic language units, i.e. words,
segmentation is a necessary initial step for Chi-
nese language processing. There are two domi-
nant models for Chinese word segmentation. The
first one is what we call “word-based” approach,
where the basic predicting units are words them-
selves. This kind of segmenters sequentially
decides whether the local sequence of charac-
ters make up a word. This word-by-word ap-
proach ranges from naive maximum matching
(Chen and Liu, 1992) to complex solution based
on semi-Markov conditional random fields (CRF)
(Andrew, 2006). The second is “character-based”
approach, where basic processing units are char-
acters which compose words. Segmentation is

formulated as a classification problem to predict
whether a character locates at the beginning of,
inside or at the end of a word. This character-
by-character method was first proposed in (Xue,
2003), and a number of sequence labeling algo-
rithms have been exploited.

This paper is concerned with the behavior of
different segmentation models in general. We
present a theoretical and empirical comparative
analysis of the two dominant approaches. The-
oretically, these approaches are different. The
word-based models do prediction on a dynamic
sequence of possible words, while character-
based models on a static character sequence. The
former models have a stronger ability to represent
word token features for disambiguation, while the
latter models can better induce a word from its in-
ternal structure. For empirical analysis, we im-
plement two segmenters, both using the Passive-
Aggressive algorithm (Crammer et al., 2006) to
estimate parameters. Our experiments indicate
that despite similar performance in terms of over-
all F-score, the two models produce different
types of errors, in a way that can be explained by
theoretical properties. We will present a detailed
analysis that reveals important differences of the
two methods in Sec. 4.

The two types of approaches exhibit differ-
ent behaviors, and each segmentation model has
strengths and weaknesses. We further consider in-
tegrating word-based and character-based models
in order to exploit their complementary strengths
and thereby improve segmentation accuracy be-
yond what is possible by either model in isola-
tion. We present a Bootstrap Aggregating model
to combine multiple segmentation systems. By
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letting multiple segmenters vote, our combination
model improves accuracy consistently on all the
four different segmentation data sets from the sec-
ond SIGHAN bakeoff. We also compare our inte-
grating system to the state-of-the-art segmentation
systems. Our system obtains the highest reported
F-scores on three data sets.

2 Two Methods for Word Segmentation

First of all, we distinguish two kinds of “words”:
(1) Words in dictionary are word types; (2) Words
in sentences are word tokens. The goal of word
segmentation is to identify word tokens in a run-
ning text, where a large dictionary (i.e. list of
word types) and annotated corpora may be avail-
able. From the view of token, we divide segmen-
tation models into two main categories: word-
based models and character-based models. There
are two key points of a segmentation model: (1)
How to decide whether a local sequence of char-
acters is a word? (2) How to do disambiguation if
ambiguous segmentation occurs? For each model,
we separately discuss the strategies for word pre-
diction and segmentation disambiguation.

2.1 Word-Based Approach

It may be the most natural idea for segmentation
to find word tokens one by one. This kind of
segmenters read the input sentences from left to
right, predict whether current piece of continu-
ous characters is a word token. After one word
is found, segmenters move on and search for next
possible word. There are different strategies for
the word prediction and disambiguation problems.
Take for example maximum matching, which was
a popular algorithm at the early stage of research
(Chen and Liu, 1992). For word prediction, if a
sequence of characters appears in a dictionary, it
is taken as a word candidate. For segmentation
disambiguation, if more than one word types are
matched, the algorithm chooses the longest one.

In the last several years, machine learning tech-
niques are employed to improve word-based seg-
mentation, where the above two problems are
solved in a uniform model. Given a sequence of
characters c ∈ Cn (n is the number of characters),
denote a segmented sequence of words w ∈ Wm

(m is the number of words, i.e. m varies with w),

and a function GEN that enumerates a set of seg-
mentation candidates GEN(c) for c. In general,
a segmenter solves the following “argmax” prob-
lem:

ŵ = arg max
w∈GEN(c)

θ�Φ(c,w) (1)

= arg max
w∈GEN(c)

θ�
|w|∑

i=1

φ(c, w[1:i]) (2)

where Φ and φ are global and local feature maps
and θ is the parameter vector to learn. The inner
product θ�φ(c, w[1:i]) can been seen as the con-
fidence score of whether wi is a word. The dis-
ambiguation takes into account confidence score
of each word, by using the sum of local scores
as its criteria. Markov assumption is neces-
sary for computation, so φ is usually defined on
a limited history. Perceptron and semi-Markov
CRFs were used to estimate θ in previous work
(Zhang and Clark, 2007; Andrew, 2006).

2.2 Character-Based Approach

Most previous data-driven segmentation solutions
took an alternative, character-based view. This ap-
proach observes that by classifying characters as
different positions in words, segmentation can be
treated as a sequence labeling problem, assigning
labels to the characters in a sentence indicating
whether a character ci is a single character word
(S) or the begin (B), middle (I) or end (E) of a
multi-character word. For word prediction, word
tokens are inferred based on the character classes.
The main difficulty of this model is character am-
biguity that most Chinese characters can occur in
different positions within different words. Linear
models are also popular for character disambigua-
tion (i.e. segmentation disambiguation). Denote
a sequence of character labels y ∈ Yn, a linear
model is defined as:

ŷ = arg max
y∈Y |c|

θ�Ψ(c,y) (3)

= arg max
y∈Y |c|

θ�
|c|∑

i=1

ψ(c, y[1:i]) (4)

Note that local feature map ψ is defined only
on the sequence of characters and their labels.
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Several discriminative models have been ex-
ploited for parameter estimation, including per-
ceptron, CRFs, and discriminative latent variable
CRFs (Jiang et al., 2009; Tseng, 2005; Sun et al.,
2009b).

2.3 Theoretical Comparison

Theoretically, the two types of models are differ-
ent. We compare them from four aspects.

2.3.1 Internal Structure of Words

Chinese words have internal structures. In most
cases, Chinese character is a morpheme which
is the smallest meaningful unit of the language.
Though we cannot exactly infer the meaning of a
word from its character components, the character
structure is still meaningful. Partially characteriz-
ing the internal structures of words, one advantage
of character-based models is the ability to induce
new words. E.g., character “�/person” is usually
used as a suffix meaning “one kind of people”. If
a segmenter never sees “���/worker” in train-
ing data, it may still rightly recognize this word
by analyzing the prefix “��/work” with label BI
and the suffix “�” with label E. In contrast, cur-
rent word-based models only utilize the weighted
features as word prediction criteria, and thus word
formation information is not well explored. For
more details about Chinese word fomation, see
(Sun et al., 2009a).

2.3.2 Linearity and Nonlinearity

A majority of structured prediction models are
linear models in the sense that the score func-
tions are linear combination of parameters. Both
previous solutions for word-based and character-
based systems utilize linear models. However,
both “linear” models incur nonlinearity to some
extent. In general, a sequence classification it-
self involves nonlinearity in a way that the features
of current token usually encode previous state in-
formation which is linear combination of features
of previous tokens. The interested readers may
consult (Liang et al., 2008) for preliminary dis-
cussion about the nonlinearity in structured mod-
els. This kind of nonlinearity exists in both word-
based and character-based models. In addition, in
most character-based models, a word should take
a S label or start with a B label, end with E label,

and only have I label inside. This inductive way
for word prediction actually behaves nonlinearly.

2.3.3 Dynamic Tokens or Static Tokens

Since word-based models take the sum of part
score of each individual word token, it increases
the upper bound of the whole score to segment
more words. As a result, word-based segmenter
tends to segment words into smaller pieces. A dif-
ficult case occurs when a word token w consists
of some word types which could be separated as
words on their own. In such cases a word-based
segmenter more easily splits the word into indi-
vidual words. For example, in the phrase “��
��/4300 �/meter (4300 meters)”, the numeral
“����” consists of two individual numeral
types “�� (4000)” and “��(300)”. A word-
based segmenter more easily made a mistake to
segment two word tokens. This phenomenon is
very common in named entities.

2.3.4 Word Token or Word Type Features

In character-based models, features are usually
defined by the character information in the neigh-
boring n-character window. Despite a large set
of valuable features that could be expressed, it is
slightly less natural to encode predicted word to-
ken information. On the contrary, taking words
as dynamic tokens, it is very easy to define word
token features in a word-based model. Word-
based segmenters hence have greater representa-
tional power. Despite of the lack of word token
representation ability, character-based segmenters
can use word type features by looking up a dic-
tionary. For example, if a local sequence of char-
acters following current token matches a word in
a dictionary; these word types can be used as fea-
tures. If a string matches a word type, it has a very
high probability (ca. 90%) to be a word token.
So word type features are good approximation of
word token features.

3 Baseline Systems

For empirical analysis, we implement segmenters
in word-based and character-based architectures
respectively. We introduce them from three as-
pects: basic models, parameter estimation and
feature selection.
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Algorithm 1: The PA learning procedure.

input : Data {(xt,yt), t = 1, 2, ..., n}
Initialize: w← (0, ..., 0)1

for I = 1, 2, ... do2

for t = 1, ..., n do3

Predict: y∗
t =4

arg maxy∈GEN(xt) w
�Φ(xt,y)

Suffer loss: lt = ρ(yt,y
∗
t ) +5

w�Φ(xt,y
∗
t )−w�Φ(xt,yt)

Set: τt = lt
||Φ(xt,y∗

t )−Φ(xt,yt)||2+0.5C6

Update:7

w ← w + τt(Φ(xt,yt)−Φ(xt,y
∗
t ))

end8

end9

3.1 Models

For both word-based and character-based seg-
menters, we use linear models introduced in the
section above. We use a first order Markov
models for training and testing. In particu-
lar, for word-based segmenter, the local feature
map φ(c, w[1:i]) is defined only on c, wi−1 and
wi, and thereby Eq. 2 is defined as ŵ =

arg maxw∈GEN(c) θ
� ∑|w|

i=1 φ(c, wi−1, wi). This
model has a first-order Semi-Markov structure.
For decoding, Zhang and Clark (2007) used a
beam search algorithm to get approximate solu-
tions, and Sarawagi and Cohen (2004) introduced
a Viterbi style algorithm for exact inference. Since
the exact inference algorithm is efficient enough,
we use this algorithm in our segmenter at both
training and testing time.

For our character-based segmenter, the local
feature map ψ(c, y[1:i]) is defined on c, yi−1

and yi, and Eq. 4 is defined as ŷ =

arg maxy∈Y |c| θ� ∑|c|
i=1 ψ(θ, yi−1, yi). In our

character-based segmenter, we also use a Viterbi
algorithm for decoding.

3.2 Learning

We adopt Passive-Aggressive (PA) framework
(Crammer et al., 2006), a family of margin based
online learning algorithms, for the parameter es-
timation. It is fast and easy to implement. Alg.
1 illustrates the learning procedure. The param-
eter vector w is initialized to (0, ..., 0). A PA

learner processes all the instances (t is from 1
to n) in each iteration (I). If current hypothe-
sis (w) fails to predict xt, the learner update w
through calculating the loss lt and the difference
between Φ(xt,y

∗
t ) and Φ(xt,yt) (line 5-7). There

are three variants in the update step. We here only
present the PA-II rule1, which performs best in our
experiments.

The PA algorithm utilizes a paradigm of cost-
sensitive learning to resolve structured prediction.
A cost function ρ is necessary to calculate the loss
lt (line 5). For every pair of labels (y∗,y), users
should define a cost ρ(y∗,y) associated with pre-
dicting y∗ when the correct label is y. ρ should be
defined differently for different purposes. There
are two natural costs for segmentation: (1) sum
of the number of wrong and missed word predic-
tions and (2) sum of the number of wrongly clas-
sified characters. We tried both cost functions for
both models. We find that the first one is suitable
for word-based segmenter and the second one is
suitable for character-based segmenter. We do not
report segmentation performance with “weaker”
cost in later sections. C (in line 6) is the slack vari-
able. In our experiments, the segmentation per-
formance is not sensitive to C . In the following
experiments, we set C = 1.

3.3 Features

3.3.1 Word-based Segmenter

For the convenience of illustration, we de-
note a candidate word token wi with a context
cj−1[wi−1cj ...ck][wick+1...cl]cl+1.

The character features includes,
Boundary character unigram: cj , ck, ck+1, cl

and cl+1; Boundary character bigram: ckck+1 and
clcl+1.

Inside character unigram: cs (k + 1 < s < l);
Inside character bigram: cscs+1 (k + 1 < s < l).

Length of current word.
Whether ck+1 and ck+1 are identical.
Combination Features: ck+1 and cl,
The word token features includes,
Word Unigram: previous word wi−1 and cur-

rent word wi; Word Bigram: wi−1wi.

1See the original paper for more details.
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The identity of wi, if it is a Single character
word.

Combination Features: wi−1 and length of wi,
wi and length of wi−1. ck+1 and length of wi, cl
and length of wi.

3.3.2 Character-based Segmenter

We use the exact same feature templates dis-
cribed in (Sun et al., 2009b). The features are di-
vided into two types: character features and word
type features. Note that the word type features
are indicator functions that fire when the local
character sequence matches a word unigram or
bigram. Dictionaries containing word unigrams
and bigrams was collected from the training data.
Limited to the document length, we do not give
the discription for the features. We suggest read-
ers to refer to the original paper for details.

4 Empirical Analysis

We present a series of experiments that relate seg-
mentation performance to a set of properties of in-
put words. We argue that the results can be corre-
lated to specific theoretical aspects of each model.

4.1 Experimental Setting

We used the data provided by the second SIGHAN
Bakeoff (Emerson, 2005) to test the two segmen-
tation models. The data contains four corpora
from different sources: Academia Sinica Corpus
(AS), City University of Hong Kong (CU), Mi-
crosoft Research Asia (MSR), and Peking Univer-
sity (PKU). There is no fixed standard for Chinese
word segmentation. The four data sets above are
annotated with different standards. To catch gen-
eral properties, we do experiments on all the four
data sets. Three metrics were used for evaluation:
precision (P), recall (R) and balanced F-score (F)
defined by 2PR/(P+R).

4.2 Baseline Performance

Tab. 1 shows the performance of our two seg-
menters. Numbers of iterations are respectively
set to 15 and 20 for our word-based segmenter and
character-based segmenter. The word-based seg-
menter performs slightly worse than the character-
based segmenter. This is different from the exper-
iments reported in (Zhang and Clark, 2007). We

Model P(%) R(%) F
AS Character 94.8 94.7 94.7

Word 93.5 94.8 94.2
CU Character 95.5 94.6 95.0

Word 94.4 94.7 94.6
MSR Character 96.1 96.5 96.3

Word 96.0 96.3 96.1
PKU Character 94.6 94.9 94.8

Word 94.7 94.3 94.5

Table 1: Baseline performance.

think the main reason is that we use a different
learning architecture.

4.3 Word Frequency Factors
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Figure 1: Segmentation recall relative to gold
word frequency.

Our theoretical analysis also suggests that
character-based has stronger word induction abil-
ity because it focuses more on word internal struc-
tures and thereby expresses more nonlinearity. To
test the word induction ability, we present the re-
call relative to word frequency. If a word appears
in a training data many times, the learner usually
works in a “memorizing” way. On the contrary,
infrequent words should be correctly recognized
in a somehow “inductive” way. Fig. 1 shows
the recall change relative to word frequency in
each training data. Note that, the words with fre-
quency 0 are out-of-vocabulary (OOV) words. We
can clearly see that character-based model outper-
forms word-based model for infrequent word, es-
pecially OOV words, recognition. The “memoriz-
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Figure 2: Segmentation precision/recall relative to gold word length in training data.

ing” ability of the two models is similar; on the AS
and CU data sets, the word-based model performs
slightly better. Neither model is robust enough
to reliably segment unfamiliar words. The recall
of OOV words is much lower than in-vocabulary
words.

4.4 Length Factors

Length AS CU MSR PKU
1 61254 19116 48092 45911
2 52268 18186 49472 49861
3 6990 2682 4652 5132
4 1417 759 2711 2059
5(+) 690 193 1946 656

Table 2: Word length statistics on test sets.

Tab. 2 shows the statistics of word counts
relative to word length on each test data sets.
There are much less words with length more than
4. Analysis on long words may not be statis-
tical significant, so we only present length fac-
tors on small words (length is less than 5). Fig.
2 shows the precision/recall of both segmenta-
tion models relative sentence length. We can see
that word-based model tends to predict more sin-
gle character words, but making more mistakes.
Since about 50% word tokens are single-character
words, this is one main source of error for word-
segmenter. This can be explained by theoretical
properties of dynamic token prediction discussed
in Sec. 2.3.3. The score of a word boundary
assignment in a word-based segmenter is defined
like θ� ∑|w|

i=1 φ(c, w[1:i]). The upper bound of this

score varies with the length |w|. If a segmen-
tation result is with more fragments, i.e. |w| is
larger, the upper bound of its score is higher. As
a result, in many cases, a word-based segmenter
prefers shorter words, which may cause errors.

4.5 Feature Factors

We would like to measure the effect of features
empirically. In particular, we do not use dy-
namic word token features in our word-based seg-
menter, and word type features in our character-
based segmenter as comparison with “standard”
segmenters. The difference in performance can be
seen as the contribution of word features. There
are obvious drops in both cases. Though it is
not a fair comparison, word token features seem
more important, since the numerical decrease in
the word-based experiment is larger.

word-based character-based
− + − +

AS 93.1 94.2 94.1 94.7
CU 92.6 94.6 94.2 95.0
MSR 95.7 96.1 95.8 96.3
PKU 93.3 94.5 94.4 94.8

Table 3: F-score of two segmenters, with (−) and
without (+) word token/type features.

4.6 Discussion

The experiments highlight the fundamental dif-
ference between word-based and character-based
models, which enlighten us to design new mod-
els. The above analysis indicates that the theoret-
ical differences cause different error distribution.
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The two approaches are either based on a particu-
lar view of segmentation. Our analysis points out
several drawbacks of each one. It may be help-
ful for both models to overcome their shortcom-
ings. For example, one weakness of word-based
model is its word induction ability which is par-
tially caused by its neglect of internal structure of
words. A word-based model may be improved by
solving this problem.

5 System Combination

The error analysis also suggests that there is still
space for improvement, just by combining the two
existing models. Here, we introduce a classifier
ensemble method for system combination.

5.1 Upper Bound of System Combination

To get an upper bound of the improvement that
can be obtained by combining the strengths of
each model, we have performed an oracle exper-
iment. We think the optimal combination system
should choose the right prediction when the two
segmenters do not agree with each other. There
is a gold segmenter that generates gold-standard
segmentation results. In the oracle experiment, we
let the three segmenters, i.e. baseline segmenters
and the gold segmenter, vote. The three seg-
menters output three segmentation results, which
are further transformed into IOB2 representa-
tion (Ramshaw and Marcus, 1995). Namely, each
character has three B or I labels. We assign each
character an oracle label which is chosn by at least
two segmenters. When the baseline segmenters
are agree with each other, the gold segmenter can-
not change the segmentation whether it is right
or wrong. In the situation that the two baseline
segmenters disagree, the vote given by the gold
segmenter will decide the right prediction. This
kind of optimal performance is presented in Tab.
4. Compared these results with Tab. 1, we see a
significant increase in accuracy for the four data
sets. The upper bound of error reduction with sys-
tem combination is over 30%.

5.2 Our Model

Bootstrap aggregating (Bagging) is a machine
learning ensemble meta-algorithm to improve
classification and regression models in terms of

P(%) R(%) F ER (%)
AS 96.6 96.9 96.7 37.7
CU 97.4 97.1 97.3 46.0
MSR 97.5 97.7 97.6 35.1
PKU 96.8 96.2 96.5 32.7

Table 4: Upper bound for combination. The error
reduction (ER) rate is a comparison between the
F-score produced by the oracle combination sys-
tem and the character-based system (see Tab. 1).

stability and classification accuracy (Breiman,
1996). It also reduces variance and helps to avoid
overfitting. Given a training set D of size n, Bag-
ging generates m new training sets Di of size
n′ ≤ n, by sampling examples from D uniformly.
The m models are fitted using the above m boot-
strap samples and combined by voting (for classi-
fication) or averaging the output (for regression).

We propose a Bagging model to combine mul-
tiple segmentation systems. In the training phase,
given a training set D of size n, our model gener-
ates m new training sets Di of size 63.2% × n by
sampling examples from D without replacement.
Namely no example will be repeated in each Di.
Each Di is separately used to train a word-based
segmenter and a character-based segmenter. Us-
ing this strategy, we can get 2m weak segmenters.
Note that the sampling strategy is different from
the standard one. Our experiment shows that there
is no significant difference between the two sam-
pling strategies in terms of accuracy. However,
the non-placement strategy is more efficient. In
the segmentation phase, the 2m models outputs
2m segmentation results, which are further trans-
formed into IOB2 representation. In other words,
each character has 2m B or I labels. The final seg-
mentation is the voting result of these 2m labels.
Note that since 2m is an even number, there may
be equal number of B and I labels. In this case,
our system prefer B to reduce error propagation.

5.3 Results

Fig. 4 shows the influence of m in the bagging
algorithm. Because each new data set Di in bag-
ging algorithm is generated by a random proce-
dure, the performance of all bagging experiments
are not the same. To give a more stable evaluation,
we repeat 5 experiments for each m and show the
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Figure 3: Precision/Recall/F-score of different models.

averaged F-score. We can see that the bagging
model taking two segmentation models as basic
systems consistently outperform the baseline sys-
tems and the bagging model taking either model
in isolation as basic systems. An interesting phe-
nomenon is that the bagging method can also im-
prove word-based models. In contrast, there is no
significant change in character-based models.
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Figure 4: F-score of bagging models with differ-
ent numbers of sampling data sets. Character-
bagging means that the bagging system built
on the single character-based segmenter. Word-
bagging is named in the same way.

Fig. 3 shows the precision, recall, F-score of
the two baseline systems and our final system for
which we generate m = 15 new data sets for
bagging. We can see significant improvements
on the four datasets in terms of the balanced F-
score. The improvement of precision and recall
are not consistent. The improvement of AS and
CU datasets is from the recall improvement; the
improvement of PKU datasets is from the preci-
sion improvement. We think the different perfor-
mance is mainly because the four datasets are an-
notated by using different standards.

AS CU MSR PKU
(Zhang et al., 2006) 95.1 95.1 97.1 95.1
(Zhang and Clark, 2007) 94.6 95.1 97.2 94.5
(Sun et al., 2009b) N/A 94.6 97.3 95.2
This paper 95.2 95.6 96.9 95.2

Table 5: Segmentation performance presented in
previous work and of our combination model.

Tab. 5 summarizes the performance of our final
system and other systems reported in a majority of
previous work. The left most column indicates the
reference of previous systems that represent state-
of-the-art results. The comparison of the accuracy
between our integrating system and the state-of-
the-art segmentation systems in the literature in-
dicates that our combination system is competi-
tive with the best systems, obtaining the highest
reported F-scores on three data sets.

6 Conclusion

We have presented a thorough study of the dif-
ference between word-based and character-based
segmentation approaches for Chinese. The the-
oretical and empirical analysis provides insights
leading to better models. The strengths and weak-
nesses of the two methods are not exactly the
same. To exploit their complementary strengths,
we propose a Bagging model for system combi-
nation. Experiments show that the combination
strategy is helpful.
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Abstract

We study the use of Confidence Measures
(CM) for erroneous constituent discrimi-
nation in an Interactive Predictive Parsing
(IPP) framework. The IPP framework al-
lows to build interactive tree annotation
systems that can help human correctors
in constructing error-free parse trees with
little effort (compared to manually post-
editing the trees obtained from an auto-
matic parser). We show that CMs can
help in detecting erroneous constituents
more quickly through all the IPP process.
We present two methods for precalculat-
ing the confidence threshold (globally and
per-interaction), and observe that CMs re-
main highly discriminant as the IPP pro-
cess advances.

1 Introduction

Within the Natural Language Processing (NLP)
field, we can tell apart two different usage scenar-
ios for automatic systems that output or work with
natural language. On one hand, we have the cases
in which the output of such systems is expected to
be used in a vanilla fashion, that is, without val-
idating or correcting the results produced by the
system. Within this usage scheme, the most im-
portant factor of a given automatic system is the
quality of the results. Although memory and com-
putational requirements of such systems are usu-
ally taken into account, the ultimate aim of most

1Work partially supported by the Spanish MICINN under
the MIPRCV “Consolider Ingenio 2010” (CSD2007-00018),
MITTRAL (TIN2009-14633-C03-01), Prometeo (PROME-
TEO/2009/014) research projects, and the FPU fellowship
AP2006-01363.

research that relates to this scenario is to minimize
the amount of error (measured with metrics like
Word Error Rate, BLEU, F-Measure, etc.) present
within the results that are being produced.

The second usage scenario arises when there
exists the need for perfect and completely error-
free results, for example, flawlessly translated
sentences or correctly annotated syntactic trees.
In such cases, the intervention of a human valida-
tor/corrector is unavoidable. The corrector will
review and validate the results, making the suit-
able modifications before the system output can
be employed. In these kind of tasks, the most im-
portant factor to be minimized is the human ef-
fort that has to be applied to transform the sys-
tem’s potentially incorrect output into validated
and error-free output. Measuring user effort has
an intrinsic subjectivity that makes it hard to be
quantitatized. Given that the user effort is usually
inversely proportional to the quality of the system
output, most research about problems associated
to this scenario t to minimize just the system’s er-
ror rate as well.

Interactive Predictive NLP Systems

Only recently, more comparable and repro-
ducible evaluation methods for Interactive Natural
Language Systems have started to be developed,
within the context of Interactive Predictive Sys-
tems (IPS). These systems formally integrate the
correcting user into the loop, making him part of
the system right at its theoretical framework. IPSs
allow for human correctors to spare effort because
the system updates its output after each individ-
ual user correction, potentially fixing several er-
rors at each step. Interactive Predictive methods
have been studied and successfully used in fields
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like Handwritten Text Recognition (HTR) (Toselli
et al., 2008) and Statistical Machine Translation
(SMT) (Vidal et al., 2006; Barrachina et al., 2009)
to ease the work of transcriptors and translators.

In IPS related research the importance of the
system base error rate per se is diminished. In-
stead, the intention is to measure how well the
user and the system work together. For this, for-
mal user simulation protocols together with new
objective effort evaluation metrics such as the
Word Stroke Ratio (WSR) (Toselli et al., 2008) or
the Key-Stroke and Mouse-Ratio (KSMR) (Bar-
rachina et al., 2009) started to be used as a
benchmark. These ratios reflect the amount of
user effort (whole-word corrections in the case of
WSR; keystrokes plus mouse actions in the case of
KSMR) given a certain output. To get the amount
of user effort into context they should be measured
against the corresponding error ratios of compara-
ble non-interactive systems: Word Error Rate for
WSR and Character Error Rate for KSMR.

This dichotomy in evaluating either system per-
formance or user effort applies to Syntactic Pars-
ing as well. The objective of parsing is to pre-
cisely determine the syntactic structure of sen-
tences written in one of the several languages that
humans use. Very bright research has been carried
out in this field, resulting in several top perform-
ing completely automatic parsers (Collins, 2003;
Klein and Manning, 2003; McClosky et al., 2006;
Huang, 2008; Petrov, 2010). However, these pro-
duce results that are erroneous to some extent, and
as such unsuitable for some applications without a
previous manual correction. There are many prob-
lems where error-free results consisting in per-
fectly annotated trees are needed, such as hand-
written mathematical expression recognition (Ya-
mamoto et al., 2006) or construction of large new
gold treebanks (de la Clergerie et al., 2008).

When using automatic parsers as a baseline for
building perfect syntactic trees, the role of the
human annotator is usually to post-edit the trees
and correct the errors. This manner of operat-
ing results in the typical two-step process for er-
ror correcting, in which the system first gener-
ates the whole output and then the user verifies
or amends it. This paradigm is rather inefficient
and uncomfortable for the human annotator. For

example, a basic two-stage setup was employed
in the creation of the Penn Treebank annotated
corpus: a rudimentary parsing system provided a
skeletal syntactic representation, which then was
manually corrected by human annotators (Marcus
et al., 1994). Additional works within this field
have presented systems that act as a computerized
aid to the user in obtaining the perfect annotation
(Carter, 1997; Oepen et al., 2004; Hiroshi et al.,
2005). Subjective measuring of the effort needed
to obtain perfect annotations was reported in some
of these works, but we feel that a more compara-
ble metric is needed.

With the objective of reducing the user effort
and making the laborious task of tree annotation
easier, the authors of (Sánchez-Sáez et al., 2009a)
devised an Interactive Predictive Parsing (IPP)
framework. That work embeds the human cor-
rector into the automatic parser, and allows him
to interact in real time within the system. In this
manner, the system can use the readily available
user feedback to make predictions about the parts
of the trees that have not been validated by the
corrector. The authors simulated user interaction
and calculated effort evaluation metrics, establish-
ing that an IPP system results in amounts slightly
above 40% of effort reduction for a manual anno-
tator compared to a two-step system.

Confidence Measures in NLP

Annotating trees syntactically, even with the
aid of automatic systems, generally requires hu-
man intervention with a high degree of special-
ization. This fact partially justifies the shortage
in large manually annotated treebanks. Endeavors
directed at easing the burden for the experts per-
forming this task could be of great help.

One approach that can be followed in reducing
user effort within an IPS is adding information
that helps the user to locate the individual errors
in a sentence, so he can correct them in a hastier
fashion. The use of the Confidence Measure (CM)
formalism goes in this direction, allowing us to
assign a probability of correctness for individual
erroneous constituents of a more complex output
block of a NLP system.

In fields such as HTR, SMT or Automatic
Speech Recognition (ASR), the output sentences
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have a global probability (or score) that reflects
the likeness of the output sentence being correct.
CMs allow precision beyond the sentence level in
predicting errors: they can be used to label the in-
dividual words as either correct or incorrect. Au-
tomatic systems can use CMs to help the user in
identifying the erroneous parts of the output in a
faster way or to aid with the amendments by sug-
gesting replacement words that are likely to be
correct.

Previous research shows that CMs have been
successfully applied within the ASR (Wessel et
al., 2001), HTR (Tarazón et al., 2009; Serrano
et al., 2010) and SMT (Ueffing and Ney, 2007)
fields. In these works, the ability of CMs in de-
tecting erroneous constituents is assessed by the
classical confidence metrics: the Confidence Er-
ror Rate (CER) and the Receiver Operating Char-
acteristic (ROC) (Ueffing and Ney, 2007).

However, until recent advances, the use of CMs
remained largely unexplored in Parsing. Assess-
ing the correctness of the different parts of a pars-
ing tree can be useful in improving the efficiency
and usability of an IPP system, not only by tag-
ging parts with low confidence for the user to re-
view, but also by automating part of the correction
process itself by presenting constituents that yield
a higher confidence when an error is confirmed by
the user.

CMs for parsing in the form of combinations
of features calculated from n-best lists were pro-
posed in (Benedı́ et al., 2007). Later on, the au-
thors of (Sánchez-Sáez et al., 2009b) introduced
a statistical method for calculating a CM for each
of the constituents in a parse tree. In that work,
CMs are calculated using the posterior probability
of each tree constituent, approach which is similar
to the word-graph based methods in the ASR and
SMT fields.

In this paper, we apply Confidence Measures
to the Interactive Predictive Parsing framework to
asses how CMs are increasingly more accurate as
the user validates subtrees within the interactive
process. We prove that after each correction per-
formed by the user, the CMs of the remaining un-
validated constituents are more helpful to detect
errors.

2 Interactive Predictive Parsing

In this section we review the IPP framework
(Sánchez-Sáez et al., 2009a) and its underlying
operation protocol. In parsing, a syntactic tree t,
attached to a string x = x1 . . . x|x| is composed
by substructures called constituents. A constituent
cA
ij is defined by the nonterminal symbol (either

a syntactic label or a POS tag) A and its span
ij (the starting and ending indexes which delimit
the part of the input sentence encompassed by the
constituent).

Here follows a general formulation for the non-
interactive syntactic parsing scenario, which will
allow us to better introduce the IPP formulation.
Assume that using a given parsing model G, the
parser analyzes the input sentence x and produces
the most probable parse tree

t̂ = arg max
t∈T

pG(t|x), (1)

where pG(t|x) is the probability of the parse tree
t given the input string x using model G, and T is
the set of all possible parse trees for x.

In the IPP framework, the manual corrector
provides feedback to the system by correcting any
of the constituents cA

ij from t̂. The system reacts
to each of the corrections performed by the human
annotator by proposing a new t̂′ that takes into ac-
count the correction.

Within the IPP framework, the user reviews the
constituents contained in the tree to assess their
correctness. When the user finds an incorrect con-
stituent he modifies it, setting the correct span and
label. This action implicitly validates what it is
called the validated prefix tree tp.

We define the validated prefix tree to be com-
posed by the partially corrected constituent, all
of its ancestor constituents, and all constituents
whose end span is lower than the start span of the
corrected constituent. When the user replaces the
constituent cA

ij with the correct one c′A
ij , the vali-

dated prefix tree is

tp(c
′A
ij ) = {cB

mn : m ≤ i, n ≥ j ,

d(cB
mn) ≤ d(c′A

ij )} ∪
{cD

pq : q < i }
(2)
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with d(cZ
ab) being the depth (distance from root)

of constituent cZ
ab.

The validated prefix tree is parallel to the vali-
dated sentence prefix commonly used in Interac-
tive Machine Translation or Interactive Handwrit-
ten Recognition, and is established after each user
action.

This particular definition of the prefix tree de-
termines the fact that the user is expected to re-
view the parse tree in a preorder fashion (left-to-
right depth-first). Note that this specific explo-
ration order allows us to simulate the user inter-
action for the experimentation, as we will explain
below. Also note that other types of prefixes could
be defined, allowing for different tree review or-
ders.

Within the IPP formulation, when a constituent
correction is performed, the prefix tree tp(c

′A
ij ) is

validated and a new tree t̂′ that takes into account
the prefix is proposed. Incorporating this new
evidence into expression (1) yields the following
equation

t̂′ = arg max
t∈T

pG(t|x, tp(c
′A
ij )). (3)

Given the properties of Probabilistic Context-
Free Grammars (PCFG) the only subtree that ef-
fectively needs to be recalculated is the one start-
ing from the parent of the corrected constituent.
This way, just the descendants of the newly intro-
duced constituent, as well as its right hand siblings
(along with their descendants) are calculated.

2.1 User Interaction Operation

The IPP formulation allows for a very straightfor-
ward operation protocol that is performed by the
manual corrector, in which he validates or corrects
the successive output parse trees:

1. The IPP system proposes a full parse tree t
for the input sentence.

2. Then, the user finds the first incorrect con-
stituent exploring the tree in a certain ordered
manner (preorder in our case, given by the
tree prefix definition) and amends it, by mod-
ifying its span and/or label (implicitly vali-
dating the prefix tree tp).

3. The IPP system produces the most probable
tree that is compatible with the validated pre-
fix tree tp as shown in expression (3).

4. These steps are iterated until a final, perfect
parse tree is produced by the system and val-
idated by the user.

It is worth noting that within this protocol, con-
stituents can be automatically deleted or inserted
at the end of any subtree in the syntactic struc-
ture by adequately modifying the span of the left-
neighbouring constituent.

The IPP interaction process is similar to the
ones already established in HTR and SMT. In
these fields, the user reads the output sentence
from left to right. When the user finds and corrects
an erroneous word, he is implicitly validating the
prefix sentence up to that word. The remaining
suffix sentence is recalculated by the system tak-
ing into account the validated prefix sentence.

Fig. 1 shows an example that intends to clar-
ify the Interactive Predictive process. First, the
system provides a tentative parse tree (Fig. 1.b).
Then the user, which has the correct reference tree
(Fig. 1.a) in mind, notices that it has two wrong
constituents (cX

23 and cZ
44) (Fig. 1.c), and chooses

to replace cX
23 by cB

22 (Fig. 1.d). Here, cB
22 cor-

responds to c′A
ij of expression (3). As the user

does this correction, the system automatically val-
idates the prefix (dashed line in Fig. 1.d, tp(c

′A
ij )

of expression (2)). The system also invalidates
the subtrees outside the prefix (dotted line line in
Fig. 1.d). Finally, the system automatically pre-
dicts a new subtree (Fig. 1.e). Notice how cZ

34

changes its span and cD
44 is introduced which pro-

vides the correct reference parse.

For further exemplification, Sánchez-Sáez
et al. (2010) demonstrate an IPP based
annotation tool that can be accessed at
http://cat.iti.upv.es/ipp/.

Within the IPP scenario, the user has to man-
ually review all the system output and correct or
validate it, which is still a considerable amount of
effort. CMs can ease this work by helping to spot
the erroneous constituents.
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Figure 1: Synthetic example of user interaction with the IPP system.

3 Confidence Measures

Probabilistic calculation of Confidence Measures
(Sánchez-Sáez et al., 2009b) for all tree con-
stituents can be introduced within the IPP process.

The CM of each constituent is its posterior
probability, which can be considered as a measure
of the degree to which the constituent is believed
to be correct for a given input sentence x. This is
formulated as follows

pG(cA
ij |x) =

pG(cA
ij ,x)

pG(x)

=

∑
t′∈T ; c′A

ij ∈t′ δ(cA
ij , c

′A
ij ) pG(t′|x)

pG(x)
(4)

with δ() being the Kronecker delta function. Nu-
merator in expression (4) stands for the probabil-
ity of all parse trees for x that contain the con-
stituent cA

ij (see Fig. 2).

S

A

αA(i, j)

βA(i, j)

x1 xi−1 xi xj xj+1 x|x|

Figure 2: The product of the inside and outside
probabilities for each constituent comprises the
upper part of expression (5)

The posterior probability is computed with the
inside β and outside α probabilities (Baker, 1979)

C(tAij) = pG(cA
ij |x) =

pG(cA
ij ,x)

pG(x)

=
βA(i, j) αA(i, j)

βS(1, |x|) .

(5)

It should be clear that the calculation of con-
fidence measures reviewed here is generalizable
for any problem that employs PCFGs, and not
just NLP tasks. In the experiments presented in
the following section we show that CMs are in-
creasingly discriminant when used within the IPP
framework to detect erroneous constituents.

4 Experiments

Evaluation of the quality of CMs within the IPP
framework is done in a completely automatic
fashion by simulating user interaction. Section 4.1
introduces the evaluation protocol and metrics
measuring CM quality (i.e., their ability to de-
tect incorrect constituents). The experimentation
framework and the results are discussed in sec-
tion 4.2.

4.1 Evaluation Methods

4.1.1 IPP Evaluation

A good measure of the performance of an In-
teractive Predictive System is the amount of ef-
fort saved by the users of such a system. It is
subjective and expensive to test an IPS with real
users, so these systems are usually evaluated us-
ing automatically calculated metrics that assess
the amount of effort saved by the user.
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As already mentioned, the objective of an IPP
based system is to be employed by annotators to
construct correct syntactic trees with less effort.
Evaluation of an IPP system was previously done
by comparing the IPP usage effort (the number of
corrections using the IPP system) against the es-
timated effort required to manually post-edit the
trees after obtaining them with a traditional au-
tomatic parsing system (the amount of incorrect
constituents) (Sánchez-Sáez et al., 2009a).

In the case of IPP, the gold reference trees are
used to simulate system interaction by a human
corrector and provide a comparable benchmark.
This automatic evaluation protocol is similar to
the one presented in section 2.1:

1. The IPP system proposes a full parse tree t
for the input sentence.

2. The user simulation subsystem finds the first
incorrect constituent by exploring the tree in
the order defined by the prefix tree definition
(preorder) and comparing it with the refer-
ence. When the first erroneous constituent
is found, it is amended by being replaced in
the output tree by the correct one, operation
which implicitly validates the prefix tree tp.

3. The IPP system produces the most probable
tree that is compatible with the validated pre-
fix tree tp.

4. These steps are iterated until a final, perfect
parse tree is produced by the IPP system and
validated against the reference by the user
simulation subsystem.

In this work, metrics assessing the quality of
CM are introduced within this automatic protocol.
We calculate and report them after each of the it-
erations in the IPP process.

4.1.2 Confidence Measure Evaluation
Metrics

The CM of each tree constituent, computed as
shown in expression (4) can be seen as its prob-
ability of being correct. Once all CM are calcu-
lated, a confidence threshold τ ∈ [0, 1] can be
chosen. Constituents are then marked using τ : the
ones with a confidence above this threshold are

marked as correct, and the rest as incorrect. Com-
paring the confidence marks in the output tree
with the reference, we obtain the false rejection
Nf (τ) ∈ [0, Nc] (number of correct constituents
in the output tree wrongly marked as incorrect by
their CM) and the true rejection Nt(τ) ∈ [0, Ni]
(number of incorrect constituents in the output
tree that are indeed detected as incorrect by their
confidence).

The amount of correct and incorrect con-
stituents in each tree is Nc and Ni respectively. In
the ideal case of perfectly error discriminant CM,
using the best threshold would yield Nf (τ) = 0
and Nt(τ) = Ni.

A evaluation metric that assess the ability of
CMs in telling apart correct constituents from in-
correct ones is the Confidence Error Rate (CER):

CER(τ) =
Nf (τ) + (Ni − Nt(τ))

Nc + Ni
. (6)

The CER is the number of errors incurred by the
CMs divided by the total number of constituents.

The CER can be compared with the Absolute
Constituent Error Rate (ACER), which is the CER
obtained assuming that all constituents are marked
as correct (the only possible assumption when CM
are not available):

ACER = CER(0) =
Ni

Nc + Ni
. (7)

4.2 Experimental Framework

Our experiments were carried out over the Wall
Street Journal Penn Treebank (PTB) manually an-
notated corpus. Three sets were defined over the
PTB: train (sections 2 to 21), test (section 23),
and development (the first 346 sentences of sec-
tion 24). Before carrying out experimentation, the
NoEmpties transformation was applied to all sets
(Klein and Manning, 2001).

We implemented the CYK-Viterbi parsing al-
gorithm as the parse engine within the IPP
framework. This algorithm uses grammars in
the Chomsky Normal Form (CNF) so we em-
ployed the open source Natural Language Toolkit2

(NLTK) to obtain several right-factored binary

2http://www.nltk.org/
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Figure 3: CER results over IPP system interaction. Threshold fixed at before the interactive process.
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Figure 4: CER results over IPP system interaction. Threshold optimized for each step of the interactive
process.

grammars with different markovization parame-
ters from the training set (Klein and Manning,
2003).

The purpose of our experimentation is to de-
termine if CMs can successfully discriminate er-
roneous constituents from correct ones within an
IPP process, that is, if they help the user to find
errors in a hastier manner. For this we need to
assess if there exists discriminant information in
the CMs corresponding to the constituents of the
unvalidated part of the successive IPP-proposed
trees.

With this objective in mind, we introduced a
CM calculation step after each user interaction
within the IPP process. CMs for all constituents in
each tree were obtained as described in section 3.
After each simulated interaction, we also calcu-

lated the ACER and CER over all the syntactic
constituents of the whole test set.

Each IPP user interaction yields a parse tree
which can be seen as the concatenation of two
parts: the validated prefix tree (which is known
to be correct because the user, or the user simula-
tion subsystem in this case, has already reviewed
it) and a new suffix tree which is calculated by
the IPP system based on the validated prefix, as
shown in section 2.

The fact that the validated prefix is already
known to be correct is taken into account by the
CM calculation process, and the confidence of the
constituents in the prefix tree is automatically set
to their maximum score, equal to 1. This fact
causes that the CMs become more discriminant
after each interaction, because a larger part of the
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tree (the prefix) has a completely correct confi-
dence. The key point here is to measure if this
increasingly reduced CER (CM error rate) main-
tains its advantage over the also increasingly re-
duced ACER (absolute constituent error rate with-
out taking CMs into account) which would mean
that the CMs retain their discriminant power and
can be useful as an aid for a human annotator us-
ing an IPP system.

Two batches of experiments were performed
and, in each of them, two different markovizations
of the vanilla PCFG were tested as the parsing
model.

In the first battery of experiments, the confi-
dence threshold τ was optimized over the devel-
opment set before starting the IPP process, re-
maining the same during the user interaction. The
results can be seen in Fig. 3, which shows the
obtained baseline ACER and the CER (the con-
fidence assessing metric) for the test set after each
user interaction. We see how CMs retain all of
their error detection capabilities during the IPP
process: in the h0v1 PCFG they are able to dis-
cern about 25% of incorrect constituents at most
stages of the IPP process, with a slight bump up to
27% after about 7 user interactions; for the h0v2
PCFG they are able to detect about 18% of incor-
rect constituents at the first interactions, but go up
to detect 27% of errors after about 7 or more in-
teractions.

In the second experimental setup, a different
threshold for each interaction step was calcu-
lated by performing the IPP user simulation pro-
cess over the development set and optimizing
the threshold value. The results can be seen in
Fig. 4. We observe improvements in the discrim-
inant ability of confidence values after 8 user in-
teractions, with them being capable to detect more
errors towards the end of each IPP session: about
34% of errors for h0v1, and 49% of them for h0v2.

The calculated thresholds have also been plot-
ted in the aforementioned figures. For the per-
interaction threshold experimentation, we can see
how the threshold gets fine-tuned as the IPP pro-
cess advances. The lower threshold values for the
last interactions were expected due to the fact that
more constituents have been validated and have
the maximum confidence. This method for pre-

calculating one specific threshold for each of the
iterations could be useful when incorporating CM
to a real IPP based annotator.

5 Conclusions and Future Work

We have proved that using Confidence Measures
can be used to discriminate incorrect constituents
from correct ones over an Interactive Predictive
Parsing process. We have show two methods
for calculating the threshold used to mark con-
stituents as correct/incorrect, showing the advan-
tage of precalculating a specific threshold for each
of the interaction steps.

Immediate future work involves implementing
CMs as a visual aid in a real IPP system like
the one presented in (Sánchez-Sáez et al., 2010).
Through he use of CMs, all constituents in the
successive trees could be color-coded according
to their correctness confidence, so the user could
focus and make corrections faster.

Future research paths can deal with applying
CMs to improve the output of completely auto-
matic parsers, for example, using them as a com-
ponent of an n-best re-ranking system.

Additionally, the IPP framework is also suit-
able for studying and applying training algorithms
within the Active Learning and Adaptative/Online
Parsing paradigms. This kind of systems could
improve their models at operating time, by incor-
porating new ground truth data as it is provided by
the user.
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Abstract

This paper presents a novel method for ac-
quiring a set of query patterns to retrieve
documents containing important informa-
tion about an entity. Given an existing
Wikipedia category that contains the tar-
get entity, we extract and select a small
set of query patterns by presuming that
formulating search queries with these pat-
terns optimizes the overall precision and
coverage of the returned Web informa-
tion. We model this optimization prob-
lem as a weighted maximum satisfiabil-
ity (weighted Max-SAT) problem. The
experimental results demonstrate that the
proposed method outperforms other meth-
ods based on statistical measures such as
frequency and point-wise mutual informa-
tion (PMI), which are widely used in rela-
tion extraction.

1 Introduction

Wikipedia1 is useful for obtaining comprehensive
information of entities and concepts. However,
even with 3.3 million English articles, Wikipedia
does not necessarily include articles about an en-
tity and concept of interest to a user. The ultimate
goal of this study is to generate articles about an
entity of a specified category from the Web by us-
ing Wikipedia articles in the same entity category
as exemplars.

This study follows previous work of the
other authors on query-biased/focused summa-
rization (Tombros and Sanderson, 1998; Berger

1http://en.wikipedia.org/

and Mittal, 2000) for modeling the target article
generation process. In that model, when a user in-
puts an entity of interest, Web pages are retrieved
that describe the entity by issuing queries to an
information retrieval system. Using the retrieved
pages as an information source, an article (sum-
mary) can be produced specialized for the target
entity. From the application point of view, the arti-
cle should include the concepts that best describe
the target entity. In addition, articles concerning
the entities of a category should cover concepts
that are typical of the category. For example, an
article about an actor is expected to mention his
nationality, date of birth, movie credits, awards,
etc.

A great number of researchers have ad-
dressed the problem of query-focused summariza-
tion (Carbonell and Goldstein, 1998; White et
al., 2003; Dang, 2005; Daumé and Marcu, 2006;
Varadarajan and Hristidis, 2006; Fuentes et al.,
2007; Gupta et al., 2007; Wang et al., 2007; Ka-
nungo et al., 2009). However, these studies as-
sume that a document collection is provided for
the summarization systems. In other words, col-
lecting source documents that include important
concepts for the target entity is not in the scope
of these studies. For example, queries such as
“(actor) was born in,” “(actor) born on,” “(actor)
plays,” and “(actor) won” may be more suitable
than the simple query “(actor)” for obtaining con-
cepts concerning the actor.

Source documents can be collected by a simi-
lar idea in relation extraction, which extracts en-
tities having specific relations with the target en-
tity (Hearst, 1992; Brin, 1999; Agichtein and Gra-
vano, 2000; Turney, 2001; Pantel and Pennac-
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chiotti, 2006; Blohm et al., 2007). These stud-
ies typically use statistical measures, such as fre-
quency and point-wise mutual information (PMI),
to assess the scores of the query patterns. How-
ever, these studies cannot eliminate the redun-
dancy of concepts retrieved by a query set because
they are designed to extract entities for each rela-
tion independently. For example, the query “(ac-
tor) born on” would not be necessary if the query
“(actor) was born in” could gather documents re-
ferring to both the actor’s nationality and date of
birth.

In this paper, we propose a novel method for
acquiring a set of high-quality query patterns that
can gather source documents referring to impor-
tant concepts about a specified entity. Given a
category in which the entity is expected to be in-
cluded, we use existing Wikipedia articles in this
category to extract query patterns so that, when
used together with the entity, they can retrieve im-
portant concepts related to the entity. We then
select a small subset of query patterns that max-
imize the coverage and precision of the query re-
sult by modeling the query selection task as a
weighted maximum satisfiability (weighted Max-
SAT) problem.

2 Proposed method

First, let us define the terminology used in this
paper. An entity is a topic for which we need to
obtain an article (summary). Note that this defi-
nition is different from that used in other studies
(e.g., named entity recognition). A concept is a
noun phrase that has a specific relation to an en-
tity. A query pattern is a lexical pattern that con-
tains a slot filled by an entity. Used with an entity,
a query pattern instantiates a query that collects
related concepts. For example, “X was born in” is
a query pattern in which X is a slot. When replac-
ing X with an entity (e.g., “Dustin Hoffman”), the
query pattern instantiates a query that may return
the birthplace.

The goal of this study is, for a given entity
category (e.g., American actor), to acquire a set
of query patterns (template) for collecting related
concepts from the Web. We learn the template by
using Wikipedia articles of the category as super-
vision data. The method consists of three steps.

1. Triplet extraction identifies, for each
Wikipedia article, entity mentions, concepts,
and phrases that form a bridge between the
entity mentions and concepts. In the context
of learning query patterns from Wikipedia,
we assume that a Wikipedia article is writ-
ten for an entity. By identifying entity men-
tions and concepts in the article, we ob-
tain bridging phrases between entity men-
tions and concepts as candidates for query
patterns.

2. Pattern assessment verifies whether each
candidate query pattern can actually retrieve
concepts from the Web. This step issues
queries of the form “(entity) (pattern)” to an
information retrieval system, analyzes the re-
trieved Web pages, and examines whether
each concept is found in the same sentence
as the query expressions.

3. Pattern selection obtains a template by
choosing a small subset of patterns such that
the retrieved Web pages contain as many
kinds of concepts as possible. We also elimi-
nate query patterns that can retrieve descrip-
tions other than concepts. We formalize this
step as a weighted Max-SAT problem.

2.1 Triplet extraction
We first analyze Wikipedia articles to extract
triplets of entities, query patterns, and concepts.
Because a Wikipedia article usually describes a
single entity, we identify the entity from the ti-
tle of the article. We then search for occurrences
of the entity in the body of the article. How-
ever, we might need to resolve coreference expres-
sions because the entity might be described by a
number of surface variations. For example, the
Wikipedia article titled “Dustin Hoffman” might
refer to the entity using “he” and “Hoffman” as
well as “Dustin Hoffman”; the entity “Microsoft
Corporation” might be described by “Microsoft”
and “the company” in the article.

In general, coreference resolution is a non-
trivial NLP task. Fortunately, Wikipedia articles
are written for target entities. Therefore, we re-
place the occurrences of the following expressions
in the body with the entity name:
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� �
Hoffman was born in [Los Angeles], [California], the
second and youngest son of Lillian and Harry Hoffman,
a [Russian]-born father who worked as a prop supervi-
sor/set decorator at [Columbia Pictures] before becom-
ing a furniture salesman. Hoffman is from a [Jewish]
family, although he did not have a religious upbring-
ing. He graduated from [Los Angeles High School] in
1955. He enrolled at [Santa Monica College] with the
intention of studying medicine but left after a year to
join the [Pasadena Playhouse].� �

Figure 1: A snippet of a Wikipedia article about
“Dustin Hoffman.”

1. Any token (split by spaces) that appears in
the title of the article.

2. The phrase that appears the most frequently
with the four anaphoric expressions “he,”
“she,” “they,” and “the noun.”

The first rule deals with anaphoric expression
caused by an ellipsis, e.g., “Dustin Hoffman” is
referred to by “Dustin” and “Hoffman.” The
second rule resolves the coreference expressions
caused by pronouns and definite noun phrases.

After detecting the entity mentions, we identify
the concepts concerning the entity in the article.
In this study, we employ WikiLink texts (anchor
texts linked with other Wikipedia articles) that co-
occur with the entity mentions in the same sen-
tences. Finally, we identify a candidate of a query
pattern as a phrase that satisfies the following con-
ditions:

1. It consists of alphanumeric letters and hy-
phens only.

2. Its length is no longer than 6 tokens.

3. It appears between an entity mention and a
concept in a sentence.

Figure 1 shows a snippet of the Wikipedia article
about “Dustin Hoffman.” The underlined expres-
sions are identified as entity mentions; the text in
square brackets represents a WikiLink text. Be-
cause all WikiLink texts appear in sentences with
the entity mentions, we identify all expressions
with square brackets as concepts. Italic texts are
candidates of the query patterns.

Finally, we extract triplets of the form
〈Ek,Pi,C j〉 from the Wikipedia article, where

Table 1: Triplets extracted from Figure 1.
Entity Query pattern concept
Dustin Hoffman was born in Los Angeles
Dustin Hoffman was born in California
Dustin Hoffman was born in Russian
Dustin Hoffman was born in Columbia Pictures
Dustin Hoffman is from a Jewish
Dustin Hoffman graduated from Los Angeles High School
Dustin Hoffman enrolled at Santa Monica College
Dustin Hoffman enrolled at Pasadena Playhouse

Ek (k ∈ {1, ...,L}) denotes the entity, Pi (i ∈
{1, ...,M}) denotes a query pattern, and C j ( j ∈
{1, ...,N}) denotes a concept. For each concept C j

found in the Wikipedia article, we build a triplet
by setting Ek as the entity of the article and Pj

as the query pattern that precedes the concept C j.
Repeating this process for L Wikipedia articles in
the same category, we obtain triplets with M query
patterns and N concepts.

Table 1 shows the eight triplets obtained from
Figure 1. Here, it might not be clear whether
the indefinite article a is necessary in the pattern
is from a. Although we do not address this is-
sue directly in this paper, we determine the pop-
ularity and usefulness of the pattern by analyzing
Wikipedia articles in the same category. Similarly,
some concepts (e.g., Russian) are not so impor-
tant for the entity. It may be better to filter out the
concept, but we expect that errors in concept iden-
tification are negligible when selecting the query
patterns.

2.2 Pattern assessment

In this step, we verify whether each pattern Pi can
actually retrieve concepts of the entities from the
Web. More specifically, for every combination of
an entity mention Ek and a pattern Pi, we issue a
query “Ek Pi” (e.g., “Dustin Hoffman graduated
from”) to Yahoo! Search BOSS2. We download
the top 10 Web pages retrieved by each query and
examine whether any of the concepts, C j, appear
in the same sentence as the query phrase. To de-
scribe the capability of the patterns for retrieving
concepts, we introduce an m×n matrix called R,

Ri j =

{
1 (pattern Pi can retrieve concept C j)
0 (otherwise)

.

2http://developer.yahoo.com/search/boss/

1231



DVD

the News

blogs

won the Academy Award

was born in

California

Los Angeles

1 9 3 7

Dustin Hoffman

graduated from

grew up in

in

L.A. High School

Figure 2: Patterns – collected concepts graph.

Figure 2 illustrates a bipartite graph between
the patterns and concepts with R as the biadja-
cency matrix. Here, nodes with dotted lines are
expressions other than concepts but are retrieved
by the patterns. For example, the pattern “in” can
retrieve four concepts Academy Award, Califor-
nia, Los Angeles, and 1937, but it also retrieves
non-concepts such as DVD, the News, and blogs.
In other words, this pattern can retrieve sentences
with a number of concepts, but it also gathers un-
necessary sentences. Thus, we define the error
rate of pattern Pi

εi = 1− (# sentences with concepts)
(# total sentences retrieved by Pi)

.

2.3 Pattern selection
Based on the pattern assessment in Section 2.2,
this step chooses a small set of query patterns as
the template. Let w1, ...,wm denote m Boolean (0–
1 integer) variables, each of which (wi) indicates
whether the corresponding query pattern Pi is se-
lected (1) or unselected (0). Choosing a subset of
query patterns is equivalent to assigning Boolean
values to the variables w1, ...,wm. The number of
selected patterns is ∑m

i=1 wi.
Given an assignment of variables w1, ...,wm for

the query patterns, we can examine whether the
concept C j is retrieved from the patterns by using
the logical sum,

c j = w1R1 j ∨w2R2 j ∨ ...∨wmRm j =
m∨

i=1

wiRi j.

Here, c j is a Boolean (0–1) variable indicating that
concept C j is retrieved (1) or not retrieved (0) by
the template. In Figure 2, if either the “in” or “was
born in” pattern is selected, we can retrieve the
concept “1937” from the Web search.

To choose a set of query patterns, we maxi-
mize the number of concept coverages ∑n

j=1 c j as
well as minimize the number of patterns selected
∑m

i=1 wi and the total of the error rates of the se-
lected patterns ∑m

i=1 εiwi. This is achieved by solv-
ing the following problem.
Problem 1.

Maximize
n

∑
j=1

c j −α
m

∑
i=1

wi −β
m

∑
i=1

εiwi,

subject to: c1 =
m∨

i=1

wiRi1

...

cn =
m∨

i=1

wiRin,

wi ∈ {0,1}.

Here, α and β are the parameters for control-
ling the preference of a smaller number of patterns
(α) and the preference of accurate patterns (β ).

To solve this problem, we rewrite it as a
weighted maximize satisfiability (weighted Max-
SAT) problem.

Problem 2.

Maximize
n+m

∑
k=1

λkxk

Subject to: x1 =
m∨

i=1

wiRi1 (λ1 = 1)

... (...)

xn =
m∨

i=1

wiRin (λn = 1)

xn+1 = ¬w1 (λn+1 = α +βε1)

... (...)

xn+m = ¬wm (λn+m = α +βεm)

wi ∈ {0,1}
Instead of subtracting the penalty terms from

the objective value, we give bonus weights (α +
βεi) if the pattern Pi is not selected. This is
achieved by introducing additional clauses xn+1,
..., xn+m that are satisfied by ¬w1, ..., ¬wm, respec-
tively. Therefore, the optimization process tries
to find a compromise between selecting patterns
(clauses x1, ..., xn) and rejecting patterns (clauses
xn+1, ..., xn+m). Although the complexity of the
weighted Max-SAT problem is NP-hard, we use
MiniMaxSAT (Heras et al., 2008) to solve the
problem.
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3 Evaluation

To verify the performance of the proposed
method, we compare the precision, coverage,
and F’-score of the information retrieval process
by using the template obtained by the proposed
method with that by three other baseline methods.

3.1 Experimental Settings

3.1.1 Data
We use articles of five categories in Wikipedia

as the data for evaluation: American actors, Ge-
netic disorders, American tennis players, Soft-
ware companies, and Operas. Among these cat-
egories, the first two (American actors, Genetic
disorders) have been commonly used as evalua-
tion data in previous research on text summariza-
tion (Sauper and Barzilay, 2009). The other three
(American tennis players, Software companies,
Operas) are categories about three distinct topics
(sport, business, entertainment).Table 2 shows in-
formation about these categories.

We divide the article set of a given category into
six subsets. We use one subset as the development
set for tuning the parameters α and β in the pro-
posed method. The remaining five subsets are the
training set and the test set, which are used for the
5-fold cross-validation. We create the template by
using the training set and evaluate it with the test
set. For evaluation of the baseline methods, we
use only the training set and the test set.

3.1.2 Baselines
Random Selection
The baseline “Random Selection” randomly se-
lects 10 query patterns from the candidate query
patterns as the template for the category.
Frequency
In this baseline method, we sort the query patterns
for each category in the order of frequency of oc-
currences in the category. We then select the top
10 frequent query patterns as the template for the
category.
PMI-Web
The baseline PMI-Web chooses the query patterns
that are the most “reliable.” Following KnowIt-
Now (Cafarella et al., 2005) and Espresso (Pan-
tel and Pennacchiotti, 2006), the “reliability” of a

Table 2: The five categories used for evaluation.
Category #Articles #Patterns #Concepts
American actors 1864 2951 10495
American tennis players 444 1039 2826
Software companies 1890 1992 5087
Genetic disorders 657 1087 2400
Operas 1425 2125 6365

Figure 3: Relation between coverage and query
pattern frequency.

pattern is defined by using the strength of the as-
sociation of the pattern with the entities and con-
cepts co-occurring with the pattern. In KnowIt-
Now and Espresso, PMI (point-wise mutual infor-
mation) is used to measure the strength of this as-
sociation. PMI is estimated with the Web search
hit counts as follows:

pmi(Ek,Pi,C j) ≈ hit(Ek,Pi,C j)

hit(Ek,Pi) ·hit(C j)
,

where hit(EkPi), hit(C j) are the Web search hit
counts for the query “Ek, Pi,” “C j”(Ek,Pi,C j is en-
tity, pattern, concept), and hit(Ek,Pi,C j) is the hit
count for the query “Ek Pi” and “C j.” The relia-
bility score of the query pattern is defined as the
following formula:

Score(Pi) =
1
|S| ∑

(Ek,C j)∈S
pmi(Ek,Pi,C j),

where S is the set of pairs of entity Ek and concept
C j co-occurring with the pattern Pi in a sentence.
The method PMI-Web chooses the top 10 patterns
that have the highest reliability scores.

3.1.3 Experiments
We use each method to generate a template and

retrieve information of the entities by using the
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query patterns in the template. We remove the
query patterns occurring only once in each cat-
egory from the candidate patterns because these
patterns may be too entity-specific or noisy.

Figure 3 shows the coverage of the concept re-
trieval process when we use the top N frequently
appearing patterns in the candidate pattern set. We
observe that the coverage does not reach 100%
even if we use all the query patterns. This is be-
cause some concepts cannot be retrieved by any
query pattern. Moreover, we consider a Wikilink
as a concept, even though some Wikilink texts do
not actually represent a concept.

We use query patterns that occur no less than
3 times (for American actors, American ten-
nis players, Software companies, and Operas) or
twice (for Genetic disorders) in the correspond-
ing Wikipedia articles so that the query patterns
reach 95% of the upper bound of the coverage.
This small subset comprises the final candidate
patterns. For the candidate patterns, we use the
proposed method (solving the weighted Max-SAT
problem) and the three baselines described above
to choose N query patterns.

The precision, coverage and quasi F-score (F’-
score) of the information retrieval process by each
template are defined as follows:

precision =
freq(Ek,Pi,Cj)

freq(Ek,Pi)
,coverage =

Ccollected

Ctotal
,

F ′ =
2 ·precision · coverage
precision+ coverage

,

where freq(Ek,Pi) is the frequency of the phrase
“Ek Pi” in the retrieved documents, freq(Ek,Pi,C j)
is the frequency of co-occurrence of the phrase
“Ek Pi” and “C j” in the sentences. Ctotal is the to-
tal number of distinct concepts in the data set, and
Ccollected is the number of distinct concepts which
can be collected by the template.

3.2 Result
Table 5 shows the average of the precision, cover-
age and F’ scores of the five categories when we
choose 10 query patterns (N=10). The proposed
method obtains the highest score of all methods.
Moreover, the proposed method outperforms the
baselines not only for the average of all categories,
but also for each category. This result indicates

Table 5: Performance of the templates produced
by the proposed method and the three baselines
(N=10).

Method Precision Coverage F’ score
Random 16.56 11.40 13.19
Frequency 21.43 29.29 24.40
PMI-Web 22.55 22.08 21.42
Proposed 27.34 30.77 27.95

Figure 4: Number of query patterns (N) in tem-
plate and F’ score in American tennis players.

that the proposed method is able to choose query
patterns that precisely and comprehensively col-
lect the target concepts.

Table 3 shows some example templates pro-
duced by the proposed method. In this table, the
number in the parentheses next to a pattern is the
frequency rank of the pattern. We observe that the
proposed method generates templates with two
types of query patterns: generic patterns and spe-
cific patterns. Generic patterns such as “is a”
and “is an” are patterns that can appear in every
category. These patterns cover various kinds of
concepts (high coverage), but may retrieve sen-
tences that do not describe any concept (low pre-
cision). Specific patterns, such as “has a star on
the” and “was nominated for a,” can retrieve con-
cepts that have specific relations with the entity.
Therefore, queries with specific patterns retrieve
a small number of concepts with high precision.
The proposed method chooses query patterns in
both of these types to achieve both high precision
and high coverage. Therefore, it is able to retrieve
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Table 3: Templates generated by the proposed method (N=10): (n) is the frequency rank.
Category Template

American actors “is an”(1), “was an”(2), “was a”(7), “graduated from”(9), “died of”(18), “has a star on the”(24),
”was nominated for a”(28), “was married to”(47), “was born on”(56), “has appeared in”(92)

American tennis players “defeated”(3), “beat”(5), “is a former”(12), “is an”(16), “graduated from”(17),
”reached the”(18), “played”(24), “of”(30), “was”(38), “won”

Software companies “is a”(1), “acquired”(3), “is”(9), “is headquartered in”(11), “was founded by”(15),
”has offices in”(22), “was”(29), “include”(36), “introduced”(41), “is an international”(41)

Genetic disorders “is a”(1), “is an”(2), “has an autosomal recessive pattern of”(3),
”has an autosomal dominant pattern of”(9), “is named after”(11), “is a form of”(13),

”is caused by”(16), “include”(18), “appears to be inherited in an”(41), “is considered an”(41)
Operas ”is an”(1), “is a”(2), “is an opera by”(17), “was”(18), “is a comic”(20), “premiered at the”(25),

”was first performed at”(31), “is the second”(38), “opera”(46), “libretto by”(62)

Table 4: Templates generated by different methods for the Opera category (N= 10).
Method Template Pre. Cov. F’

Random “was an,” “of the complete operas of the,” “was on,” “was commissioned by,” 15.79 8.12 10.73
“by,” “is,” “popular,” “for the,” “New York,” “the same name by”

Frequency “is an,” “is a,” “the,” “by,” “of the,” “in,” “and,” “of,” “was a,” “a” 16.83 27.12 20.77
PMI-Web “was created by,” “is a three act,” “premiered at the,” “was an,” “is an,” 30.25 18.29 22.80

“is an opera composed by,” “is a Hindi language,” “premiered on”
“was commissioned by,” “was first performed at the,”

Proposed “is an,” “is a,” “is an opera by,” “was,” “is a comic,” “premiered at the,” 31.18 27.28 29.10
“was first performed at,” “is the second,” “opera,” “libretto by”

various types of concepts. This implies that the
method achieves high coverage even for concepts
that cannot be retrieved by generic patterns.

The baseline Frequency obtains the second
highest F’-score. It achieves high coverage but
low precision. This is because this method
chooses high-frequency patterns that can appear
with every concept. Therefore, it is able to retrieve
concepts with high coverage. However, these pat-
terns do not retrieve specific information concern-
ing a concept. Moreover, some high-frequency
patterns, such as “the ” and ”by,” lead to sentences
that do not describe any concept.

Table 4 shows the patterns generated for the cat-
egory Opera by each method. We can observe that
the method Frequency chooses very generic pat-
terns, such as “is a,” “and,” and “the,” which are
not specific to Opera.

In contrast, the method PMI-Web achieves high
precision but low coverage. This is because
this method chooses highly reliable patterns (e.g.,
“was commissioned by”), which are strongly as-
sociated with a specific kind of concept. How-
ever, these patterns cannot retrieve a broad range
of concepts related to the target entity. This ex-
plains why the method cannot achieve high cover-

age.
Figure 4 shows the F’ scores when we vary the

number of selected query patterns (N) for the cat-
egory American tennis players. We observe that
the templates generated by the proposed method
achieve the highest F’-score at every value of N.
The maximum F’-score is 24.7, which is achieved
when N is 30. Moreover, the proposed method re-
quires only five query patterns to achieve the F’-
score of 21.4. Therefore, the proposed method
achieves a high F’-score by using only a small
number of patterns. This implies that the method
achieves high performance in a short query pro-
cessing time.

4 Related Work
Many studies have addressed the problem of pat-
tern extraction from Wikipedia (or other large cor-
pora). Filatova et al. (2006) presented an approach
for automatically extracting important word pat-
terns from a large corpus. They analyzed the BBC
corpus to extract word patterns containing verbs
that are supposed to be important for a specific
domain. Biadsy et al. (2008) described a sys-
tem for producing biographies for a given target
name. They used Wikipedia to learn the docu-
ment structures of a biography. Ye et al. (2009)
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explored a method for generating a series of sum-
maries of various lengths by using information
from Wikipedia.

Sauper and Barzilay (2009) proposed an ap-
proach for creating a summary of many chunks
of text that are related to an entity and retrieved
from the Web. They used Wikipedia not only
for producing the template, but also for improv-
ing the summaries. Although the target of their
work is very close to that of our study, the focus of
each study is different. They address the method
for selecting appropriate sentences for summa-
rization, whereas we consider the method for se-
lecting query patterns that can generate a compre-
hensive summary of an entity.

Various studies have addressed Web page
summarization and query-focused summarization,
from search result summarization (Kanungo et al.,
2009) to query biased summarization (Wang et al.,
2007). Furthermore, Fujii and Ishikawa (2004)
presented a method to automatically compile en-
cyclopedic knowledge from the Web.

Similar to relation extraction, the proposed
method retrieves information concerning an entity
by using query patterns. This is because query
patterns for relation extraction are also appro-
priate in sentence extraction for multi-document
summarization (Hachey, 2009). However, the re-
lation extraction task primarily obtains query pat-
terns that retrieve instances of a specific relation.
This is different from the goal of this study, which
is obtaining a set of patterns that are able to re-
trieve a large range of topics related to an entity.

5 Conclusion
We present a novel method to acquire a set of
query patterns for retrieving documents that con-
tain important information regarding an entity.
Especially, we concentrate on the method for se-
lecting query patterns that are able to compre-
hensively and precisely retrieve important con-
cepts concerning an entity. The experimental re-
sults demonstrate that the proposed method out-
performs methods based on statistical measures
such as frequency and point-wise mutual infor-
mation (PMI), which are widely used in relation
extraction.

Currently, we use the text between an entity

and a WikiLink as a candidate for a query pat-
tern. In the future, we plan to use the text between
two noun phrases as query patterns to increase the
number of candidates for the pattern selection pro-
cess. Moreover, we intend to build a text summa-
rization application based on the proposed method
to confirm that the selected pattern set is able to
generate a comprehensive summary for an entity.
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Abstract

This paper proposes a semi-supervised 
approach for WSD in Word-Class 
based selectional preferences. The 
approach exploits syntagmatic and 
paradigmatic semantic redundancy in 
the semantic system and uses 
association computation and minimum 
description length for the task of WSD. 
Experiments on Predicate-Object 
collocations and Subject-Predicate 
collocations with polysemous 
predicates in Chinese show that the 
proposed approach achieves a precision 
which is 8% higher than the semantic-
association based baseline. The semi-
supervised nature of the approach 
makes it promising for constructing 
large scale selectional preference 
knowledge base. 

1 Introduction 

This paper addresses word sense 
disambiguation (WSD) which is required in 
the construction of selectional preference (SP) 
knowledge database. In previous literature of 
SP, four different types of formalization 
models are explicitly or implicitly employed. 
Two types are distinguished in Li and 
Abe(1998):

Word Model: σ=),|( rvnP     (1) 
Class Model: σ=),|( rvCP         (2) 

where v stands for verb, n for noun, C for the 
semantic class of n, r for the grammatical 
relation between v and n, and P for the 
preference strength. Most of the 
researches(Resnik 1996; Li and Abe 1998; 
Ciaramita and Johnson 2000; Brockmann and 
Lapata 2003; Light and Greiff 2002) uses the 
class model, and a few(Erk 2007) uses the 
word model. The other two types of model are 
given as below: 

Class-Only Model: σ=),|( rCCP vn        (3) 
Word-Class Model: σ=),,|,( rCvCnP vn  (4) 

where ,  are semantic classes for the 
noun and verb respectively. Class-Only model 
considers solely the semantic classes, while 
Word-Class model considers both words and 
semantic classes. Agirre and Martinez(2001) 
and Zheng et al(2007) adopted the Class-only 
Model in research, while in McCarthy and  
Carroll(2003) and Merlo and Stevenson(2001) 
the Word-Class Model is employed. 

nC vC

Among the four models, the Word-Class 
Model is the type which possesses the most 
granulated knowledge and is the most potential 
in applications. McCarthy and Carroll(2003) 
reports that the Word-Class Model performs 
well in unsupervised WSD. In other NLP tasks 
such as metaphor recognition, this model may 
be indispensable. For instance, to distinguish 
the  predicate verb  “ (float)”  in  Ex(1a) as 

Ex. 1

a. leaf floats b. price floats
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literal and Ex(1b) as metaphorical requires 
different interpretations of the verb.  

The present research is concerned with 
WSD as in the Word-Class model. Particularly, 
it aims at disambiguating predicates in subject-
predicate (Subj-Pred) and predicate-object 
(Pred-Obj) constructions. The motivations 
behind the research are two folds. Firstly, 
semi-supervised and unsupervised WSD in SP 
are not fully explored. Merlo and 
Stevenson(Merlo and Stevenson 2001) 
employs supervised learning from large 
annotated corpus, which is difficult to obtain. 
One known unsupervised learning approach 
for WSD in SP is McCarthy and Carroll(2003) 
which addresses the issue via conditional 
probability. The other motivation derives from 
the fact few research is done on selectional 
preferences in languages other than English, as 
is stated in Brockmann and Lapata(2003). For 
instance, studies on construction of SP 
knowledge database in Chinese can only be 
found in Wu et al(2005), Zhen et al(2007), Jia 
and Yu(2008) and some others.  

The basic idea of the approach proposed for 
WSD in the paper is that the most acceptable 
interpretation of senses for a given 
construction is the pair of senses which 
encodes the most redundant information in the 
semantic system of the language. Two 
principles, namely Syntagmatic Redundancy 
Principle and Paradigmatic Redundancy 
Principle, are proposed in the paper to capture 
the intuition. Two corresponding devices are 
employed to model the two principles: 
Association for Syntagmatic Redundancy 
Principle and Minimum Description Length for 
Paradigmatic Redundancy Principle. Two 
experiments are conducted in the paper. The 
first is based on semantic association, 
achieving a 61.98% precision for predicates in 
Subj-Preds and 62.54% in Pred-Objs. This 
experiment is used as baseline as the approach 
is also used in McCarthy and Carroll(2003) for 
verb and adjective disambiguation. In the 
second experiment, both semantic association 
and MDL are employed, the precision of WSD 
amounts to 69.88% and 69.09% for predicates 
in Subj-Preds and Pred-Objs respectively, 
indicating that a combination of the two 
devices are fairly effective in disambiguating 
word senses for SP. 

The rest of the paper is organized as below. 
The second part gives further illustration of the 
rationale for the approach. The third part 
describes the procedure and the fourth part 
discusses the experiment result. The thesis 
concludes with some speculations in further 
researches. 

2 Rationale

2.1 Task Formalization 

Consider a Subj-Pred or Pred-Obj 
collocation C=< , > , where  is 

the word of predicate and  is the word of 

argument.  has M senses, denoted by set 

.  has N senses, denoted by .
The possible interpretation of C has M*N 
possibilities, denoted by 

={ | =< , >},

where  is called a sense collocation. The 

task of WSD is to search for a particular sense 
collocation in  and assign it to C as its 
interpretation. At the initial stage, each sense 
collocation in  is considered to have an 
even number of frequency, namely 

. Accordingly, for each 

, , For each 

, .
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2.2 Syntagmatic Redundancy Principle 

Syntagmatic Redundancy Principle (SRP) 
can be stated as following: among all possible 
sense collocations for a word collocation, the 
most appropriate is the one in which senses 
exhibit the most redundant information 
between each other. 

 The syntagmatic redundancy between 
words has been noticed very early by linguists 
and has been applied in WSD. Firth(1957) 
argues that there exists “mutual expectancy” 
between words in collocations, and the 
meaning of word is partially encoded in its 
juxtaposition. Lyons(1977:261) comments that 
Porzig has noticed in 1934 the “essential 
meaning relation” between words of 
collocations like “dog barks” and “tree fells” 
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and emphasizes that the meanings of 
collocationally restricted lexemes such as 
“bark” and “fell” can only be explained by 
taking into account the collocates they occur 
with. This notion is also employed in 
Yarowsky(1995) for WSD, in which the key is 
the “one-sense-per-collocation” statement. 
McCarthy and Carroll(2003) also uses this 
type of redundancy for disambiguation in SP.  

SRP can be explained as a statistic 
correlation between  and . The more 
co-relevant these two senses are, the more 
likely the pair is to be accepted as the 
appropriate interpretation.  This can be 
described as below: 

preds args

),(maxarg arg
ji

pred
i
j ssAssoc=ς    (5) 

where is the function for 
sense association. Four methods can be 
considered for association computation: 
conditional probability (Formula 6 and 7), 
Lift(Han and Kamber 2006:261) (Formula 8), 
All-Confidence(Han and Kamber 2006:263)  
(Formula 9) and cosine (Formula 10). Note 
that two versions of conditional probability are 
considered, as are denoted in Formula 6 and 7. 
The first version, Cond-Prob 1, takes argument 
sense as condition, while the second version 
Cond-Prob 2 takes predicate sense as condition. 
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2.3 Paradigmatic Redundancy Principle 

Paradigmatic Redundancy Principle (PRP) 
can be stated as following: among all possible 
sense collocations for a word collocation, the 
most appropriate is the one which is also 
implicitly or explicitly expressed by other 
synonymous, metonymic or metaphorical word 
collocations.

Ex(2) illustrates the explicit redundancy in 
synonymous and metaphorical ways, in which 
the sense collocation “[Price| ]
[QuantityChange| ]” is expressed by five 
word collocations, each with a different 
predicate : (change), (float),
(adjust), (go up and down), (alter).  

Ex 2.

a. price changes     b. price floats     c. price adjusts

d. e. price alters
Ex(3) reveals the implicit redundancy in 
metonymic way, in which the meaning “
(human) (is eased)” is implicitly 
expressed in all the six collocations, 
established by  semantic relatedness among the 
arguments “ (Maradona)”, “
(student)”, “ (work)”, “ (labour)”, “

(driving)”, and “ (life)”.
Ex 3. 

a. Maradona is eased         b.Student is eased

c. work is eased               d. labour is eased

e. driving is eased             f. Life is eased
To apply PRP, WSD in SP is casted as an 

issue of model selection. Given a set of word 
collocations , the process of WSD is to 
assign to each word collocation one sense 
collocation from a number of possibilities. 
Those assigned sense collocations form a set, 
or a model for Θ . The goal of WSD in SP is 
to select from all those models the one which 
best interprets Θ . For this purpose, Miminum 
Description Length(Barron et al. 1998; Michell  
2003; MacKay 2003) can be used. MDL 
selects models by relying on induction bias 
based on Occam’s Razor, which stipulates that 
the simplest solution is usually the correct one. 
One way to interpret MDL in Bays’ analysis is 
as below(Michell 2003:124): 

Θ

)|()(minarg' mDLmLm DM +=            (11) 

In (11)  is the model description 
length when model m  is considered, 

 is the data description length when 
model  is used for description. The model 
with minimum length is the best model. 

)(mLM

)|( mDLD
m
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For model description length, we have 
adopted the method used in (Li and Abe 1998) 
which considers only the size of the model: 

)log(
2

1)()( NmsizemLM
−=                   (12) 

where size(m) is the number of sense 
collocation contained in model m , and N is 
the number of word collocation in 
consideration. In this study, the set of word 
collocation with the same predicate word, 
denoted by Θ , is used as the unit for model 
description length calculation instead of the 
whole corpus, so as to reduce computation 
complexity. Accordingly, each word 
collocation in Θ  can be assigned one and only 
one sense collocation in the model m , out of 
all the potential sense collocations as is 
explained in section 2.1. 

Data description length is calculated on 
model and , as is denoted in formulas 
(13),  (14)  and (15) below. The  calculation  is   
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based on the probability of sense collocation 
, which in turn is calculated on a 

modified frequency of the collocation 
>=< ji

pred
i
j ss arg,ς

)( i
jf ς .

The frequency is modified by counting the 
explicit occurrence of the sense collocation 
itself and the implicit occurrence expressed by 
other sense collocations in Θ . This idea is 
equivalent to enlarge the corpus by 1 fold, thus 
the overall collocation number is the two times 
of the original number.  

The modified frequency is a sum of two 
parts, denoted in formula (14). The first part is 

, the frequency of . The second part is 
the weighted frequency of . The weight is 
determined by the relatedness of the sense 
collocation  and all the other sense 
collocation in the model m. According to
this formula, if the sense collocation is found 
to be more similar to other sense collocations, 
it should obtain a higher modified frequency, 

and thus more likely to be the correct one for 
the word collocation.

)( i
jf ς i

jς
i
jς

i
jς

k
lς

The way to calculate the weight is given in 
formula (15). If two sense collocations have 
identical predicate sense, namely ,
then the weight between the two sense 
collocations is measured by rel , the 
semantic relatedness between the argument 
sense and . Otherwise, 0 is returned. 
There are different ways to measure sense 
relatedness. The present study has used 
semantic similarity based on HowNet(Liu and 

i 2002) to calculate the semantic relatedness. 

k
pred

i s=preds

),( argarg
lj ss

jsarg
lsarg

L

3 Procedure

Figure 1 maps out the procedure for WSD in 
SP in the present study. The procedure is 
divided into two phases: data collection and 
disambiguation. The collocation data are 
collected from three sources: Sketch Engine, 
Collocation Dictionary and HowNet Examples. 
Two types of collocation data are collected: 
subject-predicate collocations (Subj-Pred) and 
predicate-object collocations (Pred-Obj) from 
Sketch Engine and Collocation Dictionary. 
Collocation Retriever reduces HowNet 
examples into Subj-Preds and Pred-Objs using 
simple heuristic methods. As a result, about 
70,000 subject-predicate collocations and 
106,000 predicate-object collocations are 
obtained.

Figure 1. WSD Procedure 
In disambiguation phase, two devices are

employed to filter out unlikely sense 
collocations: Association-Based Sense 
Collocation Filter, following SRP, and MDL-
Based Sense Collocation Filter, following PRP. 

Colloc Dict. 

HowNet Examples

MDL-Based Sense Colloc Filter

Assoc-Based Sense Colloc Filter

Collocation Retriever

Data Combination

Sketch Engine

Output
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In this phase, Subj-Preds and Pred-Objs are 
processed independently but following the 
same route.   

Each phase alone can perform WSD 
independently. Accordingly, two experiments 
are conducted to evaluate the method proposed 
in this paper. The first experiment uses 
association-based filter for word sense 
disambiguation, which is also used as the 
baseline. The approach is also used in 
(McCarthy and Carroll 2003) to disambiguate 
verbs and adjectives in collocations. To be 
particular, the method used by McCarthy and 
Carroll(2003) is formula (6). The second 
experiment is based on the result of the first 
one so as to observe the improvement obtained 
by MDL-Based approach. In the second 
experiment, unsupervised and semi-supervised 
WSD are also investigated by including some 
annotated collocations in the evaluation data. 

Two corpora are constructed for evaluation. 
One corpus is a set of 1034 subject-predicate 
constructions. The other is a set of 1841 
predicate-object constructions. Both are 
manually annotated by the authors with sense 
definitions defined in HowNet(Dong 2006). 
All together there are 52 highly ambiguous 
predicates involved in the study. 

4 Experiments and Discussion 

4.1 Collocation Retriever 

The major task in data collocation is in 
Collocation Retriever, which retrieves 
collocations from HowNet examples. Ex(4) 
gives a partial entry structure in HowNet,  

Ex 4. 
W_C=
E_C= ~ ~
~

DEF=[change| ]
in which W_C stands for Chinese Word, DEF 
for definition, E_C for Examples of Chinese, 
and the wave “~” for the word in question. 
From E_C, possible Subj-Preds such as “
(public opinion) (floats)”, “ (index) 

(floats)” can be retrieved, in which the 
sense of “ (float)” is annotated with DEF. 
But there are also noises. A simple heuristic 
method is applied to automatically filter out 
unwanted collocations. The heuristic method 

checks whether the collocation retrieved from 
HowNet share possible sense collocations with 
collocations in Collocation Dictionary. If yes, 
it is accepted as a collocation of the type, 
otherwise, it is rejected. Procedures are given 
below:

(a) Use Subj-Pred collocations and Pred-Obj 
collocations in Collocation Dictionary to build 
sense collocation set 

edSubj Pr−Γ and Objed−ΓPr ;
(b) For each example sentence in E_C, 

segment it using ICTCLAS1 to obtain an array 
of words. Words before “~” forms potential 
Subj-Pred collocations and Words 
after form potential Pred-Obj collocations 

.

edSubj Pr−Α

ObjedB −Pr

(c) For each or ,

construct possible sense collocation set 
edSubja Pr−Α∈ edSubjBb Pr−∈

aΓ  or 

bΓ , if φ≠Γ∩Γ − edSubja Pr
 or φ≠Γ∩Γ −Objedb Pr , add 

it as a Subj-Pred collocation or Pred-Obj 
collocation.

Evaluation on partial retrieved collocations 
shows that about 70% of obtained collocations 
are valid collocations, while about 30% are 
errors. Thus manual edition has been applied 
to rid those invalid collocations. 

4.2 Association-Based Filter 

Association-Based Sense Collocation Filter 
filters out those sense collocations that are very 
unlikely to be the right interpretation for a 
word collocation. Table 1 gives association 
computation result for the six senses related to 
the predicate “ (rough)” in Subj-Pred 
collocation “ (personality) (rough)”. 
The 2nd , 3rd, 4th, and 6th are very unlikely 
interpretations and should be filtered, while the 
5th seems to be the most appropriate. 

Table 1. Association-Based Filter Example 
No.Pred Sense Arg Sense Assoc. Dgr
1 [Behavior| ][careless| ] 0.0019
2 [Behavior| ][coarse| ] 0.0002
3 [Behavior| ][hoarse| ] 0.0004
4 [Behavior| ][roughly| ] 0.0002
5 [Behavior| ][vulgar| ] 0.0071
6 [Behavior| ][widediameter| ] 0.0002
Following the procedure in Figure 1, to filter 

out those unlikely sense collocations, average 

1 A Chinese segmentation system, please refer to 
http://www.ictclas.org for further information. 
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association value is used as the filter and those 
below the average are dropped and those above 
are chosen for MDL-Based Filter. In Table 1, 
the average is 0.0017, and the 1rd and 5th are 
chosen.

However, in order to obtain a baseline and 
to decide which association computation 
model to use, we have followed the definition 
in Formula 5 and perform WSD test by 
choosing the sense collocation with highest 
association as the correct sense tags. for used 
this step solely for WSD, as is defined in 
Formula 4. Table 2 gives the experiment 
results for Subj-Pred and Pred-Obj collocations 
with all the association computation models 
denoted in Formula 6-10.

Table 2. WSD Result by Association 
Subj-Pred(%) Pred-Obj(%)

Cond-Prob 1 61.98 62.54
Cond-Prob 2 55.15 42.4
Lift 63.09 40.84
All_Conf 56.16 48.54
Cosine 58.83 55.72

One interesting phenomenon about all the 
five models is null-invariance. In selecting 
models for association computation, null-
invariance is an important feature to be 
considered(Han and Kamber 2006). A model 
with null-invariance is not influenced by 
additional irrelevant data and thus is more 
stable. In the experiment, the model Lift is the 
only one not featured with null-invariance. The 
experiments show that Lift is not stable in 
different collocation types, achieving high 
precision in Subj-Pred but low precision in 
Pred_Obj.

A second interesting phenomenon is 
collocation directionality exposed by the 
experiments, which can be observed in the two 
models of conditional probability: Cond-Prob 
1, with argument as condition, and Cond-Prob 
2, with predicate as condition. Directionality in 
collocation has been noticed earlier in some 
researches, for example Qu(2008). Our 
experiment shows that when using Cond-Prob 
1, we are able to get a precision of 61.98% and 
62.54% for Subj-Pred and Pred-Obj 
respectively, while Cond-Prob 2 gets a much 
lower precision. This fact can be interpreted 
that arguments tend to have a stronger 
selectional preference strength, and the 
possible selection range is comparatively 
narrower, while predicates have weaker 

selectional preference strength and a wider 
selectional range. 

4.3 MDL-Based Filter 

MDL-Based Filter takes as input result from 
Association-Based Filter using Cond-Prob 1 
for association computation and average 
association as filter. Table 3 and 4 give the 
final experiment outcome for Pred-Obj and 
Subj-Pred constructions and individual 
predicates.

It can be seen in Table 3 that MDL-Based 
Filter Several inferences can be made from the 
experiments. Firstly, comparison between 
Association-Based WSD (Table 2) and MDL 
WSD (Table 3) shows that MDL can improve 
overall performance up to 8%. As is mentioned 
earlier, Association-Based WSD is used as 
baseline in the present study. Given the fact 
that the average number of senses for word in 
question is fairly high, the improvement is 
considered as significant.  

Table 3. General WSD Results2

Ave. 
N.O.S.

Assoc.  
WSD (%) 

MDL
WSD (%) 

Subj-Pred 4.16 61.98 69.09

Pred-Obj 5.03 62.54 69.88

Analysis on the individual predicates in 
Table 4 gives a clearer picture of WDL-based 
WSD. Firstly, it can be seen that MDL is 
especially effective when the demarcation of 
word senses is clear-cut. Predicate words such 
as “ (quiet)”, “ (dirty)”, “
(difficult)” in Subj-Preds and “ (beat)”, 
“ (touch)” and “ (break)” in Pred-Objs 
are successfully disambiguated in Table 4. 
These words generally have 2 or 3 senses, and 
the   senses    generally    differ    in   terms   of 
abstractness and concreteness, as is indicated 
in table 5. This is due to the fact that the 
arguments in these collocations are clearly 
delimitated in HowNet and this delimitation is 
well captured by the modified frequency 
calculation defined in formula (14). Via the 
formula, the concrete sense collocations can  

2 In Table 3 and 4, Ave. N.O.S stands for average number 
of senses of predicates, N.O.S stands for number of 
senses of the predicate, Assoc. WSD stands for 
Association-based WSD, and MDL WSD stands for 
MDL-based WSD. 
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Table 4. Detailed WSD Experiment Results 
Results for Pred-Obj. Results for Subj-Pred. 

Pred. 
N. 
O. 
S

Assoc. 
WSD
(%)

MDL
WSD
(%)

Pred. 
N. 
O. 
S. 

Assoc.
WSD
(%)

MDL
WSD
(%)

(v) 5 69.23 80.77 (a) 2 61.14 92.00

(v) 14 70.59 70.59 (v) 2 72.73 86.36

(v) 6 56.25 90.62 (a) 2 47.83 58.7

(v) 3 72.22 88.89 (a/v) 5 52.17 78.26

(v) 9 50 60.53 (a) 3 56.76 81.08

(v) 8 86.67 93.33 (a) 5 40 40 

(v) 5 68.75 62.5 (v) 2 55.17 41.38

(v) 3 73.91 81.16 (a) 3 75.76 93.94

(v) 17 55.93 44.07 (a) 4 96.3 66.67

(v) 3 80.36 78.57 (a) 3 47.37 42.11

(v) 2 66.67 92.31 (a) 6 88.24 88.24

(v) 2 57.14 80.95 (a) 6 46 60 

(v) 6 76.27 79.66 (v) 3 44.44 44.44

(v) 3 83.33 100 (a) 2 38.46 65.38

(v) 8 63.64 63.64 (a) 2 93.33 53.33

(v) 3 77.14 80 (v) 3 85.19 88.89

(v) 2 88.24 100 (a) 10 50 50 

(v) 2 83.87 80.65 (v) 2 60.53 63.16

(v) 9 61.84 68.42 (a/v) 9 39.66 53.45

(v) 3 40.28 51.39 (a) 6 59.46 51.35

(v) 4 48.08 53.85 (v) 6 48.72 74.36

(v) 3 73.49 73.49 (v) 3 48.15 44.44

(v) 2 15.32 40 (a) 2 88.57 57.14

(v) 2 84.91 83.02 (a) 6 68.18 40.91

(v) 3 86.54 85.58 (v) 8 52.03 65.04

(v) 4 72.51 72.99 (a) 2 95.35 95.35

Table 5. Word Sense Distinction 
Pred Concrete  Sense Abstract Sense(s) 

[quiet| ] [calm| ], 
[peaceful| ]

[dirty| ] [despicable| ], 
[immoral| ]

[difficult| ] [poor| ]
[beat| ] [MakeBetter| ], 

[cultivate| ]
[touch| ] [excite| ]
[break| ] [obstruct| ]

increase the  modified  frequency  of  concrete 
sense collocations, and the abstract sense 
collocation can increase the modified 
frequency of abstract sense collocations, thus 

leading to the clear demarcation of abstract 
senses and concrete senses. 

The role of semantic relevance can also be 
clearly noticed in the predicates which have a 
decreased precision in MDL in Table 4. Via 
Paradigmatic Redundancy Principle, the 
information encoded in one collocation are 
diffused to other collocations. Consequently, 
errors can be diffused. This explains why the 
precisions of some predicates such as “
(sink)”, “ (dumb)”, “ (dark)” in Subj-
Pred and “ (open)”, “ (harness)” in Pred-
Objs decrease after MDL. Further analysis 
shows that this is because MDL has diffused 
the errors produced by Association Filter. For 
instance, at Association Filter phase, the 
collocation “ (box) (sink)” is assigned 
with the only sense collocation “[tool| ]
[very| ]” and all other potential sense 
collocations are filtered. When MDL is applied, 
other collocations such as “ (machine) 
(heavy)”, “ (pick) (heavy)”, “ (chaw) 

(heavy)”, “ (basket) (heavy)”, “
(box) (heavy)”, “ (furniture) (heavy)”, 
in which the arguments are tightly correlated 
with that of “ (box) (sink)”  all takes 
the sense “[very| ]”, thus leading to the 
decrease of precision. 

The diffusion of senses can also best seen in 
the comparison between those predicates 
whose WSD are semi-supervised and those 
whose WSD are not supervised. Some 
predicates have collocations successfully 
retrieved from HowNet examples in which the 
word sense is already identified. These 
collocations are diffused in MDL filtering and 
play important roles in improving precision, 
while some other predicates do not have such 
resource. In Table 4, those unsupervised 
predicates are “ (fall)”, “ (collapse)”, “

(exquisite)”, “ (dumb)”, “ (wide)”, 
“ (develop)” in Subj-Preds and “
(spread)”, “ (brush)”, “ (get into)”, 
“ (bring)”, and “ (mar)” in Pred-Objs. 
The other predicates are semi-supervised. As 
can be seen in Table 4, most of these 
unsupervised predicates generally have a 
precision of 40%-60%, while those semi-
supervised predicates enjoy are much higher 
precision between 50%-100%. The explanation 
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for the result is straight forward. When one 
sense collocation of one word collocation is 
correctly identified, by way of Paradigmatic 
Redundancy Principle, the sense collocation 
which is similar to the correctly identified will 
have a higher modified frequency and is thus 
singled out as the best choice. This feature of 
MDL has great significance in the process of 
annotating large scale collocation data. With 
only a small number of annotated collocations 
for each predicate, a fairly high precision can 
be achieved for all the rest of the data through 
MDL.

5 Conclusion

The present paper believes that the Word-
Class Model gives the fullest description for 
selectional preference and thus makes efforts 
to disambiguate predicates in selectional 
preferences. From the perspective of semantic 
system, two principles of semantic redundancy, 
namely the Syntagmatic Redundancy Principle 
and Paradigmatic Redundancy Principle, are 
proposed in the paper and are applied in WSD 
in SP via Association Computation and 
Minimum Description Length. The 
experiments show that the approach proposed 
is fairly encouraging in disambiguation of 
polysemous predicates, especially under semi-
supervised conditions when a small portion of 
data is annotated. With such a tool, we are able 
to build large scale selectional preference 
knowledge database based on Word-Class 
Models, which can be applied in various tasks, 
of which metaphor recognition is the particular 
one we bear in mind.  
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Abstract

Active Learning (AL) is a selective sam-
pling strategy which has been shown to
be particularly cost-efficient by drastically
reducing the amount of training data to be
manually annotated. For the annotation
of natural language data, cost efficiency
is usually measured in terms of the num-
ber of tokens to be considered. This mea-
sure, assuming uniform costs for all to-
kens involved, is, from a linguistic per-
spective at least, intrinsically inadequate
and should be replaced by a more ade-
quate cost indicator, viz. the time it takes
to manually label selected annotation ex-
amples. We here propose three differ-
ent approaches to incorporate costs into
the AL selection mechanism and evaluate
them on the MUC7T corpus, an extension
of the MUC7 newspaper corpus that con-
tains such annotation time information.
Our experiments reveal that using a cost-
sensitive version of semi-supervised AL,
up to 54% of true annotation time can be
saved compared to random selection.

1 Introduction

Active Learning (AL) is a selective sampling strat-
egy for determining those annotation examples
which are particularly informative for classifier
training, while discarding those that are already
easily predictable for the classifier given previous
training experience. While the efficiency of AL
has already been shown for many NLP tasks based
on measuring the number of tokens or sentences
that are saved in comparison to random sampling

(e.g., Engelson and Dagan (1996), Tomanek et al.
(2007) or Settles and Craven (2008)), it is obvious
that just counting tokens under the assumption of
uniform annotation costs for each token is empir-
ically questionable, from a linguistic perspective,
at least.

As an alternative, we here explore annotation
costs that incur for AL based on an empirically
more plausible cost metric, viz. the time it takes
to annotate selected linguistic examples. We in-
vestigate three approaches to incorporate costs
into the AL selection mechanism by modifying
the standard (fully supervised) mode of AL and
a non-standard semi-supervised one according to
cost considerations. The empirical backbone of
this comparison is constituted by MUC7T , a re-
annotation of a part of the MUC7 newspaper
corpus that contains annotation time information
(Tomanek and Hahn, 2010).

2 Active Learning

Unlike random sampling, AL is a selective sam-
pling technique where the learner is in control of
the data to be chosen for training. By design, the
intention behind AL is to reduce annotation costs,
usually considered as the amount of labeled train-
ing material required to achieve a particular target
performance of the model. The latter is yielded
by querying labels only for those examples which
are assumed to have a high training utility. In this
section, we introduce different AL frameworks –
the default, fully supervised AL approach (Sec-
tion 2.1), as well as a semi-supervised variant of
it (Section 2.2). In Section 2.3 we then propose
three methods how these approaches to AL can be
made cost-sensitive without further modifications.
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2.1 Fully Supervised AL (FuSAL)
As we consider AL for the NLP task of Named
Entity Recognition (NER), some design decisions
have to be made. Firstly, the selection granular-
ity is set to complete sentences – a reasonable lin-
guistic annotation unit which still allows for fairly
precise selection. Second, a batch of examples in-
stead of a single example is selected per AL iter-
ation to reduce the computational overhead of the
sampling process.

We base our approach to AL on Conditional
Random Fields (CRFs), which we employ as base
learners (Lafferty et al., 2001). For observation
sequences ~x = (x1, . . . , xn) and label sequences
~y = (y1, . . . , yn), a linear-chain CRF is defined as

Pθ(~y|~x) =
1

Zθ(~x)
·
n∏

i=1

exp
k∑

j=1

λjfj

(
yi−1, yi, ~x, i

)

where Zθ(~x) is the normalization factor, and k
feature functions fj(·) with feature weights θ =
(λ1, . . . , λk) appear.

The core of any AL approach is a utility func-
tion u(p, θ) which estimates the informativeness
of each example p, a complete sentence p = (~x),
drawn from the pool P of all unlabeled examples,
for model induction. For our experiments, we em-
ploy two alternative utility functions which have
produced the best results in previous experiments
(Tomanek, 2010, Chapter 4). The first utility func-
tion is based on the confidence of a CRF model θ
in the predicted label sequence ~y∗ which is given
by the probability distribution Pθ(~y∗|~x). The util-
ity function based on this probability boils down
to

uLC(p, θ) = 1− Pθ(~y ∗|~x)
so that sentences for which the predicted label se-
quence ~y∗ has a low probability is granted a high
utility. Instead of calculating the model’s con-
fidence on the complete sequence, we might al-
ternatively calculate the model’s confidence in its
predictions on single tokens. To obtain an overall
confidence for the complete sequence, the aver-
age over the single token-confidence values can be
computed by the marginal probability Pθ(yi|~x).
Now that we are calculating the confidence on the

token level, we might also obtain the performance
of the second best label and calculate the margin
between the first and second best label as a con-
fidence score so that the final utility function is
obtained by

uMA(p, θ) = −
1

n

n∑

i=1

(
max
y′inY

Pθ(yi = y′|~x)−

max
y′′inY
y′ 6=y′′

Pθ(yi = y′′|~x)
)

Algorithm 1 formalizes our AL framework.
Depending on the utility function, the best b ex-
amples are selected per round, manually labeled,
and then added to the set of labeled data L which
feeds the classifier for the next training round.

Algorithm 1 NER-specific AL Framework

Given:
b: number of examples to be selected in each iteration
L: set of labeled examples l = (~x, ~y) ∈ Xn × Yn

P: set of unlabeled examples p = (~x) ∈ Xn

T (L): a learning algorithm
u(p, θ): utility function

Algorithm:
loop until stopping criterion is met

1. learn model: θ ← T (L)
2. sort p ∈ P: let S ← (p1, . . . , pm) : u(pi, θ) ≥
u(pi+1, θ), i ∈ [1,m], p ∈ P

3. select b examples pi with highest utility from S: B ←
{p1, . . . , pb}, b ≤ m, pi ∈ S

4. query labels for all p ∈ B: B′ ← {l1, . . . , lb}
5. L ← L ∪ B′, P ← P \ B

return L∗ ← L and θ∗ ← T (L∗)

The specification is still not cost-sensitive as the
selection of examples depends only on the utility
function. Using uLC will result in a reduction of
the number of examples (i.e., sentences) selected
irrespective of the sentence length so that a model
learns the most from it. As a result, we observed
that the selected sentences are quite long which
might even cause higher annotation costs per sen-
tence (Tomanek, 2010, Chapter 4). As for uMA

there is at least a slight normalization sensitive
to costs since the sum over all token-level utility
scores is normalized by the length of the selected
sentence.
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2.2 Semi-supervised AL (SeSAL)

Tomanek and Hahn (2009) extendeded this stan-
dard fully supervised AL framework by a semi-
supervised variant (SeSAL). The selection of sen-
tences is performed in a standard manner, i.e.,
similarly to the procedure in Algorithm 1. How-
ever, once selected, rather than manually annotat-
ing the complete sentence, only (uncertain) sub-
sequences of each selected sentence are manually
labeled, while the remaining (certain) ones are au-
tomatically annotated using the current version of
the classifier.

After the selection of an informative example
p = (~x) with ~x = (x1, . . . , xn), the subsequences
~x′ = (xa, . . . , xb), 1 ≤ a ≤ b ≤ n, with low local
uncertainty have to be identified. For reasons of
simplicity, only sequences of length 1, i.e., single
tokens, are considered. For a token xi from a se-
lected sequence ~x the model’s confidence Cθ(y∗i )
in label y∗i is estimated. Token-level confidence
for a CRF is calculated as the marginal probabil-
ity so that

Cθ(y
∗
i ) = Pθ(yi = y∗i |~x)

where y∗i specifies the label at the respective posi-
tion of the predicted label sequence ~y ∗ (the one
which is obtained by the Viterbi algorithm). If
Cθ(y

∗
i ) exceeds a confidence threshold t, y∗i is as-

signed as the putatively correct label. Otherwise,
manual annotation of this token is required.

Employing SeSAL, savings of over 80 % of the
tokens compared to random sampling are reported
by Tomanek and Hahn (2009). Even when com-
pared to FuSAL, still 60 % of the number of to-
kens are eliminated. A crucial question, however,
not answered in these experiments, is whether this
method actually reduces the overall annotation ex-
penses in time rather than just in the number of to-
kens. Also SeSAL does not incorporate labeling
costs in the selection process.

2.3 Cost-Sensitive AL (CoSAL)

In this section, we turn to an extension of FuSAL
and SeSAL which incorporates cost sensitivity
into the AL selection process (CoSAL). Three
different approaches of CoSAL will be explored.
The challenge we now face is that two contradic-

tory criteria – utility and costs – have to be bal-
anced.

2.3.1 Cost-Constrained Sampling
CoSAL can be realized in the most straight-

forward way by simply constraining the sampling
to a particular maximum cost cmax per example.
Therefore, in a pre-processing step all examples
p ∈ P for which cost(p) > cmax are removed from
P . The unmodified NER-specific AL framework
can then be applied.

An obvious shortcoming of Cost-Constrained
Sampling (CCS) is that it precludes any form of
compensation between utility and costs. Thus, an
exceptionally useful example with a cost factor
slightly above cmax will be rejected. Another crit-
ical issue is how to fix cmax. If chosen too low,
the pre-filtering of P results in a much too strong
restriction of selection options when only few ex-
amples remain inside P . If chosen too high, the
cost constraint becomes ineffective.

2.3.2 Linear Rank Combination
A general solution to fit different criteria into

a single one is by way of linear combination.
If, however, different units of measurement are
used, a transformation function for the alignment
of benefit, or utility, and costs must be found. This
can be difficult to determine. In our scenario, ben-
efits measured by utility scores and costs mea-
sured in seconds are clearly incommensurable. As
it is not immediately evident how to express utility
in monetary terms (or vice versa), we transform
utility and cost information into ranks R

(
u(p, θ)

)

andR′
(
cost(p)

)
instead. As for utility, higher util-

ity leads to higher ranks. As for costs, lower costs
lead to higher ranks. The linear rank combination
(LRK) is defined as

φLRK(~v(p)) = αR
(
u(p, θ)

)
+(1−α)R′

(
cost(p)

)

where α is a weighting term. In a CoSAL sce-
nario, where utility is the primary criterion, α >
0.5 seems a reasonable choice. Alternatively, as
costs and utility are contradictory, allowing equal
influence for both criteria, as with α = 0.5, it
may be difficult to find appropriate examples in
a medium-sized corpus. Thus, the choice of α de-
pends on size and diversity with respect to combi-
nations of utility and costs within P .
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2.3.3 Benefit-Cost Ratio
Our third approach to CoSAL is based on the

Benefit-Cost Ratio (BCR). Given equal units of
measurement for benefits and costs, the benefit-
cost ratio indicates whether a scenario is profitable
(ratio > 1). BCR can also be applied when units
are incommensurable and a transformation func-
tion is available, as is the case for the combination
of utility and cost. This holds as long as bene-
fit and costs can be expressed in the same units
by a linear transformation function, i.e., u(p, θ) =
β · cost(p) + b. If such a transformation function
exists, one can refrain from finding proper values
for the above variables b and β and instead calcu-
late BCR as

φBCR(p) =
u(p, θ)

cost(p)

Since annotation costs are usually expressed on
a linear scale, this is also required for utility, if
we want to use BCR. But when utility is based
on model confidence as we do it here, this prop-
erty gets lost.1 Hence a non-linear transforma-
tion function is needed to fit the scales of utility
and costs. Assuming a linear relationship between
utility and costs, BCR has already been applied
by Haertel et al. (2008) and Settles et al. (2008).
Our approach provides a crucial extension as we
explicitly consider scenarios where such a linear
relationship is not given and a non-linear transfor-
mation function is required instead.

In a direct comparison of LRK with BCR, LRK
may be used when such a transformation function
would be needed but is unknown and hard to find.
Choosing LRK over BCR is also motivated by
findings in the context of data fusion in informa-
tion retrieval where Hsu and Taksa (2005) remark
that, given incommensurable units and scales, one
would do better when ranks rather than the actual
scores or values were combined.

3 Experiments

In the following, we study possible benefits of
CoSAL, relative to FuSAL and SeSAL, in the

1Though normalized to [0, 1], confidence estimates, es-
pecially for sequence classification, are often not on a linear
scale so that confidence values that are twice as high do not
necessarily mean that the benefit in training a model on such
an example is doubled.

light of real annotation times as a cost measure
(instead of the standard, yet inadequate one, viz.
the number of tokens being selected). Such timing
data is available in the MUC7T corpus (Tomanek
and Hahn, 2010), a re-annotation of the MUC7
corpus containing the ENAMEX types (persons,
locations, and organizations) and a time stamp re-
flecting the time it took annotators to decide on
each entity type. The MUC7T corpus contains
3,113 sentences (76,900 tokens).

The results we report on are averaged over 20
independent runs. For each run, we split the
MUC7T corpus randomly into a pool to select
from (90%) and an evaluation set (10%). AL was
started from a random seed set of 20 sentences.
As utility scores to estimate benefits we applied
uMA and uLC as defined in Section 2.1.

The plots in the following sections depict costs
in terms of annotation time (in seconds) relative
to annotation quality (expressed via F1-scores).
Learning curves are only shown for early AL it-
erations. Later on, in the convergence phase, due
to the two conflicting criteria now considered si-
multaneously, selection options become more and
more scarce so that CoSAL necessarily performs
sub-optimally.

3.1 Parametrization of CoSAL Approaches

Preparatory experiments were run to analyze how
different parameters affected different CoSAL set-
tings. For the CCS and LRK experiments, we
used the uLC utility function.

For CCS, we tested three cmax values, viz. 7.5,
10, and 15, to determine the maximum perfor-
mance attainable on MUC7T when only examples
below the chosen threshold were included. Our
choices of the maximum were based on the dis-
tributions of annotation times over the sentences
(see Figure 1) where 7.5s marks the 75% quantile
and 15s is just above the 90% quantile. For 7.5s,
we peaked at Fmax = 0.84, for 10s at Fmax =
0.86, and for 15s at Fmax = 0.88. Figure 2
(top) shows the learning curves of CoSAL with
CCS and different cmax values. With cmax = 15,
as could be expected from the boxplot in Fig-
ure 1, no difference can be observed compared
to cost-insensitive FuSAL. CCS with lower val-
ues for cmax stagnates at the maximum perfor-
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Figure 1: Distribution of annotation times per sen-
tence in MUC7T .

mance reported above, but still improves upon
cost-insensitive FuSAL in early AL iterations.

At some point in time all economical exam-
ples, with costs below cmax but high utility, have
been consumed from the corpus. Even in a cor-
pus much larger than MUC7T this effect will only
occur with some delay. Indeed, any choice of a re-
strictive value for cmax will cause similar exhaus-
tion effects. Unfortunately, it is unclear how to
tune cmax suitably in a real-life annotation sce-
nario where pretests for maximum performance
for a particular cmax are not possible. For further
experiments, we chose cmax = 10.

For LRK, we tested three different weights α,
viz. 0.5, 0.75, and 0.9. Figure 2 (bottom) shows
their effects on the learning curves. Similar ten-
dencies as for cmax for CCS can be observed.
With α = 0.9, CoSAL does not fall below default
FuSAL, at least in the observed range. A lower
weight of α = 0.75 results in larger improve-
ments in earlier AL iterations but then falls back
to FuSAL and in later AL iterations (not shown
here) even below FuSAL. If the time parameter
is granted too much influence, as with α = 0.5,
performance even drops to random selection level.
This might also be due to corpus exhaustion. For
further experiments, we chose α = 0.75 because
of its potential to improve upon FuSAL in early
iterations.

For BCR with uMA, we change this utility func-
tion to n · uMA to compensate for the normaliza-
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Figure 2: Different parameter settings for CCS
and LRK based on FuSAL with uLC as utility
function. FuSAL: uLC refers to cost-insensitive
FuSAL, CCS and LRK to the cost-sensitive ver-
sions of FuSAL with the respective parameters.

tion by token length which is otherwise already
contained in uMA(n is the length of the respective
sentence). For uLC, the preparatory experiments
already showed that this utility function does not
behave on a linear scale. This is so because uLC is
based on Pθ(~y|~x) for confidence estimation of the
complete label sequence ~y. Hence, a uLC score
twice as high does not indicate doubled benefit for
classifier training. Thus, we need a non-linear cal-
ibration function to transform uLC into a proper
utility estimator on a linear scale so that BCR can
be applied.

To determine such a non-linear calibration
function, the true benefit of an example p would
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Figure 3: Scatter plots for (a) uLC versus n·uMA and (b) eβ·uLC versus n·uMA

be needed. In the absence of such informa-
tion, we consider n · uMA as a good approxima-
tion. To identify the relationship between uLC and
n · uMA, we trained a model on a random subsam-
ple from P ′ ⊂ P and used this model to obtain
the scores for uLC and n · uMA for each example
from the test set T .2 Figure 3 (left) shows a scat-
ter plot of these scores which provides ample evi-
dence that the relationship between uLC and ben-
efit is indeed non-linear. As calibration function
for uLC we propose f(p) = eβ·uLC(p). Experi-
mentally, we determined β = 20 as a good value.
Figure 3 (right) reveals that eβ·uLC(p) is a better
utility estimator; the correlation with n · uMA is
now corr = 0.8959 and the relationship is close
to being linear.

In Figure 4, learning curves for BCR with the
utility function uLC and the calibrated function
eβ·uLC(p) are compared. BCR with the uncali-
brated utility function uLC fails miserably (the
performance falls even below random selection).
This adds credibility to our claim that while uLC
may be appropriate for ranking examples (as for
standard, cost-insensitive AL), it is inappropriate
for estimating true benefit/utility which is needed
when costs are to be incorporated with the BCR
method. BCR with the calibrated utility eβ·uLC(p),
in contrast, outperforms cost-insensitive FuSAL.
For further experiments with BCR, we either ap-
ply n·uMA or eβ·uLC(p) as utility functions.

2We experimented with different sizes forP ′, with almost
identical results.
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Figure 4: Different parameter settings for BCR

3.2 Comparison of CoSAL Approaches

We compared all three approaches to CoSAL in
the parametrization chosen above for the utility
functions uMA and uLC. Learning curves are
shown in Figure 5. Improvements over cost-
insensitive AL are only achieved in early AL iter-
ations up to 2,500s (for CoSAL based on uMA) or
4,000s (for CoSAL based on uLC) of annotation
time. This exclusiveness of early improvements
can be explained by the size of the corpus and, by
this, the limited number of good selection options.
Since AL selects with respect to two conflicting
criteria, the pool P should be much larger to in-
crease the chance for examples that are favorable
with respect to both criteria.
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Figure 5: Comparison of CoSAL approaches for the utility functions uMA and uLC. Baseline given by
random selection (RS) and standard FuSAL with either uMA or uLC.

Improvements for CoSAL based on uLC are
generally higher than for uMA. Moreover, cost-
insensitive AL based on uLC does not exhibit any
normalization where, in contrast, uMA is normal-
ized at least to the number of tokens per example.
In CoSAL, both uLC and uMA are normalized by
costs, which is methodologically a more substan-
tial enhancement for uLC than for uMA.

For CoSAL based on uMA we cannot proclaim
a clear winner among the different approaches.
All three CoSAL approaches improve upon cost-
insensitive AL. For CoSAL based on uLC, LRK
performs best, while CCS and BCR perform simi-
larly well. Given this result, we might prefer LRK
or CCS over BCR. A disadvantage of the first two
approaches is that they require corpus-specific pa-
rameters which may be difficult to find for a new
learning problem for which no data for experi-
mentation is at hand. Though not the best per-
former, BCR does not require further parametriza-
tion and appears more appropriate for real-life an-
notation projects – as long as utility is an appro-
priate estimator for benefit. CoSAL with BCR has
already been studied by Settles et al. (2008). They
also applied a utility function based on sequence-
confidence estimation which presumably, as with
our uLC utility function, is not a good benefit esti-
mator. The fact that Settles et al. did not explicitly
treat this issue might explain why cost-sensitive
AL based on BCR often performed worse than
cost-insensitive AL in their experiments.

3.3 CoSAL Applied to SeSAL

We looked at a cost-sensitive version of SeSAL by
applying the cost-sensitive FuSAL approach to-
gether with BCR and the transformation function
for the utility as discussed above. On top of this
selection, we ran the standard SeSAL approach –
only tokens below a confidence threshold were se-
lected for annotation. The following experiments
are all based on the uLC utility function (and the
transformation function of it).

Figure 6 depicts learning curves for cost-
insensitive and cost-sensitive SeSAL and FuSAL
which reveal that cost-sensitive SeSAL consid-
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Figure 6: Cost-sensitive (BCR variants) vs. cost-
insensitive FuSAL and SeSAL with uLC as utility
function.
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erably outperforms cost-sensitive FuSAL. Cost-
sensitive SeSAL attains a target performance of
F=0.85 with only 2806s, while cost-sensitive
FuSAL needs 3410s, and random selection con-
sumes over 6060s. Thus, cost-sensitive SeSAL
here reduces true annotation time by about 54 %
compared to random selection, whereas cost-
sensitive FuSAL reduces annotation time by only
44 %.

4 Related Work

Although the reduction of data acquisition costs
that result from human labeling efforts have al-
ways been the main driver for AL studies, cost-
sensitive AL is a new branch of AL. In an early
study on cost metrics for AL, Becker and Osborne
(2005) examined whether AL, while decreasing
the sample size on the one hand, on the other
hand increased annotation efforts. For a real-
world AL annotation project, they demonstrated
that the actual sampling efficiency measure for
an AL approach depends on the cost metric be-
ing applied. In a companion paper, Hachey et al.
(2005) studied how sentences selected by AL af-
fected the annotators’ performance both in terms
of the time needed and the annotation accuracy
achieved. They found that selectively sampled ex-
amples are, on the average, more difficult to anno-
tate than randomly sampled ones. This observa-
tion, for the first time, questioned the widespread
assumption that all annotation examples can be as-
signed a uniform cost factor.

Making a standard AL approach cost-sensitive
by normalizing utility in terms of annotation time
has been proposed before by Haertel et al. (2008),
Settles et al. (2008), and Donmez and Carbonell
(2008). CoSAL based on the net-benefit (costs
subtracted from utility) was proposed by Vijaya-
narasimhan and Grauman (2009) for object recog-
nition in images and Kapoor et al. (2007) for voice
message classification.

5 Conclusions

We investigated three approaches to incorporate
the notion of cost into the AL selection mecha-
nism, including a fixed maximal cost budget per
example, a linear rank combination to express net-
benefit, and a benefit-cost ratio. The cost metric

we applied was the time needed by human coders
for annotating particular annotation examples.

Among the three approaches to cost-sensitive
AL, we see a slight advantage for benefit cost ra-
tios in real-world settings because they do not re-
quire additional corpus-specific parametrization,
once a proper calibration function is found.

Another observation is that advantages of
the three cost-sensitive AL models over cost-
insensitive ones consistently occur only in early
iteration rounds – a result we attribute to corpus
exhaustion effects since cost-sensitive AL selects
for two criteria (utility and cost) and thus requires
a extremely large pool to be able to pick up really
advantageous examples. Consequently, applied
to real-world annotation settings where the pools
may be extremely large, we expect cost-sensitive
approaches to be even more effective in terms of
the reduction of annotation time.

To be applicable in real-world scenarios, anno-
tation costs which, in our experiments, were di-
rectly traceable in the MUC7T corpus have to be
estimated since they are not known prior to anno-
tation. In Tomanek et al. (2010), we investigated
the reading behavior during named entity annota-
tion using eye-tracking technology. With the in-
sights gained from this study on crucial factors in-
fluencing annotation time we were able to induce
such a much needed predictive model of annota-
tion costs. In future work, we plan to incorporate
this empirically founded cost model into our ap-
proaches to cost-sensitive AL and to investigate
whether our positive findings can be reproduced
with estimated costs as well.
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Abstract
We present a general methodology for ex-
tracting multi-word expressions (of vari-
ous types), along with their translations,
from small parallel corpora. We auto-
matically align the parallel corpus and fo-
cus on misalignments; these typically in-
dicate expressions in the source language
that are translated to the target in a non-
compositional way. We then use a large
monolingual corpus to rank and filter the
results. Evaluation of the quality of the ex-
traction algorithm reveals significant im-
provements over naı̈ve alignment-based
methods. External evaluation shows an
improvement in the performance of ma-
chine translation that uses the extracted
dictionary.

1 Introduction

Multi-word Expressions (MWEs) are lexical
items that consist of multiple orthographic words
(e.g., ad hoc, by and large, New York, kick the
bucket). MWEs are numerous and constitute a
significant portion of the lexicon of any natural
language. They are a heterogeneous class of con-
structions with diverse sets of characteristics, dis-
tinguished by their idiosyncratic behavior. Mor-
phologically, some MWEs allow some of their
constituents to freely inflect while restricting (or
preventing) the inflection of other constituents. In
some cases MWEs may allow constituents to un-
dergo non-standard morphological inflections that
they would not undergo in isolation. Syntactically,
some MWEs behave like words while other are
phrases; some occur in one rigid pattern (and a
fixed order), while others permit various syntactic
transformations. Semantically, the compositional-
ity of MWEs is gradual, ranging from fully com-
positional to idiomatic (Bannard et al., 2003).

Because of their prevalence and irregularity,
MWEs must be stored in lexicons of natural lan-
guage processing applications. Handling MWEs
correctly is beneficial for a variety of applications,
including information retrieval, building ontolo-
gies, text alignment, and machine translation.

Identifying MWEs and extracting them from
corpora is therefore both important and difficult.
In Hebrew (which is the subject of our research),
this is even more challenging due to two reasons:
the rich and complex morphology of the language;
and the dearth of existing language resources, in
particular parallel corpora, semantic dictionaries
and syntactic parsers.

We propose a novel algorithm for identifying
MWEs in bilingual corpora, using automatic word
alignment as our main source of information. In
contrast to existing approaches, we do not limit
the search to one-to-many alignments, and pro-
pose an error-mining strategy to detect misalign-
ments in the parallel corpus. We also consult a
large monolingual corpus to rank and filter out
the expressions. The result is fully automatic ex-
traction of MWEs of various types, lengths and
syntactic patterns, along with their translations.
We demonstrate the utility of the methodology on
Hebrew-English MWEs by incorporating the ex-
tracted dictionary into an existing machine trans-
lation system.

The main contribution of the paper is thus a
new alignment-based algorithm for MWE extrac-
tion that focuses on misalignments, augmented by
validating statistics computed from a monolingual
corpus. After discussing related work, we detail in
Section 3 the methodology we propose. Section 4
provides a thorough evaluation of the results. We
then extract translations of the identified MWEs
and evaluate the contribution of the extracted dic-
tionary in Section 5. We conclude with sugges-
tions for future research.
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2 Related Work

Early approaches to identifying MWEs concen-
trated on their collocational behavior (Church and
Hanks, 1989). Pecina (2008) compares 55 dif-
ferent association measures in ranking German
Adj-N and PP-Verb collocation candidates. This
work shows that combining different collocation
measures using standard statistical classification
methods improves over using a single collocation
measure. Other results (Chang et al., 2002; Villav-
icencio et al., 2007) suggest that some collocation
measures (especially PMI and Log-likelihood) are
superior to others for identifying MWEs. Soon,
however, it became clear that mere co-occurrence
measurements are not enough to identify MWEs,
and their linguistic properties should be exploited
as well (Piao et al., 2005). Hybrid methods that
combine word statistics with linguistic informa-
tion exploit morphological, syntactic and seman-
tic idiosyncrasies to extract idiomatic MWEs.

Semantic properties of MWEs can be used
to distinguish between compositional and non-
compositional (idiomatic) expressions. Katz and
Giesbrecht (2006) and Baldwin et al. (2003) use
Latent Semantic Analysis for this purpose. They
show that compositional MWEs appear in con-
texts more similar to their constituents than non-
compositional MWEs. Van de Cruys and Vil-
lada Moirón (2007) use unsupervised learning
methods to identify non-compositional MWEs by
measuring to what extent their constituents can be
substituted by semantically related terms. Such
techniques typically require lexical semantic re-
sources that are unavailable for Hebrew.

An alternative approach to using semantics cap-
italizes on the observation that an expression
whose meaning is non-compositional tends to be
translated into a foreign language in a way that
does not result from a combination of the literal
translations of its component words. Alignment-
based techniques explore to what extent word
alignment in parallel corpora can be used to dis-
tinguish between idiomatic expressions and more
transparent ones. A significant added value of
such works is that MWEs can thus be both iden-
tified in the source language and associated with
their translations in the target language.

Villada Moirón and Tiedemann (2006) focus
on Dutch expressions and their English, Spanish
and German translations in the Europarl corpus
(Koehn, 2005). To extract the candidates, they use
syntactic properties (based on full parsing of the
Dutch text) and statistical association measures.
This approach requires syntactic resources that are
unavailable for Hebrew.

Some recent works concentrate on exploit-
ing translational correspondences of MWEs from
(small) parallel corpora. MWE candidates and
their translations are extracted as a by-product of
automatic word alignment of parallel texts. Un-
like Villada Moirón and Tiedemann (2006), who
use aligned parallel texts to rank MWE candi-
dates, Caseli et al. (2009) actually use them to
extract the candidates. After the texts are word-
aligned, Caseli et al. (2009) extract sequences of
length 2 or more in the source language that are
aligned with sequences of length 1 or more in the
target. Candidates are then filtered out of this set if
they comply with pre-defined part-of-speech pat-
terns, or if they are not sufficiently frequent in the
parallel corpus. Even with the most aggressive fil-
tering, precision is below 40% and recall is ex-
tremely low (F-score is below 10 for all experi-
ments). Our setup is similar, but we extract MWE
candidates from the aligned corpus in a very dif-
ferent way; and we use statistics collected from a
monolingual corpus to filter and rank the results.

Zarrieß and Kuhn (2009) also use aligned par-
allel corpora but only focus on one-to-many word
alignments. To restrict the set of candidates, they
focus on specific syntactic patterns as determined
by parsing both sides of the corpus (again, us-
ing resources unavailable to us). The results show
high precision but very low recall.

3 Methodology

We propose an alternative approach to existing
alignment-based techniques for MWE extraction.
Using a small bilingual corpus, we extract MWE
candidates from noisy word alignments in a novel
way. We then use statistics from a large mono-
lingual corpus to rank and filter the list of candi-
dates. Finally, we extract the translation of candi-
date MWEs from the parallel corpus and use them
in a machine translation (MT) system.
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3.1 Motivation
Parallel texts are an obvious resource from which
to extract MWEs. By definition, idiomatic ex-
pressions have a non-compositional meaning, and
hence may be translated to a single word (or to
an expression with a different meaning) in a for-
eign language. The underlying assumption of
alignment-based approaches to MWE extraction
is that MWEs are aligned across languages in a
way that differs from compositional expressions;
we share this assumption. However, existing ap-
proaches focus on the results of word alignment
in their quest for MWEs, and in particular con-
sider 1:n and n:m alignments as potential areas
in which to look for MWEs. This is problematic
for two reasons: first, word alignment algorithms
have difficulties aligning MWEs, and hence 1:n
and n:m alignments are often noisy; while these
environments provide cues for identifying MWEs,
they also include much noise. Second, our exper-
imental scenario is such that our parallel corpus is
particularly small, and we cannot fully rely on the
quality of word alignments, but we have a bilin-
gual dictionary that compensates for this limita-
tion. In contrast to existing approaches, then, we
focus on misalignments: we trust the quality of
1:1 alignments, which we verify with the dictio-
nary; and we search for MWEs exactly in the ar-
eas that word alignment failed to properly align,
not relying on the alignment in these cases.

Moreover, in contrast to existing alignment-
based approaches, we also make use of a large
monolingual corpus from which statistics on the
distribution of word sequences in Hebrew are
drawn. This has several benefits: of course, mono-
lingual corpora are easier to obtain than parallel
ones, and hence tend to be larger and provide more
accurate statistics. Furthermore, this provides val-
idation of the MWE candidates that are extracted
from the parallel corpus: rare expressions that
are erroneously produced by the alignment-based
technique can thus be eliminated on account of
their low frequency in the monolingual corpus.

Specifically, we use pointwise mutual informa-
tion (PMI) as our association measure. While PMI
has been proposed as a good measure for identi-
fying MWEs, it is also known not to discriminate
accurately between MWEs and other frequent col-

locations. This is because it promotes collocations
whose constituents rarely occur in isolation (e.g.,
typos and grammar errors), and expressions con-
sisting of some word that is very frequently fol-
lowed by another (e.g., say that). However, such
cases do not have idiomatic meanings, and hence
at least one of their constituents is likely to have a
1:1 alignment in the parallel corpus; we only use
PMI after such alignments have been removed.

An added value of our methodology is the au-
tomatic production of an MWE translation dictio-
nary. Since we start with a parallel corpus, we
can go back to that corpus after MWEs have been
identified, and extract their translations from the
parallel sentences in which they occur.

Finally, alignment-based approaches can be
symmetric, and ours indeed is. While our main
motivation is to extract MWEs in Hebrew, a by-
product of our system is the extraction of English
MWEs, along with their translations to Hebrew.
This, again, contributes to the task of enriching
our existing bilingual dictionary.

3.2 Resources

Our methodology is in principle language-
independent and appropriate for medium-density
languages (Varga et al., 2005). We assume the
following resources: a small bilingual, sentence-
aligned parallel corpus; large monolingual cor-
pora in both languages; morphological processors
(analyzers and disambiguation modules) for the
two languages; and a bilingual dictionary. Our
experimental setup is Hebrew-English. We use
a small parallel corpus (Tsvetkov and Wintner,
2010) consisting of 19,626 sentences, mostly from
newspapers. The corpus consists of 271,787 En-
glish tokens (14,142 types) and 280,508 Hebrew
tokens (12,555 types), and is similar in size to that
used by Caseli et al. (2009).

We also use data extracted from two mono-
lingual corpora. For Hebrew, we use the
morphologically-analyzed MILA corpus (Itai and
Wintner, 2008) with part-of-speech tags produced
by Bar-Haim et al. (2005). This corpus is much
larger, consisting of 46,239,285 tokens (188,572
types). For English we use Google’s Web 1T cor-
pus (Brants and Franz, 2006).

Finally, we use a bilingual dictionary consist-
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ing of 78,313 translation pairs. Some of the en-
tries were collected manually, while others are
produced automatically (Itai and Wintner, 2008;
Kirschenbaum and Wintner, 2010).

3.3 Preprocessing the corpora

Automatic word alignment algorithms are noisy,
and given a small parallel corpus such as ours,
data sparsity is a serious problem. To minimize
the parameter space for the alignment algorithm,
we attempt to reduce language specific differences
by pre-processing the parallel corpus. The impor-
tance of this phase should not be underestimated,
especially for alignment of two radically different
languages such as English and Hebrew (Dejean et
al., 2003).

Hebrew,1 like other Semitic languages, has a
rich, complex and highly productive morphology.
Information pertaining to gender, number, defi-
niteness, person, and tense is reflected morpho-
logically on base forms of words. In addition,
prepositions, conjunctions, articles, possessives,
etc., may be concatenated to word forms as pre-
fixes or suffixes. This results in a very large num-
ber of possible forms per lexeme. We therefore to-
kenize the parallel corpus and then remove punc-
tuation. We analyze the Hebrew corpus morpho-
logically and select the most appropriate analysis
in context. Adopting this selection, the surface
form of each word is reduced to its base form,
and bound morphemes (prefixes and suffixes) are
split to generate stand-alone “words”. We also to-
kenize and lemmatize the English side of the cor-
pus, using the Natural Language Toolkit package
(Bird et al., 2009).

Then, we remove some language-specific dif-
ferences automatically. We remove frequent func-
tion words: in English, the articles a, an and the,
the infinitival to and the copulas am, is and are; in
Hebrew, the accusative marker at. These forms do
not have direct counterparts in the other language.

For consistency, we pre-process the monolin-
gual corpora in the same way. We then compute
the frequencies of all word bi-grams occurring in
each of the monolingual corpora.

1To facilitate readability we use a transliteration of He-
brew using Roman characters; the letters used, in Hebrew
lexicographic order, are abgdhwzxTiklmns‘pcqršt.

3.4 Identifying MWE candidates

The motivation for our MWE identification algo-
rithm is the assumption that there may be three
sources to misalignments (anything that is not
a 1:1 word alignment) in parallel texts: either
MWEs (which trigger 1:n or n:m alignments);
or language-specific differences (e.g., the source
language lexically realizes notions that are re-
alized morphologically, syntactically or in some
other way in the target language); or noise (e.g.,
poor translations, low-quality sentence alignment,
and inherent limitations of word alignment algo-
rithms).

This motivation induces the following algo-
rithm. Given a parallel, sentence-aligned corpus,
it is first pre-processed as described above, to re-
duce the effect of language-specific differences.
We then use Giza++ (Och and Ney, 2003) to word-
align the text, employing union to merge the align-
ments in both directions. We look up all 1:1 align-
ments in the dictionary. If the pair exists in our
bilingual dictionary, we remove it from the sen-
tence and replace it with a special symbol, ‘*’.
Such word pairs are not parts of MWEs. If the
pair is not in the dictionary, but its alignment score
is very high (above 0.5) and it is sufficiently fre-
quent (more than 5 occurrences), we add the pair
to the dictionary but also retain it in the sentence.
Such pairs are still candidates for being (parts of)
MWEs.

Example 1 Figure 1-a depicts a Hebrew sentence
with its word-by-word gloss, and its English trans-
lation in the parallel corpus. Here, bn adm “per-
son” is a MWE that cannot be translated literally.
After pre-processing (Section 3.3), the English is
represented as “and i tell her keep away from per-
son” (note that to and the were deleted). The He-
brew, which is aggressively segmented, is repre-
sented as in Figure 1-b. Note how this reduces the
level of (morphological and orthographic) differ-
ence between the two languages. Consequently,
Giza++ finds the alignment depicted in Figure 1-
c. Once 1:1 alignments are replaced by ‘*’, the
alignment of Figure 1-d is obtained.

If our resources were perfect, i.e., if word align-
ment made no errors, the dictionary had perfect
coverage and our corpora induced perfect statis-
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a. wamrti lh lhzhr mbn adm kzh
and-I-told to-her to-be-careful from-child man like-this
“and I told her to keep away from the person”

b. w ani amr lh lhzhr m bn adm k zh
and I tell to-her to-be-careful from child man like this

c. w ani amr lh lhzhr m bn adm k zh
and I told her keep away from person {} {}

d. * * * * lhzhr * bn adm k zh
* * * * keep away * person

Figure 1: Example sentence pair (a); after pre-processing (b); after word alignment (c); and after 1:1
alignments are replaced by ‘*’ (d)

tics, then all remaining text (other than the spe-
cial symbol) in the parallel text would be part of
MWEs. In other words, all sequences of remain-
ing source words, separated by ‘*’, are MWE can-
didates. As our resources are far from perfect, fur-
ther processing is required in order to prune these
candidates. For this, we use association measures
computed from the monolingual corpus.

3.5 Ranking and filtering MWE candidates

The algorithm described above produces se-
quences of Hebrew word forms (free and bound
morphemes produced by the pre-processing stage)
that are not 1:1-aligned, separated by ‘*’s. Each
such sequence is a MWE candidate. In order to
rank the candidates we use statistics from a large
monolingual corpus. We do not rely on the align-
ments produced by Giza++ in this stage.

We extract all word bi-grams from the remain-
ing candidates. Each bi-gram is associated with its
PMI-based score,2 computed from the monolin-
gual corpus. Interestingly, about 20,000 candidate
MWEs are removed in this stage because they do
not occur at all in the monolingual corpus.

We then experimentally determine a threshold
(see Section 4). A word sequence of any length
is considered MWE if all the adjacent bi-grams it

2PMIk is a heuristic variant of the PMI measure, pro-
posed and studied by Daille (1994), where k, the exponent, is
a frequency-related factor, used to demote collocations with
low-frequency constituents. The value of the parameter k can
be chosen freely (k > 0) in order to tune the properties of the
PMI to the needs of specific applications. We conducted ex-
periments with k = 0, 0.1, ... , 3 and found k = 2.7 to give the
best results for our application.

contains score above the threshold. Finally, we
restore the original forms of the Hebrew words
in the candidates, combining together bound mor-
phemes that were split during pre-processing; and
we restore the function words. Many of the
candidate MWEs produced in the previous stage
are eliminated now, since they are not genuinely
multi-word in the original form.

Example 2 Refer back to Figure 1-d. The se-
quence bn adm k zh is a MWE candidate. Two
bi-grams in this sequence score above the thresh-
old: bn adm, which is indeed a MWE, and k zh,
which is converted to the original form kzh and is
hence not considered a candidate. We also con-
sider adm k, whose score is low. Note that the
same aligned sentence can be used to induce the
English MWE keep away, which is aligned to a
single Hebrew word.

3.6 Results

As an example of the results obtained with this
setup, we list in Table 1 the 15 top-ranking ex-
tracted MWEs. For each instance we list an indi-
cation of the type of MWE: person name (PN),
geographical term (GT), noun-noun compound
(NNC) or noun-adjective combination (N-ADJ).
Of the top 100 candidates, 99 are clearly MWEs,3

including mzg awir (temper-of air) “weather”,
kmw kn (like thus) “furthermore”, bit spr (house-
of book ) “school”, šdh t‘wph (field-of flying)
“airport”, tšwmt lb (input-of heart) “attention”,
ai apšr (not possible) “impossible” and b‘l ph

3This was determined by two annotators.
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(in-on mouth ) “orally”. Longer MWEs include
ba lidi biTwi (came to-the-hands-of expression)
“was expressed”; xzr ‘l ‘cmw (returned on itself )
“recurred”; ixd ‘m zat (together with it) “in ad-
dition”; and h‘crt hkllit šl haw”m (the general as-
sembly of the UN ) “the UN general assembly”.

Hebrew Gloss Type
xbr hknst MP NNC
tl abib Tel Aviv GT
gwš qTip Gush Katif NNC-GT
awpir pins Ophir Pines PN
hc‘t xwq Legislation NNC
axmd Tibi Ahmad Tibi PN
zhwh glawn Zehava Galon PN
raš hmmšlh Prime Minister NNC
abšlwm wiln Avshalom Vilan PN
br awn Bar On PN
mair šTrit Meir Shitrit PN
limwr libnt Limor Livnat PN
hiw‘c hmšpTi Attorney General N-ADJ
twdh rbh thanks a lot N-ADJ
rcw‘t ‘zh Gaza Strip NNC-GT

Table 1: Results: extracted MWEs

4 Evaluation

MWEs are notoriously hard to define, and no
clear-cut criteria exist to distinguish between
MWEs and other frequent collocations. In order
to evaluate the utility of our methodology, we con-
ducted three different types of evaluations that we
detail below and in Section 5.

First, we use a small annotated corpus of
Hebrew noun-noun constructions that was made
available to us (Al-Haj and Wintner, 2010). The
corpus consists of 463 high-frequency bi-grams of
the same syntactic construction; of those, 202 are
tagged as MWEs (in this case, noun compounds)
and 258 as non-MWEs. This corpus consolidates
the annotation of three annotators: only instances
on which all three agreed were included. Since it
includes both positive and negative instances, this
corpus facilitates a robust evaluation of precision
and recall. Of the 202 positive examples, only 121
occur in our parallel corpus; of the 258 negative

examples, 91 occur in our corpus. We therefore
limit the discussion to those 212 examples whose
MWE status we can determine, and ignore other
results produced by the algorithm we evaluate.

On this corpus, we compare the performance
of our algorithm to four baselines: using only
PMI to rank the bi-grams in the parallel cor-
pus; using PMI computed from the monolingual
corpus to rank the bi-grams in the parallel cor-
pus; and using Giza++ 1:n alignments, ranked
by their PMI (with bi-grams statistics computed
once from parallel and once from monolingual
corpora). ‘MWE’ refers to our algorithm. For
each of the above methods, we set the threshold
at various points, and count the number of true
MWEs above the threshold (true positives) and the
number of non-MWEs above the threshold (false
positives), as well as the number of MWEs and
non-MWEs below the threshold (false positives
and true negatives, respectively). From these four
figures we compute precision, recall and their har-
monic mean, f -score, which we plot against (the
number of results above) the threshold in Figure 2.
Clearly, the performance of our algorithm is con-
sistently above the baselines.

Second, we evaluate the algorithm on addi-
tional datasets. We compiled three small corpora
of Hebrew two-word MWEs. The first corpus,
PN, contains 785 person names (names of Knesset
members and journalists), of which 157 occur in
the parallel corpus. The second, Phrases, consists
of 571 entries beginning with the letter x from a
dictionary of Hebrew phrases (Rosenthal, 2009),
and a set of 331 idioms we collected from internet
resources. Of those, 154 occur in the corpus. The
third set, NN, consists of the positive examples in
the annotated corpus of noun-noun constructions
described above.

Since we do not have negative examples for
these sets, we only evaluate recall, using a thresh-
old reflecting 2750 results. For each of these
datasets, we report the number of MWEs in the
dataset (which also occur in the parallel corpus,
of course) our algorithm detected. We compare
in Table 2 the recall of our method (MWE) to
Giza++ alignments, as above, and list also the
upper bound (UB), obtained by taking all above-
threshold bi-grams in the corpus.
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Figure 2: Evaluation results compared with baselines: noun-noun compounds

Method PN Phrases NN
# % # % # %

UB 74 100 40 100 89 100
MWE 66 89.2 35 87.5 67 75.3
Giza 7 9.5 33 82.5 37 41.6

Table 2: Recall evaluation

5 Extraction of MWE translations

An obvious benefit of using parallel corpora for
MWE extraction is that the translations of ex-
tracted MWEs are available in the corpus. We use
a naı̈ve approach to identify these translations. For
each MWE in the source-language sentence, we
consider as translation all the words in the target-
language sentence (in their original order) that
are aligned to the word constituents of the MWE,
as long as they form a contiguous string. Since
the quality of word alignment, especially in the
case of MWEs, is rather low, we remove “trans-
lations” that are longer than four words (these are
most often wrong). We then associate each ex-
tracted MWE in Hebrew with all its possible En-
glish translations.

The result is a bilingual dictionary contain-
ing 2,955 MWE translation pairs, and also 355
translation pairs produced by taking high-quality
1:1 word alignments (Section 3.4). We used

the extracted MWE bilingual dictionary to aug-
ment the existing (78,313-entry) dictionary of a
transfer-based Hebrew-to-English statistical ma-
chine translation system (Lavie et al., 2004b). We
report in Table 3 the results of evaluating the per-
formance of the MT system with its original dic-
tionary and with the augmented dictionary. The
results show a statistically-significant (p < 0.1)
improvement in terms of both BLEU (Papineni et
al., 2002) and Meteor (Lavie et al., 2004a) scores.

Dictionary BLEU Meteor
Original 13.69 33.38
Augmented 13.79 33.99

Table 3: External evaluation

As examples of improved translations, a sen-
tence that was originally translated as “His teach-
ers also hate to the Zionism and besmirch his
HRCL and Gurion” (fully capitalized words in-
dicate lexical omissions that are transliterated by
the MT system) is translated with the new dic-
tionary as “His teachers also hate to the Zionism
and besmirch his Herzl and David Ben-Gurion”;
a phrase originally translated as “when so” is now
properly translated as “likewise”; and several oc-
currences of “down spring” and “height of spring”
are corrected to “Tel Aviv”.
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6 Conclusion

We described a methodology for extracting multi-
word expressions from parallel corpora. The al-
gorithm we propose capitalizes on semantic cues
provided by ignoring 1:1 word alignments, and
viewing all other material in the parallel sentence
as potential MWE. It also emphasizes the impor-
tance of properly handling the morphology and
orthography of the languages involved, reducing
wherever possible the differences between them
in order to improve the quality of the alignment.
We use statistics computed from a large mono-
lingual corpus to rank and filter the results. We
used the algorithm to extract MWEs from a small
Hebrew-English corpus, demonstrating the ability
of the methodology to accurately extract MWEs
of various lengths and syntactic patterns. We also
demonstrated that the extracted MWE bilingual
dictionary can improve the quality of MT.

This work can be extended in various ways.
While several works address the choice of asso-
ciation measure for MWE identification and for
distinguishing between MWEs and other frequent
collocations, it is not clear which measure would
perform best in our unique scenario, where candi-
dates are produced by word (mis)alignment. We
intend to explore some of the measures discussed
by Pecina (2008) in this context. The algorithm
used for extracting the translations of candidate
MWEs is obviously naı̈ve, and we intend to ex-
plore more sophisticated algorithms for improved
performance. Also, as our methodology is com-
pletely language-symmetric, it can be used to pro-
duce MWE candidates in English. In fact, we al-
ready have such a list of candidates, whose qual-
ity we will evaluate in the future. Finally, as our
main motivation is high-precision, high-recall ex-
traction of Hebrew MWEs, we develop other, non-
alignment-based approaches to the task (Al-Haj
and Wintner, 2010), and would like to explore the
utility of combining different approaches to the
same task under a unified framework. We are ac-
tively pursuing these research directions.
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Abstract

This paper proposes a novel topic model,
Citation-Author-Topic (CAT) model that
addresses a semantic search task we define
as expert search – given a research area as
a query, it returns names of experts in this
area. For example,Michael Collins would
be one of the top names retrieved given the
querySyntactic Parsing.

Our contribution in this paper is two-fold.
First, we model the cited author informa-
tion together with words and paper au-
thors. Such extra contextual information
directly models linkage among authors
and enhances the author-topic association,
thus produces more coherent author-topic
distribution. Second, we provide a prelim-
inary solution to the task of expert search
when the learning repository contains ex-
clusively research related documents au-
thored by the experts. When compared
with a previous proposed model (Johri
et al., 2010), the proposed model pro-
duces high quality author topic linkage
and achieves over 33% error reduction
evaluated by the standard MAP measure-
ment.

1 Introduction

This paper addresses the problem of searching for
people with similar interests and expertise, given
their field of expertise as the query. Many existing
people search engines need people’s names to do a

“keyword” style search, using a person’s name as
a query. However, in many situations, such infor-
mation is insufficient or impossible to know be-
forehand. Imagine a scenario where the statistics
department of a university invited a world-wide
known expert in Bayesian statistics and machine
learning to give a keynote speech; how can the
organizer notify all the people on campus who
are interested without spamming those who are
not? Our paper proposes a solution to the afore-
mentioned scenario by providing a search engine
which goes beyond “keyword” search and can re-
trieve such information semantically. The orga-
nizer would only need to input the research do-
main of the keynote speaker, i.e.Bayesian statis-
tics, machine learning, and all professors and stu-
dents who are interested in this topic will be re-
trieved and an email agent will send out the infor-
mation automatically.

Specifically, we propose aCitation-Author-
Topic (CAT) model which extracts academic re-
search topics and discovers different research
communities by clustering experts with similar in-
terests and expertise. CAT assumes three steps of
a hierarchical generative process when producing
a document: first, an author is generated, then that
author generates topics which ultimately generate
the words and cited authors. This model links
authors to observed words and cited authors via
latent topics and captures the intuition that when
writing a paper, authors always first have topics
in their mind, based on which, they choose words
and cite related works.

Corpus linguists or forensic linguists usually
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identify authorship of disputed texts based on
stylistic features, such as vocabulary size, sen-
tence length, word usage that characterize a spe-
cific author and the general semantic content is
usually ignored (Diederich et al., 2003). On the
other hand, graph-based and network based mod-
els ignore the content information of documents
and only focus on network connectivity (Zhang
et al., 2007; Jurczyk and Agichtein, 2007). In
contrast, the model we propose in this paper fully
utilizes the content words of the documents and
combines them with the stylistic flavor contex-
tual information to link authors and documents to-
gether to not only identify the authorship, but also
to be used in many other applications such as pa-
per reviewer recommendation, research commu-
nity identification as well as academic social net-
work search.

The novelty of the work presented in this pa-
per lies in the proposal of jointly modeling the
cited author information and using a discrimi-
native multinomial distribution to model the co-
author information instead of an artificial uni-
form distribution. In addition, we apply and eval-
uate our model in a semantic search scenario.
While current search engines cannot support in-
teractive and exploratory search effectively, our
model supports search that can answer a range of
exploratory queries. This is done by semantically
linking the interests of authors to the topics of the
collection, and ultimately to the distribution of the
words in the documents.

In the rest of this paper, we first present some
related work on author topic modeling and expert
search in Sec. 2. Then our model is described in
Sec. 3. Sec. 4 introduces our expert search system
and Sec. 5 presents our experiments and the evalu-
ation. We conclude this paper in Sec. 6 with some
discussion and several further developments.

2 Related Work

Author topic modeling, originally proposed
in (Steyvers et al., 2004; Rosen-Zvi et al., 2004),
is an extension of Latent Dirichlet Allocation
(LDA) (Blei et al., 2003), a probabilistic genera-
tive model that can be used to estimate the proper-
ties of multinomial observations via unsupervised
learning. LDA represents each document as a

mixture of probabilistic topics and each topic as
a multinomial distribution over words. The Au-
thor topic model adds an author layer over LDA
and assumes that the topic proportion of a given
document is generated by the chosen author.

Author topic analysis has attracted much atten-
tion recently due to its broad applications in ma-
chine learning, text mining and information re-
trieval. For example, it has been used to pre-
dict authors for new documents (Steyvers et al.,
2004), to recommend paper reviewers (Rosen-Zvi
et al., 2004), to model message data (Mccallum et
al., 2004), to conduct temporal author topic anal-
ysis (Mei and Zhai, 2006), to disambiguate proper
names (Song et al., 2007), to search academic so-
cial networks (Tang et al., 2008) and to generate
meeting status analyses for group decision mak-
ing (Broniatowski, 2009).

In addition, there are many related works on
expert search at the TREC enterprise track from
2005 to 2007, which focus on enterprise scale
search and discovering relationships between enti-
ties. In that setting, the task is to find the experts,
given a web domain, a list of candidate experts
and a set of topics1. The task defined in our paper
is different in the sense that our topics are hid-
den and our document repositories are more ho-
mogeneous since our documents are all research
papers authored by the experts. Within this set-
ting, we can explore in depth the influence of the
hidden topics and contents to the ranking of our
experts. Similar to (Johri et al., 2010), in this pa-
per we apply CAT in a semantic retrieval scenario,
where searching people is associated with a set of
hidden semantically meaningful topics instead of
their personal names.

In recent literature, there are three main lines of
work that extend author topic analyses. One line
of work is to relax the model’s “bag-of-words”
assumption by automatically discovering multi-
word phrases and adding them into the original
model (Johri et al., 2010). Similar work has also
been proposed for other topic models such as
Ngram topic models (Wallach, 2006; Wang and
McCallum, 2005; Wang et al., 2007; Griffiths et
al., 2007).

1http://trec.nist.gov/pubs.html
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Another line of work models authors informa-
tion as a general contextual information (Mei and
Zhai, 2006) or associates documents with network
structure analysis (Mei et al., 2008; Serdyukov et
al., 2008; Sun et al., 2009). This line of work
aims to propose a general framework to deal with
collections of texts with an associated networks
structure. However, it is based on a different topic
model than ours; for example, Mei’s works (Mei
and Zhai, 2006; Mei et al., 2008) extend proba-
bilistic latent semantic analysis (PLSA), and do
not have cited author information explicitly.

Our proposal follows the last line of work
which extends author topic modeling with spe-
cific contextual information and directly captures
the association between authors and topics to-
gether with this contextual information (Tang et
al., 2008; Mccallum et al., 2004). For exam-
ple, in (Tang et al., 2008), publication venue is
added as one extra piece of contextual informa-
tion and in (Mccallum et al., 2004), email recip-
ients, which are treated as extra contextual infor-
mation, are paired with email authors to model an
email message corpus. In our proposed method,
the extra contextual information consists of the
cited authors in each documents. Such contextual
information directly captures linkage among au-
thors and cited authors, enhances author-topic as-
sociations, and therefore produces more coherent
author-topic distributions.

3 The Citation-Author-Topic (CAT)
Model

CAT extends previously proposed author topic
models by explicitly modelling the cited author
information during the generative process. Com-
pared with these models (Rosen-Zvi et al., 2004;
Johri et al., 2010), whose plate notation is shown
in Fig. 1, CAT (shown in Fig. 2) adds cited au-
thor information and generates authors according
to the observed author distribution.

Four plates in Fig. 1 represent topic (T ), au-
thor (A), document (D) and words in each doc-
ument (Nd) respectively. CAT (Fig. 2) has one
more plate, cited-author topic plate, in which each
topic is represented as a multinomial distribution
over all cited authors (λc).

Within CAT, each author is associated with a

�D A N d
Figure 1: Plate notation of the previously pro-
posed author topic models (Rosen-Zvi et al.,
2004; Johri et al., 2010).

�
D

A
N d�

Figure 2: Plate notation of our current model:
CAT generates wordsW and cited authorsC in-
dependently given the topic.

multinomial distribution over all topics,~θa, and
each topic is a multinomial distribution over all
words, ~φt, as well as a multinomial distribution
over all cited authors~λc. Three symmetric Dirich-
let conjugate priors,η, β and γ, are defined for
each of these three multinomial distributions in
CAT as shown in Fig. 2.

The generative process of CAT is formally de-
fined in Algorithm 1. The model first samples
the word-topic, cited author-topic and the author-
topic distributions according to the three Dirich-
let hyperparameters. Then for each word in each
document, first the authork is drawn from the
observed multinomial distribution and that author
chooses the topiczi, based on which wordwi and
cited authorci are generated independently.

CAT differs from previously proposed MAT
(Multiword-enhanced Author Topic) model (Johri
et al., 2010) in two aspects. First of all, CAT uses
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Algorithm 1: CAT: A, T , D, N are four
plates as shown in Fig. 2. The generative pro-
cess of CAT modeling.
Data: A, T , D, N
for each topic t ∈ T do

draw a distribution over words:
~φt ∼ DirN (β) ;
draw a distribution over cited authors:
~λc ∼ DirC(γ) ;

for each author a ∈ A do
draw a distribution over topics:
~θa ∼ DirT (η) ;

for each document d ∈ D and k authors ∈ d
do

for each word w ∈ d do
choose an author
k ∼ Multinomial(Ad) ;
assign a topici given the author:
zk,i|k ∼ Multinomial(θa) ;
draw a word from the chosen topic:
wd,k,i|zk,i ∼ Multinomial(φzk,i

) ;
draw a cited author from the topic:
cd,k,i|zk,i ∼ Multinomial(λzk,i

)

cited author information to enhance the model
and assumes independence between generating
the words and cited authors given the topic. Sec-
ondly, instead of an artificial uniform distribution
over all authors and co-authors, CAT uses the ob-
served discriminative multinomial distribution to
generate authors.

3.1 Parameter Estimation

CAT includes three sets of parameters. TheT
topic distribution over words,φt which is similar
to that in LDA. The author-topic distributionθa as
well as the cited author-topic distributionλc. Al-
though CAT is a relatively simple model, finding
its posterior distribution over these hidden vari-
ables is still intractable due to their high dimen-
sionality. Many efficient approximate inference
algorithms have been used to solve this problem
including Gibbs sampling (Griffiths and Steyvers,
2004; Steyvers and Griffiths, 2007; Griffiths et al.,
2007) and mean-field variational methods (Blei et
al., 2003). Gibbs sampling is a special case of

Markov-Chain Monte Carlo (MCMC) sampling
and often yields relatively simple algorithms for
approximate inference in high dimensional mod-
els.

In our CAT modeling, we use a collapsed Gibbs
sampler for our parameter estimation. In this
Gibbs sampler, we integrated out the hidden vari-
ablesθ, φ and λ using the Dirichlet delta func-
tion (Heinrich, 2009). The Dirichlet delta func-
tion with anM dimensional symmetric Dirichlet
prior δ is defined as:

∆M (δ) =
Γ

(
δM

)

Γ (Mδ)

Based on the independence assumptions de-
fined in Fig. 2, the joint distribution of topics,
words and cited authors given all hyperparame-
ters which originally represented by integrals can
be transformed into the delta function format and
formally derived in Equation 1.

P (~z, ~w,~c|β, η, λ) (1)

= P (~z|β, η, λ)P (~w,~c|~z, β, η, λ)

= P (~z)P (~w|~z)P (~c|~z)

=
A∏

a=1

∆(nA+η)
∆(η)

T∏
z=1

∆(nZw+β)
∆(β)

T∏
z=1

∆(nZc+λ)
∆(λ)

The updating equation from which the Gibbs
sampler draws the hidden variable for the current
statej, i.e., the conditional probability of drawing
the kth authorKk

j , the ith topic Zi
j , and thecth

cited authorCc
j tuple, given all the hyperparame-

ters and all the observed documents and authors,
cited authors except the current assignment (the
exception is denoted by the symbol∀¬j), is de-
fined in Equation 2.

P (Zi
j , K

k
j , Cc

j |Ww
j , ∀¬j, Ad, β, η, γ) (2)

∝ ∆(nZ+β)

∆(nZ,¬j+β)
∆(nK+η)

∆(nK,¬j+η)
∆(nC+γ)

∆(nC,¬j+γ)

=
nw

i,¬j+βw

V
P

w=1
nw

i,¬j+V βw

ni
k,¬j+ηi

T
P

i=1
ni

k,¬j+Tηi

nc
i,¬j+λc

C
P

c=1
nc

i,¬j+Cλc

The parameter setsφ andθ, λ can be interpreted
as sufficient statistics on the state variables of
the Markov Chain due to the Dirichlet conjugate
priors we used for the multinomial distributions.
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These three sets of parameters are estimated based
on Equations 3 , 4 and 5 respectively, in whichnw

i

is defined as the number of times the wordw is
generated by topici; ni

k is defined as the number
of times that topici is generated by authork and
ni

c is defined as the number of times that the cited
authorc is generated by topici. The vocabulary
size isV , the number of topics isT and the cited-
author size isC.

φw,i =
nw

i + βw

V∑
w=1

nw
i + V βw

(3)

θk,i =
ni

k + ηi

T∑
i=1

ni
k + Tηi

(4)

λc,i =
nc

i + λc

C∑
c=1

nc
i + Cλc

(5)

The Gibbs sampler used in our experiments is
adapted from the Matlab Topic Modeling Tool-
box 2.

4 Expert Search

In this section, we describe a preliminary re-
trieval system that supportsexpert search, which
is intended to identify groups of research experts
with similar research interests and expertise by in-
putting only general domain key words. For ex-
ample, we can retrieveMichael Collins via search
for natural language parsing.

Our setting is different from the standard TREC
expert search in that we do not have a pre-defined
list of experts and topics, and our documents are
all research papers authored by experts. Within
this setting, we do not need to identify the status of
our experts, i.e., a real expert or a communicator,
as in TREC expert search. All of our authors and
cited authors are experts and the task amounts to
ranking the experts according to different topics
given samples of their research papers.

The ranking function of this retrieval model is
derived through the CAT parameters. The search

2http://psiexp.ss.uci.edu/research/programsdata/

aims to link research topics with authors to by-
pass the proper names of these authors. Our re-
trieval function ranks the joint probability of the
query words (W ) and the target author (a), i.e.,
P (W, a). This probability is marginalized over all
topics, and the probability that an author is cited
given the topic is used as an extra weight in our
ranking function. The intuition is that an author
who is cited frequently should be more prominent
and ranked higher. Formally, we define the rank-
ing function of our retrieval system in Equation 6.
ca denotes when the author is one of the cited au-
thors in our corpus. CAT assumes that words and
authors, and cited authors are conditionally inde-
pendent given the topic, i.e.,wi ⊥ a⊥ ca.

P (W, a) =
∑

wi

αi

∑

t

P (wi, a|t, ca)P (t, ca)

=
∑

wi

αi

∑

t

P (wi|t)P (a|t)P (ca|t)P (t)

(6)

W is the input query, which may contain one or
more words. If a multiword is detected within the
query, it is added into the query. The final score
is the sum of all words in this query weighted by
their inverse document frequencyαi.

In our experiments, we chose ten queries which
cover several popular research areas in computa-
tional linguistics and natural language processing
and run the retrieval system based on three mod-
els: the original author topic model (Rosen-Zvi
et al., 2004), the MAT model (Johri et al., 2010)
and the CAT model. In the original author topic
model, query words are treated token by token.
Both MAT and CAT expand the query terms with
multiwords if they are detected inside the original
query. For each query, top10 authors are returned
from the system. We manually label the relevance
of these10 authors based on the papers collected
in our corpus.

Two standard evaluation metrics are used to
measure the retrieving results. First we evaluate
the precision at a given cut-off rank, namely pre-
cision at rank k with k ranging from 1 to 10. We
then calculate the average precision (AP) for each
query and the mean average precision (MAP) for
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the queries. Unlike precision at k, MAP is sensi-
tive to the ranking and captures recall information
since it assumes the precision of the non-retrieved
documents to be zero. It is formally defined as
the average of precisions computed at the point of
each of the relevant documents in the ranked list
as shown in Equation 7.

AP =

∑n
r=1(Precision(r) × rel(r))

| relevant documents | (7)

To evaluate the recall of our system, we col-
lected a pool of authors for six of our queries re-
turned from an academic search engine, Arnet-
Miner (Tang et al., 2008)3 as our reference author
pool and evaluate our recall based on the number
of authors we retrieved from that pool.

5 Experiments and Analysis

In this section, we describe the empirical evalua-
tion of our model qualitatively and quantitatively
by applying our model to the expert search we de-
fined in Sec. 4. We compare the retrieving results
with two other models: Multiword- enhanced Au-
thor Topic (MAT) model (Johri et al., 2010) and
the original author topic model (Rosen-Zvi et al.,
2004).

5.1 Data set and Pre-processing

We crawled the ACL anthology website and col-
lected papers from ACL, EMNLP and CONLL
over a period of seven years. The ACL anthol-
ogy website explicitly lists each paper together
with its title and author information. Therefore,
the author information of each paper can be ob-
tained accurately without extracting it from the
original paper. However, many author names are
not represented consistently. For example, the
same author may have his/her middle name listed
in some papers, but not in others. We therefore
normalized all author names by eliminating mid-
dle names from all authors.

Cited authors of each paper are extracted from
the reference section and automatically identified
by a named entity recognizer tuned for citation ex-
traction (Ratinov and Roth, 2009). Similar to reg-
ular authors, all cited authors are also normalized

3http://www.arnetminer.org

Conf. Year Paper Author uni. Vocab.
ACL 03-09 1,326 2,084 34,012 205,260
EMNLP 93-09 912 1,453 40,785 219,496
CONLL 97-09 495 833 27,312 123,176
Total 93-09 2,733 2,911 62,958 366,565

Table 1: Statistics about our data set.Uni. denotes
unigram words andVocab. denotes all unigrams
and multiword phrases discovered in the data set.

with their first name initial and their full last name.
We extracted about 20,000 cited authors from our
corpus. However, for the sake of efficiency, we
only keep those cited authors whose occurrence
frequency in our corpus is above a certain thresh-
old. We experimented with thresholds of 5, 10 and
20 and retained the total number of 2,996, 1,771
and 956 cited authors respectively.

We applied the same strategy to extract mul-
tiwords from our corpus and added them into
our vocabulary to implement the model described
in (Johri et al., 2010). Some basic statistics about
our data set are summarized in Table 14.

5.2 Qualitative Coherence Analysis

As shown by other previous works (Wallach,
2006; Griffiths et al., 2007; Johri et al., 2010),
our model also demonstrates that embedding mul-
tiword tokens into the model can achieve more co-
hesive and better interpretable topics. We list the
top 10 words from two topics of CAT and compare
them with those from the unigram model in Ta-
ble 2. Unigram topics contain more general words
which can occur in every topic and are usually less
discriminative among topics.

Our experiments also show that CAT achieves
better retrieval quality by modeling cited authors
jointly with authors and words. The rank of an
author is boosted if that author is cited more fre-
quently. We present in Table 3 the ranking of one
of our ten query terms to demostrate the high qual-
ity of our proposed model. When compared to the
model without cited author information, CAT not
only retrieves more comprehensive expert list, its
ranking is also more reasonable than the model
without cited author information.

Another observation in our experiments is that

4Download the data and the software package at:
http://L2R.cs.uiuc.edu/∼cogcomp/software.php.
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Query term:parsing
Proposed CAT Model Model without cited authors

Rank Author Prob. Author Prob.
1 J. Nivre 0.125229 J. Nivre 0.033200
2 C. Manning 0.111252 R. Barzilay 0.023863
3 M. Johnson 0.101342 M. Johnson 0.023781
4 J. Eisner 0.063528 D. Klein 0.018937
5 M. Collins 0.047347 R. McDonald 0.017353
6 G. Satta 0.042081 L. Marquez 0.016003
7 R. McDonald 0.041372 A. Moschitti 0.015781
8 D. Klein 0.041149 N. Smith 0.014792
9 K. Toutanova 0.024946 C. Manning 0.014040
10 E. Charniak 0.020843 K. Sagae 0.013384

Table 3: Ranking for the query term:parsing. CAT achieves more comprehensive and reasonable rank
list than the model without cited author information.

CAT Uni. AT Model
TOPIC 49 Topic 27
pronoun resolution anaphor
antecedent antecedents
coreference resolution anaphoricity
network anphoric
resolution is
anaphor anaphora
pronouns soon
anaphor antecedent determination
semantic knowledge pronominal
proper names salience
TOPIC 14 Topic 95
translation quality hypernym
translation systems seeds
source sentence taxonomy
word alignments facts
paraphrases hyponym
decoder walk
parallel corpora hypernyms
translation system page
parallel corpus logs
translation models extractions

Table 2: CAT with embedded multiword com-
ponents achieves more interpretable topics com-
pared with the unigram Author Topic (AT) model.

some experts who published many papers, but on
heterogeneous topics, may not be ranked at the
very top by models without cited author infor-
mation. However, with cited author information,
those authors are ranked higher. Intuitively this
makes sense since many of these authors are also
the most cited ones.

5.3 Quantitative retrieval results

One annotator labeled the relevance of the re-
trieval results from our expert search system. The
annotator was also given all the paper titles of each

Precision@K
K CAT Model Model w/o Cited Authors
1 0.80 0.80
2 0.80 0.70
3 0.73 0.60
4 0.70 0.50
5 0.68 0.48
6 0.70 0.47
7 0.69 0.40
8 0.68 0.45
9 0.73 0.44
10 0.70 0.44

Table 4: Precision at K evaluation of our proposed
model and the model without cited author infor-
mation.

corresponding retrieved author to help make this
binary judgment. We experiment with ten queries
and retrieve the top ten authors for each query.

We first used the precision at k for evaluation.
We calculate the precision at k for both our pro-
posed CAT model and the MAT model, which
does not have the cited author information. The
results are listed in Table 4. It can be observed
that at every rank position, our CAT model works
better. In order to focus more on relevant retrieval
results, we also calculated the mean average pre-
cision (MAP) for both models. For the given ten
queries, the MAP score for the CAT model is 0.78,
while the MAT model without cited author infor-
mation has a MAP score of 0.67. The CAT model
with cited author information achieves about 33%
error reduction in this experiment.
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Query ID Query Term

1 parsing
2 machine translation
3 dependency parsing
4 transliteration
5 semantic role labeling
6 coreference resolution
7 language model
8 Unsupervised Learning
9 Supervised Learning
10 Hidden Markov Model

Table 5: Queries and their corresponding ids we
used in our experiments.

Recall for each query
Query ID CAT Model Model w/o Cite

1 0.53 0.20
2 0.13 0.20
3 0.27 0.13
4 0.13 0.2
5 0.27 0.20
6 0.13 0.26

Average 0.24 0.20

Table 6: Recall comparison between our proposed
model and the model without cited author infor-
mation.

Since we do not have a gold standard experts
pool for our queries, to evaluate recall, we col-
lected a pool of authors returned from an aca-
demic search engine, ArnetMiner (Tang et al.,
2008) as our reference author pool and evaluated
our recall based on the number of authors we re-
trieved from that pool. Specifically, we get the
top 15 returned persons from that website for each
query and treat them as the whole set of relevant
experts for that query and our preliminary recall
results are shown in Table 6.

In most cases, the CAT recall is better than that
of the compared model, and the average recall is
better as well. All the queries we used in our ex-
periments are listed in Table 5. And the average
recall value is based on six of the queries which
have at least one overlap author with those in our
reference recall pool.

6 Conclusion and Further Development

This paper proposed a novel author topic model,
CAT, which extends the existing author topic
model with additional cited author information.

We applied it to the domain of expert retrieval
and demonstrated the effectiveness of our model
in improving coherence in topic clustering and au-
thor topic association. The proposed model also
provides an effective solution to the problem of
community mining as shown by the promising re-
trieval results derived in our expert search system.

One immediate improvement would result from
extending our corpus. For example, we can ap-
ply our model to the ACL ARC corpus (Bird et
al., 2008) to check the model’s robustness and en-
hance the ranking by learning from more data. We
can also apply our model to data sets with rich
linkage structure, such as the TREC benchmark
data set or ACL Anthology Network (Radev et al.,
2009) and try to enhance our model with the ap-
propriate network analysis.
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Abstract

We present a web-based algorithm for the
task of POS tagging ofunknown words
(words appearing only a small number
of times in the training data of a super-
vised POS tagger). When a sentences
containing an unknown wordu is to be
tagged by a trained POS tagger, our algo-
rithm collects from the web contexts that
are partially similar to the context ofu in
s, which are then used to compute new
tag assignment probabilities foru. Our
algorithm enables fast multi-domain un-
known word tagging, since, unlike pre-
vious work, it does not require a corpus
from the new domain. We integrate our
algorithm into theMXPOST POS tagger
(Ratnaparkhi, 1996) and experiment with
three languages (English, German and
Chinese) in seven in-domain and domain
adaptation scenarios. Our algorithm pro-
vides an error reduction of up to 15.63%
(English), 18.09% (German) and 13.57%
(Chinese) over the original tagger.

1 Introduction

Part-of-speech (POS) tagging is a fundamental
NLP task that has attracted much research in the
last decades. While supervised POS taggers have
achieved high accuracy (e.g., (Toutanova et al.,
2003) report a 97.24% accuracy in the WSJ Penn
Treebank), tagger performance on words appear-
ing a small number of times in their training
corpus (unknown words) is substantially lower.
This effect is especially pronounced in thedo-
main adaptationscenario, where the training and

test corpora are from different domains. For ex-
ample, when training theMXPOST POS tagger
(Ratnaparkhi, 1996) on sections 2-21 of the WSJ
Penn Treebank it achieves 97.04% overall accu-
racy when tested on WSJ section 24, and 88.81%
overall accuracy when tested on the BNC cor-
pus, which contains texts from various genres.
For unknown words (test corpus words appearing
8 times or less in the training corpus), accuracy
drops to 89.45% and 70.25% respectively.

In this paper we propose an unknown word POS
tagging algorithm based on web queries. When a
new sentences containing an unknown wordu is
to be tagged by a trained POS tagger, our algo-
rithm collects from the web contexts that are par-
tially similar to the context ofu in s. The collected
contexts are used to compute new tag assignment
probabilities foru.

Our algorithm is particularly suitable formulti-
domaintagging, since it requires no information
about the domain from which the sentence to be
tagged is drawn. It does not need domain specific
corpora or external dictionaries, and it requires
no preprocessing step. The information required
for tagging an unknown word is very quickly col-
lected from the web.

This behavior is unlike previous works for the
task (e.g (Blitzer et al., 2006)), which require a
time consuming preprocessing step and a corpus
collected from the target domain. When the target
domain is heterogeneous (as is the web itself), a
corpus representing it is very hard to assemble. To
the best of our knowledge, ours is the first paper to
provide such anon-the-flyunknown word tagging
algorithm.

To demonstrate the power of our algorithm as a
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fast multi-domain learner, we experiment in three
languages (English, German and Chinese) and
several domains. We implemented theMXPOST

tagger and integrated it with our algorithm. We
show error reduction in unknown word tagging
of up to 15.63% (English), 18.09% (German) and
13.57% (Chinese) overMXPOST. The run time
overhead is less than 0.5 seconds per an unknown
word in the English and German experiments, and
less than a second per unknown word in the Chi-
nese experiments.

Section 2 reviews previous work on unknown
word Tagging. Section 3 describes our web-query
based algorithm. Section 4 and Section 5 describe
experimental setup and results.

2 Previous Work

Most supervised POS tagging works address the
issue of unknown words. While the general meth-
ods of POS tagging vary from study to study
– Maximum Entropy (Ratnaparkhi, 1996), con-
ditional random fields (Lafferty et al., 2001),
perceptron (Collins, 2002), Bidirectional Depen-
dency Network (Toutanova et al., 2003) – the
treatment of unknown words is more homoge-
neous and is generally based on additional fea-
tures used in the tagging of the unknown word.

Brants (2000) used only suffix features. Rat-
naparkhi (1996) used orthographical data such as
suffixes, prefixes, capital first letters and hyphens,
combined with a local context of the word. In this
paper we show that we improve upon this method.
Toutanova and Manning (2000), Toutanova et al.
(2003), Lafferty et al. (2001) and Vadas and Cur-
ran (2005) used additional language-specific mor-
phological or syntactic features. Huihsin et al.
(2005) combined orthographical and morpholog-
ical features with external dictionaries. Naka-
gawa and Matsumoto (2006) used global and local
information by considering interactions between
POS tags of unknown words with the same lexical
form.

Unknown word tagging has also been explored
in the context of domain adaptation of POS tag-
gers. In this context two directions were explored:
a supervised method that requires a manually an-
notated corpus from the target domain (Daume III,
2007), and a semi-supervised method that uses an

unlabeled corpus from the target domain (Blitzer
et al., 2006).

Both methods require the preparation of a cor-
pus of target domain sentences and re-training
the learning algorithm. Blitzer et al. (2006) used
100K unlabeled sentences from the WSJ (source)
domain as well as 200K unlabeled sentences from
the biological (target) domain. Daume III (2007)
used an 11K words labeled corpus from the target
domain.

There are two serious problems with these ap-
proaches. First, it is not always realistically pos-
sible to prepare a corpus representing the target
domain, for example when that domain is the web
(e.g., when the POS tagger serves an application
working on web text). Second, preparing a cor-
pus is time consuming, especially when it needs
to be manually annotated. Our algorithm requires
no corpus from the target data domain, no prepro-
cessing step, and it doesn’t even need to know the
identity of the target domain. Consequently, the
problem we address here is more difficult (and ar-
guably more useful) than that addressed in previ-
ous work1.

The domain adaptation techniques above have
not been applied to languages other than English,
while our algorithm is shown to perform well in
seven scenarios in three languages.

Qiu et al. (2008) explored Chinese unknown
word POS tagging using internal component and
contextual features. Their work is not directly
comparable to ours since they did not test a do-
main adaptation scenario, and used substantially
different corpora and evaluation measures in their
experiments.

Numerous works utilized web resources for
NLP tasks. Most of them collected corpora us-
ing data mining techniques and used them off-
line. For example, Keller et al., (2002) and Keller
and Lapata (2003) described a method to obtain
frequencies for unseen adjective-noun, noun-noun
and verb-object bigrams from the web by query-

1We did follow their experimental procedure as much as
we could. Like (Blitzer et al., 2006), we compare our algo-
rithm to the performance of theMXPOST tagger trained on
sections 2-21 of WSJ. Like both papers, we experimented
in domain adaptation from WSJ to a biological domain. We
used the freely available Genia corpus, while they used data
from the Penn BioIE project (PennBioIE, 2005).
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ing a Web engine.
On-line usage of web queries is less frequent

and was used mainly in semantic acquisition ap-
plications: the discovery of semantic verb rela-
tions (Chklovski and Pantel, 2004), the acquisi-
tion of entailment relations (Szpektor et al., 2004),
and the discovery of concept-specific relation-
ships (Davidov et al., 2007). Chen et al. (2007)
used web queries to suggest spelling corrections.

Our work is related to self-training (McClosky
et al., 2006a; Reichart and Rappoport, 2007) as
the algorithm used its own tagging of the sen-
tences collected from the web in order to produce
a better final tagging. Unlike most self-training
works, our algorithm is not re-trained using the
collected data but utilizes it at test time. More-
over, unlike in these works, in this work the data
is collected from the web and is used only dur-
ing unknown words tagging. Interestingly, previ-
ous works did not succeed in improving POS tag-
ging performance using self-training (Clark et al.,
2003).

3 The Algorithm

Our algorithm utilizes the correlation between the
POS of a word and the contexts in which the word
appears. When tackling an unknown word, the al-
gorithm searches the web to find contexts similar
to the one in which the word appears in the sen-
tence. A new tag assignment is then computed for
the unknown word based on the extracted contexts
as well as the original ones.

We start with a description of the web-based
context searching algorithm. We then describe
how we combine the context information col-
lected by our algorithm with the statistics of the
MXPOST tagger. While in this paper we imple-
mented this tagger and used it in our experiments,
the context information collected by our web-
query based algorithm can be integrated into any
POS tagger.

3.1 Web-Query Based Context Collection

An unknown word usually appears in a given sen-
tence with other words on its left and on its right.
We use three types of contexts. The first includes
all of these neighboring words, the second in-
cludes the words on the left, and the third includes

the words on the right.
For each context type we define a web query us-

ing two common features supported by the major
search engines: wild-card search, expressed using
the ‘*’ character, and exact sentence search, ex-
pressed by quoted characters. The retrieved sen-
tences contain the parts enclosed in quotes in the
exact same place they appear in the query, while
an asterisk can be replaced by any single word.

For a wordu we execute the following three
queries for each of its test contexts:

1. Replacement: "u−2u−1 ∗u+1u+2". This re-
trieves words that appear in the same context
asu.

2. Left-side: "∗ ∗ u u+1 u+2". This retrieves
alternative left-side contexts for the wordu
and its original right-side context.

3. Right-side: query "u−2 u−1 u ∗ ∗". This
retrieves alternative right-side contexts foru
and its original left-side context.

Query Type Query Matches (Counts)
Replacement "irradiation and * heat (15)

treatment of" chemical (7)
the (6)
radiation (1)
pressure (1)

Left-side "* * H2O2 by an (9)
treatment of" indicated that (5)

enhanced by (4)
familiar with (3)
observed after (3)

Right-side "irradiation and in comparison (3)
H2O2 * *" on Fe (1)

treatment by (1)
cause an (1)
does not (1)

Table 1: Top 5 matches of each query type for the word
‘H2O2’ in the GENIA sentence: “UV irradiation and H2O2
treatment of T lymphocytes induce protein tyrosine phospho-
rylation and Ca2+ signals similar to those observed following
biological stimulation.”. For each query the matched words
(matches) are ranked by the number of times they occur in
the query results (counts).

An example is given in Table 1, presenting the
top 5 matches of every query type for the word
‘H2O2’, which does not appear in the English
WSJ corpus, in a sentence taken from the English
Genia corpus. Since matching words can appear
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multiple times in the results, the algorithm main-
tains for each match a counter denoting the num-
ber of times it appeared in the results, and sorts
the results according to this number.

Seeing the table, readers might think of the fol-
lowing algorithm: take the leading match in the
Replacement query, and tag the unknown word us-
ing its most frequent tag (assuming it is a known
word). We have experimented with this method,
and it turned out that its results are worse than
those given byMXPOST, which we use as a base-
line.

The web queries are executed by Yahoo!
BOSS2, and the resulting XML containing up to a
1000 results (a limit set by BOSS) is processed for
matches. A list of matches is extracted from the
abstractand title nodes of the web results along
with counts of the number of times they appear.
The matches are filtered to include only known
words (words that appear in the training data of
the POS tagger more than a threshold) and to ex-
clude the original word or context.

Our algorithm uses a positive integer parameter
Nweb: only the Nweb top-scoring unique results
of each query type are used for tagging. If a left-
side or right-side query returns less thanNweb re-
sults, the algorithm performs a ‘reduced’ query:
"∗ ∗ u u+1" for left-side and "u−1 u ∗ ∗" for the
right side. These queries should produce more re-
sults than the original ones due to the reduced con-
text. If these reduced queries do not produceNweb

results, the web query algorithm is not used to as-
sist the tagger for the unknown wordu at hand.
If a replacement query does not produce at least
Nweb unique results, only the left-side and right-
side queries are used.

For Chinese queries, search engines do their
own word segmentation so the semantics of the
‘*’ operator is supposedly the same as for English
and German. However, the answer returned by
the search engine does not provide this segmen-
tation. To obtain the words filling the ‘*’ slots in
our queries, we take all possible segmentations in
which the two words appears in our training data.

The queries we use in our algorithm are not the
only possible ones. For example, a possible query

2http://developer.yahoo.com/search/boss/

we do not use for the wordu is "∗∗u−1uu+1u+2".
The aforementioned set of queries gave the best
results in our English, German and Chinese de-
velopment data and is therefore the one we used.

3.2 Final Tagging

The MXPOST Tagger. We integrated our algo-
rithm into the maximum entropy tagger of (Rat-
naparkhi, 1996). The tagger uses a seth of con-
texts (‘history’) for each wordwi (the indexi is
used to allow an easy notation of the previous and
next words, whose lexemes and POS tags are used
as features). For each such word, the tagger com-
putes the following conditional probability for the
tagtr:

p(tr|h) =
p(h, tr)∑

t′r∈T p(h, t′r)
(1)

whereT is the tag set, and the denominator is sim-
ply p(h). The joint probability of a historyh and
a tagt is defined by:

p(h, t) = Z
k∏

j=1

α
fj(h,t)
j (2)

where α1, . . . , αk are the model parameters,
f1, . . . , fk are the model’s binary features (indica-
tor functions), andZ is a normalization term for
ensuring thatp(h, t) is a probability.

In the training phase the algorithm performs
maximum likelihood estimation for theα param-
eters. These parameters are then used when the
model tags a new sentence (the test phase). For
words that appear 5 times or less in the training
data, the tagger extracts special features based on
the morphological properties of the word.

Combining Models. In general, we use the
same equation asMXPOST to compute joint prob-
abilities, and our training phase is identical to its
training phase. What we change are two things.
First, we add new contexts to the ‘history’ of a
word when it is considered as unknown (so Equa-
tion (2) is computed using different histories).
Second, we use a different equation for comput-
ing the conditional probability (below).

When the algorithm encounters an unknown
word wi in the contexth during tagging, it per-
forms the web queries defined in Section 3.1. For
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each of theNweb top resulting matches for each
query,{h′

n|n ∈ [1, Nweb]}, the algorithm creates
its corresponding history representationhn. Con-
verting h′

n to hn is required since inMXPOST a
history consists of an ordered set of words to-
gether with their POS tags, whileh′

n is an ordered
set of words without POS tags. Consequently, we
definehn to consist of the same ordered set of
words ash′

n, and we tag each word using its most
frequent POS tag in the training corpus. Ifwi−1 or
wi−2 are unknown words, we do not tag them, let-
ting MXPOSTuse its back-off technique for such a
case (which is simply to compute the features that
it can and ignore those it cannot).

For each possible tagt ∈ T , its final assign-
ment probability towi is computed as an average
between its probability given the various contexts:

p̃(tr|h) =
porg(tr|h) +

∑QNweb
n=1 pn(tr|hn)

QNweb + 1
(3)

whereQ is the number of query types used (1, 2
or 3, see Section 3.1).

During inference, we use the two search space
constraints applied by the originalMXPOST. First,
we apply a beam search procedure that consid-
ers the 10 most probable different tag sequences
of the tagged sentence at any point in the tagging
process. Second, known words are constrained to
be annotated only by tags with which they appear
in the training corpus.

4 Experimental Setup

Languages and Datasets. We experimented
with three languages, English, German and Chi-
nese, in various combinations of training and test-
ing domains (see Table 2). For English we used
the Penn Treebank WSJ corpus (WSJ) (Marcus
et al., 1993) from the economics newspapers do-
main, the GENIA corpus version 3.02p (GENIA)
(Kim et al., 2003) from the biological domain
and the British National Corpus version 3 (BNC)
(Burnard, 2000) consisting of various genres. For
German we used two different corpora from the
newspapers domain: NEGRA (Brants, 1997) and
TIGER (Brants et al., 2002). For Chinese we
used the Penn Chinese Treebank corpus version
5.0 (CTB) (Xue et al., 2002).

All corpora except of WSJ were split using
random sampling. For the NEGRA and TIGER
corpora we used the Stuttgart-Tuebingen Tagset
(STTS).

According to the annotation policy of the GE-
NIA corpus, only the names of journals, authors,
research institutes, and initials of patients are an-
notated by the ‘NNP’ (Proper Name) tag. Other
proper names such as general people names, tech-
nical terms (e.g. ‘Epstein-Barr virus’) genes, pro-
teins, etc. are tagged by other noun tags (‘NN’ or
‘NNS’). This is in contrast to the WSJ corpus, in
which every proper name is tagged by the ‘NNP’
tag. We therefore omitted cases where ‘NNP’
is replaced by another noun tag from the accu-
racy computation of the GENIA domain adapta-
tion scenario (see analysis in (Lease and Charniak,
2005)).

In all experimental setups except of WSJ-BNC
the training and test corpora are tagged with the
same POS tag set. In order to evaluate the WSJ-
BNC setup, we converted the BNC tagset to the
Penn Treebank tagset using the comparison table
provided in (Manning and Schuetze, 1999) (pages
141–142).

Baseline. As a baseline we implemented the
MXPOST tagger. An executable code forMXPOST

written by its author is available on the internet,
but we needed to re-implement it in order to in-
tegrate our technique. We made sure that our
implementation does not degrade results by run-
ning it on our WSJ scenario (see Table 2), which
is very close to the scenario reported in (Ratna-
parkhi, 1996). The accuracy of our implementa-
tion is 97.04%, a bit better than the numbers re-
ported in (Ratnaparkhi, 1996) for a WSJ scenario
using different sections.

Parameter Tuning. We ran experiments with
three values of the unknown word thresholdT : 0
(only words that do not appear in the training data
are considered unknown), 5 and 8. That is, the al-
gorithm performs the web context queries and uti-
lizes the tag probabilities of equation 3 for words
that appear up to 0 ,5 or 8 times in the training
data.

Our algorithm has one free parameterNweb, the
number of query results for each context type used
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Language Expe. name Training Development Test
English WSJ sections 2-21 (WSJ) section 22 (WSJ) section 23 (WSJ)

(2.4%,6.7%,8.4%)
English WSJ-BNC sections 2-21 (WSJ) 2000 BNC sentence 2000 BNC sentences

(8.4%,14.9%,17%)
English WSJ-GENIA WSJ sections 2-21 2000 GENIA sentences 2000 GENIA sentences

(22.7%,30.65%,32.9%)
German NEGRA 15689 NEGRA sentences 1746 NEGRA sentences 2096 NEGRA sentences

(11.1%,24.7%,28.7%)
German NEGRA-TIGER 15689 NEGRA sentences 2000 TIGER sentences 2000 TIGER sentences

(16%,27.3%,30.6%)
German TIGER-NEGRA 15689 TIGER sentences 1746 NEGRA sentences 2096 NEGRA sentence

(16.2%,27.9%,31.6%)
Chinese CTB 14903 CTB sentences 1924 CTB sentences 1945 CTB senteces

(7.4%,15.7%,18.1%)

Table 2: Details of the experimental setups. In the ‘Test’ column the numbers inparentheses are the
fraction of the test corpus words that are considered unknown, whenthe unknown word threshold is set
to 0, 5 and 8 respectively.

T = 0 T = 5 T = 8
WSJ WSJ- WSJ- WSJ WSJ- WSJ- WSJ WSJ- WSJ-

BNC GENIA BNC GENIA BNC GENIA
Baseline 83.56 61.22 80.05 88.79 68.71 80.12 89.45 70.25 80.8
Unlimited (-) 84.85 63.51 82.50 89.86 71.12 82.51 90.47 72.77 83.16
Top 5 (-) 84.25 64.24 82.75 89.73 71.21 82.78 90.36 72.74 83.46
Top 10 (-) 84.42 64.10 83.17 89.70 71.36 83.00 90.29 72.87 83.70
Top 10 (+) 84.67 64.47 82.60 89.83 72.12 82.54 90.29 73.53 83.22
best imp. 1.19 3.25 3.12 1.07 3.41 2.88 1.02 3.28 2.9

7.23% 8.38% 15.63% 9.54% 10.89% 14.48% 9.66% 11.02% 15.1%

T = 0 T = 5 T = 8
NEGRA NEGRA- TIGER- NEGRA NEGRA- TIGER- NEGRA NEGRA- TIGER-

TIGER NEGRA TIGER NEGRA TIGER NEGRA
Baseline 90.26 85.71 87.18 91.06 87.88 87.86 91.45 88.22 88.18
Unlimited (-) 91.22 86.60 89.49 91.66 88.22 89.84 92.25 89.08 90.23
Top 5 (-) 91.41 86.68 89.32 91.95 89.01 89.72 92.38 89.33 90.26
Top 10 (-) 91.06 86.83 89.50 91.25 88.36 89.84 92.33 89.38 90.26
Top 10 (+) 90.58 86.86 89.43 91.25 88.36 89.84 91.53 88.35 89.71
best imp. 1.15 1.15 2.32 0.89 1.13 1.98 0.93 1.16 2.08

11.8% 8.04% 18.09% 9.95% 9.32% 16.3% 10.87% 9.84% 17.59%

CTB
T = 0 T = 5 T = 8

Baseline 74.99 78.03 79.81
Unlimited (-) 77.01 80.46 81.94
Top 5 (-) 77.58 80.75 82.19
Top 10 (-) 77.43 80.68 82.45
Top 10 (+) 77.43 80.68 82.35
best imp. 2.59 2.72 2.74

10.35% 12.28% 13.57%

Table 3: Accuracy of unknown word tagging in the English (top table), German (middle table) and Chi-
nese (bottom table) experiments. Results are presented for three values of the unknown word threshold
parameterT : 0, 5 and 8. For all setups our models improves over theMXPOSTbaseline of (Ratnaparkhi,
1996). The bottom line of each table (‘best imp.’) presents the improvement(top number) and error
reduction (bottom number) of the best performing model over the baseline.The best improvement is in
domain adaptation scenarios.
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in the probability computation of equation 3. For
each setup (Table 2) we ran several combinations
of query types and values ofNweb. We report re-
sults for the four leading combinations:

• Nweb = 5, left-side and right-side queries
(Top 5 (-)).

• Nweb = 10, left-side and right-side queries
(Top 10 (-)).

• Nweb = 10, replacement, left-side and right-
side queries (Top 10 (+)).

• Nweb = Unlimited (in practice, this means
1000, the maximum number of results pro-
vided by Yahoo! Boss), left-side and right-
side queries (Unlimited (-) ).

The order of the models with respect to their
performance was identical for the development
and test data. That is, the best parameter/queries
combination for each scenario can be selected us-
ing the development data. We experimented with
other parameter/queries combinations and addi-
tional query types but got worse results.

5 Results

The results of the experiments are shown in Ta-
ble 3. Our algorithm improves the accuracy of the
MXPOST tagger for all three languages and for all
values of the unknown word parameter.

Our experimental scenarios consist of three in-
domain setups in which the model is trained and
tested on the same corpus (the WSJ, NEGRA
and CTB experiments), and four domain adap-
tation setups: WSJ-GENIA, WSJ-BNC, TIGER-
NEGRA and NEGRA-TIGER.

Table 3 shows that our model is relatively
more effective in the domain adaptation scenar-
ios. While in the in-domain setups the error reduc-
tion values are 7.23% – 9.66% (English), 9.95% –
11.8% (German) and 10.35% – 13.57% (Chinese),
in the domain adaptation scenarios they are 8.38%
– 11.02% (WSJ-BNC), 14.48% – 15.63% (WSJ-
GENIA), 8.04% – 9.84% (NEGRA-TIGER) and
16.3% – 18.09% (TIGER-NEGRA).

Run Time. As opposed to previous approaches
to unknown word tagging (Blitzer et al., 2006;
Daume III, 2007), our algorithm does not contain
a step in which the base tagger is re-trained with a

corpus collected from the target domain. Instead,
when an unknown word is tackled at test time, a
set of web queries is run. This is an advantage for
flexible multi-domain POS tagging because pre-
processing times are minimized, but might cause
an issue of overhead per test word.

To show that the run time overhead created by
our algorithm is small, we measured its time per-
formance (using an Intel Xeon 3.06GHz, 3GB
RAM computer). The average time it took the best
configuration of our algorithm to process an un-
known word and the resulting total addition to the
run time of the base tagger are given in Table 4.
The average time added to an unknown word tag-
ging is less than half a second for English, even
less for German, and less than a second for Chi-
nese. This is acceptable for interactive applica-
tions that need to examine a given sentence with-
out being provided with any knowledge about its
domain.

Error Analysis. In what follows we try to ana-
lyze the cases in which our algorithm is most ef-
fective and the cases where further work is still
required. Due to space limitations we focus only
on the (Top 10 (+),T = 5) parameters setting,
and report the patterns for one English setup. The
corresponding patterns of the other parameter set-
tings, languages and setups are similar.

We report the errors of the base tagger that our
algorithm most usually fixes and the errors that
our algorithm fails to fix. We describe the base
tagger errors of the type ‘POS tag ‘a’ is replaced
with POS tag ‘b’ (denoted by: a -> b)’ using
the following data: (1) total number of unknown
words whose correct tag is ‘a’ that were assigned
‘b’ by the base tagger; (2) the percentage of un-
known words whose correct tag is ‘a’ that were
assigned ‘b’ by the base tagger; (3) the percentage
of unknown words whose correct tag is ‘a’ that
were assigned ‘b’ by our algorithm; (4) the per-
centage of mistakes of type (1) that were corrected
by our algorithm.

In the English WSJ-BNC setup, the base tagger
mistakes that our algorithm handles well (accord-
ing to the percentage of corrected mistakes) are:
(1) NNS -> VBZ (23, 3.73%, 0.8%, 65.2%); (2)
CD -> JJ (19 ,13.2% ,9.7% ,37.5%); (3) NN ->
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WSJ WSJ- WSJ- NEGRA NEGRA- TIGER- CTB
BNC GENIA TIGER NEGRA

Total addition 00:28:26 00:31:53 1:37:32 00:57:03 00:19:10 00:36:54 2:29:13
Avg. time per word 0.42 0.32 0.33 0.36 0.11 0.21 0.95

Table 4:The processing time added by the web based algorithm to the base tagger. For each setup results are presented for
the best performing model and for the unknown word threshold of 8. Results for the other models and threshold parameters
are very similar. The top line presents the total time added in the tagging of the full test data (hours:minutes:seconds). The
bottom line presents the average processing time of an unknown word by the web based algorithm (in seconds).

JJ (97, 6.17%, 5.3%, 27.8%); (4) JJ -> NN (69,
9.73%, 7.76%, 33.3%). The errors that were not
handled well by our algorithm are: (1) IN -> JJ
(70, 46.36% , 41%, 8.57%); (2) VBP -> NN (25,
19.5%, 21.9% , 0%).

In this setup, ‘CD’ is a cardinal number, ‘IN’ is
a preposition, ‘JJ’ is an adjective, ‘NN’ is a noun
(singular or mass), ‘NNS’ is a plural noun, ‘VBP’
is a verb in non-third person singular present tense
and ‘VBZ’ is a verb in third person, singular
present tense.

We can see that no single factor is responsible
for the improvement over the baseline. Rather,
it is due to correcting many errors of different
types. The same general behavior is exhibited in
the other setups for all languages.

Multiple Unknown Words. Our method is ca-
pable of handling sentences containing several un-
known words. Query results in which ‘*’ is re-
placed by an unknown word are filtered. For
queries in which an unknown word appears as part
of the query (when it is one of the two right or left
non-‘*’ words), we let MXPOST invoke its own
unknown word heuristics if needed3.

In fact, the relative improvement of our algo-
rithm over the baseline isbetter for adjacent un-
known words than for single words. For ex-
ample, consider a sequence of consecutive un-
known words as correctly tagged if all of its
words are assigned their correct tag. In the
WSJ-GENIA scenario (Top 10 (+),T = 5), the
error reduction for sequences of length 1 (un-
known words surrounded by known words, 8767
sequences) is 8.26%, while for 2-words (2620
sequences) and 3-words (614 sequences) it is
11.26% and 19.11% respectively. Similarly, for
TIGER-NEGRA (same parameters setting) the er-

3They are needed only if the word is on the left of the
word to be tagged.

ror reduction is 6.85%, 8.07% and 18.18% for se-
quences of length 1 (4819) ,2 (1126) and 3 (223)
respectively.

6 Conclusions and Future Work

We presented a web-based algorithm for POS tag-
ging of unknown words. When an unknown word
is tackled at test time, our algorithm collects web
contexts of this word that are then used to improve
the tag probability computations of the POS tag-
ger.

In our experiments we used our algorithm to en-
hance the unknown word tagging quality of the
MXPOST tagger (Ratnaparkhi, 1996), a leading
state-of-the-art tagger, which we implemented for
this purpose. We showed significant improvement
(error reduction of up to 18.09%) for three lan-
guages (English, German and Chinese) in seven
experimental setups. Our algorithm is especially
effective in domain-adaptation scenarios where
the training and test data are from different do-
mains.

Our algorithm is fast (requires less than a sec-
ond for processing an unknown word) and can
handle test sentences coming from any desired un-
known domain without the costs involved in col-
lecting domain-specific corpora and retraining the
tagger. These properties makes it particularly ap-
propriate for applications that work on the web,
which is highly heterogeneous.

In future work we intend to integrate our al-
gorithm with additional POS taggers, experiment
with additional corpora and domains, and improve
our context extraction mechanism so that our al-
gorithm will be able to fix more error types.
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Abstract

Hindi and Urdu share a common phonol-
ogy, morphology and grammar but are
written in different scripts. In addition,
the vocabularies have also diverged signif-
icantly especially in the written form. In
this paper we show that we can get rea-
sonable quality translations (we estimated
the Translation Error rate at 18%) between
the two languages even in absence of a
parallel corpus. Linguistic resources such
as treebanks, part of speech tagged data
and parallel corpora with English are lim-
ited for both these languages. We use the
translation system to share linguistic re-
sources between the two languages. We
demonstrate improvements on three tasks
and show: statistical machine translation
from Urdu to English is improved (0.8
in BLEU score) by using a Hindi-English
parallel corpus, Hindi part of speech tag-
ging is improved (upto 6% absolute) by
using an Urdu part of speech corpus and
a Hindi-English word aligner is improved
by using a manually word aligned Urdu-
English corpus (upto 9% absolute in F-
Measure).

1 Introduction

Hindi and Urdu are official languages of India
and Urdu is also the national language of Pak-
istan. Hindi is spoken by around 853 million peo-
ple and Urdu by around 164 million people (Malik
et al., 2008). Although native speakers of Hindi
can comprehend most of spoken Urdu and vice
versa, these languages have diverged a bit since
independence of India and Pakistan – with Hindi
deriving a lot of words from Sanskrit and Urdu
from Persian. One clear difference between Hindi

and Urdu is the script: Hindi is written in a left-
to-right Devanagari script while Urdu is written
in Nastaliq calligraphy style of the right-to-left
Perso-Arabic script. Hence, despite the similari-
ties, it is impossible for an Urdu speaker to read
Hindi text and vice versa. The first problem we
address is the translation between Hindi and Urdu
in the absence of a Hindi-Urdu parallel corpus.

Though these languages together are spoken by
around a billion people they are not very rich in
linguistic resources. A treebank for Hindi is still
under development1 and part of speech taggers for
Hindi and Urdu are trained on very small amounts
of data. For translation between Hindi/Urdu and
English there are no large corpora, the available
corpora are an order of magnitude smaller than
those available for European languages or Arabic-
English. Given the lack of linguistic resources
in each of the languages and the similarities be-
tween these languages, we explore whether each
language can benefit from resources available in
the other language.

1.1 Urdu-Hindi script conversion/translation

Sharing resources between Hindi and Urdu re-
quires us to be able to convert from one written
form to the other. Given that the languages share a
good fraction of their spoken vocabularies, the ob-
vious approach to convert between the two scripts
would be to transliterate between them. While this
approach has recently been attempted (Malik et
al., 2009), (Malik et al., 2008) there are two main
problems with this approach.

Challenges in Hindi-Urdu transliteration:
Urdu uses diacritical marks that were taken from
the Arabic script which serve various purposes.
Urdu has short and long vowels. Short vowels
are indicated by placing a diacritic with the con-

1https://verbs.colorado.edu/hindi
wiki/index.php/Hindi Treebank Data
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Figure 1: An Urdu sentence transliterated and
translated to Hindi

sonant that precedes it in the syllable. The diacrit-
ical marks are also used for gemination (doubling
of a consonant), which in Hindi is handled using a
conjunct form where the consonant is essentially
repeated twice. Yet another function of diacritical
marks is to mark the absence of a vowel follow-
ing a base consonant. Though diacritical marks
are critical for correct pronunciation and some-
times even for disambiguation of certain words,
they are sparingly used in written material in-
tended for native speakers of the language. Miss-
ing diacritical marks create substantial difficulties
for transliteration systems. Another difficulty is
created by the fact that Urdu words cannot have
a short vowel at the end of a word, whereas the
corresponding Hindi word can sometimes have a
short vowel. This cannot be resolved deterministi-
cally and results ambiguity in transliteration from
Urdu to Hindi. A third issue is the presence of
certain sounds (and their corresponding letters)
that have no equivalent in Urdu. These letters
are approximated in Urdu with phonetic equiva-
lents. Transliteration from Urdu to Hindi suffers
in the presence of words with these letters. Re-
cent work on Urdu-Hindi transliteration (Malik et
al., 2009) report transliteration word error rates
of 16.4% and 23.1% for Urdu sentences with and
without diacritical marks respectively. This prob-
lem is illustrated in Figure 1. The figure shows an
Urdu sentence that is transliterated to Hindi using
the Hindi Urdu Machine Transliteration (HUMT)
system 2 and translated using our Statistical Ma-
chine Translation System. The words which are
in red are transliteration errors (mainly because of
missing diacritical marks).

Difference in Word Frequency Distribu-
tions: Even if we could transliterate perfectly be-
tween Urdu and Hindi it might not be desirable to

2http://www.puran.info/HUMT/HUMT.aspx

do so from the point of view of human understand-
ing or for machine consumption. This is because
word frequencies of shared words would be dif-
ferent in Hindi and Urdu. At the extreme, there
are several Urdu words that a fluent Hindi speaker
would not understand and vice versa. More com-
monly, native speakers of Hindi and Urdu would
use different words to refer to the same concept,
even though both these words are technically cor-
rect in either of these languages. In initial experi-
ments to quantify this issue on our corpus, which
is mainly from the news domain, we estimated
that around 28% of the word tokens in Urdu would
not be natural in Hindi. This estimate assumes
perfect transliteration, and we estimated the total
error rate including transliteration at around 55%
for the publicly available HUMT system. In Fig-
ure 1, the words that have been underlined have
been replaced using a different word by our SMT
system, even though the original word might be
technically correct. Our preliminary experiments
exploring this issue convinced us that to be able
to convert from Urdu into natural Hindi (and vice
versa) we would need to go beyond transliteration
to translation to deal with the divergence of the
vocabularies in the written forms of the two lan-
guages.

Importance of Context We would like to point
out that in addition to word for word fidelity,
there are more subtle issues in translating from
Urdu-Hindi. One issue is that words in Hindi are
drawn from different source languages, and with
word to word translations, we might end up with
phrases that are unnatural. For example, consider
different ways of writing the English phrase Na-
tional and News in Hindi. The word National
in Hindi could possibly be written as rashtriya,
kaumi or national which have origins in Sanskrit,
Persian/Arabic and English respectively. Simi-
larly the word News could be written as samachar,
khabaren or news (once again with origins in San-
skrit, Persian/Arabic and English). The natural
ways for writing the phrase national news are:
rashtriya samachar, kaumi khabaren or national
news, any of the other six combinations would be
quite rare.

Another issue is that corresponding words in
Hindi and Urdu might have different genders. An
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example from (Sinha, 2009) are the words vajah
(Urdu, feminine) and karan (Hindi, masculine),
which would mean that the phrase because of him
would be written as us ke karan in Hindi and as us
ki vajah se in Urdu. We note that the ke in Hindi
and ki in Urdu are different because of the differ-
ence in genders of the word following them. This
suggests we would need to go beyond word for
word translation and would need to use a higher
order n-gram language model to translate with fi-
delity between Hindi and English.

We have established the need for going beyond
transliteration, but a key challenge is to achieve
good translation accuracy in the absence of a
Hindi-Urdu parallel corpus. In Section 3 we de-
scribe a multi-pronged approach to translate be-
tween Hindi and Urdu in the absence of a parallel
corpus that exploits the similarities between the
languages.

1.2 Applications: sharing linguistic resources
We next outline the three tasks for which we con-
sider sharing resources between Hindi and Urdu
which serve as a test of the efficacy of our sys-
tems.

Statistical machine translation
In recent years, there is a lot of interest in Statis-

tical Machine Translation (SMT) Systems (Brown
et al., 1993). Modern SMT systems (Koehn et al.,
2003; Ittycheriah and Roukos, 2007) learn trans-
lation models based on large amounts of paral-
lel data. The quality of an SMT system is de-
pendent on the amount of parallel data on which
the system is trained. Unfortunately, for the pairs
Urdu-English and Hindi-English, parallel data are
not available in large quantities, thereby limiting
the quality of these SMT systems. In this pa-
per we show that we can improve the accuracy of
an Urdu→English SMT system by using a Hindi-
English parallel corpus.

Part of Speech tagging
Part of Speech (POS) tagging involves marking

the part of speech of a word based on its defini-
tion and surrounding context in a sentence. Se-
quential modeling techniques like Hidden Markov
Models (Rabiner, 1990) and Conditional Random
Fields (Lafferty et al., 2001) are commonly used

to build Part of Speech taggers. These models are
typically trained using a manually tagged part of
speech corpus. Manual tagging of data requires
lot of human effort and hence large corpora are not
readily available for many languages. We improve
a Hindi POS tagger by using a manually tagged
Urdu POS corpus.

Supervised bitext alignment

Machine generated word alignments between
pairs of languages have many applications: build-
ing statistical machine translation systems, build-
ing dictionaries, projection of syntactic informa-
tion to resource poor languages (Yarowsky and
Ngai, 2001). Most of the early work on generat-
ing word alignments has been unsupervised, e.g.
IBM Models 1-5 (Brown et al., 1993), recent im-
provements on the IBM Models (Moore, 2004),
and the HMM algorithm described in (Vogel et al.,
1996). Recently, significant improvements in per-
formance of aligners have been achieved by the
use of human annotated word alignments (Itty-
cheriah and Roukos, 2007; Lacoste-Julien et al.,
2006). We describe a method to transfer man-
ual word alignments from Urdu-English to Hindi-
English to improve Hindi-English word align-
ments.

1.3 Contributions

Our main contributions are summarized below:
We present a hybrid technique to translate be-
tween Hindi and Urdu in the absence of a Hindi-
Urdu parallel corpus that significantly improves
upon past efforts to convert between Hindi and
Urdu via transliteration. We validate the efficacy
of the translation systems we present, by using it
to share linguistic resources between Hindi and
Urdu for three important tasks:

1. We improve a part of speech tagger for Hindi
using an Urdu part of speech corpus.

2. We use manual Urdu-English word align-
ments to improve the task of Hindi-English
bitext alignments.

3. We use a Hindi-English parallel corpus to
improve translation from Urdu to English.
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2 Related work

Converting between the scripts of Hindi and Urdu
is non-trivial and has been a recent focus (Ma-
lik et al., 2008; Malik et al., 2009). (Malik et
al., 2008) uses hand designed rules encoded us-
ing finite state transducers to transliterate between
Hindi and Urdu. As reported in (Malik et al.,
2009) these hand designed rules achieve accu-
racies of only about 50% in the absence of di-
acritical marks. (Malik et al., 2009) improves
Urdu→Urdu transliteration performance to 79%
by post processing the output of the transducer
with a statistical language model. In contrast to
(Malik et al., 2009) we use a statistical model
for character transliteration. As discussed in Sec-
tion 1.1, due to the divergence of vocabularies
in written Hindi and Urdu, transliteration is not
sufficient to convert from written Urdu to written
Hindi. We also use a more flexible model that
allows for more natural translations by allowing
Urdu words to translate into Hindi words that do
not sound the same.

(Sinha, 2009) builds an English-Urdu machine
translation system using an English-Hindi ma-
chine translation system and a Hindi-Urdu word
mapping table, suitably adjusted for part of speech
and gender. Their system is not statistical, and
is largely based on manual creation of a large
database of Hindi-Urdu correspondences. Addi-
tionally, as mentioned in the conclusion, their sys-
tem cannot be used for direct translation from
Hindi to Urdu, since a grammatical analysis of
the English provides information necessary for the
Hindi to Urdu mapping. In contrast to this work,
our techniques are largely statistical, require min-
imal manual effort and can directly translate be-
tween Hindi and Urdu without the associated En-
glish.

3 Approach to translating between Hindi
and Urdu

As discussed in Section 1, transliteration between
Hindi and Urdu is not a straightforward task and
current efforts result in fairly high error rates. We
would like to combine the approaches of translit-
eration and translation since our goal is to use the
translation for sharing linguistic resources rather

than for direct consumption.
We use a fairly standard phrase based transla-

tion system to translate between Hindi and Urdu.
The key challenge that we overcome is being able
to develop such a system with acceptable accu-
racy in the absence of Hindi-Urdu resources (we
have neither a parallel corpus nor a dictionary with
sufficient coverage). In spite of the absence of re-
sources, translation between this language pair is
made feasible by the fact that word order is largely
maintained and translation can be done maintain-
ing a word to word correspondence. There are
some exceptions to the monotonicity in the two
languages. Consider the English phrase Govern-
ment of Sindh which in Urdu would be hukumat
e sindh in the same word order as in English,
while in Hindi it would be sindhi sarkar with the
word order flipped (with respect to English and
Urdu). This example also shows that sometimes
we do not have a word for word translation be-
tween Hindi and Urdu, the word sindhi in Hindi
corresponding to the Urdu words e sindh. In spite
of these exceptions, Hindi-Urdu translation can
largely be done with the monotonicity assumption
and with the assumption of word to word corre-
spondences. Thus the central issue in translating
between Hindi and Urdu is the creation of a word
to word conditional probability table. We explain
our technique assuming we are translating from
Urdu to Hindi. We take a hybrid approach to cre-
ating this table, using three different approaches.

The first approach is the pivot language ap-
proach (Wu and Wang, 2007), with English as a
pivot language. We get probabilities of a Urdu
word u being generated by a Hindi word h, con-
sidering intermediate English phrases e as:

Pp(u|h) =
∑

e

P (u|e)P (e|h)

The translation probabilities P (u|e) and P (e|h)
are obtained using an Urdu-English and an
English-Hindi parallel corpus respectively.

This approach works reasonably well, but suf-
fers from a couple of drawbacks. There are sev-
eral common Hindi and Urdu words for which the
translation is unsatisfactory. This is because the
alignments for these words are not precise, they
often do not align to any English word, or align to
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an English words in combination with other Hindi
words. A common example of this is with verbs,
consider for example the English sentence
He works
which would translate into Hindi/Urdu as:
vah kaam karta hai
with word alignments He↔ vah, works↔ kaam
karta hai . Automatic aligners often make mis-
takes on these multi-word alignments, and this
create problems for words like karta and hai
which often do not have direct equivalents in En-
glish. To deal with this issue we manually build a
small phrase table for the most frequent Hindi and
Urdu words by a consulting an online Hindi-Urdu-
English dictionary (Platts, 1884). We also man-
ually handle the frequent examples we observed
of cases where we need to handle differences in
tokenization between Hindi and Urdu (e.g keliye
written as one word in Urdu and as ke liye in
Hindi).

The other issue with the pivot language ap-
proach is that for word pairs which are rare in
one of the languages,

∑
e P (u|e)P (e|h) can eas-

ily work out to zero. This is exacerbated by align-
ment errors for rarer words. Thus, to strengthen
our phrase table especially for infrequent words,
we use a transliteration approach to build a phrase
table. Note that for rare words like names of peo-
ple and places, the words in Hindi and Urdu are
transliterations of each other.

In light of the issues in transliterating between
Hindi and Urdu (Malik et al., 2008; Malik et
al., 2009) we take a statistical approach (Abdul-
Jaleel and Larkey, 2003) to building a translitera-
tion based phrase table.

We assume a generative model for producing
Urdu words from Hindi words based on a charac-
ter transliteration probability table Pc. The prob-
ability Pt(u|h) of generating a Urdu word u from
a Hindi word h is given by:

Pt(u|h) =
∑

a

∏

i

Pc(ui|ha(i))P (ai|ai−1),

where a represents the alignment between the
Hindi and Urdu characters, a(i) is the the index
of the Hindi character that the ith Urdu charac-
ter is aligned to, Pc(uc|hc) is the probability of
an Urdu character uc being generated by a Hindi

character hc and P (ai|ai−1) represents a distor-
tion probability. Since transliteration is mono-
tonic and we want to encourage small jumps we
set: P (ai|ai−1) = cη(ai−ai−1) for ai > ai−1 and
0 otherwise. To obtain Pc we use the EM algo-
rithm and we can reuse standard machinery that
is used to obtain HMM word alignments in Statis-
tical Machine Translation (with the constraint of
Monotone alignments). To calculate a translitera-
tion based phrase table, for each Hindi word h we
search over a large vocabulary of Urdu words and
retain words u for which Pt(u|h) is sufficiently
high as possible transliterations of h. We set the
probabilities in the transliteration based phrase ta-
ble to be proportional to Pt(u|h). Finding this ta-
ble requires calculating Pt(u|h) for every pair of
words in the Urdu and Hindi vocabulary, we use
the Forward-Backward algorithm for efficiency
and parallelize the calculations over several ma-
chines.

The only remaining issue is how we get train-
ing data to train our transliteration model. To ob-
tain such training data we use a table of consonant
character conversions between Hindi and Urdu as
given in (Malik et al., 2008). We look for words in
our pivot language based translation table, where
there are at least three consonants and at least 50%
of the consonants are shared. We observed that
this yields pairs of words that are transliterations
of one another with high precision. These word
pairs are used as training data to build our charac-
ter transliteration model Pc.

Final word translation table is obtained by com-
bining our three approaches as follows: If the
word is present in our dictionary, we use the trans-
lation given in the dictionary and exclude all oth-
ers, if not we linearly interpolate between the
probability table we get based on using English
as a pivot language and probability table we get
based on transliteration.

4 Experimental results

In this section we report on experiments to eval-
uate the quality of our translation method de-
scribed in Section 3 and report on the application
of Hindi↔Urdu translation to the sharing of lin-
guistic resources between the two languages.
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Algorithm 1 Create Urdu-Hindi Phrase Table
for all u such that u is very frequent Urdu word
do
h← Hindi word for u from dictionary
Pd(u|h)← 1

end for
U ← Urdu vocabulary
H ← Hindi vocabulary vocabulary
for all u ∈ U , h ∈ H do
Pp(u|h) ←

∑
e P (u|e)P (e|h) {Create an

Urdu-Hindi translation table using English as
the pivot}

end for
for all u ∈ U , h ∈ H such that Pp(u|h) > δ
and ConsonantOverlap(u, h) > ∆ do

Add (u, h) to training set T
end for
Pc ←
argmax

Q

∏

(u,h)∈T

∑

a

∏

i

Q(ui|hai))P (ai|ai−1)

{Maximize using EM}
for all u ∈ U , h ∈ H do
Pt(u|h) ← c

∑

a

∏

i

Pc(ui|ha(i))P (ai|ai−1)

{Use Forward-Backward Algorithm}
end for
for all u ∈ U , h ∈ H do

if Pd(u|h)← 1 then
Pfinal(u|h)← 1

else
Pfinal(u|h)← λpPp(u|h) + λtPt(u|h)

end if
end for

4.1 Evaluation of Hindi-Urdu translation

We built a Hindi-Urdu transliteration system as
explained in Section 3. For building a pivot
language based translation table we used 70k
sentences from the NIST MT-08 corpus train-
ing corpus for Urdu-English. For Hindi-English
we used an internal corpus of 230k sentences.
We built our statistical transliteration model on
roughly 3k word pairs that we obtained as de-
scribed in Section 3. For Urdu→Hindi translation,
we used a five gram language model built from
a crawl of archives from Hindi news web sites
(the corpus size was about 60 million words). For

Hindi→Urdu translation we use the MT-08 Urdu
corpus (about 1.5 million words) to build a trigram
LM.

We evaluated the translation system in translat-
ing from Urdu to Hindi. We asked an annotator to
evaluate 100 sentences ( 2700 words), by marking
an error on a word if it was a wrong translation or
unnatural in Hindi. We compared our translation
system against the Hindi Urdu Machine Translit-
eration (HUMT) system3. We found an error rate
of 18% for our system as against 46% for the
HUMT system.

4.2 Word alignments
In this section we describe experiments at im-
proving a Hindi-English word aligner using hand
alignments for an Urdu-English corpus. For the
Urdu-English corpus we use a manually word
aligned corpus of roughly 10k sentences, while
for the Hindi-English corpus we had roughly 3k
sentences out of which we set aside 300 sentences
( 5300 words) for a test set. In addition to these
(relatively) small supervised corpora we also use
a sentence parallel Hindi-English corpus (without
manual word alignments) of roughly 250k sen-
tences.

For word alignments we use the Maximum
Entropy aligner described in (Ittycheriah and
Roukos, 2005) that is trained using hand aligned
training data. We first translate the Urdu sentences
in the Urdu-English word aligned corpus to Hindi,
and then transfer the alignments by simply replac-
ing the alignment links to a Urdu word by links
to the corresponding decoded Hindi word. The
above procedure covers bulk of the cases since
Urdu-Hindi translation is largely a word to word
translation. The special case of a phrase of multi-
ple Urdu words decoded to multiple Hindi words
is handled as follows: we align each of the words
in the Hindi phrase to the union of the sets of
English words that each word in the Urdu phrase
aligns to. Once we convert the Urdu-English man-
ual alignments to an additional corpus we build
two Hindi-English alignment models, one on the
original corpus, the other on the (Urdu→Hindi)-
English corpus. The MaxEnt aligner (Ittycheriah
and Roukos, 2005) models the probability of a

3http://www.puran.info/HUMT/HUMT.aspx
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nTrain Hindi data + Urdu
5 60.8 69.8

50 64.1 70.5
800 71.4 73.0

2800 75.1 75.7

Table 1: Word alignment F-Measure as a func-
tion of the number of manually aligned Hindi-
English sentences used for training. The third col-
umn shows improvements obtained by adding 10k
Urdu-English word alignments sentences.

particular set of links in the alignment L given the
source sentence S and the target sentence T as:
P (L|S, T ) = ∏M

i=1 p(li|tM1 , sK1 , li−1
1 ). Let us de-

note by Ph and Pu the alignment models trained
on the Hindi-English and the (Urdu→Hindi)-
English corpora respectively. We combine these
models log-linearly to obtain our final model for
alignment:

P (L|S, T ) = Pαh (L|S, T )P 1−α
u (L|S, T ).

To find the most likely alignment we use the same
algorithm as in (Ittycheriah and Roukos, 2005)
since the structure of the model is unchanged.

We report on the performance (Table 1) of a
baseline Hindi-English word aligner built with
varying amounts of Hindi-English manually word
aligned training data compared against an aligner
that combines in a model trained on the 10k
(Urdu→Hindi)-English sentences. We observe
large gains with small amounts of labelled Hindi-
English alignment data, and even when we have
2800 sentences of Hindi-English data we see a
gain in performance adding in the Urdu data.
We note that the MaxEnt aligner we use (Itty-
cheriah and Roukos, 2005) defaults to (roughly)
doing an HMM alignment using a word trans-
lation matrix obtained via unsupervised training.
Thus the aligners reported on in Table 1 use a
large amount of unsupervised data in addition to
the small amounts of labelled data mentioned in
the Table.

4.3 POS tagging

Unlike English for which there is an abundance
of POS training data for Hindi and Urdu data is
quite limited. For our experiments, we use the

num. words f(wi, ti), g(ti−1, ti) + h(tui , ti)
5k 76.5 82.5

10k 81.7 84.7
20k 84.5 86.7
47k 90.6 91.0

Table 2: POS tagging accuracy as a function of
the amount of Hindi POS tagged data used to
build the model. The third column indicates the
use of the Urdu data via a feature type.

CRULP corpus (Hussain, 2008) for Urdu and a
corpus from IITB (Dalal et al., 2007) for Hindi.
The CRULP POS corpus has 150k words and
uses a tagset of size 46 to tag the corpus. The
IITB corpus has 50k words and uses a tagset of
size 26. We set a side a test set of size 5k words
from the IITB corpus. For part of speech tagging
we use CRFs (Lafferty et al., 2001) with two types
of features, f(ti, wi) and g(ti, ti−1). With the
small amounts of training data we have, adding
additional feature templates degraded the perfor-
mance.

In our POS tagging experiments we consider
using the Urdu corpus to help POS tagging in
Hindi. We first translate all of the CRULP Urdu
data to Hindi. We cannot simply add in this data
to the training data because of differences in the
tagsets used in the data sets for the two languages.
In order to make use of the additional Urdu POS
tagged data (translated to Hindi), we build a sep-
arate POS tagger on this data, and use predictions
from this model as a feature in training the Hindi
POS tagger. We use these predictions via a fea-
ture template h(ti, tui ) where tui denotes the tag
assigned to the ith word by the POS tagger built
from the CRULP Urdu data set translated into
Hindi.

We present results in Table 2 with varying
amounts of Hindi data used for training, in each
case we present results with and without use of
the Urdu resources. We see a small gain even
when we use all of the available Hindi training
data and as expected we see larger gains when
smaller amounts of Hindi data are used.

We analyzed the type of errors and the er-
ror reduction when using the Urdu data for the
case where we used only 5k words of Hindi data.
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We find that the two frequent error types that
were greatly reduced were noun being tagged
as main verb (reduction of 65% relative) and
main verb tagged as auxiliary verb (reduction of
71%). Reduction in confusion between nouns and
main verbs is expected since these are open word
classes that can most benefit from additional data.
This also causes the reduction in errors of tag-
ging main verbs as auxiliary verbs, since in Hindi,
verbs are multi word groups with a main verb fol-
lowed by one or more auxiliary verbs. Reduction
of error rate in most of the other error types were
close to the overall error rate reduction.

4.4 Sharing parallel corpora for machine
translation

We experimented with using our internal Hindi-
English parallel corpus ( 230k) sentences to obtain
better translation for Urdu-English. The Urdu-
English corpus we use is the NIST MT-08 training
data set ( 70k sentences). We use the Direct Trans-
lation Model 2 (DTM) described in (Ittycheriah
and Roukos, 2007) for all our translation experi-
ments.

We build our baseline Urdu→English system
using the NIST MT-08 training data. In training
our DTM model we use HMM alignments, align-
ments with the MaxEnt aligner, and hand align-
ments for 10k sentences (the hand alignments
were used to train the MaxEnt aligner).

We translated the Hindi in our Hindi-English
corpus to Urdu, creating an additional Urdu-
English corpus. We then use a MaxEnt aligner
to align the Urdu-English words in this corpus.
Since we expect this corpus to be relatively noisy
due to incorrect translation from Urdu to Hindi we
do not include this corpus while generating HMM
alignments. We add the synthetic Urdu-English
data with MaxEnt alignments to our baseline data
and train a DTM model. Results comparing to the
baseline are given Table 3, which shows an im-
provement of 0.8 in BLEU score over the baseline
system by using data from the Hindi-English cor-
pus.

This improvement is not due to unknown
words being covered (the vocabulary covered is
the same). Also note that in the bridge language
approach we cannot get alternative translations

Corpus MT08 Eval
Urdu 23.1

+Hindi 23.9

Table 3: Improvement in Urdu-English machine
translation using Hindi-English data .

for single words that were not already present in
the Urdu-English phrase table. Thus, we believe
that the improvement is due to longer phrases
being seen more often in training. An example
improved translation is shown below:
Ref: just as long as its there they feel safe

Baseline: as long as this they just think there are safe

Improved: just as long as they are there they feel safe

5 Conclusions

In this paper, we showed that we can translate be-
tween Hindi and English without a parallel corpus
and improve upon previous efforts at transliterat-
ing between the two languages. We also showed
that Hindi-Urdu translation can be useful to the
sharing of linguistic resources between the two
languages. We believe this approach to sharing
linguistic resources will be of immense value es-
pecially with resources like treebanks which re-
quire a large effort to develop.
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Abstract

In this paper we present a novel phrase 
structure parsing approach with the help 
of dependency structure. Different with 
existing phrase parsers, in our approach 
the inference procedure is guided by 
dependency structure, which makes the 
parsing procedure flexibly.  The 
experimental results show our approach is 
much more accurate. With the help of 
golden dependency trees, F1 score of our 
parser achieves 96.08% on Penn English 
Treebank and 90.61% on Penn Chinese 
Treebank. With the help of N-best 
dependency trees generated by modified 
MSTParser, F1 score achieves 90.54% 
for English and 83.93% for Chinese. 

1 Introduction 

Over the past few years, several high-precision 
phrase parsers have been presented, and most of 
them are employing probabilistic context-free 
grammar (PCFG). As we all know, the basic 
PCFG has the problems that the independence 
assumption is too strong and lacks of lexical 
conditioning (Jurafsky and Martin, 2007). 
Although researchers have proposed various 
models and inference algorithms aiming to solve 
these problems, the performance of existing 
phrase parsers is still remained to further 
improve. Most of the existing approaches can be 
classified into two categories: unlexicalized 
PCFG based (Johnson, 1998; Klein and 
Manning, 2003; Levy and Manning, 2003; 
Matsuzaki et al., 2005; Petrov et al., 2006) and 
lexicalized PCFG based (Collins, 1999a; 
Charniak, 1997; Bikel, 2004; Charniak and 
Johnson, 2005). 

Unlexicalized PCFG based approach attempts 
to weaken the independence assumption by 
annotating non-terminal symbols with labels of 

ancestor, siblings and even the latent annotations 
encoded by local information. In lexicalized 
PCFG based approach, researchers believe that 
the forms of a constituent and its sub-
constituents are determined more by the 
constituent’s head than any other of its lexical 
items (Charniak, 1997), so they annotate non-
terminal symbols with the head words 
information. 

Both of the two PCFG based approaches have 
improved the basic PCFG based parsers 
significantly. However, neither of them has been 
guided by enough linguistic priori knowledge. 
Their parsing procedures are too mechanical. 
Because of this, the efficiency is always worse, 
and much more artificial ambiguities, which are 
different from linguistic ambiguities (Krotov et 
al., 1998; Johnson, 1998), are generated. We 
believe parsing procedure guided by more 
linguistic priori knowledge will help to 
overcome the drawbacks in some extent. From 
our intuition, dependency structure, another type 
of syntactic structure with much linguistic 
knowledge, will be a good candidate to guide 
phrase parsing procedure.  

In this paper we present a novel approach to 
using dependency structure to guide phrase 
parsing. This novel approach has its virtues from 
multiple angles. First, dependency structure 
offers a good compromise between the 
conflicting demands of analysis depth, which 
makes it much easier to get through hand 
annotating than phrase structure (Nivre, 2004). 
So, when we want to build a phrase structure 
corpus, we can build a dependency structure 
corpus first, and get the corresponding phrase 
structure automatically with the help of 
dependency structure. Second, many parsing 
algorithms with linear-time complexity used in 
dependency parsers can still achieve the state-
of-the-art results (Johansson, 2007), but almost 
all phrase parsers with high-precision have no 
efficient algorithms superior to cubic-time 
complexity. So, in order to get an efficient 
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parser, we can first get a dependency structure 
through linear-time algorithm, and then obtain 
the phrase structure with the help of dependency 
structure more efficiently. Third, the lexicalized 
PCFG based parsers which just bring the head 
words into account have got a highly improved 
performance. It gives us reasons to believe 
dependency structure which takes the 
relationship of all the words will bring phrase 
parser a great help. 

Remainder of this paper is organized as 
follows: Section 2 introduces the related work. 
Section 3 gives a consistency between 
dependency structure and phrase structure, and 
presents an approach to parsing phrase structure 
with dependency structure. In Section 4, we 
discuss the experiments and analysis. Finally, 
we conclude this paper and point out some 
future work in Section 5. 

2 Related work 

Unlexicalized PCFG based parsers (Johnson, 
1998; Klein and Manning, 2003; Levy and 
Manning, 2003; Matsuzaki et al., 2005; Petrov 
et al., 2006) are the most successful parsing 
tools. They regard parsing as a pure machine 
learning question. However, they haven’t taken 
any extra linguistic priori knowledge directly 
into account. Lexicalized PCFG based parsers 
(Collins, 1999a; Charniak, 1997; Bikel, 2004; 
Charniak and Johnson, 2005) just bring a little 
linguistic priori knowledge (head word 
information) into learning phase. In inference 
phase, both of the unlexicalized PCFG based 
approach and lexicalized PCFG based approach 
are using the pure searching algorithms, which 
try to parse a sentence monotonously, either 
from left to right or from right to left. From 
these states, we can find that manners of current 
parsers are too mechanical. Because of this, the 
efficiency of phrase parsers is always worse, and 
much more artificial ambiguities are generated. 

There have been some work (Collins et al., 
1999b; Xia and Palmer, 2001) about converting 
dependency structures to phrase structures. 
Collins et al. (1999b) proposed an algorithm to 
convert the Czech dependency Treebank into a 
phrase structure Treebank and do dependency 
parsing through Collins (1999a)’s model. 
Results showed the accuracy of dependency 
parsing for Czech was improved largely. Xia 

and Palmer (2001) proposed a more generalized 
algorithm according to X-bar theory and Collins 
et al. (1999b), and they did some experiments on 
Penn Treebank. The results showed their 
algorithm produced phrase structures that were 
very close to the ones in Penn Treebank. 
However, we have to point out that they only 
computed the unlabeled performance but lost all 
the exact syntactic symbols. Different from tree-
transformed PCFG based approach and 
lexicalized PCFG based approach, both of 
Collins et al. (1999b) and Xia and Palmer (2001) 
attempted to build some heuristic rules through 
linguistic theory, but didn’t try to learn anything 
from Treebank. 

Li and Zong (2005) presented a hierarchical 
parsing algorithm for long complex Chinese 
sentences with the help of punctuations. They 
first divided a long sentence into short ones 
according to punctuation marks, then parsed the 
short ones into sub-trees individually, and at last 
combined all the sub-trees into a whole tree. 
Experimental results showed the parsing time 
was reduced largely, and performance was 
improved too. Although the procedure of their 
parser is more close to human beings’ manner, it 
appears a little shallow just using the 
punctuation marks. 

In this paper our motivations are to bring 
more linguistic priori knowledge into phrase 
parsing procedure with the help of dependency 
structure, and make the parsing procedure 
flexibly. 

Matsuzaki et al. (2005) defined a generative 
model called PCFG with latent annotations 
(PCFG-LA). Using EM-algorithm each non-
terminal symbols was annotated with a latent 
variable, and a fine-grained model can be got.  
In order to get a more compact PCFG-LA model, 
Petrov et al. (2006) presented a split-and-merge 
method which can get PCFG-LA model 
hierarchically, and their final result 
outperformed state-of-the-art phrase parsers. To 
make the parsing process of hierarchical PCFG-
LA model more efficient, Petrov and Klein 
(2007) presented a coarse-to-fine inference 
algorithm. In Section 4 of this paper, we try to 
combine the hierarchical PCFG-LA model in 
learning phase and coarse-to-fine method in 
inference phase into our parser in order to get an 
accurate and efficient parser. 
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3 Our framework 

In this section, we first compare phrase structure 
with dependency structure of the same sentence, 
and get a consistent relationship among them. 
Then, based on this relationship, we present an 
inference framework to make the parsing 
procedure flexible and more efficient.  

3.1 Analysis on consistency between phrase 
structure and dependency structure 

Phrase structure and dependency structure are 
two different ways to represent syntactic 
structures of sentences. Phrase structure 
represents sentences by nesting of multi-word 
constituents, while dependency structure 
represents sentences as trees, whose nodes are 
words and edges represent the relations among 
words.

As we know, there are two kinds of 
dependency structures, projective structure and 
non-projective structure. For free-word order 
languages, non-projectivity is a common 
phenomenon, e.g. Czech. For languages like 
English and Chinese, the dependency structures 
are often projective trees. In this paper, we only 
consider English parsing based on Penn 
Treebank (PTB) and Chinese parsing based on 
Penn Chinese Treebank (PCTB), so we just 
research the consistency between phrase 
structure and projective dependency structure 
through PTB/PCTB.  

Information carried by the two structures isn’t 
equal. Phrase structure is more flexible, carries 
more information, and even contains all the 
information of dependency structure. So the task 
to convert a phrase structure to dependency 
structure is more straight, e.g. Nivre and Scholz 
(2004), Johansson and Nugues (2007). However, 
the reverse procedure is much more difficult, 
because dependency structure lacks the syntactic 
symbols, which are indispensable in phrase 
structure.

join

Vinken will board as 29

the director Nov

a nonexecutive

(a) Dependency structure

(1)

(2)

(3)

S

NP VP

NNP
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MD VP

will VB NP PP NP
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DT NN

the board

IN
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NP NNP CD

Nov 29
DT JJ NN

a
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(b) Phrase structure

(1)

(2)

(3)

Figure 1. The consistency between phrase 
structure and dependency structure 

Although the two structures are completely 
different, they have consistency in some deep 
level. In this paper we analyze the consistency 
from a practical perspective in order to do 
phrase parsing with the help of dependency 
structure. Having investigated the two kinds of 
trees with dependency structure and phrase 
structure, we find a consistency1 that each sub-
tree in dependency structure must correspond to 
a sub-tree in phrase structure who dominates all 
the words appearing in dependency sub-tree. 
Figure 1 shows this relationship more intuitively. 
The dependency sub-tree surrounded by circle 
(1) in Figure 1(a) is a one-layer sub-tree, and has 
a corresponding phrase sub-tree surrounded by 
circle (1) in Figure 1(b). Both of the two sub-
trees dominate the same word “Vinken”. This 
consistency is also satisfied in other cases, e.g. 
two-layer sub-tree surrounded by circle (3) and 
three-layer sub-tree surrounded by circle (2) in 
Figure 1(a). These dependency sub-trees 
respectively have their corresponding phrase 
sub-trees dominating the same words in Figure 
1(b).

This consistency brings us inspiration to make 
use of dependency structure for phrase parsing. 
In other words, in our method when a phrase 
sub-tree is generated from a dependency sub-
tree, it must dominate all the same words with 
ones in the corresponding dependency sub-tree. 

3.2 Inference framework 

1 Be aware that the consistency is irreversible and not every 
phrase sub-tree has its corresponding dependency sub-tree. 
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As we mentioned in Section 2, most of current 
inference algorithms are monotonous, which 
generate much more artificial ambiguities. For 
example, in Figure 1, if a sub-tree only 
dominating “board” and “as” is built (actually it 
is not occurred in golden tree) an artificial 
ambiguity is generated, and it thus will further 
bring a worse effect to other parts. The final 

precision will certainly descend. However, if we 
are given a corresponding dependency structure, 
those errors will be avoided. The consistency 
analyzed above tells us that there isn’t a sub-tree 
dominating only “board” and “as” in 
dependency tree, so the two words can’t build a 
sub-tree independently in phrase parsing. 
According to this strategy, we design an 
inference framework for phrase parsing. 

NP

NNP

Vinken

MD

will

VB

join

DT NN

the board

IN

as

NNP CD

Nov 29

DT JJ NN

a nonexecutive director

NP

NNP

Vinken

MD

will

VB

NP
NP

join

DT NN

the board

IN

as

NP

NNP CD

Nov 29

DT JJ NN

a
nonexecutive

director

join

Vinken will board as 29

the director Nov

a nonexecutive

NP

NNP

Vinken

MD

will

VB

NP

PP

NP

join

DT NN

the board

IN

as

NP

NNP CD

Nov 29

DT JJ NN

a
nonexecutive

director

join

Vinken will board as 29

the director Nov

a nonexecutive

S

NP VP

NNP

Vinken

MD VP

will VB NP PP NP

join
DT NN

the board

IN

as

NP NNP CD

Nov 29
DT JJ NN

a

nonexecutive

director

join

Vinken will board as 29

the director Nov

a nonexecutive

(a) fill cell[i,i] for each word

(b) fill spans guided by two-layer dependency sub-trees

(0) (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

d[3,4]

d[6,8]

d[9,10]

d[5,8]

d[0,10]

cell[3,4]
cell[6,8]

cell[9,10]

cell[5,8]

cell[0,10]

(c) fill spans guided by three-layer dependency sub-trees

(d) fill spans guided by four-layer dependency sub-trees

Figure 2. Parsing procedure of our 
inference framework guided by 
dependency structure

Our inference framework parses a sentence 
flexibly with a traditional inference algorithm. 
The following terms will help to explain our 
work. A key data structure is cell[i,j], which is 
used to store phrase sub-trees spanning words 
from positions i to j of the input sentence. d[i,j]
is a dependency sub-tree spanning words from 
positions i to j. cells[i,j] is an array to store all 
the cells which can be combined to build 
cell[i,j]. The pseudo-code of our inference 
framework is shown in Algorithm1. The line 
indicated by (1) and (2) gives us freedom to 
select any kinds of inference algorithms and 
matching parsing models. 

Algorithm 1
InferenceFramework(sentence S, dependency tree D)

initialize a List for the input sentence 
for each word wi in S do

fill cell[i, i] and add it to a list L

parse the cells[] hierarchically 
for each d[s, t] of D in topological order do

fill cells[s, t] with spans in L
fill cell[s, t] with cells[s, t] through  

traditional inference algorithm   (1) 
add cell[s, t] to L

extract the best tree 
estimate all trees in cell[0, n]

through parsing model             (2) 
return the best phrase tree

Now, let’s illustrate the flexible parsing 
procedure step by step through an example. 
Please see Figure 2.  For simplicity, we just 
draw sub-trees of the final best tree, and ignore 
all the others. Figure 2(a) shows the procedure 
of filling cell[i,i] for each word. In Figure 2(b), 
there are three two-layer dependency sub-trees 
d[3,4], d[6,8] and d[9,10]. So we try to generate 
phrase sub-trees for cell[3,4], cell[6,8] and 
cell[9,10], which have been annotated with bold 
edges. For example, we use sub-trees contained 
in cell[6,6], cell[7,7] and cell[8,8] to 
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build new sub-trees for cell[6,8]. Figure 2(c) 
and Figure 2(d) show the same procedure for 
parsing with the help of three-layer dependency 
sub-trees and four-layer dependency sub-trees 
individually. The generated phrase sub-trees are 
all annotated with bold edges in the figure. 
Obviously, the biggest dependency sub-tree is 
the whole dependency tree of sentence. In this 
example, when the four-layer dependency sub-
tree is processed, the whole phrase trees are built. 
Usually, more than one phrase trees with the 
similar skeletons are generated. So we use a 
model to evaluate candidate results, and get out 
the one with the highest score as the final result.

Benefiting from the dependency structure, we 

can parse a sentence flexibly. Comparing with 
previous work on converting dependency 
structure to phrase structure (Collins et al., 
1999b; Xia and Palmer, 2001), we make use of 
Treebank knowledge more sufficient with the 
help of traditional parsing technology. The 
search space has been pruned tremendously. As 
we know, the traditional parsing approach often 
tries to search all the n*(n+1)/2  cells for input 
sentence which has n words, but our parsing 
framework search cells intelligently with the 
help of corresponding dependency structure. 
Let’s get a view of this through the sentence 
shown in Figure 2. From the whole parsing 
procedure shown in Figure 2, our framework 
just tries to fill 16 cells, which are cell[i,i] for 
each word, cell[3,4], cell[6,8], cell[9,10],
cell[5,8] and cell[0,10] hierarchically, but 
traditional parsing approach would try to fill all 
66 cells. So 75.76% searching space has been 
pruned.

4 Experiments and results 

In order to evaluate the effectiveness of our 
approach, we have done some experiments both 
for English parsing and Chinese parsing. 

4.1 Preparation

To make comparison with previous work fairly, 
our experiments are based on general Treebank 
according to standard settings. We choose Penn 
English Treebank for English parsing 
experiments and Penn Chinese Treebank for 
Chinese. Table 1 shows the standard settings we 
take.

PU NP NP NP PU

VP PUVP

IP

PUIPPU PUIP

IP

(b) Golden phrase tree

(c) Parsing result of PCFG model and CYK algorithm

PU NP NP NP PU

VP PUVP

IP

(d) Parsing result after pruning strategy added

NP

PU NP NP NP PU

VP PUVP

IP

(e) Parsing result of PCFG-LA model

(a) Golden dependency tree

/hold

/ceremony /today /in

/Shanghai/collaborate /project /signing

/America

/China /high

/technology

Figure 4. An example showing 
experimental results

English Chinese
Train Set Sections 2-21 Art. 1-270, 400-1151 
Dev Set Section 22 Articles 301-325 
Test Set Section 23 Articles 271-300 

Table 1. Experimental settings 

Because the two Treebanks are in type of 
phrase structure, we should get dependency 
structures corresponding with them. There are 
two ways to accomplish this work. First, use 
converting tools to get dependency trees directly 
through converting the original Treebanks, and 
the generated trees are always considered as 
golden trees during dependency parsing. Second, 
use a dependency parser with state-of-the-art 
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performance to parse all the sentences 
automatically. In this paper, we design two 
groups of experiments, as following: 
(1) Phrase parsing with the help of golden 

dependency trees. 
(2) Phrase parsing with the help of N-best 

dependency trees generated automatically. 

4.2 Phrase parsing with golden dependency 
trees

In order to verify how much dependency 
structure can help phrase parsing and get an 
upper bound of our approach, we do phrase 
parsing with the help of golden dependency 
trees in this subsection. 

Based on the parsing framework shown in 
Figure 3, we only use the basic PCFG in 
learning phase and our inference framework 
with basic CYK algorithm in inference phase. 
The parsing results are shown with the mark (1) 
in Table 2 for English and Table 3 for Chinese 
respectively. 

Having investigated the generated trees with 
golden trees, we find the consistency of 
dependency structure and phrase structure is 
broken by some trees. Let’s get a view of this 
through an example from Penn Chinese 
Treebank. In Figure 4(a), the dependency sub-
tree surrounded by circle tells us that there must 
be a phrase sub-tree which dominate the word 
sequence of

(the signing ceremony of 
collaborating in high technology between 
America and China), and the golden phrase tree 
shown in Figure 4(b) has a corresponding sub-
tree surrounded by circle indeed. However, the 
parsing tree generated by our approach shown in 
Figure 4(c) doesn’t conform. There are three 
sub-trees dominating the word sequence 
mutually, but they don’t construct a whole one. 
In our opinion, the contradiction derived from 
binarizing process of CYK 2 . The binary trees 
generated by our algorithm have consisted with 
the consistency originally, but after debinarizing 
process the consistency is broken. 

Trying to check our opinion, we add a 
pruning strategy to the original inference 

2 The premise of using CYK is that all the rules must have 
CNF form. So we usually bring some medial nodes to 
binarize rules gathered from Treebank. 

algorithm to prune all the medial nodes which 
may break the consistency during parsing 
procedure. With the help of pruning strategy, the 
performances of English and Chinese are all 
improved further. Corresponding figures are 
shown in Table 2 and Table 3 with the mark (2). 
The parsing result of above example is shown in 
Figure 4(d) and the error appearing in Figure 4(c) 
is corrected naturally after the pruning strategy 
added.

Comparing with previous work which have 
done much work in learning phase, our 
algorithm achieves such amazing results only 
using basic PCFG model. From this aspect, our 
inference framework is much more effective. 
However, there are still some errors our 
approach can’t deal with. For example, in Figure 
4(d) the sub-tree rooted at NP and dominating 
word sequence of  “ ” (hold 
in Shanghai today) is separated by two sub-trees. 
The reason is that the model (basic PCFG) we 
use in learning phase is too coarse to 
disambiguate sufficiently. So we don’t pin all 
hopes in inference phase. We also modify the 
model in learning phase. PCFG-LA is one of the 
most successful models in phrase parsing, so we 
choose PCFG-LA as the model in learning phase. 
After this modification, performance of our 
approach has been improved delightedly. F1 
score is 96.08% for English and 90.06% for 
Chinese. The line marked with (3) in Table 2 
and Table 3 shows more details. 

4.3 Phrase parsing with N-best dependency 
trees generated automatically 

The experimental results shown in subsection 
4.2 bring us confidence that do phrase parsing 
with the help of dependency structure is a highly 
effective approach. However, we don’t usually 
have golden dependency structures, and a more 
acceptable way is using a dependency parser to 
generate dependency trees automatically. In this 
subsection we explore feasibility and 
effectiveness of phrase parsing with the help of 
dependency trees generated automatically. As 
we all know, even state-of-the-art dependency 
parser cannot generate totally correct result. So in 
order to make our system more robust we use N-
best dependency structures to guide phrase 
parsing procedure. 
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length<=40 all sentences 
Precision Recall F1 Precision Recall F1 

(1) Using PCFG and CYK 90.28 88.41 89.34 90.11 88.32 89.21 
(2) Using pruning strategy 90.69 89.53 90.11 90.51 89.45 89.97 
(3) Using PCFG-LA 96.28 95.97 96.13 96.25 95.91 96.08

Table 2. Parsing performance (%) for English with the help of golden dependency tree.  

length<=40 all sentences 
Precision Recall F1 Precision Recall F1 

(1) Using PCFG and CYK 86.89 78.25 82.34 85.56 77.43 81.29 
(2) Using pruning strategy 87.65 82.33 84.91 86.39 81.45 83.85 
(3) Using PCFG-LA 91.51 91.26 91.38 90.43 90.79 90.61

Table 3. Parsing performance (%) for Chinese with the help of golden dependency tree.  

We choose MSTParser 3  which is the most 
famous dependency parser and modify it to 
generate N-best dependency trees. The oracle 
unlabeled accuracy of N-best dependency trees 
generated from 1-order model is shown in 
Table 4. To show the effectiveness of our 
approach, we choose Berkeleyparser 4  as the 
baseline parser, take the same configuration and 
combine it into our general parsing framework 
shown in Figure 3. 

The experiment of parsing with golden 
dependency structure gets an amazing 
performance. It brings us a new way to build 
PTB/PCTB style phrase structure corpus. 
Because dependency structure is much easier to 
get through hand annotating than phrase 
structure, we can build a dependency structure 
corpus first, and then get phrase structure 
corpus through our approach guided by the 
dependency structure corpus. 

The experiment of parsing with N-best 
dependency structures generated automatically 
uplifts the parsing performance to a new height. 
It brings us a more applied parsing tool for 
other NLP applications. 

Considering the number of dependency 
structures (N-best) will affect the final result, 
we make use of the development set shown in 
Table1 to turning parameters. We parse the 
development set many times with different 
number of dependency structures. The F1 
scores are shown in Figure 5 for English and 
Figure 6 5  for Chinese. From Figure 5 and 
Figure 6, we can find when we use 10-best 
dependency structures the performance is better. 
So we choose 10-best dependency trees for the 
test set. 

From the experiments in Section 4.2, we can 
find that even using the golden dependency 
structure we can’t get totally correct phrase 
structure. The reason is that although every 
dependency sub-tree has its corresponding 
phrase sub-tree, not every phrase sub-tree has 
its corresponding dependency sub-tree. So the 
remainder errors can’t be solved only by 
dependency structure and a better way is to 
modify the parsing model. 

The final performances of test set comparing 
with previous work are shown in Table 5 and 
Table 6. We can easily find that our approach 
has outperformed all the parsers which aren’t 
improved through reranking stage or semi-
supervised approach. Although there is still a 
margin between our parser and reranked parser 
or semi-supervised parser, we believe that the 
parsing performance can be improved further if 
we bring the reranking or semi-supervised 
approaches into our parsing framework.

5 Conclusion and Future work  

In this paper, we present a novel phrase parsing 
approach with the help of dependency structure. 
Based on the consistency between phrase 
structure and dependency structure, we propose 
a novel inference framework. Guided by the 
inference framework, inference algorithms 
parse sentences hierarchically with the help of 
dependency structures. Experimental results 
show that our approach can efficiently get 
better performance with both golden 
dependency structure and N-best dependency 

4.4 Discussion 

3 http://www.ryanmcd.com/MSTParser/MSTParser.html 
4 http://code.google.com/p/berkeleyparser/ 
5 F1 score at n=0 is the result of Berkeley parser running 
on my machine 
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Figure 6. F1 scores (%) of Dev Set for Chinese 
with the help of N-best dependency trees Figure 5. F1 scores (%) of Dev Set for English with the 

help of N-best dependency trees 

structures generated automatically. 
However, there are still some problems 

remaining to further study. First, in our 
approach we just use the unlabeled dependency 
trees. The relationship labels carry some useful 
information too, and we can make use of them 
to further improve phrase parsing. Second, 
phrase structure can also help the process of 
dependency parsing (McDonald et al., 2006), so 

we can combine phrase parsing process and 
dependency parsing process together and make 
them help each other. 

English Chinese
len<=40 all len<=40 all

5-best 90.62 90.49 87.92 84.93
10-best 91.6 91.48 89.05 85.9
20-best 92.36 92.21 89.86 86.79
30-best 92.74 92.6 90.3 87.28
40-best 92.96 92.83 90.62 87.63
50-best 93.08 92.95 90.79 87.87

Table 4. Oracle unlabeled accuracy (%) of N-best 
dependency structures generated from MSTParser 
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Abstract

The overwhelming amounts of multi-
media contents have triggered the need 
for automatically detecting the semantic 
concepts within the media contents. 
With the development of photo sharing 
websites such as Flickr, we are able to
obtain millions of images with user-
supplied tags. However, user tags tend 
to be noisy, ambiguous and incomplete.
In order to improve the quality of tags
to annotate web images, we propose an 
approach to build Semantic Fields for
annotating the web images. The main 
idea is that the images are more likely to 
be relevant to a given concept, if several 
tags to the image belong to the same 
Semantic Field as the target concept. 
Semantic Fields are determined by a set 
of highly semantically associated terms 
with high tag co-occurrences in the im-
age corpus and in different corpora and 
lexica such as WordNet and Wikipedia.
We conduct experiments on the NUS-
WIDE web image corpus and demon-
strate superior performance on image 
annotation as compared to the state-of-
the-art approaches.

1 Introduction

The advancement in computer processor, sto-
rage and the growing availability of low-cost 
multimedia recording devices has led to an ex-
plosive growth of multimedia data. In order to 
effectively utilize such a huge amount of mul-
timedia contents, we need provide tools to faci-

litate their management and retrieval. One of 
the most important tools is the automatic media
concept detectors, which aim to assign high-
level semantic concepts such as “bear” to the 
multimedia data. More formally, the concept 
detection for an web image is defined as: given 

a set of predefined concepts C : [C1, C2 ...Cn], 
we assign a semantic concept Ci to the image if 
it appears visually in the image. Traditionally, 
such concept detectors are built by the classifier 
approaches. The performance of such detectors 
depends highly on the quality of training data. 
However, preparing a set of high quality train-
ing data usually needs a large amount of human 
labors. On the other hand, the social web is 
changing the way people create and use infor-
mation. For example, users started to develop 
novel strategies to annotate the massive amount 
of multimedia information from the web. In 
image annotation, Kennedy et al. (2006) ex-
plored the trade-offs in acquiring training data 
by automated web image search as opposed to 
manual human labeling. Although the perfor-
mance of systems with training data obtained 
by manual human labeling is still better than 
those whose training data is acquired by auto-
mated web search, the latter approaches have
attracted many researchers’ interest due to their 
potential in reducing human label efforts. How-
ever, the tags in the web images are known to 
be ambiguous and overly personalized (Matu-
siak 2006). 

Figure 1 gives four examples to illustrate the
relationships between the visual concept “bear”
and the annotation tag “bear”. Generally speak-
ing, there are four types of relationships: 
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• The relevant tag: The user-tag “bear”
properly reflects the content of an image, 
as shown in Figure 1(a). While “bear” has 
multiple senses, the visual concept corres-
ponds directly to the most common sense 
of “bear”.

• The ambiguous tag: The user-tag “bear” is 
ambiguously related to the visual content, 
as shown in Figure 1(b). In this example, 
the visual content is related to another 
sense of “bear”: “a surly, uncouth, burly, 
or shambling person” (Merriam-Webster 
dictionary, 2010).

• The noisy tag: The user-tag “bear” is a 
noisy tag, as shown in Figure 1(c). In this 
example, the visual content is irrelevant to 
the concept “bear”.

• The incomplete tag: The user-tag “bear”
doesn’t occur in the tag list of Figure 1(d). 
However, many human annotators believe 
that the visual concept “bear” exist in the 
Figure 1(d). Also, in Wikipeida, a panda is 
defined as a kind of a bear. 

(a) relevant                                (b)  ambiguous

(c)  noisy                                      (d)  Incomplete 

Figure 1: The relationship between the tags and 
the visual concept “bear” in NUS-Wide corpus.

In this paper, we aim to assign relevant tags
to images in order to reduce the effects of am-
biguous, noisy and incomplete tags. To distin-
guish relevant tags from other sense of tags, a 
common practice is to perform word sense dis-
ambiguation (WSD) to predict the right sense of 
a tag. Nevertheless, performing a WSD on a 
noisy and sparse set of tags, where the order 
and position of tags do not matter, is by no 
means easy. Most existing works on WSD, such 
as Navigli (2009) are based on clean data and 
word neighborhood statistics. They cannot be 
directly applied to address this problem. Al-

though there are some works such as Wang et al. 
(2003) on capturing the semantics of noisy data, 
the problem of ambiguous words has not been 
considered. In addition, some semantic models 
such as PLSA (Hofmann 1999), LDA (David et 
al. 2003) have been proposed to capture the se-
mantics. However, one challenge of employing 
such models is that there are many noisy tags in 
the web image domain. The reason for noisy 
tags is that the purpose of tagging is not only 
for content description, but also for other fac-
tors such as getting attention and so on (Ame 
and Naaman, 2007, Bischoff et al. 2008).

Given a web image with a tag list, we pro-
pose an approach to predict the “Semantic 
Field” of the image. Semantic Field (Jurafsky 
and Martin 2000) is designed to capture a more 
integrated relationship among the entire sets of 
tags. In our work, we consider four different 
cases of examples, as shown in Figure 1. In 1(a), 
the concept “bear” will be assigned to the image 
with relatively high probability, because “zoo”,
“bear”, and “polar” provide clues that “bear” is 
the major focus of the image. In 1(b), the con-
cept “bear” could possibly be disambiguated as
not related to “animal”, the most common sense 
of “bear”, by investigating other tags such as 
“men”,”guys”. In 1(c), the image will not be 
labeled as “bear”, since the surrounding tags 
such as “dogs”, ”pups” do not support the exis-
tence of “bear” in the image. In 1(d), although
the concept “bear” is missing, the image will be 
still labeled as “bear” since the surrounding tags 
such as “pandas”, “animals”, and “zoos” jointly 
suggest that “bear” appears in the image. The 
significance of user tags towards a target con-
cept can be modeled from three different 
sources: the statistics from the web image cor-
pus, Wordnet and Wikipedia. In summary, in-
stead of directly matching the keywords and 
tags, we consider tags of an image collectively 
to predict the underlying semantic field. Ideally, 
the semantic field can highlight the major visual 
concepts in images so that we can assign the 
correct semantic labels to the images.  

In the rest of this paper, we discuss related 
work in Section 2, while Section 3 reports the 
building of Semantic Fields and its application
to web image ranking. Section 4 discusses the 
experimental setup and results. Finally, Section 
5 contains our concluding remarks.

zoo, bear,
polar,
December,
Vienna

men, bear,
hot, cubs,
bears, fur,
cub, hairy,
guys, fuzzy,
bare

bear, dogs,
pups, pup-
pies, cud-
dle, daisy

animals,
pandas,
zoos
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2 Related Work

In this section, we report the works on Semantic 
Field theory, text analysis in multimedia and 
the existing systems for a web image corpus.

2.1 Semantic Fields

Semantic Fields have been hotly debated in lin-
guistics community (Grandy 1992, Garret 
1992). Compared to lexical analysis, it consid-
ers the entire sets of words instead of a single 
word. The FrameNet project (Baker et al. 1998) 
is an attempt to realize the Semantic Field.
However, the problem with FrameNet project is 
that it needs extensive human efforts to define 
the thematic roles for each domain and each 
frame, and hence it is domain specific.

2.2 Text Analysis in Multimedia 

In multimedia, one of the important tasks is 
concept detection, which attempts to find the 
visual appearance of a concept such as “bear” in 
an image. However, due to the large variations 
in the low level visual feature space such as 
color, texture etc, in many cases, researchers are 
hardly able to capture the concept by visual in-
formation alone. Some researchers attempted to 
employ natural language analysis to detect the 
visual concept. Rowe (1994) explored the syn-
tax of images’ captions to infer the visual con-
cepts present in images. For example, he found 
that the primary subject noun phrase usually 
denotes the most significant information in the 
media datum or its “focus”. He assumed that 
both visual and text features will describe the 
same focus of the content. Wang et al. (2008) 
employed the similar idea to infer visual con-
cepts in news video. They first aligned text in-
formation with visual information, and then 
captured the text focus to infer the visual con-
cept. These works suggest that we can transfer 
the problem of visual concept detection to that 
of finding a text focus. 

In addition, researchers proposed statistical 
models to combine text and visual features, 
such as the translation model (Duygulu et al. 
2002, Jin et al. 2005), cross media relevance 
model (Jeon et al. 2003) and continuous relev-
ance model (Lavrenko and Jeon, 2003). How-
ever, no matter what models we used, the anno-
tation accuracy is still quite low, partially be-
cause of the existence of noise in tags. Jin et al. 

(2005) provided a solution to tackle such a noi-
sy tag problem. They first investigated various 
semantic similarity measures between each
keyword pairs in the tag list based on Wordnet. 
They then regarded non-correlated keywords as 
noises and discarded them. In this paper, there 
are three major differences between our work 
and the above work. First, because tags from 
Internet are not always included in Wordnet, we 
employ multi-resources of information to ana-
lyze the semantics. Second, we extend the anal-
ysis of the word pair relationship to the Seman-
tic Field analysis. Third, since it is not easy to 
identify the noise in the tag list directly, we on-
ly analyze the tags which are highly relevant to 
the concept with a specific sense.  

2.3 The State of the Art Systems

NUS-WIDE (Chua et al. 2009) is a large scale 
Web image corpus. It provides not only social 
tags from the web, but also the “gold” labels (or 
ground truth) for 81 concepts from large human 
labeling efforts. As far as we know, there are 
two reported systems that used the whole NUS-
WIDE corpus to test their proposed methods. In 
Chua et al. (2009), the 81 concepts are detected 
by k nearest neighbor using the visual features 
of: color moments, color auto-correlogram, col-
or histogram, edge direction histogram, wavelet 
texture, and a bag of visual words. The mean 
average precision (MAP) for the 81 concepts 
reaches 0.1569. Gao et al. (2009) extended the 
k-NN approach to use both text tags and visual 
information. For the tag information, they made 
use of the co-occurrence information to com-
pute the probability of an image belonging to a 
contain concept. They used the same visual fea-
tures as in (Chua et al. 2009). In their work, the 
taxonomy in WordNet is exploited to identify 
whether a target concept is generic or specific. 
The co-occurrence tag analysis is employed for 
generic concepts, while visual analysis is used 
for specific concepts. The MAP for this ap-
proach reaches 0.2887. 

3 Building Semantic Fields for Annotat-
ing Web Images

In this paper, we attempt to capture text seman-
tics collectively from the tag list of images to 
annotate their visual contents. Semantic Fields 
consist of a selected subset of the tag list and 
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the choice of these tags is based on their relev-
ance to the contents of the targeted image with 
a specific sense. There are three characteristics
in our Semantic Field model. First, the Seman-
tic Field is built by only a subset of tag list. For 
example, the Semantic Field in Figure 1(a) is 
{zoo, bear, polar}. It could partially reduce the 
effect of the noise. Second, because inferring 
the visual concept of an image is more reliable 
by joint analysis of tags in the Semantic Field,
rather than investigating one tag at a time in the 
whole tag list, we analyze the whole Semantic 
Field as a unit. By utilizing the context informa-
tion in Semantic Field, the problems of ambi-
guous, noisy and incomplete tags are partially
tackled. Third, we perform normalization to 
estimate the importance of Semantic Field,
which is discussed in Section 3.1. If the value is 
large, it suggests that most of the tags in the 
image support the Semantic Field; that is, the 
probability that the target concept is the focus 
of the image is high, and vice versa. Such a de-
sign aims to minimize the effects of noisy and 
ambiguous tags.

3.1 A Probabilistic Model 

We denote xC as a target concept that appears 
in the content of an image. We want to deter-
mine the set of tags that are related to xC from 
the user-supplied tags by building a Semantic 
Field iSF for each image. The probability of 
the appearance of concept )|( ix SFCP can be 
computed as:

)(
)()|(

)|(
i

xxi
ix SFP

CPCSFP
SFCP

�
� (1)

For the purpose of collecting and annotating
images and simplifying the model, we did not
consider the prior knowledge for each image. 
Thus, the prior probability P(Cx) can be viewed 
as a constant with respect to a concept Cx. In 
addition, the range of the normalization factor 
P(SFi) is expected to be small, which will not 
affect the annotation of web images. This as-
sumption is reasonable due to the fact that there 
are a large number of different tags, and these 
tags can be combined to form any Semantic 
Field in an arbitrary manner. The number of 
combinations is exponential to the number of 
possible tags available. This is also evident by 
the observation that most tag lists associated 

with the images are unique. In other words, two 
images with the same Semantic Field are sel-
dom found in reality. With these in mind, Equa-
tion (1) can be approximated and simplified to:

)|()|( xiix CSFPSFCP � (2)
Given a Semantic Field iSF , it may include n 

related tags nTTTT ,...,,, 321 . Thus Equation (2) is 
expanded to:

)|,...,()|( 21 xnxi CTTTPCSFP � (3)
Two obvious approaches to compute Equa-

tion (3) are using the product of the individual 
terms or chain rule decomposition. However, 
we consider the individual terms to be inter-
dependent and the chain rule decomposition is
not easy to compute. To simplify the model, we
employ the normalized linear fusion to expand 
Equation (3) as follows:

TN

)|(
)|,...,P(T 1

21

�
��

n

i
xi

xn

CTP
CTT (4)

The normalization factor is the total number 
(TN) of tags in the image tag list.

3.2 Using Multiple External Sources

To estimate the probability of a tag Ti given a 
target concept Cx, i.e., P(Ti|Cx), we consider 
both the domain knowledge and general know-
ledge acquired from Internet. For the former,
we utilize the co-occurrence statistics of tags in
images which can be computed offline from 
any web image corpus. For the latter, we em-
ploy WordNet and Wikipedia for inferring the 
relatedness between tags and a target concept. 
Combining different knowledge sources, the 
probability is estimated as:

)|()|()|()|( ___ xcoixwikiixwdixi CTPCTPCTPCTP ��� (5)
where Ti_wd, Ti_wiki, Ti_co represent the tag occur-
rences in WordNet, Wikipedia and co-
occurrence statistics, respectively.

To compute Equation (5), we query different 
information sources using the target concept Cx.
In WordNet, because the sense of the concept 
usually refers to the most common sense in our 
corpus, we choose the most common sense 
(noun) as the target. Using Figure 2 as an ex-
ample, the concept "bear" is defined in Word-
Net as “massive plantigrade carnivorous or om-
nivorous mammals with long shaggy coats and 
strong claws”. In Wikipedia, with Figure 3 as 
an example, the related page is downloaded to 
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describe the concept "bear". For the co-
occurrence statistics of the tag lists, we estimate 
their values from co-occurrence information 
from the image corpus. With the above know-
ledge, we compute the conditional probability 
of a tag being related to Cx as:

)(#
),(#

)|(
x

xj
xj C

CT
CTP � (6)

where j = {wd, wiki, co}, #(Tj, Cx) indicates the
number of times the tag and the concept co-
occur in an information source, and #(Cx) de-
notes the number of times the concept Cx appear 
in the information source. In addition, we em-
ploy an add-one smoothing approach [Jurafsky 
and Martin 2000] to further process the results. 

Figure 2: The information in WordNet

Figure 3: The information in Wikipedia.

Given a concept with a special sense, for all 
the tags in the corpus, we can obtain the condi-
tional probabilities of each tag Ti based on Equ-
ation (5). We rank the tags according to 

)C|P(T xi . To reduce computations, we select
the top N (N=200) tags as the highly related
tags to a given concept and place them in a dic-
tionary.

3.3 Building Semantic Field for Image An-
notation

We now build the Semantic Fields to rank the 
images with respect to concept Cx. The detailed
algorithm is shown in Figure 4. 

Input: 
1) Given a target concept, we rank all the tags 

in the corpus based on Equation (5).
2) Given a web image, we have a list of anno-

tation tags ( 121 ,..., nlll ).
Step 1: Generate a dictionary (D) based on top 

N tags
Step 2: For (i=1; i<n1; i++)

If ( Dli � ) then put il into the Semantic 
Field for the image.

Step 3: Annotate the images and compute the 
probability of the occurrence of the 
concept via Equation (4)

Figure 4: The algorithm for building the Se-
mantic Fields and annotating the im-
ages. 

The algorithm comprises three steps:

1. bear 2. bears 3. polar 4. species
5. panda 6. cubs 7. giant 8. grizzly
9.teddy 10. pandas … …
Table 1: The top 10 tags for concept “bear” in

most common sense.

First, given a target concept with a specific 
sense, we generate a dictionary based on the top 
N candidate tags as discussed in Section 3.2.
Table 1 shows the top 10 tags in the dictionary 
for the concept “bear” with the most common 
sense. As we want to distinguish single and 
plural noun for different visual concepts, we do
not employ the stemming algorithm. Although 
the results are not ideal, we find that many 
highly related words are included in the dictio-
nary.

Second, we infer the annotation tags of the 
image from the dictionary and use that to build 
the Semantic Fields. Figure 1 demonstrates the 
resulting of Semantic Fields for images in Ta-
ble 2. 

Third, we assign the tags to images based on 
their Semantic Fields. Because most of the tags 
in Figure 1(a) and 1(d) are highly relevant to 
“bear” with the most common sense, we assign 
the semantics to these two images with high 
probabilities. Thus, the problem of incomplete
tags is tackled in this case. On the other hand, 
since most of the tags in Figure 1(b) and 1(c) 
fail to support the concept “bear” with the most 
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common sense (the Semantic Field obtains less 
than 20% of tags’ support), we only assign the 
semantics with very low probabilities. Thus, 
the ambiguous and noisy problem can be par-
tially tackled. 

Semantic Field for 
Figure 1 (a)

{zoo, bear, polar}

Semantic Field for 
Figure 1 (b)

{bear, bears}

Semantic Field for 
Figure 1 (c)

{bear}

Semantic Field for 
Figure 1 (d)

{animals, pandas, zoos}

Table 2: Semantic Fields of images in Figure 1.

4 Experiments

In this section, we first introduce the test-bed 
and measurement of the experiments. We then 
report the results and compare them with the 
state-of-the-art systems tested on NUS-WIDE 
corpus. 

The NUS-Wide corpus (Chua et al. 2009) in-
cludes 269,648 images with 5,018 user-
provided tags, and the ground-truth for 81 con-
cepts for the entire database. These concepts are 
grouped into six different categories: graph, 
program, scene /location, event/activities, 
people and object. The choice of concepts is 
based on the generality and popularity in Flickr, 
the distributions in different categories and the 
common interests of the multimedia community. 
This corpus includes two parts. The first part 
contains 161,789 images to be used for training 
and the second part contains 107,859 images is 
used for testing.

The performance of the system is measured 
using the mean average precision (MAP) based 
on all the test images for all the 81 concepts. 
This is the same as the evaluation used in 
TRECVID. The MAP combines precision and 
recall into one performance value. Let 

},...,,{ 21 k
k iiip � be a ranked version of the 

resulting set A. At any given rank k, let kpR �
be the number of relevant images in the top k of 
p, where |R| is the total number of relevant im-
ages. Then MAP for the 81 concepts Ci is de-
fined as: 

)](
||

1[
81
1

1

81

1
k

A

k

k

C
i

k
pR

R
MAP

i

���
��

�
� (6)

where the indictor function 1)( �ki� if Rik � and 
0 otherwise.

4.1 Comparison with the State-of-the-Art 
Systems 

We compare our approach against the re-
ported systems on NUS-WIDE corpus. 

MAP

A visual based k-
NN system

A visual and tag
information based

k-NN system

Our approach

Figure 5: The comparison with the state-of-
the-art system

In our approach, we employ the Semantic 
Field to annotate the images, which requires 
neither training data nor visual analysis, and is 
running directly on the test data. In contrast to 
the two previous approaches in Section 2.3, the 
input to Semantic Field is simply the tag list of 
an image. Figure 5 shows the performance 
comparisons among the three tested approaches. 
As compared to (Chua et al. 2009) and (Gao et 
al. 2009), which exhibit the best performance 
on NUS-WIDE so far, Semantic Field achieves 
a MAP of 0.4198 which shows a 45.4% im-
provement.

The reason for the superior performance of 
our approach is that there is insufficient training
data, which means that most learning-based 
systems could not perform well. As seen in 
Figure 6(a), 44% of concepts have less than 
1,000 positive training data. This is insufficient 
for training the classifiers for the visual con-
cepts. Take the visual concept “flag” as the ex-
ample. Considering that there are at least 200 
national flags from different countries and re-
gions, not to mention other types of flags such 
as holiday flag, there are large variations in
concept "flag" as shown in Figure 6(b). Hence 
it is difficult to train a classifier with visual 
analysis by having only 214 positive training 
samples. This suggests that there may be a large 
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gap between the training and test data. On the 
other hand, because web images include not 
only visual features but also text information,
we could employ text analysis to infer the visu-
al concept. The advantages of our Semantic 
Field approach are that we could analyze mul-
tiple information sources to reduce the text var-
iations and the performance of our approach is 
independent of the training data and visual fea-
tures. With the increasing size of the corpus, the 
problems of few positive training data and large 
visual diversity between training and test data 
will be exacerbated. This is the reason why our 
approach is more robust than those based on 
visual analysis and traditional learning-based 
approaches.

(a) The distribution of positive training data in  
NUS-Wide corpus.

(b) Different color and different shapes for the con-
cept “flag” in NUS-Wide corpus.

Figure 6: Various visual patterns need a lot of 
training data

4.2 The Noisy, Ambiguous and Incomplete
Tag Problems

We design the second experiment to evaluate
the ability of our algorithm to tackle the noisy
and ambiguous and incomplete tag problem in 
user-supplied tags. The baseline system is a
keyword (tag) matching algorithm. That is, if 
the image contains the keyword in the tag list, 
the algorithm will regard it as relevant to the 

concept; otherwise, it is irrelevant. The results 
are shown in Figure 7.

We found that our approach achieves a rela-
tive improvement of 38% as compared to the 
keyword matching approach. This is because 
the Semantic Field approach selects and analyz-
es a group of tags as a whole, which provides 
essential context information and reduces the 
effects of noisy, ambiguous and incomplete tags. 

Figure 7: Comparison with keyword matching
approach

For completeness, we also evaluate the sys-
tem using the Equations (7) and (8) according 
to the top k images (k=1000, 2000, 3000, 4000, 
5000). 

N
A
p

tagP

N

i i

i�
�� 1 )(#

)(#

)( (7)

1

#( )
#( )( )

N
i

i i

p
TR tag

N
��
�

                     (8)

We use pi to represent the number of images 
with the target concept and Ai to represent the 
number of retrieved images for tag i. N denotes
the number of different detected concepts (tags) 
in the ground truth set. In this corpus, the value 
of the N is 81. iT is the number of the ground 
truth for a certain target concept.

Figure 8: Comparison in precision on top-k im-
age ranking. The x-axis indicates the value of k,

while the y-axis shows the P(tag).
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Figure 9: Comparison in recall on top-k image 
ranking. The x-axis indicates the value of k,

while the y-axis shows the R(tag).

Figures 8 and 9 report the performance in 
precision and recall respectively. From the re-
sults, we find that our approach is better than 
that of the baseline system in both precision and 
recall. This is because on one hand the Seman-
tic Field tackles the ambiguous and noisy tag 
problems so that we could improve the preci-
sion. On the other hand, the Semantic Field 
analysis includes many highly related tags, 
which tackle the incomplete tags problem so 
that it could improve the performance in recall. 

4.3 Importance of Multi-source Informa-
tion

Semantic Fields combine three information 
sources: WordNet, Wikipedia and the tag’s co-
occurrence information in the NUS-Wide cor-
pus. We design the third experiment to evaluate
the contribution of each information source.
The results are shown in Figure 10.

Figure 10: The comparison between using 
single information source and fusion of 

multiple information sources.

From Figure 10, we find that the 
performance of using WordNet alone obtains
the worst result. This is because the number of 
tags carries the most common sense is limited 
and there are some noisy words in the 
description. For example, in Figure 2, the 
occurrence of the word “long” does not imply 
the occurrence of the concept “bear”. Due to the 

lack of further information, using WordNet 
alone can hardly remove the noisy tag "long".
The test result shows that such noisy 
information significantly degrade the 
performance of the system. This suggests the 
importance of incorperating other sources of 
informaiton to provide more complete 
information for the analysis.

We can also observe that using Wikipedia or 
tag co-occurrence shows comparatively better 
performance. This is because both information 
sources include abundance information for 
analysis. Thus, compared to the keyword-based
approach, the performance of the systems 
shows around 17% improvement. Finally, 
fusing the three information sources results in 
the best MAP performance. This is because 
information from different sources 
complements each other and helps in reducing 
the effects of the noisy, ambiguous and 
incomplete tags. 

5 Conclusion

In this paper, we proposed the use of Semantic 
Field to annotate web images. It could reduce 
the influences of noisy, ambiguous and incom-
plete tags so that the quality of the tags assigned 
to the web image can be improved. Our expe-
riments showed that our approach is more ro-
bust and could achieve 38% improvement in 
MAP as compared to the learning-based and 
visual analysis approaches when there is suffi-
cient text information. Also the fusion of mul-
tiple information sources could further boost 
the performance of the system.

The work is only the beginning. Future 
works include the followings. First, as multi-
media data includes multiple modality features, 
how to fuse them to improve the performance 
of the system is an important problem. Second, 
current version of our algorithm only could 
identify one sense of the concept. How to dis-
tinguish among different senses of the concept 
is also an urgent task. Third, we will explore 
more semantic relations from Wordnet, Wiki-
pedia and so on. 

References 
M. Ames and M. Naaman (2007), “Why We Tag: 

Motivations for Annotation in Mobile and online 
Media”. In Proceedings of the SIGCHI confe-

1308



rence on Human factors in computing systems, pp.
971 – 980.

C. F. Baker and C. J. Fillmore and J. B. Lowe (1998) 
“The Berkeley FrameNet Project”, Proceedings of 
the 36th Annual Meeting of the Association for 
Computational Linguistics pp. 86-90.

K. Bischoff, C. S. Firan, W. Nejdl, R. Paiu (2008), 
“Can All Tags be Used for Search”, In Proceed-
ings of the 17th ACM conference on Information 
and knowledge management, pp. 193-202.

T. S. Chua, J. H. Tang, R. C. Hong, H. J. Li, Z. P.
Luo, and Y. T. Zheng (2009), "NUS-WIDE: A 
Real-World Web Image Database from National 
University of Singapore", ACM International 
Conference on Image and Video Retrieval.

B. M. David, A. Y. Ng and M. I. Jordan (2003), “La-
tent Dirichlet Allocation”, Journal of Machine 
Learning Research 3: 993-1022.

P. Duygulu and K. Barnard (2002), “Object recogni-
tion as machine translation: learning a lexicon for 
a fixed image vocabulary”, In Proceedings of the 
7th European Conference on Computer Vision, 4: 
97-112. 

W. A. Gale and K. Church and D. Yarowsky (1992), 
“A method for disambiguating word sense in a 
corpus”. Computers and the Humanities. 26 pp. 
415-439.

S. H. Gao, L. T. Chia and X. G. Cheng, (2009) “Un-
derstanding Tag-Cloud and Visual Features for 
Better Annotation of Concepts in NUS-Wide Da-
taBase” , In Proceedings of WSMC 2009. 

M. F. Garrett (1992), “Lexical Retrieval Processes: 
Semantic Filed Effects”, in Lehrer and Kittay Eds. 
Frames, Fields and Contrasts: New Essays in Se-
mantic and Lexical Organization. pp. 377-396 
Hillsdale: Lawrence Erlbaum. 

R. E. Grandy (1992), “Semantic Fields, Prototypes, 
and the Lexicon”, in Lehrer and Kittay Eds. 
Frames, Fields and Contrasts: New Essays in Se-
mantic and Lexical Organization. pp. 103-122 
Hillsdale: Lawrence Erlbaum. 

T. Hofmann (1999), “Probabilitic Latent Semantic 
Indexing”, In Proceedings of the 22rd Annual In-
ternational SIGIR Conference on Research and 
Development in Information Retrieval. 

J. Jeon, V. Lavrenko, and R. Manmatha (2003), 
“Automatic Image annotation and retrieval using 
cross-media relevance modes”, In Proceedings of 
the 26th Annual International ACM SIGIR Confe-
rence on Research and Development in Informa-
tion Retrieval, pp. 119-126.  

Y. Jin, L. Khan, L. Wang and M. Awad (2005), 
“ Image Annnotations by Combining multiple 
Evidence & WordNet”, In Proceedings of the 
ACM Multimedia Conference, pp. 706-715.

D. Jurafsky and J. H. Martin (2000), “Speech and 
language processing”, published by Prentice-Hall 
Inc.

L. S. Kennedy, S. F. Chang and I. V. Kozintsev
(2006), “To search or To Label”, In Proceedings 
of MIR 2006, pp. 249-258.

R. M. V. Lavrenko and J. Jeon (2003), “ A model 
for learning the semantic of pictures”, In Proceed-
ings of the 17th Annual Conference on Neural In-
formation Processing Systems. 

C. Manning and H. Schutze (1999). “Foundations of 
Statistical Natural Language Processing”. MIT 
Press, Cambridge, MA.

K. Matusiak (2006), “Towards user-centered index-
ing in digitial image collections”, OCLC systems
and Services, 22(4): pp. 283-298.

R. Navigli (2009), “Word Sense Disambiguation: A 
Survey”, ACM Computing Surveys, Vol. 41, No. 
2. Article 10.

N. C. Rowe (1994) “Inferring depictions in natural 
language captions for efficient access to picture
data”, Information Process & Management Vol.
30 No 3. pp. 379-388.

G. Wang, T. S. Chua and Y. C. Wang (2003), “Ex-
tracting Key Semantic Terms from Chinese 
Speech Query for Web Searches”. In proceeding 
of 41st Annual Meeting of the Association for 
Computational Linguistics pp. 248-255.

G. Wang, T. S. Chua, M. Zhao (2008), "Exploring 
Knowledge of Sub-domain in a Multi-resolution 
Bootstrapping Framework for Concept Detection 
in News Video", In Proceeding of the 16th ACM 
international Conference on Multimedia. pp. 249-
258.

Merriam Webster Online dictionary (2010), Availa-
ble at http://www.merriam-webster.com/

1309



Coling 2010: Poster Volume, pages 1310–1317,
Beijing, August 2010

Automatic Extraction of Cue Phrases for
Cross-Corpus Dialogue Act Classification

Nick Webb and Michael Ferguson
ILS Institute, SUNY Albany

nwebb@albany.edu, ferguson@cs.albany.edu

Abstract

In this paper, we present an investiga-
tion into the use of cue phrases as a ba-
sis for dialogue act classification. We de-
fine what we mean by cue phrases, and de-
scribe how we extract them from a manu-
ally labelled corpus of dialogue. We de-
scribe one method of evaluating the use-
fulness of such cue phrases, by applying
them directly as a classifier to unseen ut-
terances. Once we have extracted cue
phrases from one corpus, we determine
if these phrases are general in nature, by
applying them directly as a classification
mechanism to a different corpus to that
from which they were extracted. Finally,
we experiment with increasingly restric-
tive methods for selecting cue phrases,
and demonstrate that there are a small
number of core cue phrases that are use-
ful for dialogue act classification.

1 Motivation

In this paper we present a recent investigation into
the role of linguistic cues in dialogue act (DA)
classification. Dialogue acts (Bunt, 1994) are an-
notations over segments of dialogue that charac-
terise the function of those segments. Linguistic
cues, which can take many forms including lexi-
cal and syntactic structures, are features that can
serve as useful indicators of discourse structure
(Hirschberg and Litman, 1993; Grosz and Sidner,
1986). In prior work, several researchers have
shown that cue phrases can be a powerful fea-
ture for DA classification (Samuel et al., 1999;
Webb et al., 2005a). Webb and Liu (2008) have
previously shown that cue phrases automatically
extracted from one corpus can be used to clas-
sify utterances from a new corpus. We take this

approach and apply it to two established corpora
with manually encoded dialogue act annotations,
to investigate both the existence and the useful-
ness of cue phrases shared between the two cor-
pora.

2 Related Work

In parallel with the increased availability of man-
ually annotated dialogue corpora there has been
a proliferation of literature detailing dialogue act
labelling as a classification task. Prior work de-
scribes the selection of features from the corpus
(including word n-grams, cue phrases, syntactic
structures, dialogue history and prosodic cues)
which are then passed to some machine learn-
ing algorithm. Most studies have concentrated on
a single corpus, and optimised feature selection
and learning algorithm accordingly. In this work
we focus on two corpora, Switchboard and ICSI-
MRDA, and discuss prior classification efforts re-
lating to these two corpora.

2.1 Switchboard Corpus
The Switchboard corpus contains a large number
of approximately 5-minute conversations between
two people who are unknown to each other, who
were asked to converse about a range of every-
day topics with little or no constraint. The DA an-
notated portion of the Switchboard corpus (Juraf-
sky et al., 1997) consists of 1155 annotated con-
versations, containing some 225,000 utterances,
of which we use 200,000 utterances, the rest be-
ing held out for separate experiments. The dia-
logues are annotated with a non-hierarchical vari-
ant of the DAMSL annotation scheme (Core et al.,
1999). The resulting Switchboard-DAMSL an-
notation was a set of more than 220 distinct la-
bels. To obtain enough data per class for statis-
tical modelling purposes, a clustered tag set was
devised, which distinguishes 42 mutually exclu-
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sive DA types. Classification over the Switch-
board corpus has been demonstrated using Deci-
sion Trees (Verbree et al., 2006), Memory-Based
Learning (Rotaru, 2002) and Hidden Markov
Models (HMM) (Stolcke et al., 2000). The work
of Stolcke et al. (2000) is often cited as the best
performing, achieving a classification accuracy of
71% over the 42 labels, although there is no cross-
validation of these results. The approach of Stol-
cke et al. (2000) combines HMM modelling of ut-
terances with a tri-gram model of DA sequences.
Webb et al. (2005a) report a slightly lower cross-
validated score (of 69%) containing an individ-
ual classification high of 72%, using an intra-
utterance, cue-based classification model.

2.2 ICSI-MRDA Corpus

Like the Switchboard corpus, the ICSI Meeting
Room DA (MRDA) corpus (Shriberg et al., 2004)
was annotated using a variant of the DAMSL tag-
set, similar but not identical to the Switchboard-
DAMSL annotation. The differences (and a
translation between the two sets) can be seen in
Shriberg et al. (2004). The underlying domain
of the dialogues in the ICSI-MRDA corpus was
that of multi-party meetings, with multiple partic-
ipants discussing an agenda of items in a struc-
tured meeting. This application required the in-
troduction of new tags specifically for this sce-
nario, such as a label introduced to indicate when
an utterance was used to take control of the meet-
ing. The ICSI-MRDA corpus comprises 75 nat-
urally occurring meetings, each around an hour
in length. The section of the corpus we use con-
sists of around 105,000 utterances. For each utter-
ance in the corpus, one general tag was assigned,
with zero or more additional specific tags. Ex-
cluding non-labelled cases, there are 11 general
tags and 39 specific tags resulting in 1,260 unique
dialogue acts used in the annotation. As with the
Switchboard corpus, processing steps were intro-
duced that compressed the number of unique DAs
to 55. In later work, the dimensionality was fur-
ther reduced, resulting in a subset of just 5 labels.

Over the ICSI-MRDA corpus, we also see DA
classification efforts using Decision Trees (Ver-
bree et al., 2006) and Memory-Based Learning
(Lendvai and Geertzen, 2007), in addition to

Graph Models (Ji and Bilmes, 2006) and Maxi-
mum Entropy (Ang et al., 2005). Comparatively
few approaches have been applied to the 55-label
annotated corpus, with most choosing to focus on
the 5-label clustering, presumably for the result-
ing increase in score. When Ji and Bilmes (2005)
apply a Graph Model to the 55 category corpus,
they achieve a classification accuracy of 66%.
However, when they apply the exact same method
to the 5-label corpus (Ji and Bilmes, 2006), clas-
sification accuracy is boosted to 81%. The best
reported classification score on the the 5-label ver-
sion of the corpus is reported by Verbree et al.
(2006), who achieve 89% classification accuracy
by modelling the words of the utterance, the DA
history and some orthographic information (such
as the presence of question marks).

It remains very difficult to directly compare ap-
proaches, even when applied to the same corpus,
so cross-corpora comparisons must be carefully
considered. There are issues of the DA label set
used, the labels considered and those ignored, the
pre-processing of the corpus, the use of ortho-
graphic information, or prosody and so on. What
seems clear is that there are no obvious leading
contender for algorithm best suited to the DA clas-
sification task. Instead, we focus on the features
used for DA classification.

3 Automatic Cue Extraction

When examining prior approaches, we noticed
that they used a range of different features for the
DA classification task, including lexical, syntac-
tic, prosodic and dialogue context features. Most
classifiers used some lexical features (the words
in the utterances under consideration), frequently
employing some kind of Hidden Markov Mod-
elling to every utterance (Levin et al., 2003; Stol-
cke et al., 2000; Reithinger and Klesen, 1997), a
technique popular in speech processing. We were
inspired by the work of Samuel et al. (1999), who
instead of modelling entire utterances, extract sig-
nificant cue phrases from the VerbMobil corpus
of dialogues. We use a method for cue extraction
unused by Samuel et al. (1999).

What defines a good cue phrase? We are look-
ing for words or phrases in a corpus that regularly
co-occur with individual dialogue acts. We use
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the term predictivity to indicate how predictive a
phrase is of a particular DA. We want to select
phrases that are highly indicative, and so concern
ourselves with the highest predictivity of a par-
ticular cue phrase. We call this score the maxi-
mal predictivity. There are several other thresh-
olds that should also be apparent. First, below
some maximal predictivity score, we assume that
phrases will no longer be discriminative enough to
be useful for labelling DAs. Second, the number
of occurrences of each phrase in the corpus as a
whole is important. In their experiments, Samuel
et al. (1999) constructed all n-grams of lengths
1 through 3 from the corpus, and then applied a
range of measures which pruned the n-gram list
until only candidate cue phrases remained. In or-
der to test the effectiveness of these automatically
acquired cue phrases, Samuel et al. (1999) passed
them as features to a machine learning method, in
their case transformation-based learning.

More formally, we can describe our criteria,
predictivity, for selecting cue phrases from the set
of all possible cue phrases in the following way.
The predictivity of phrase c for DA d is the condi-
tional probability P (d|c), where:

P (d|c) = #(c&d)

#(c)

We represent the set of all possible cue phrases
(all n-grams length 1–4 from the corpus) as C,
so given c ∈ C : c represents some possible cue
phrase. Similarly, D is the set of all dialogue act
labels, and d ∈ D : d represents some dialogue
act label. Therefore #(c) is the count of (pos-
sible) cue phrase c in corpus, and #(c&d) is the
count of occurrences of phrase c in utterances with
dialogue act d in the training data. The maximal
predictivity of a cue phrase c, written as mp(c), is
defined as:

mp(c) = max
d∈D

P (d|c)

In their experiments, Samuel et al. (1999) also
experimented with conditional probability, using
P (c|d), or the probability of some phrase occur-
ring given some Dialogue Act. For our exper-
iments, the word n-grams used as potential cue
phrases during are automatically extracted from

training data. All word n-grams of length 1–
4 within the data are considered as candidates.
The maximal predictivity of each cue phrase can
be computed directly from the corpus. We can
use this value as one threshold for pruning po-
tential cue phrases from our model. Removing
n-grams below some predictivity threshold will
improve the compactness of the model produced.
Another reasonable threshold would appear to be
the frequency count of each potential cue phrase.
Phrases which have a low frequency score are
likely to have very high predictivity scores, pos-
sibly skewing the model as a whole. For example,
any potential cue phrase which occurs only once
will de-facto have a 100% predictivity score. We
can use a minimal count value (t#) and minimal
predictivity thresholds (tmp) to prune the set C∗

of ‘useful’ cue phrases derived from the training
data, as defined by:

C∗ = {c ∈ C |mp(c) ≥ tmp ∧#(c) ≥ t#}
The n-grams that remain after this thresholding

process are those we identify as cue phrases. For
our initial experiments, we used a predictivity of
30% and a frequency of 2 as our thresholds for cue
extraction.

4 Cue-Based DA Classification

Having defined our mechanism to extract cue
phrases from a corpus, we need some way to
evaluate their effectiveness. Samuel et al. (1999)
passed their cue phrases as a feature to a machine
learning method. We chose instead a method
where the cue phrases extracted from a corpus
could be used directly as a method of classifi-
cation. If our extracted cues are indeed reliable
predictors of dialogue acts, then a classifier that
uses these cues directly should perform reason-
ably well. If, on the other hand, this mechanism
did not work, it would not necessarily mean that
our cue phrases are not effective, only that we
need to pass them to a subsequent machine learn-
ing process as others had done. The benefit of our
direct classification approach is that it is very fast
to evaluate, and gives us immediate feedback as
to the possible effectiveness of our automatically
extracted cue phrases.
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The predictivity of a cue phrase can be ex-
ploited directly in a simple model of Dialogue
Act classification. We can extract potential cue
phrases as described in Section 3. The resulting
cue phrases selected using our measure of predic-
tivity are then used directly to classify unseen ut-
terances in the following manner. We identify all
the potential cue phrases a target utterance con-
tains, and determine which has the highest predic-
tivity of some dialogue act category, then assign
that category. Given the notation we define earlier,
we can obtain the DA predicted by a particular cue
(dp(c)) by:

dp(c) = argmax
d∈D

P (d|c)

If multiple cue phrases share the same maxi-
mal predictivity, but predict different categories,
we select the DA category for the phrase which
has the higher number of occurrences (that is, the
n-gram with the highest frequency). If the combi-
nation of predictivity and occurrence count is in-
sufficient to determine a single DA, then a random
choice is made amongst the remaining candidate
DAs. If ng(u) defines the set of ngrams of length
1..4 in utterance u, and C∗u is the set of n-grams in
the utterance u that are also in the threshold model
C∗ then C∗u is defined as:

C∗u = ng(u) ∩ C∗

Given our thresholds, the mpu(u) (the utter-
ance maximal prediction, or mp value for the
highest scoring cue in utterance u) is defined as:

mpu(u) = max
c∈C∗

u

mp(c)

The maximally predictive cues of an utterance
(mpcu(u)) are:

mpcu(u) = {c ∈ C∗u |mp(c) = mpu(u)}

Then the maximal cue of utterance (mcu(u)),
i.e. one of its maximally predictive cues that has a
maximal count (from within that set), is:

mcu(u) = argmax
c∈mpcu(u)

#(c)

Finally, for our classification model, dpu(u) ut-
terance DA prediction — the DA predicted by
model for utterance u, is defined as:

dpu(u) = dp(mcu(u))

If no cue phrases are present in the utterance
under consideration, then a default tag is assigned.

To this basic model, we added three fur-
ther elaborations. The first used models sensi-
tive to utterance length. When examining the
ICSI-MRDA corpus, Ji and Bilmes (2006) found
that the mean length of <STATEMENT> utter-
ances was 8.60 words, <BACKCHANNEL> utter-
ances were 1.04 words, <PLACE-HOLDERS> ut-
terances were 1.31 words and <QUESTIONS> ut-
terances were 6.50 words. Taking this as a start
point, we grouped utterances into those of length
1 (i.e. short, or one word utterances), those with
lengths 2–4 (we call medium length utterances),
and those of length 5+ (the long length model, that
comprises everything else), and produced separate
cue-based models for each group.

Second, we introduced <start> and <finish>
tags to each utterance (independent of the calcula-
tion of utterance length), to capture position spe-
cific information for particular cues. For exam-
ple “<start> okay” identifies the occurrence of
the word ‘okay’ as the first word in the utterance.
Finally, in the Switchboard annotation, there are
other markers dealing with various linguistic is-
sues, as outlined in Meteer (1995). A primary ex-
ample is the label <+>, which indicated the pres-
ence of overlapping speech. One approach to bet-
ter utilise this data is to ‘reconnect’ the divided
utterances, i.e. appending any utterance assigned
tag<+> to the last utterance by the same speaker.
We base the selection of these model elaborations
and the values for the parameters of frequency and
predictivity on prior research (cf. (Webb et al.,
2005a; Webb et al., 2005b; Webb et al., 2005c)).

5 Cue-Based Classification Results

Ultimately, we want to compare classification
performance of a set of automatically extracted
cue phrases across the two corpora, Switchboard
and ICSI-MRDA. Both are annotated with sim-
ilar variants of the DAMSL annotation scheme,
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Condition Cue Source Cue Count Accuracy

(1) Switchboard training data 136,942 80.72%
(2) ICSI-MRDA training data 48,856 70.78%
(3) Intersection of Switchboard and ICSI-MRDA Training Data 25,053 72.34%
(4) As above, discard <STATEMENT> cue phrases 577 72.62%
(5) As above, retain only cue phrases containing <start> tags 242 72.52%
(6) As above, retain only cue phrases appearing in every training intersection 148 72.09%

Table 1: Switchboard Classification Results

but there are differences. For example, the
ICSI-MRDA corpus introduces several new la-
bels that do not exist in the Switchboard annota-
tion. Some labels in the Switchboard annotation
are clustered into a single corresponding label in
the ICSI-MRDA corpus, such as the two labels
from Switchboard,<STATEMENT-OPINION> and
<STATEMENT-NON-OPINION>, which are repre-
sented by a single label <STATEMENT> in the
ICSI-MRDA corpus. To facilitate cross-corpus
classification, we will cluster these labels as de-
scribed in Shriberg et al. (2004). Of course, any
clustering of labels has an impact on classifier per-
formance, usually resulting in an increase. Webb
et al. (2005c) indicate that clustering statement la-
bels in the Switchboard corpus should improve
performance by 8-10% percentage points.

5.1 Baseline Results

We need to establish baseline classification per-
formance for both corpora. Our baseline for this
classification task is to the most frequently oc-
curring label for all utterances. For a number
of dialogue corpora, the most frequently occur-
ring label is some sort of statement or asser-
tion, which is true for both the Switchboard and
ICSI-MRDA corpora, where <STATEMENT> is
the most frequent label. For the Switchboard
corpus, selecting this label results in 51.05% ac-
curacy. Remember that we are working with
a version of the Switchboard corpus where we
have clustered the original labels <STATEMENT-
OPINION> and <STATEMENT-NON-OPINION>
into a single label. In the original Switchboard
annotation, the most frequently occurring la-
bel is <STATEMENT-NON-OPINION>, which oc-
curs 36% of the time. Further analysis on the
Switchboard corpus by Webb et al. (2005c) high-

lights that a significant number of <STATEMENT-
OPINION> utterances in Switchboard are mis-
labelled as <STATEMENT-NON-OPINION> by
human annotators. For the ICSI-MRDA corpus,
an accuracy of 31.77% is achieved by labelling
each utterance as <STATEMENT>.

Now we have established a simple baseline of
performance, we want to know how well our cue-
based classification method works applied to these
corpora, as an evaluation of how well our cue ex-
traction method works for each of these corpora.
We ran a 10-fold stratified cross-validation ex-
ercise (referred to as Condition (1) in Tables 1
and 2) using the cue-based extraction mecha-
nism described in Section 3, selecting cue phrases
from the training data (which averaged 180k ut-
terances for Switchboard, and 95k utterances for
ICSI-MRDA), resulting in an average of 135k cue
phrases from Switchboard and 50k cue phrases
from ICSI-MRDA. We then applied these cue-
based models to the held out test data as described
in Section 4, applying Switchboard extracted cue
phrases to Switchboard test data, and likewise
with the ICSI-MRDA data. This establishes the
best performance by our algorithm over these data
sets. For Switchboard, we achieve 80.72% accu-
racy, as predicted by the work reported in Webb et
al. (2005c). For ICSI-MRDA we obtain an accu-
racy of 58.14%. Remember, this model is applied
to the 55-label annotated ICSI-MRDA corpus.
Best reported classification accuracy for this cor-
pus is the 66% reported by Ji and Bilmes (2005),
using a graph-based model that models both ut-
terances and sequences of DA labels. For both
corpora, the cue-based model of classification out-
performs the baseline, using no dialogue context
whatsoever.
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Condition Cue Source Cue Count Accuracy

(1) ICSI-MRDA training data 48,856 58.14%
(2) Switchboard training data 136,942 47.07%
(3) Intersection of Switchboard and ICSI-MRDA Training Data 25,053 47.86%
(4) As above, discard <STATEMENT> cue phrases 577 48.05%
(5) As above, retain only cue phrases containing <start> tags 242 47.30%
(6) As above, retain only cue phrases appearing in every training intersection 148 46.34%

Table 2: ICSI-MRDA Classification Results

5.2 Cross-Corpus Results

The focus of our effort is not to maximise raw
performance over individual corpora, but to ex-
amine the effectiveness of our automatically ex-
tracted cue phrases, and one mechanism to do this
is to compare classification cross-corpora. If our
cue phrases are sufficiently general predictors of
DA labels across corpora, we believe that to be a
powerful claim for cue phrases as a DA classifica-
tion feature. Therefore, our next step was to take
the cue-phrases generated from each fold of the
Switchboard experiment, and apply them to the
held out test data from the corresponding fold of
the ICSI-MRDA experiment, and vice-versa. This
is a test to see how generally applicable are the cue
phrases extracted from each corpus.

When we take cues extracted from the Switch-
board corpus, and apply them to the held out por-
tion of the ICSI-MRDA corpus, we achieve an av-
erage classification accuracy (over our 10-folds)
of 47.07%. This score represents 81% of the ac-
curacy achieved by our prior result when ICSI-
MRDA test data is classified using ICSI-MRDA
training data. It also represents 71% of the best
published score on this corpus (Ji and Bilmes,
2005). When we classify held out Switchboard
test data with cue phrases extracted from the ICSI-
MRDA corpus, we achieve an average classifica-
tion accuracy of 70.78%, which corresponds to
88% of our best score on this corpus using Switch-
board training data. These results correspond to
Condition (2) in Tables 1 and 2.

These are very positive results for both di-
rections of classification, indicating that the cue
phrases we automatically extract from our corpora
are generally applicable as a feature for DA clas-
sification.

5.3 Cue Phrase Reduction
We have successfully shown that we can use cue
phrases extracted from one corpus to classify ut-
terances from a different corpus. We used an in-
clusive approach, using all cue phrases extracted
from the source corpus training data. Intuitively
however, we might expect to get comparable per-
formance by using only those cue phrases that ap-
pear in both corpora. For these intersection cue
phrases, we require a strict overlap. Once the cues
phrases are extracted from each individual train-
ing fold for each corpus, they are compared and
retained if and only if:

• the cue phrase itself is a direct match, includ-
ing any position specific label

• the DA the phrases predicts is a match

• the model number (as defined in Section 4) is
a match

For each fold of our cross-validation, we take
cues phrases extracted from the training data that
appear in both corpora, pruning out cue phrases
that only appear in one of the corpora. We then
retain only those cue phrases that meet these cri-
teria from both corpora for each specific fold, and
apply them to the held out test data from that fold
for each corpus.

Average classification performance for both
corpora rises very slightly in comparison to us-
ing all extracted cue phrases. These results can be
seen as Condition (3) in Tables 1 and 2. When ap-
plying the intersection cue phrases to the Switch-
board test data, we achieve an average classifica-
tion accuracy score of 72.34%. When we apply
the intersection cues to the ICSI-MRDA test data,
the average score is 47.86%. The average num-
ber of cue phrases that are used in this experiment
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(i.e that appear in all training folds for both cor-
pora, with matching model information) is around
25k. This represents 50% of the average num-
ber of cues extracted from the ICSI-MRDA cor-
pus, and only 19% of the average number of cue
phrases extracted from the Switchboard corpus.

We describe earlier that our default label as ap-
plied by our classifier when no cue phrase can be
found is the <STATEMENT> label, the most fre-
quent single label in both corpora. Given this,
we can safely remove cue phrases that predict
<STATEMENT> labels from our cue phrase set.
The absence of such cue phrases should have
no impact on our classification performance, but
should reduce our total number of cue phrases.
As can be seen in Condition (4) in Tables 1 and
2, this is indeed the case, with no statistical sig-
nificance between the results with and without
<STATEMENT> cue phrases. However, there is
a drop in the number of cue phrases. When we
remove all <STATEMENT> cue phrases from the
intersection of cue phrases, we are left with an av-
erage of 577 cue phrases.

Further analysis of classifier performance indi-
cates that a high percentage of actual labelling is
performed using a subset of even the cue phrases
extracted under Condition (4). We observed that
cue phrases that contain a <start> tag (as de-
scribed in Section 4) were used in the majority of
cases. Our final experiment was to extract, from
the 577 cue phrases, only those phrases that con-
tain the <start> tag. This reduced the average
number of cue phrases to 242. Classification per-
formance remains unaffected, scoring an average
of 72.52% for Switchboard and 47.30% for ICSI-
MRDA, as seen in Condition (5) in the results ta-
bles. We note that of those 242 phrases, 148 ap-
pear in the intersection of every training fold of
our 10-fold cross-validation. When we use only
those 148 cue phrases for classification, as seen
in Condition (6), average classification accuracy
remains the same; 72.09% for Switchboard, and
46.34% for ICSI-MRDA.

6 Conclusions

In this paper, we investigate a cue-based ap-
proach to DA classification, applied to two cor-
pora, Switchboard and ICSI-MRDA. We automat-

ically extracted cue phrases from both corpora,
and used them directly to classify unseen utter-
ances from the corresponding corpus, demonstrat-
ing that our automatically discovered cue phrases
are a sufficiently useful feature for this task.

We then explored the generality of our cue
phrases, by applying them directly as a classifier
to data from the alternate corpus. Whilst there
was some expected drop in performance, the clas-
sification accuracy for both experiments is good,
given such a small number of features and the sim-
ple design of the classifier. The result indicates
that cue phrases are a highly useful feature for
DA classification, and can be used to classify data
from new corpora, possibly as some part of some
quasi-automatic first annotation effort.

We experimented with reducing the set of cue
phrases, using increasingly restrictive measures
of retaining our automatically discovered cues.
We found that we did not have a drop in per-
formance compared to the cross-corpus classifica-
tion accuracy, even when the cue set is drastically
reduced (to 0.001% of the original Switchboard
cue phrases, and 0.003% of the ICSI-MRDA cue
phrases). This appears to be a strong indicator of
the discriminative power of some small number of
automatically discovered core cue phrases.
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Abstract
Search with synonyms is a challenging
problem for Web search, as it can eas-
ily cause intent drifting. In this paper,
we propose a practical solution to this is-
sue, based on co-clicked query analysis,
i.e., analyzing queries leading to clicking
the same documents. Evaluation results
on Web search queries show that syn-
onyms obtained from this approach con-
siderably outperform the thesaurus based
synonyms, such as WordNet, in terms of
keeping search intent.

1 Introduction

Synonym discovery has been an active topic in a
variety of language processing tasks (Baroni and
Bisi, 2004; Fellbaum, 1998; Lin, 1998; Pereira
et al., 1993; Sanchez and Moreno, 2005; Turney,
2001). However, due to the difficulties of syn-
onym judgment (either automatically or manu-
ally) and the uncertainty of applying synonyms
to specific applications, it is still unclear how
synonyms can help Web scale search task. Previ-
ous work in Information Retrieval (IR) has been
focusing mainly on related words (Bai et al.,
2005; Wei and Croft, 2006; Riezler et al., 2008).
But Web scale data handling needs to be precise
and thus synonyms are more appropriate than re-
lated words for introducing less noise and alle-
viating the efficiency concern of query expan-
sion. In this paper, we explore both manually-
built thesaurus and automatic synonym discov-
ery, and apply a three-stage evaluation by sep-
arating synonym accuracy from relevance judg-
ment and user experience impact.

The main difficulties of discovering synonyms
for Web search are the following:
1. Synonym discovery is context sensitive.

Although there are quite a few manually built
thesauri available to provide high quality syn-
onyms (Fellbaum, 1998), most of these syn-
onyms have the same or nearly the same mean-
ing only in some senses. If we simply replace
them in search queries in all occurrences, it is
very easy to trigger search intent drifting. Thus,
Web search needs to understand different senses
encountered in different contexts. For example,
“baby” and “infant” are treated as synonyms in
many thesauri, but “Santa Baby” has nothing to
do with “infant”. “Santa Baby” is a song title,
and the meaning of “baby” in this entity is dif-
ferent than the usual meaning of “infant”.
2. Context can not only limit the use of syn-

onyms, but also broaden the traditional definition
of synonyms. For instance, “dress” and “attire”
sometimes have nearly the same meaning, even
though they are not associated with the same en-
try in many thesauri; “free” and “download” are
far from synonyms in traditional definition, but
“free cd rewriter” may carry the same query in-
tent as “download cd rewriter”.
3. There are many new synonyms devel-

oped from the Web over time. “Mp3” and
“mpeg3” were not synonyms twenty years ago;
“snp newspaper” and “snp online” carry the
same query intent only after snponline.com was
published. Manually editing synonym list is pro-
hibitively expensive. Thus, we need an auto-
matic synonym discovery system that can learn
from huge amount of data and update the dictio-
nary frequently.

1318



In summary, synonym discovery for Web
search is different from traditional thesaurus
mining; it needs to be context sensitive and needs
to be updated timely. To address these prob-
lems, we conduct context based synonym dis-
covery from co-clicked queries, i.e., queries that
share similar document click distribution. To
show the effectiveness of our synonym discov-
ery method on Web search, we use several met-
rics to demonstrate significant improvements:
(1) synonym discovery accuracy that measures
how well it keeps the same search intent; (2)
relevance impact measured by Discounted Cu-
mulative Gain (DCG) (Jarvelin and Kekalainen.,
2002); and (3) user experience impact measured
by online experiment.
The rest of the paper is organized as follows.

In Section 2, we first discuss related work and
differentiate our work from existing work. Then
we present the details of our synonym discov-
ery approach in Section 3. In Section 4 we show
our query rewriting strategy to include synonyms
in Web search. We conduct experiments on ran-
domly sampled Web search queries and run the
three-stage evaluation in Section 5 and analyze
the results in Section 6. WordNet based syn-
onym reformulation and a current commercial
search engine are the baselines for the three-
stage evaluation respectively. Finally we con-
clude the paper in Section 7.

2 Related Works

Automatically discovering synonyms from large
corpora and dictionaries has been popular top-
ics in natural language processing (Sanchez and
Moreno, 2005; Senellart and Blondel, 2003; Tur-
ney, 2001; Blondel and Senellart, 2002; van der
Plas and Tiedemann, 2006), and hence, there has
been a fair amount of work in calculating word
similarity (Porzel and Malaka, 2004; Richardson
et al., 1998; Strube and Ponzetto, 2006; Bolle-
gala et al., 2007) for the purpose of discovering
synonyms, such as information gain on ontology
(Resnik, 1995) and distributional similarity (Lin,
1998; Lin et al., 2003). However, the definition
of synonym is application dependent and most
of the work has been applied to a specific task

(Turney, 2001) or restricted in one domain (Ba-
roni and Bisi, 2004). Synonyms extracted us-
ing these traditional approaches cannot be easily
adopted in Web search where keeping search in-
tent is critical.
Our work is also related to semantic matching

in IR: manual techniques such as using hand-
crafted thesauri and automatic techniques such
as query expansion and clustering all attempts to
provide a solution, with varying degrees of suc-
cess (Jones, 1971; van Rijsbergen, 1979; Deer-
wester et al., 1990; Liu and Croft, 2004; Bai
et al., 2005; Wei and Croft, 2006; Cao et al.,
2007). These works focus mainly on adding in
loosely semantically related words to expand lit-
eral term matching. But related words may be
too coarse for Web search considering the mas-
sive data available.

3 Synonym Discovery based on
Co-clicked Queries

In this section, we discuss our approach to syn-
onym discovery based on co-clicked queries in
Web search in detail.

3.1 Co-clicked Query Clustering

Clustering has been extensively studied in many
applications, including query clustering (Wen et
al., 2002). One of the most successful tech-
niques for clustering is based on distributional
clustering (Lin, 1998; Pereira et al., 1993). We
adopt a similar approach to our co-clicked query
clustering. Each query is associated with a set
of clicked documents, which in turn associated
with the number of views and clicks. We then
compute the distance between a pair of queries
by calculating the Jensen-Shannon(JS) diver-
gence (Lin, 1991) between their clicked URL
distributions. We start with that every query
is a separate cluster, and merge clusters greed-
ily. After clusters are generated, pairs of queries
within the same cluster can be considered as
co-clicked/related queries with a similarity score
computed from their JS divergence.

Sim(qk|ql) = DJS(qk||ql) (1)
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3.2 Query Pair Alignment

To make sure that words are replacement for
each other in the co-clicked queries, we align
words in the co-clicked query pairs that have
the same length (number of terms), and have
the same terms for all positions except one.
This is a simplification for complicated aligning
processes. Previous work on machine transla-
tion (Brown et al., 1993) can be used when com-
plete alignment is needed for modeling. How-
ever, as we have tremendous amount of co-
clicked query data, our restricted version of
alignment is sufficient to obtain a reasonable
number of synonyms. In addition, this restricted
approach eliminates much noise introduced in
those complicated aligning processes.

3.2.1 Synonym Discovery from Co-clicked
Query Pair

Synonyms discovered from co-clicked queries
have two aspects of word meaning: (1) gen-
eral meaning in language and (2) specific mean-
ing in the query. These two aspects are related.
For example, if two words are more likely to
carry the same meaning in general, then they are
more likely to carry the same meaning in spe-
cific queries; on the other hand, if two words of-
ten carry the same meaning in a variety of spe-
cific queries, then we tend to believe that the two
words are synonyms in general language. How-
ever, neither of these two aspects can cover the
other. Synonyms in general language may not
be used to replace each other in a specific query.
For example, “sea” and “ocean” have nearly the
same meaning in language, but in the specific
query “sea boss boat”, “sea” and “ocean” cannot
be treated as synonyms because “sea boss” is a
brand; also, in the specific query “women’s wed-
ding attire”, “dress” can be viewed as a synonym
to “attire”, but in general language, these two
words are not synonyms. Therefore, whether
two words are synonyms or not for a specific
query is a synthesis judgment based on both of
general meaning and specific context.
We develop a three-step process for synonym

discovery based on co-clicked queries, consider-
ing the above two aspects.

Step 1: Get all synonym candidates for word
wi in general meaning.
In this step, we would like to get all syn-

onym candidates for a word. This step corre-
sponds to Aspect (1) to catch the general mean-
ing of words in language. We consider all the
co-clicked queries with the word and sum over
them, as in Eq. 2

P (wj |wi) =

∑
k simk(wi → wj)∑

wj

∑
k sim(wi → wj)

(2)

where simk(wi → wj) represents the similarity
score (see Section 3.1) of a query qk that aligns
wi to wj . So intuitively, we aggregate scores of
all query pairs that align wi to wj , and normalize
it to a probability over the vocabulary.
Step 2: Get synonyms for word wi in query

qk.
In this step, we would like to get synonyms for

a word in a specific query. We define the prob-
ability of reformulating wi with wj for query qk

as the similarity score shown in Eq. 3.

P (wj |wi, qk) = simk(wi → wj) (3)

Step 3: Combine the above two steps.
Now we have two sets of estimates for the syn-

onym probability, which is used to reformulate
wi with wj . One set of values are based on gen-
eral language information and another set of val-
ues are based on specific queries. We apply three
combination approaches to integrate the two sets
of values for a final decision of synonym dis-
covery: (1) two independent thresholds for each
probability, (2) linear combination with a coeffi-
cient, and (3) linear combination in log scale as
in Eq. 4, with λ as a mixture coefficient.

Pqk
(wj |wi) ∝ λ log P (wj |wi)

+(1 − λ) log P (wj |wi, qk) (4)

In experiments we found that there is no sig-
nificant difference with the results from different
combination methods by finely tuned parameter
setting.

3.2.2 Concept based Synonyms
The simple word alignment strategy we used

can only get the synonym mapping from single
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term to single term. But there are a lot of phrase-
to-phrase, term-to-phrase, or phrase-to-term syn-
onym mappings in language, such as “babe in
arms” to “infant”, and “nyc” to ”new york city”.
We perform query segmentation on queries to
identify concept units from queries based on
an unsupervised segmentation model (Tan and
Peng, 2008). Each unit is a single word or sev-
eral consecutive words that represent a meaning-
ful concept.

4 Synonym Handling in Web Search

The automatic synonym discovery methods de-
scribed in Section 3 generate synonym pairs for
each query. A simple and straightforward way
to use the synonym pairs would be “equalizing”
them in search, just like the “OR” function in
most commercial search engines.
Another method would be to re-train the

whole ranking system using the synonym fea-
ture, but it is expensive and requires a large size
training set. We consider this to be future work.
Besides general equalization in all cases, we

also apply a restriction, specially, on whether or
not to allow synonyms to participate in document
selection. For the consideration of efficiency,
most Web search engines has a document selec-
tion step to pre-select a subset of documents for
full ranking. For the general equalization, the
synonym pair is treated as the same even in the
document selection round; in a conservative vari-
ation, we only use the original word for docu-
ment selection but use the synonyms in the sec-
ond phase finer ranking.

5 Experiments

In this section, we present the experimental re-
sults for our approaches with some in-depth dis-
cussion.

5.1 Evaluation Metrics

We have several metrics to evaluate the synonym
discovery system for Web search queries. They
corresponds to the three stages during the system
development. Each of them measures a different
aspect.

Stage 1: accuracy. Because we are more in-
terested in the application of reformulating Web
search queries, our guideline to the editorial
judgment focuses on the query intent change and
context-based synonyms. For example, “trans-
porters” and “movers” are good synonyms in
the context of “boat” because “boat transporters”
and “boat movers” keep the same search intent,
but “ocean” is not a good synonym to “sea” in
the query of “sea boss boats” because “sea boss”
is a brand name and “ocean boss” does not re-
fer to the same brand. Results are measured with
accuracy by the number of discovered synonyms
(which reflects coverage).
Stage 2: relevance. To evaluate the effec-

tiveness of our semantic features we use DCG,
a widely-used metric for measuring Web search
relevance.
Stage 3: user experience. In addition to the

search relevance, we also evaluate the practical
user experience after logging all the user search
behaviors during a two-week online experiment.
Web CTR: the Web click through rate (Sher-

man and Deighton, 2001; Lee et al., 2005) is de-
fined as

CTR =
number of clicks
total page views

,

where a page view (PV) is one result page that a
search engine returns for a query.
Abandon rate: the percentage of queries that

are abandoned by user neither clicking a result
nor issuing a query refinement.

5.2 Data

A period of Web search query log with clicked
URLs are used to generate co-clicked query set.
After word alignment that extracts the co-clicked
query pairs with same number of units and with
only one different unit, we obtain 12.1M unseg-
mented query pairs and 11.9M segmented query
pairs.
Since we run a three-stage evaluation, there

are three independent evaluation set respectively:
1. accuracy test set. For the evaluation of syn-

onym discovery accuracy, we randomly sampled
42K queries from two weeks of query log, and
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evaluate the effectiveness of our synonym dis-
covery model with these queries. To test the syn-
onym discovery model built on the segmented
data, we segment the queries before using them
as evaluation set.
2. relevance test set. To evaluate the relevance

impact by the synonym discovery approach, we
run experiments on another two weeks of query
log and randomly sampled 1000 queries from the
affected queries (queries that have differences in
the top 5 results after synonym handling).
3. user experience test set. The user experi-

ence test is conducted online with a commercial
search engine.

5.3 Results of Synonym Discovery
Accuracy

Here we present the results of WordNet the-
saurus based query synonym discovery, co-
clicked based term-to-term query synonym dis-
covery, and co-click concept based query syn-
onym discovery.

5.3.1 Thesaurus-based Synonym
Replacement

The WordNet thesaurus-based synonym re-
placement is a baseline here. For any word that
has synonyms in the thesaurus, thesaurus-based
synonym replacement will rewrite the word with
synonyms from the thesaurus.
Although thesaurus often provides clean in-

formation, synonym replacement based on the-
saurus does not consider query context and in-
troduces too many errors and noise. Our exper-
iments show that only 46% of the discovered
synonyms are correct synonyms in query. The
accuracy is too low to be used for Web search
queries.

5.3.2 Co-clicked Query-based Context
Synonym Discovery

Here we present the results from our approach
based on co-clicked query data (in this section
the queries are all original queries without seg-
mentation). Figure 1 shows the accuracy of syn-
onyms by the number of discovered synonyms.
By applying different thresholds as cut-off lines
to Eq. 4, we get different numbers of synonyms

from the same test set. As we can see, loosening
the threshold can give us more synonym pairs,
but it could hurt the accuracy.

Figure 1: Accuracy versus number of synonyms
with term based synonym discovery

Figure 1 demonstrates how accuracy changes
with the number of synonyms. Y-axis repre-
sents the percentage of correctly discovered syn-
onyms, and X-axis represents the number of
discovered synonyms, including both of correct
ones and wrong ones. The three different lines
represents three different parameter settings of
mixture weights (λ in Eq. 4, which is 0.2, 0.3,
or 0.4 in the figure). The figure shows accuracy
drops by increasing the number of synonyms.
More synonym pairs lead to lower accuracy.
From Figure 1 we can see: Firstly, three

curves with different thresholds almost over-
lap, which means the effectiveness of synonym
discovery is not very sensitive to the mixture
weight. Secondly, accuracy is monotonically de-
creasing as more synonyms are detected. By
getting more synonyms, the accuracy decreases
from 100% to less than 80% (we are not in-
terested in accuracies lower than 80% due to
the high precision requirement of Web search
tasks, so the graph contains only high-accuracy
results). This trend also confirms the effective-
ness of our approach (the accuracy for a random
approach would be a constant).

5.3.3 Concept based Context Synonym
Discovery

We present results from our model based on
segmented co-clicked query data in this section.
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Original Query New Query with Synonyms Intent
Examples of thesaurus-based based synonym replacement

basement window wells drainage basement window wells drain
billabong boardshorts sale billabong boardshorts sales event same
bigger stronger faster documentary larger stronger faster documentary
yahoo hayseed
maryland judiciary case search maryland judiciary pillowcase search different
free cell phone number lookup free cell earpiece number lookup

Examples of term-to-term synonym discovery
airlines jobs airlines careers
area code finder area code search same
acai berry acai fruit
acai berry acai juice
ace hardware different
crest toothpaste coupon crest whitestrips coupon

Examples of concept based synonym discovery
ae american eagle outfitters
apartments for rent apartment rentals same
arizona time zone arizona time
cortrust bank credit card cortrust bank mastercard
david beckham beckham different
dodge caliber dodge

Table 1: Examples of query synonym discovery: the first section is thesaurus based, second sec-
tion is co-clicked data based term-to-term synonym discovery, and the last section is concept based
synonym discovery.

The modeling part is the same as the one for
Section 5.3.2, and the only difference is that
the data were segmented. We have shown in
Section 5.3.2 that the mixture weight is not an
crucial factor within a reasonable range, so we
present only the result with one mixture weight
in Figure 2. As in Section 5.3.2, the figure shows
that the accuracy of synonym discovery is sensi-
tive to the threshold. It confirms that our model
is effective and setting threshold to Eq. 4 is a fea-
sible and sound way to discover not only single
term synonyms but also phrase synonyms.

Figure 2: Accuracy versus number of synonyms
with concept based synonym discovery

Table 1 shows some anecdotal examples of
query synonyms with the thesaurus-based syn-
onym replacement, context sensitive synonym
discovery, and concept based context sensitive
synonym discovery. In contrast, the upper part
of each section shows positive examples (query
intents remain the same after synonym replace-
ment) and the lower part shows negative ex-
amples (query intents change after synonym re-
placement).

5.4 Results of Relevance Impact
We run relevance test on 1000 randomly sampled
affected queries. With the automatic synonym
discovery approach we apply our synonym han-
dling method described in Section 4. Results of
DCG improvements by different thresholds and
synonym handling settings are presented in Ta-
ble 2. Thresholds are selected empirically from
the accuracy test in Section 5.3 (we run a small
size relevance test on the accuracy test set and
set the range of thresholds based on that). Note
that in our relevance experiments we use term-
to-term synonym pairs only. For the relevance
impact of concept-based synonym discovery, we
would like to study it in our future work.
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From Table 2 we can see that the automatic
synonym discovery approach we presented sig-
nificantly improves search relevance on various
settings, which confirms the effectiveness of our
synonym discovery for Web search queries. We
conjecture that avoiding synonym in document
selection is of help. This is because precision is
more important to Web search than recall for the
huge amount of data available on the Web.

Relevance impact with synonym handling
doc-selection

threshold1 threshold2 participation DCG
0.8 0.02 no +1.7%
0.8 0.02 yes +1.3%
0.8 0.05 no +1.8%
0.8 0.05 yes +1.4%

Table 2: Relevance impact with synonym han-
dling by different parameter settings. “Thresh-
old1” is the threshold for context-based similar-
ity score–Eq. 3; “threshold2” is the threshold
for general case similarity score–Eq. 2; “doc-
selection participation” refers to whether or not
let synonym handling participate in document
selection. All improvements are statistically sig-
nificant by Wilcox significance test.

5.5 Results of User Experience Impact
In addition to the relevance impact, we also eval-
uated the practical user experience impact by
CTR and abandon rate (defined in Section 5.1)
through a two-week online run. Results show
that the synonym discovery method presented in
this paper improves Web CTR by 2%, and de-
creases abandon rate by 11.4%. All changes
are statistically significant, which indicates syn-
onyms are indeed beneficial to user experience.

6 Discussion and Error Analysis

From Table 1, we can see that our approach can
catch not only traditional synonyms, which are
the synonyms that can be found in manually-
built thesaurus, but also context-based syn-
onyms, which may not be treated as synonyms
in a standard dictionary or thesaurus. There are
a variety of synonyms our approach discovered:

1. Synonyms that are not considered as syn-
onyms in traditional thesaurus, such as “berry”
and “fruit” in the context of “acai”. “acai berry”
and “acai fruit” refer to the same fruit.
2. Synonyms that have different part-of-

speech features than the corresponding original
words, such as “finder” and “search”. Users
searching “area code finder” and users search-
ing “area code search” are looking for the same
content. In the context of Web search queries,
part-of-speech is not an important factor as most
queries are not grammatically perfect.
3. Synonyms that show up in recent concepts,

such as “webmail” and “email” in the context
of “cox”. The new concept of “webmail” or
“email” has not been added to many thesauri yet.
4. Synonyms not limited by length, such as

“crossword puzzles” and “crossword”, “homes
for sale” and “real estate”. The segmenter
helps our system discover synonyms in various
lengths.
With these many variations, the synonyms dis-

covered by our approach are not the “synonyms”
in the traditional meaning. They are context sen-
sitive, Web data oriented and search effective
synonyms. These synonyms are discovered by
the statistical model we presented and based on
Web search queries and clicked data.
However, the click data themselves contain a

huge amount of noise. Although they can re-
flect the users’ intents in some big picture, in
many specific cases synonyms discovered from
co-clicked data are biased by the click noise. In
our application—Web search query reformula-
tion with synonyms, accuracy is the most im-
portant thing and thus we are interested in er-
ror analysis. The errors that our model makes
in synonym discovery are mainly caused by the
following reasons:
(1) There are some concepts well accepted

such as “cnn” means “news” and “amtrak”
means “train”. And users searching “news” tend
to click CNN Web site; users searching “train”
tend to click Amtrak Web site. With our model,
“cnn” and “news”, “amtrak” and “train” are dis-
covered to be synonyms, which may hurt the
search of “news” or “train” in general meaning.
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(2) Same clicks by different intents. Although
clicking on same documents generally indicates
same search intent, different intents could re-
sult in same or similar clicks, too. For exam-
ple, the queries of “antique style wedding rings”
and “antique style engagement rings” carry dif-
ferent intents, but very usually, these two differ-
ent intents lead to the clicks on the same Web
site. “Booster seats” and “car seats”, “brighton
handbags” and “brighton shoes” are other two
examples in the same case. For these examples,
clicking on Web URLs are not precise enough
to reflect the subtle difference of language con-
cepts.
(3) Bias from dominant user intents. Most

people searching “apartment” are looking for an
apartment to rent. So “apartment for rent” and
“apartment” have similar clicked URLs. But
these two are not synonyms in language. In these
cases, popular user intents dominate and bias the
meaning of language, which causes problems.
“Airline baggage restrictions” and “airline travel
restrictions” is another example.
(4) Antonyms. Many context-based synonym

discovery methods suffer from the antonym
problem, because antonyms can have very simi-
lar contexts. In our model, the problem has been
reduced by integrating clicked-URLs. But still,
there are some examples, such as “spyware” and
“antispyware”, resulting in similar clicks. To
learn how to “protect a Web site”, a user often
needs to learn what are the main methods to “at-
tack a Web site”, and these different-intent pairs
lead to the same clicks because different intents
do not have to mean different interests in many
specific cases.
Although these problems are not common, but

when they happen, they cause a bad user search
experience. We believe a solution to these prob-
lems might need more advanced linguistic anal-
ysis.

7 Conclusions

In this paper, we have developed a synonym dis-
covery approach based on co-clicked query data,
and improved search relevance and user experi-
ence significantly based on the approach.

For future work, we are investigating more
synonym handling methods to further improve
the synonym discovery accuracy, and to handle
the discovered synonyms in more ways than just
the query side.
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Abstract 

Recent years have witnessed a large body of 
research works on cross-domain sentiment 
classification problem, where most of the re-
search endeavors were based on a supervised 
learning strategy which builds models from 
only the labeled documents or only the labeled 
sentiment words. Unfortunately, such kind of 
supervised learning method usually fails to 
uncover the full knowledge between docu-
ments and sentiment words. Taking account of 
this limitation, in this paper, we propose an it-
erative reinforcement learning approach for 
cross-domain sentiment classification by si-
multaneously utilizing documents and words 
from both source domain and target domain. 
Our new method can make full use of the rein-
forcement between documents and words by 
fusing four kinds of relationships between 
documents and words. Experimental results 
indicate that our new method can improve the 
performance of cross-domain sentiment classi-
fication dramatically. 

1 Introduction 

Sentiment classification is the task of determin-
ing the opinion (e.g., negative or positive) of a 
given document. In recent years, it has drawn 
much attention with the increasing reviewing 
pages and blogs etc., and it is very important for 
many applications, such as opinion mining and 
summarization (e.g., (Ku et al., 2006; McDonald 
et al., 2007)). 

In most cases, a variety of supervised classifi-
cation methods can perform well in sentiment 
classification. This kind of methods requires a 
condition to guarantee the accuracy of classifica-
tion: training data should have the same distribu-
tion with test data so that test data could share 
the information got from training data. So the 
labeled data in the same domain with test data is 

considered as the most valuable resources for the 
sentiment classification. However, such re-
sources in different domains are very imbalanced. 
In some traditional domains or domains of con-
cern, many labeled sentiment data are freely 
available on the web, but in other domains, la-
beled sentiment data are scarce and it involves 
much human labor to manually label reliable 
sentiment data. The challenge is how to utilize 
labeled sentiment data in one domain (that is, 
source domain) for sentiment classification in 
another domain (that is, target domain). This 
raises an interesting task, cross-domain sentiment 
classification (or sentiment transfer). In this work, 
we focus on one typical kind of sentiment trans-
fer problem, which utilizes only training data 
from source domain to improve sentiment 
classification performance for target domain, 
without any labeled data for the target domain 
(e.g., (Andreevskaia and Bergler, 2008)). 

In recent years, some studies have been con-
ducted to deal with sentiment transfer problems. 
However, most of the attempts rely on only the 
labeled documents (Aue and Gamon, 2005; Tan 
et al., 2007; Tan et al., 2009; Wu et al., 2009) or 
the labeled sentiment words (Gamon and Aue, 
2005) to improve the performance of sentiment 
transfer, so this kind of methods fails to uncover 
the full knowledge between the documents and 
the sentiment words. 

In fact, the opinion of a document can be de-
termined by the interrelated documents as well as 
by the interrelated words, and this rule is also 
tenable when determining the opinion of a sen-
timent word. This rule is based on the following 
intuitive observations:  
(1)  A document strongly linked with other posi-

tive (negative) documents could be consid-
ered as positive (negative); in the same way, 
a word strongly linked with other positive 
(negative) words could be considered as 
positive (negative). 
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(2)  A document containing many positive (nega-
tive) words could be considered as positive 
(negative); similarly, a word appearing in 
many positive (negative) documents could 
be considered as positive (negative). 

Inspired by these observations, we aim to take 
into account all the four kinds of relationships 
among documents and words (i.e. the relation-
ships between documents, the relationships be-
tween words, the relationships between words 
and documents, and the relationships between 
documents and words) in both source domain 
and target domain under a unified framework for 
sentiment transfer.  

In this work, we propose an iterative rein-
forcement approach to implement the above idea. 
The proposed approach makes full use of all the 
relationships among documents and words from 
both source domain and target domain to transfer 
information between domains. In our approach, 
the opinion of a document (word) is reinforced 
by the opinion of all its interrelated documents 
and words; and the updated opinion of the docu-
ment (word) will conversely reinforce the opin-
ions of its interrelated documents and words. 
That is to say, it is an iterative reinforcement 
process until it converges to a final result.  

The contribution of our work is twofold. First, 
we extend the traditional sentiment-transfer 
methods by utilizing the full knowledge between 
interrelated documents and words. Second, we 
present a reinforcement approach to get the opin-
ions of documents by making use of graph-
ranking algorithm.  

The proposed approach is evaluated on three 
domain-specific sentiment data sets. The experi-
mental results show that our approach can dra-
matically improve the accuracy when transferred 
to another target domain. And we also conduct 
extensive experiments to investigate the parame-
ters sensitivity. The results show that our algo-
rithm is not sensitive to these parameters. 

2 Proposed Methods 

2.1 Problem Definition 

In this paper, we have two document sets: the 
test documents DU = {d1,…,dnd} where di is the 
term vector of the ith text document and each 
di∈DU(i = 1,…,nd) is unlabeled; the training 
documents DL = {dnd+1,…,dnd+md} where dj repre-
sents the term vector of the jth text document and 

each dj∈DL(j = nd+1,…,nd+md) should have a 
label from a category set C = {negative, posi-
tive}. We assume the training dataset DL is from 
the interrelated but different domain with the test 
dataset DU. Also, we have two word sets: WU = 
{w1,…,wnw} is the word set of DU and each 
wi∈WU (i = 1,…,nw) is unlabeled; WL = 
{wnw+1,…,wnw+mw} is the word set of DL and each 
wj∈WL(j = nw+1,…,nw+mw) has a label from C. 
Our objective is to maximize the accuracy of as-
signing a label in C to di∈DU (i = 1,…,nd) utiliz-
ing the training data DL and WL in another do-
main. 

The proposed algorithm is based on the fol-
lowing presumptions: 
   (1) WL∩WU≠Φ. 
   (2) The labels of documents appear both in the 
training data and the test data should be the same. 

2.2 Overview 

The proposed approach is inspired by graph-
ranking algorithm whose idea is to give a node 
high score if it is strongly linked with other high-
score nodes. Graph-ranking algorithm has been 
successfully used in many fields (e.g. PageRank 
(Brin et al, 1999), LexRank (Erkan and Radev, 
2004)). We can get the following thoughts based 
on the ideas of PageRank and HITS (Kleinberg, 
1998): 
(1)   If a document is strongly linked with other 

positive (negative) documents, it tends to be 
positive (negative); and if a word is strongly 
linked with other positive (negative) words, 
it tends to be positive (negative). 

(2)  If a document contains many positive (nega-
tive) words, it tends to be positive (nega-
tive); and if a word appears in many posi-
tive (negative) documents, it tends to be 
positive (negative). 

Given the data points of documents and words, 
there are four kinds of relationships in our prob-
lem: 
z DD-Relationship: It denotes the relation-

ships between documents, usually computed 
by their content similarity. 

z WW-Relationship: It denotes the relation-
ships between words, usually computed by 
knowledge-based approach or corpus-based 
approach. 

z DW-Relationship: It denotes the relation-
ships between documents and words, usu-
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ally computed by the relative importance of 
a word in a document. 

z WD-Relationship: It denotes the relation-
ships between words and documents, usu-
ally computed by the relative importance of 
a document to a word. 

Meanwhile, our problem refers to both source 
domain and target domain, so our approach con-
siders eight relationships altogether: DDO-
Relationship (the relationships between DU and 
DL), DDN-Relationship (the relationships be-
tween DU), WWO-Relationship (the relationships 
between WU and WL), WWN-Relationship (the 
relationships between WU and WU), DWO-
Relationship (the relationships between DU and 
WL), DWN-Relationship (the relationships be-
tween DU and WU), WDO-Relationship (the rela-
tionships between WU and DL), WDN-
Relationship (the relationships between WU and 
DU). The first four relationships are used to com-
pute the sentiment scores of the documents, and 
the others are used to compute the sentiment 
scores of the words. 

The iterative reinforcement approach could 
make full use of all the relationships in a unified 
framework. The framework of the proposed ap-
proach is illustrated in Figure 1.  
 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Framework of the proposed approach 

 
The framework consists of a graph-building 

phase and an iterative reinforcement phase. In 
the graph-building phase, the input includes both 
the labeled data from source domain and the 
unlabeled data from target domain. The proposed 
approach builds four graphs based on these data 
to reflect the above relationships respectively. 
For source-domain data, we initialize every 
document and word a score (“1” denotes positive, 
and “-1” denotes negative) to represent its degree 
of sentiment orientation, and we call it sentiment 
score; for target-domain data, we set the initial 
sentiment scores to 0.  

In the iterative reinforcement phase, our ap-
proach iteratively computes the sentiment scores 
of the documents and words based on the graphs. 
When the algorithm converges, all the documents 
get their sentiment scores. If its sentiment score 
is between 0 and 1, the document should be clas-
sified as “positive”. The closer its sentiment 
score is near 1, the higher the “positive” degree 
is. Otherwise, if its sentiment score is between 0 
and -1, the document should be classified as 
“negative”. The closer its sentiment score is near 
-1, the higher the “negative” degree is. 

The algorithms of sentiment graph building 
and iterative reinforcement are described in de-
tails in the next sections, respectively. 

2.3 Sentiment-Graph Building 

Symbol Definition 
In this section, we build four graphs to reflect 
eight relationships, and the meanings of symbols 
are shown in Table 1.  

Rela-
tionship

Similarity ma-
trix 

Normal-
ized form Neighbor matrix

DDO UL=[UL
ij]ndxmd

LÛ  Kndij
LL UnUn ×= ][

DDN UU=[UU
 ij]ndxnd

UÛ  Kndij
UU UnUn ×= ][

WWO VL=[VL
ij]nwxmw

LV̂  Knwij
LL VnVn ×= ][

WWN VU=[VU
 ij]nwxnw

UV̂  Knwij
UU VnVn ×= ][

DWO ML=[ML
ij]ndxmw

LM̂  Kndij
LL MnMn ×= ][

DWN MU=[MU
ij]ndxnw

UM̂  Kndij
UU MnMn ×= ][

WDO NL=[NL
ij]nwxmd

LN̂  Knwij
LL NnNn ×= ][

WDN NU=[NU
ij]nwxnd

UN̂  Knwij
UU NnNn ×= ][

Table 1: Symbol definition 

In this table, the first column denotes the name 
of the relationship; the second column denotes 
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the similarity matrix to reflect the corresponding 
relationship; in consideration of convergence, we 
normalize the similarity matrix, and the normal-
ized form is listed in the third column; in order to 
compute sentiment scores, we find the neighbors 
of a document or a word and the neighbor matrix 
is listed in the fourth column. 

Document-to-Document Graph  
We build an undirected graph whose nodes de-
note documents in both DL and DU and edges 
denote the content similarities between docu-
ments. If the content similarity between two 
documents is 0, there is no edge between the two 
nodes. Otherwise, there is an edge between the 
two nodes whose weight is the content similarity. 
The edges in this graph are divided into two parts: 
edges between DU and DL; edges between DU 
itself, so we build the graph in two steps. 

(1) Create DU and DL Edges  

The content similarity between two documents is 
computed with the cosine measure. We use an 
adjacency matrix UL to denote the similarity ma-
trix between DU and DL. UL=[UL

ij]ndxmd is defined 
as follows: 

mdjndi
dd

dd
U

ndji

ndjiL
ij ,...,1,,...,1, ==

×

•
=

+

+          (1) 

The weight associated with word w is com-
puted with tfwidfw where tfw is the frequency of 
word w in the document and idfw is the inverse 
document frequency of word w, i.e. 1+log(N/nw), 
where N is the total number of documents and nw 
is the number of documents containing word w in 
a data set.   

In consideration of convergence, we normalize 
UL to LÛ by making the sum of each row equal to 
1: 

⎪
⎩

⎪
⎨

⎧
≠

= ∑∑
==

otherwise

UifUU
U

md

j

L
ij

md

j

L
ij

L
ijL

ij

,0

0,ˆ
11              (2) 

In order to find the neighbors (in another word, 
the nearest documents) of a document, we sort 
every row of LÛ  to LU~ in descending order. That 
is: ij

LU~ ≥ ik
LU~  (i = 1,…,nd; j,k = 1,…,md; k≥j). 

Then for di∈DU (i = 1,…,nd), ij
LU~ (j = 1,…,K ) 

corresponds to K neighbors in DL. We use a ma-

trix 
Kndij

LL UnUn ×= ][  to denote the neighbors of DU 
in source domain, with ij

LUn  corresponding to the 
jth nearest neighbor of di. 

(2) Create DU and DU Edges  

Similarly, the edge weight between DU itself is 
computed by the cosine measure. We get the 
similarity matrix UU=[UU

ij]ndxnd, the normalized 
similarity matrix UÛ , and the neighbors of  DU in 
target domain: 

Kndij
UU UnUn ×= ][ . 

Word-to-Word Graph 
Similar to the Document-to-Document Graph, 
we build an undirected graph to reflect the rela-
tionship between words in WL and WU, in which 
each node corresponds to a word and the edge 
weight between any different words corresponds 
to their semantic similarity. The edges in this 
graph are divided into two parts: edges between 
WU and WL; edges between WU itself, so we also 
build the graph in two steps. 

(1) Create WU and WL Edges 

We compute the semantic similarity using cor-
pus-based approach which computes the similar-
ity between words utilizing information from 
large corpora. There are many measures to iden-
tify word semantic similarity, such as mutual 
information (Turney, 2001), latent semantic 
analysis (Landauer et al., 1998) etc. In this study, 
we compute word semantic similarity based on 
the sliding window measure, that is, two words 
are semantically similar if they co-occur at least 
once within a window of maximum Kwin words, 
where Kwin is the window size. We use an adja-
cency matrix VL to denote the similarity matrix 
between WU and WL. VL=[VL

ij]nwxmw is defined as 
follows: 

⎪
⎩

⎪
⎨

⎧
≠

×

×

= +
+

+

otherwise

wwif
wpwp
wwpN

V nwji
nwji

nwji

ij
L

,0

,
)()(
),(

log        

(3) 
where N is the total number of words in DU; p(wi, 
wj) is the probability of the co-occurrence of wi 
and wj within a window, i.e. num(wi, wj)/N, 
where num(wi, wj) is the number of the times wi 
and wj co-occur within the window; p(wi) and 
p(wj) are the probabilities of the occurrences of 
wi and wj respectively, i.e. num(wi)/N and 
num(wj)/N, where num(wi) and num(wj) are the 

1330



numbers of the times wi and wj occur. We nor-
malize VL to LV̂ to make the sum of each row 
equal to 1. Then we sort every row of LV̂  to LV~ in 
descending order, and we use a matrix 

Knwij
LL VnVn ×= ][  to denote the neighbors of WU in 

source domain. 

(2) Create WU and WU Edges 

Then we also compute the edge weight between 
any different nodes which denote words in WU 
by the sliding window measure. We get the simi-
larity matrix VU=[VU

ij]nwxnw, the normalized simi-
larity matrix UV̂ , and the neighbors of  WU in 
target domain: 

Knwij
UU VnVn ×= ][ . 

Document-to-Word Graph 
We can build a weighted directed bipartite graph 
from documents in DU and words in WL and WU 
in the following way: each node in the graph cor-
responds to a document in DU or a word in WL 
and WU; if word wj appears in document di, we 
create an edge from di to wj. The edges in this 
graph are divided into two parts: edges from DU 
to WL; edges from DU to WU, so we also build the 
graph in two steps. 

(1) Create DU to WL Edges 

The edge weight from a document in DU to a 
word in WL is proportional to the importance of 
word wj in document di. We use an adjacency 
matrix ML to denote the similarity matrix from 
DU to WL. ML=[ML

ij]ndxmw is defined as follows: 

∑
∈

×

×
= ++

i

nwjnwj

dw
ww

wwL
ij idftf

idftf
M                          (4) 

where w represents a unique word in di and tfw, 
idfw are respectively the term frequency in the 
document and the inverse document frequency. 
We normalize ML to LM̂  to make the sum of each 
row equal to 1. Then we sort every row of LM̂  to 

LM~ in descending order, and we use a matrix 
Kndij

LL MnMn ×= ][  to denote the neighbors of DU in 
WL. 

(2) Create DU to WU Edges 

Similarly, we can also compute the edge weight 
from a document in DU to a word in WU in the 
same way. We get the similarity matrix 
MU=[MU

ij]ndxnw, the normalized similarity matrix 

UM̂ , and the neighbors of  DU in WU: 
Kndij

UU MnMn ×= ][ . 

Word-to-Document Graph 
In this section, we build a weighted directed 
bipartite graph from words in WU and documents 
in DL and DU in which each node in the graph 
corresponds to a word in WU and a document in 
DL or DU; if word wj appears in document di, we 
create an edge from wj to di. The edges in this 
graph are also divided into two parts: edges from 
WU to DL; edges from WU to DU. 

(1) Create WU to DL Edges 

Similar to 3.3.4, the edge weight from a word in 
WU to a document in DL is proportional to the 
importance of word wi in document dj. We use an 
adjacency matrix NL=[NL

ij]nwxmd to denote the 
similarity matrix from WU to DL. We normalize 
NL to LN̂  to make the sum of each row equal to 1. 
Then we sort every row of LN̂  to LN~ in descend-
ing order, and we use a matrix 

Knwij
LL NnNn ×= ][  to 

denote the neighbors of WU in DL. 

(2) Create WU to DU Edges 

We can also compute the edge weight from a 
word in WU to a document in DU in the same way. 
We get the similarity matrix NU=[NU

ij]nwxnd, the 
normalized similarity matrix UN̂ , and the 
neighbors of  WU in DU: 

Knwij
UU NnNn ×= ][ . 

2.4 Proposed Method 

Based on the two thoughts introduced in Sec-
tion 2.2, we fuse the eight relationships ab-
stracted from the four graphs together to itera-
tively reinforce sentiment scores, and we can 
obtain the iterative equation as follows: 

∑∑

∑∑

••

••

∈∈

∈∈

×+×+

×+×=

i
U

i
L

i
U

i
L

Mnr
rir

U

Mnl
lil

L

Unh
hih

U

Ung
gig

L
i

wsMwsM

dsUdsUds

)ˆ()ˆ(

)ˆ()ˆ(

δγ

μϕ
   (5) 

∑∑

∑∑

••

••

∈∈

∈∈

×+×+

×+×=

j
U

j
L

j
U

j
L

Nnr
rjr

U

Nnl
ljl

L

Vnh
hjh

U

Vng
gjg

L
j

dsNdsN

wsVwsVws

)ˆ()ˆ(

)ˆ()ˆ(

δγ

μϕ
    (6) 

where •i  means the ith row of a matrix; Ds = 
{ds1,…,dsnd, dsnd+1,…, dsnd+md} represents the 
sentiment scores of DU and DL; Ws = 
{ws1,…,wsnw, wsnw+1,…, wsnw+mw} represents the 
sentiment scores of WU and WL; ϕ  and μ  show 
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the relative contributions to the final sentiment 
scores from source domain and target domain 
when calculating DD-Relationship and WW-
Relationship, and ϕ  + μ =1; γ andδshow the 
relative contributions to the final sentiment 
scores from source domain and target domain 
when calculating DW-Relationship and WD-
Relationship, and γ +δ=1. 

For simplicity, we merge the relationships 
from source domain and target domain. That is, 
for formula (5), we merge the first two items into 
one, the last two items into one; for formula (6), 
we merge its first two items into one, its last two 
items into one. Thus, (5) and (6) are transformed 
into (7) and (8) as follows: 

∑∑
•• ∈∈

××+××=
ii Mnl

lil
Ung

gigi wsMdsUds )ˆ()ˆ( βα           (7) 

∑∑
•• ∈∈

××+××=
jj Vnl

ljl
Nng

gjgj wsVdsNws )ˆ()ˆ( βα    (8) 

where  α and β show the relative contributions 
to the final sentiment scores from document sets 
and word sets, and α+β=1. 

In consideration of the convergence, Ds and 
Ws are normalized separately after each iteration 
as follows to make the sum of positive scores 
equal to 1, and the sum of negative scores equal 
to -1: 

⎪
⎪
⎩

⎪⎪
⎨

⎧

>

<−

=
∑

∑

∈

∈

0,

0,)(

i
Dj

ji

i
Dj

ji

dsifdsds

dsifdsds

ds
U
pos

U
neg

i

                (9) 
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⎪
⎩
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⎧
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=
∑

∑

∈

∈

0,

0,)(

j
Wi

ij

j
Wi

ij

j wsifwsws

wsifwsws

ws
U
pos

U
neg              (10) 

where U
negD and U

posD denote the negative and 
positive document set of DU respectively; 

U
negW and U

posW denote the negative and positive 
word set of WU respectively.  

Here is the complete algorithm: 
1. Initialize the sentiment score vector dsi 
of di∈DL (i = nd+1,…, nd+md) with 1 when 
di is labeled “positive”, and with -1 when di 
is labeled “negative”, and initialize the sen-
timent score vector wsi of wi ∈ WL (i = 
nw+1,…, nw+mw) with 1 when wi is labeled 
“positive”, and with -1 when wi is labeled 
“negative”. And we normalize dsi (i = 

nd+1,…, nd+md) (wsi (i = nw+1,…, 
nw+mw)) to make the sum of positive scores 
of DL (WL) equal to 1, and the sum of nega-
tive scores of DL (WL) equal to -1. Also, the 
initial sentiment scores of DU and WU are set 
to 0. 
2. Alternate the following two steps until 
convergence: 

2.1.Compute and normalize dsi (i = 1,…, 
nd) using formula (7) and (9): 

2.2.Compute and normalize wsj (j=1,…,nw) 
using formula (8) and (10): 

where )(k
ids and )(k

jws denote the ids and wsj 
at the kth iteration. 
3. According to dsi∈Ds (i = 1,…,nd), as-
sign each di∈DU (i = 1,…,nd) a label. If dsi 
falls in the range [-1,0], assign di the label 
“negative”; if dsi falls in the range [0,1], as-
sign di the label “positive”. 

3 Experiments 

In this section, we evaluate our approach on 
three different domains and compare it with 
some state-of-the-art algorithms, and also evalu-
ate the approach’s sensitivity to its parameters. 
Note that we conduct experiments on Chinese 
data, but the main idea in the proposed approach 
is language-independent in essence. 

3.1 Data Preparation 

We use three Chinese domain-specific data sets 
from on-line reviews, which are: Book Reviews1 
(B, www.dangdang.com/), Hotel Reviews 2  (H, 
www.ctrip.com/) and Notebook Reviews 3  (N, 
www.360buy.com/). Each dataset has 4000 la-
beled reviews (2000 positives and 2000 nega-
tives).  

We use ICTCLAS (http://ictclas.org/), a Chi-
nese text POS tool, to segment these Chinese 
reviews. Then, utilizing the part-of-speech tag-
ging function provided by ICTCLAS, we take all 
adjectives, adverbs and adjective-noun phrases as 
candidate sentiment words. After removing the 
repeated words and ambiguous words, we get a 
list of words in each domain.  

For the list of words in each domain, we 
manually label every word as “negative”, “posi-

                                                 
1www.searchforum.org.cn/tansongbo/corpus/Dangdang_Book_4000.rar 
2www.searchforum.org.cn/tansongbo/corpus/Ctrip_htl_4000.rar 
3www.searchforum.org.cn/tansongbo/corpus/Jingdong_NB_4000.rar 
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tive” or “neutral”, and we take those “negative” 
and “positive” words as a sentiment word set.  

Note that we use the sentiment word set only 
for source domain, while using the candidate 
sentiment words for target domain.  

Lastly, the documents are represented by vec-
tor space model. In this model, each document is 
converted into bag-of-words presentation in the 
remaining term space. We compute term weight 
with the frequency of the term in the document. 

We choose one of the three data sets as 
source-domain data DL, and its corresponding 
sentiment word set as WL; we choose another 
data set as target-domain data DU, and its corre-
sponding candidate sentiment words as WU. 

3.2 Baseline Methods 

In this paper we compare our approach with the 
following baseline methods:  

Proto: This method applies a traditional super-
vised classifier, prototype classifier (Tan et al., 
2005), for the sentiment transfer. And it only 
uses source domain documents as training data. 

LibSVM: This method applies a state-of-the-
art supervised learning algorithm, Support Vec-
tor Machine, for the sentiment transfer. In detail, 
we use LibSVM (Chang and Lin, 2001) with a 
linear kernel and set all options as default. This 
method only uses source domain documents as 
training data. 

TSVM:  This method applies transductive 
SVM (Joachims, 1999) for the sentiment transfer 
which is a widely used method for improving the 
classification accuracy. In our experiment, we 
use Joachims’s SVM-light package 
(http://svmlight.joachims.org/) for TSVM. We 
use a linear kernel and set all parameters as de-
fault. This method uses both source domain data 
and target domain data. 

3.3 Overall Performance 

In this section, we compare proposed approach 
with the three baseline methods. There are three 
parameters in our algorithm, K, Kwin, α (βcan be 
calculated by 1-α). We set K to 50, and Kwin to 10 
respectively. With different α, our approach can 
be considered as utilizing different relative con-
tributions from document sets and word sets. In 
order to identify the importance of both docu-
ment sets and word sets for sentiment transfer, 
we separately set α to 0, 1, 0.5 to show the accu-

racy of utilizing only word sets (referred to as 
WORD), only document sets (referred to as 
DOC), and both the document and word sets (re-
ferred to as ALL). It is thought that the algorithm 
achieves the convergence when the changing 
between the sentiment score dsi computed at two 
successive iterations for any di∈DU (i = 1,…,nd) 
falls below a given threshold, and we set the 
threshold 0.00001 in this work. The parameters 
will be studied in parameters sensitivity section. 

Table 2 shows the accuracy of Prototype, 
LibSVM, TSVM and our algorithm when train-
ing data and test data belong to different domains.  

As we can observe from Table 2, our algo-
rithm produces much better performance than 
supervised baseline methods. Compared with the 
traditional classifiers, our approach outperforms 
them by a wide margin on all the six transfer 
tasks. The great improvement compared with the 
baselines indicates that our approach performs 
very effectively and robustly. 

 Traditional 
Classifier Our Approach  

 Proto LibSVM
TSVM 

DOC WORD ALL
B->H 0.735 0.747 0.749 0.772 0.734 0.763
B->N 0.651 0.652 0.769 0.714 0.785 0.795
H->B 0.645 0.675 0.614 0.671 0.668 0.703
H->N 0.729 0.669 0.726 0.749 0.727 0.734
N->B 0.612 0.608 0.622 0.638 0.667 0.726
N->H 0.724 0.711 0.772 0.764 0.740 0.792
Aver-
age 0.683 0.677 0.709 0.718 0.720 0.752

Table 2: Accuracy comparison of different methods 

Table 2 shows the average accuracy of TSVM 
is higher than both traditional classifiers, since it 
utilizes the information of both source domain 
and target domain. However, the proposed ap-
proach outperforms TSVM: the average accuracy 
of the proposed approach is about 4.3% higher 
than TSVM. This is caused by two reasons. First, 
TSVM is not dedicated for sentiment-transfer 
learning. Second, TSVM requires the ratio be-
tween positive and negative examples in the test 
data to be close to the ratio in the training data, 
so its performance will be affected if this re-
quirement is not met. 

Results of “DOC” and “WORD” are shown in 
column 4 and 5 of Table 2. As we can observe, 
they produce better performance than all the 
baselines. This is caused by two reasons. First, 
“DOC” and “WORD” separately utilize the sen-
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timent information of documents and words. 
Second, both “DOC” and “WORD” involve an 
iterative reinforcement process to improve their 
performance. The great improvement indicates 
that the iterative reinforcement approach is effec-
tive for sentiment transfer. 

Besides, Table 2 also shows both document 
sets and word sets are important for sentiment 
transfer. The approach “ALL” outperforms the 
approaches “DOC” and “WORD” on almost all 
the six transfer tasks except “B->H” and “H->N”. 
The average increase of accuracy over all the six 
tasks is 3.4% and 3.2% respectively. The reason 
is: at every iteration, the classification accuracy 
of documents and words is improved by each 
other, and then the accuracy of sentiment transfer 
is improved by the documents and words that are 
classified more accurately. As for “B->H” and 
“H->N”, the performance of utilizing only 
document sets is so good that the word sets 
couldn’t improve the performance any more. The 
improvement of the approach “ALL” convinces 
us that not a single one of the four relationships 
can be omitted.  

3.4 Parameters Sensitivity 

The proposed algorithm has an important pa-
rameter, α (βcan be calculated by 1-α). In this 
section, we conduct experiments to show that our 
algorithm is not sensitive to this parameter. 

To investigate the sensitivity of proposed 
method involved with the parameter α, we set K 
to 50, and Kwin to 10. And we change α from 0 to 
1, an increase of 0.1 each. We also evaluate α on 
the six tasks mentioned in section 3.1, and the 
results are shown in figure 2.  
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Figure 2:  Accuracy for Different α 

We can observe from Figure 2 that the accu-
racy first increases and then decreases when α is 

increased from 0 to 1. The accuracy changes 
gradually when α is near 0 or 1, and it changes 
less when α is between 0.2 and 0.8. It is easy to 
explain this phenomenon. When α is set to 0, this 
indicates our algorithm only uses word sets to aid 
classification, without the information of docu-
ment sets. And if α is set to 1, our algorithm only 
uses document sets to calculate sentiment score, 
without the help of word sets. Both cases above 
don’t use all information of four relationships, so 
their accuracies are worse than to equal the con-
tributions of both document and word sets. This 
experiment shows that the proposed algorithm is 
not sensitive to the parameter α as long as α is 
not 0 or 1. We set α to 0.5 in our overall-
performance experiment. 

3.5 Convergence 

Our algorithm is an iterative process that will 
converge to a local optimum. We evaluate its 
convergence on the six tasks mentioned above. 
Figure 3 shows the change of accuracy with re-
spect to the number of iterations. We can observe 
from figure 3 that the curve rises sharply during 
the first 6 iterations, and it is very stable after 10 
iterations are performed. This experiment indi-
cates that our algorithm could converge very 
quickly to get a local optimum. 
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Figure 3:  Performance for Iteration 

4 Conclusions 

In this paper, we propose a novel cross-domain 
sentiment classification approach, which is an 
iterative reinforcement approach for sentiment 
transfer by utilizing all the relationships among 
documents and words from both source domain 
and target domain to transfer information be-
tween domains. First, we build three graphs to 
reflect the above relationships respectively. Then, 
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we assign a score for every unlabelled document 
to denote its extent to “negative” or “positive”. 
We then iteratively calculate the score by making 
use of the graphs. Finally, the final score for sen-
timent classification is achieved when the algo-
rithm converges, so we can label the target-
domain data based on these scores.  

We conduct experiments on three domain-
specific sentiment data sets. The experimental 
results show that the proposed approach could 
dramatically improve the accuracy when trans-
ferred to a target domain. To investigate the pa-
rameter sensitivity, we conduct experiments on 
the same data sets. It is observed that our ap-
proach is not very sensitive to its four parameters, 
and could converge very quickly to get a local 
optimum.  

In this study, we employ only cosine measure, 
sliding window measure and vector measure to 
compute similarity. These are too general, and 
perhaps not so suitable for sentiment classifica-
tion. In the future, we will try other methods to 
calculate the similarity. Furthermore, we experi-
ment our approach on only three domains, and 
we will apply our approach to many more do-
mains. 
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Abstract

Word relation features, which encode 
relation information between words, are 
supposed to be effective features for 
sentiment classification. However, the 
use of word relation features suffers 
from two issues. One is the sparse-data 
problem and the lack of generalization 
performance; the other is the limitation 
of using word relations as additional 
features to unigrams. To address the two 
issues, we propose a generalized word 
relation feature extraction method and 
an ensemble model to efficiently inte-
grate unigrams and different type of 
word relation features. Furthermore, 
aimed at reducing the computation 
complexity, we propose two fast feature 
selection methods that are specially de-
signed for word relation features. A 
range of experiments are conducted to 
evaluate the effectiveness and efficiency 
of our approaches. 

1 Introduction 

The task of text sentiment classification has be-
come a hotspot in the field of natural language 
processing in recent years (Pang and Lee, 2008). 
The dominating text representation method in 
sentiment classification is known as the bag-of-
words (BOW) model. Although BOW is quite 
simple and efficient, a great deal of the informa-
tion from original text is discarded, word order 
is disrupted and syntactic structures are broken. 
Therefore, more sophisticated features with a 
deeper understanding of the text are required for 
sentiment classification tasks. 

With the attempt to capture the word relation 
information behind the text, word relation (WR) 
features, such as higher-order n-grams and word 
dependency relations, have been employed in 
text representation for sentiment classification 
(Dave et al., 2003; Gamon, 2004; Joshi and 
Penstein-Rosé, 2009). 

However, in most of the literature, the per-
formance of individual WR feature set was poor, 
even inferior to the traditional unigrams. For 
this reason, WR features were commonly used 
as additional features to supplement unigrams, 
to encode more word order and word relation 
information. Even so, the performance of joint 
features was still far from satisfactory (Dave et 
al., 2003; Gamon, 2004; Joshi and Penstein-
Rosé, 2009).  

We speculate that the poor performance is 
possibly due to the following two reasons: 1) in 
WR features, the data are sparse and the fea-
tures lack generalization capability; 2) the use 
of joint features of unigrams and WR features 
has its limitation.  

On one hand, there were attempts at finding 
better generalized WR (GWR) features. Gamon 
(2004) back off words in n-grams (and semantic 
relations) to their respective POS tags (e.g., 
great-movie to adjective-noun); Joshi and Rosé 
(2009) propose a method by only backing off 
the head word in dependency relation pairs to its 
POS tag (e.g., great-movie to great-noun), 
which are supposed to be more generalized than 
word pairs. Based on Joshi and Rosé’s method, 
we back off the word in each word relation pairs 
to its corresponding POS cluster, making the 
feature space smarter and more effective. 

On the other hand, we find that from uni-
grams to WR features, relevance between fea-
tures is reduced and the independence is in-
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creased. Although the discriminative model 
(e.g., SVM) is proven to be more effective on 
unigrams (Pang et al., 2002) for its ability of 
capturing the complexity of more relevant fea-
tures, WR features are more inclined to work 
better in the generative model (e.g., NB) since 
the feature independence assumption holds well 
in this case. 

Based on this finding, we therefore intuitively 
seek, instead of jointly using unigrams and 
GWR features, to efficiently integrate them to 
synthesize a more accurate classification proce-
dure. We use the ensemble model to fuse differ-
ent types of features under distinct classification 
models, with an attempt to overcome individual 
drawbacks and benefit from each other’s merit, 
and finally to enhance the overall performance. 

Furthermore, feature reduction is another im-
portant issue of using WR features. Due to the 
huge dimension of WR feature space, traditional 
feature selection methods in text classification 
perform inefficiently. However, to our knowl-
edge, no related work has focused on feature 
selection specially designed for WR features. 

Taking this point into consideration, we pro-
pose two fast feature selection methods (FMI 
and FIG) for GWR features with a theoretical 
proof. FMI and FIG regard the importance of a 
GWR feature as two component parts, and take 
the sum of two scores as the final score. FMI 
and FIG remain a close approximation to MI 
and IG, but speed up the computation by at most 
10 times. Finally, we apply FMI and FIG to the 
ensemble model, reducing the computation 
complexity to a great extent. 

The remainder of this paper is organized as 
follows. In Section 2, we introduce the approach 
to extracting GWR features. In Section 3, we 
present the ensemble model for integrating dif-
ferent types of features. In Section 4, the fast 
feature selection methods for WR features are 
proposed. Experimental results are reported in 
Section 5. Section 6 draws conclusions and out-
lines directions for future work. 

2 Generalized Word Relation Features 

A straightforward method for extracting WR 
features is to simply map word pairs into the 
feature vector. However, due to the sparse-data 
problem and the lack of generalization ability, 
the performance of WR is discounted. Consider 
the following two pieces of text: 

1) Avatar is a great movie. I definitely rec-
ommend it. 

2) I definitely recommend this book. It is great.

We lay the emphasis on the following word 
pairs: great-movie, great-it, it-recommend, and 
book-recommend. Although these features are 
good indicators of sentiment, due to the sparse-
data problem, they may not contribute as impor-
tantly as we have expected in machine learning 
algorithms. Moreover, the effects of those fea-
tures would be greatly reduced when they are 
not captured in the test dataset (for example, a 
new feature great-song in the test set would 
never benefit from great-movie and great-it).

Joshi and Rosé (2009) back off the head word 
in each of the relation pairs to its POS tag. Tak-
ing great-movie for example, the back-off fea-
ture will be great-noun. With such a transforma-
tion, original features like great-movie, great-
book and other great-noun pairs are regarded as 
one feature, hence, the learning algorithms 
could learn a weight for a more general feature 
that has stronger evidence of association with 
the class, and any new test sentence that con-
tains an unseen noun in a similar relationship 
with the adjective great (e.g., great-song) will 
receive some weight in favor of the class label. 

With the attempt to make a further generali-
zation, we conduct a POS clustering. Consider-
ing the effect of different POS tags in both uni-
grams and word relations, the POS tags are 
categorized as shown in Table 1. 

POS-cluster Contained POS tags 
J JJ, JJS, JJR 
R RB, RBS, RBR 
V VB, VBZ, VBD, VBN, VBG, VBP
N NN, NNS, NNP, NNPS, PRP 
O The other POS tags 

Table 1: POS Clustering (the Penn Corpus Style) 

Since adjectives and adverbs have the highest 
correlation with sentiment, and some verbs and 
nouns are also strong indicators of sentiment, 
we therefore put them into separate clusters. All 
the other tags are categorized to one cluster be-
cause they contain a lot of noise rather than use-
ful information. In addition, we assign pronouns 
to POS-cluster N, aimed at capturing the gener-
ality in WR features like great-movie and great-
it, or book-recommend and it-recommend.
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Taking “Avatar is a great movie” for example, 
different types of WR features are presented in 
Table 2, where Uni denotes unigrams; WR-Bi 
indicates traditional bigrams; WR-Dp indicates 
word pairs of dependency relation; GWR-Bi 
and GWR-Dp respectively denote generalized 
bigrams and dependency relations. 

WR types WR features 
WR-Bi Avatar-is, is-a, a-great, great-movie 

WR-Dp Avatar-is, a-movie, great-movie, 
movie-is 

GWR-Bi Avatar-V, is-O, a-J, great-N, 
N-is, V-a, O-great, J-movie

GWR-Dp Avatar-V, a-N, great-N, movie-V, 
N-is, O-movie, J-movie

Table 2: Different types of WR features 

3 An Ensemble Model for Integrating 
WR Features 

3.1 Joint Features, Good Enough? 

Although the unigram feature space is simple, 
and the WR features are more sophisticated, the 
latter was mostly used as extra features in addi-
tion to the former, rather than to substitute it. 
Even so, in most of the literature, the improve-
ments of joint features are still not as good as 
we had expected. For example, Dave et al. 
(2003) try to extract a refined subset of WR 
pairs (adjective-noun, subject-verb, and verb-
object pairs) as additional features to traditional 
unigrams, but do not get significant improve-
ments. In the experiments of Joshi and Rosé 
(2009), the improvements of unigrams together 
with WR features (even generalized WR 
features) are also not remarkable (sometimes 
even worse) compared to simple unigrams. 

One possible explanation might be that dif-
ferent types of features have distinct distribu-
tions, and therefore would probably yield vary 
performance on different machine learning al-
gorithms. For example, the generative model is 
optimal if the distribution is well estimated; 
otherwise the performance will drop signifi-
cantly (for instance, NB performs poorly unless 
the feature independence assumption holds 
well). While on the contrary, the discriminative 
model such as SVM is good at representing the 
complexity of relevant features. 

Let us review the results reported by Pang 
and Lee (2002) that compare different classifi-
cation algorithms: SVM performs significantly 

better than NB on unigrams; while the outcome 
is the opposite on bigrams. It is possibly due to 
that from unigrams to bigrams, the relevance 
between features is reduced (bigrams cover 
some relevance of unigram pairs), and the inde-
pendence between features increases. 

Since GWR features are less relevant and 
more independent in comparison, it is reason-
able for us to infer that these features would 
work better on NB than on SVM. We therefore 
intuitively seek to employ the ensemble model 
for sentiment classification tasks, with an at-
tempt to efficiently integrate different types of 
features under distinct classification models. 

3.2 Model Formulation 

The ensemble model (Kittler, 1998), which 
combines the outputs of several base classifiers 
to form an integrated output, has become an 
effective classification method for many do-
mains.

For our ensemble task, we train six base clas-
sifiers (the NB and SVM model respectively on 
the Uni, GWR-Bi and GWR-Dp features). By 
mapping the probabilistic outputs (for C  classes) 
of D base classifiers into the meta-vector 

11 1 1ˆ [ , , , , , , ],C kj D DCo o o o ox  (1) 

the weighted ensemble is formulized by 

1 1

ˆ ˆ( ) ,
D D

j j k kj k k
k k

O g o xx D j  (2) 

where  is the weight assigned to the -th
ss

mization 

, we use descent 

 defined as 

k k
base cla ifier. 

3.3 Weight Opti

Inspired by linear regression
methods to seek optimization according to cer-
tain criteria. We employ two criteria, namely 
the perceptron criterion and the minimum clas-
sification error (MCE) criterion. 

The perceptron cost function is

1, ,1

1 N

ˆ ˆmax ( ) ( ) .
ip j i y ij Ci

J g g
N

x x  (3) 

The minimization of pJ is approximately equal 
sc

 1992) 
is

function is given by 

to seek a minimum mi lassification rate. 
The MCE criterion (Juang and Katagiri,
supposed to be more relevant to the classifica-

tion error. A short version of MCE criterion 
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1 1

1 ˆ ˆ( ) ( ( ) max ( ))
N C

mce i
i j

J I y j g g
N

x x  (4) j kk j

where  is the sigmoid function. 
For both criteria, stochastic gradient descent 

. SGD uses 

( )

(SGD) is utilized for optimization
approximate gradients estimated from subsets of 
the training data and updates the parameters in 
an online manner: 

( 1) ( ) ( )h h
h

Jk k k . (5) 

functions are respectively
The gradients of perceptron and MCE cost 

p

1

1 ˆ ˆ( )
N

h
ih

J
x x

N
 (6) 

i iD s h D y

where i , and 
1, ,

ˆarg max ( )i j
j C

s g x

MC ( ))y i
J E

1

1 ˆ ˆ ˆ ˆ( )(1 ( )
i i i i

N

y i h D s h D y
ih

l l x x
N

x x  (7) 

where x̂  and 

As for perceptron criterion, we employ the 
average perceptron (AvgP) (Freund and 
Sc

In the past decade, feature selection (FS) studies 
n.

pose a 
fast feature selection method that is specially 
designed for GWR features. In our method, the 

re  (e.g., great-

ˆ ˆ( ) ( ( ) max ( ))
ij i y i k ih j

l g gx x

, ;
ˆarg max ( )

i
i j i

C j y
s g x .

1,j

hapire, 1999), a variation of perceptron model 
that averages the weights of all iteration loops, 
to improve the generalization performance. 

4 Feature Selection for WR Features 

mainly focus on topical text classificatio
(Yang and Pedersen, 1997) investigate five FS 
metrics and reported that good FS methods 
(such as IG and CHI) can improve the categori-
zation accuracy with an aggressive feature re-
moval. In sentiment classification tasks, tradi-
tional FS methods were also proven to be effec-
tive (Ng et al., 2006; Li et al., 2009). 

With regard to WR features, since the dimen-
sion of feature space has sharply increased, the 
amount of computation is considerably large 
when employing traditional FS methods. 

4.1 Fast MI and Fast IG 

In order to address this problem, we pro

importance of a GWR featu ws
movie) is considered as two component parts: 
the non-back-off word w  (great) and the POS 
pairs s  (J-N). We calculate the score of w  and 
s  respectively using existing FS methods, and 
take the sum of them as the final score. By as-
suming the two parts are mutually independent, 
the im ortance of a relation feature can be taken 
separately. We now give a theoretical support. 

First, the mutual information between a rela-
tion feature ws  and class kc  is defined as 

p

( , )
( , ) log .

( ) ( )
k

k
k

P ws c
I ws c

P ws P c
 (8) 

If w  and s  are independent, they are condi-
tionally inde ndent. Thus e have pe w

( | )
( , ) log

( )
( | ) ( | )

log
( ) ( )

k kP w c P s c
P w P s

( | ) ( | )
log log

( ) ( )
( , ) ( , ).

k
k

k k

k k

P ws cI ws c
P ws

P w c P s c
P w P s

I w c I s c

 (9) 

ula (9) indicates that under the assum
tion that two component parts  and 

Form p-
w s  of a 

relation feature  are mutually
the mutual in

ws
formation of the relation feature 

independent,

( , )kI ws c  equals the sum of two component 
parts ( , )kI w c  and ( , )kI s c .

Since the aver  mutual information across 
all classes ( )

age
I ws  is the probabilistic sum of 

ss, it can be written as: each cla

.( ) ( ) ( )I ws I w I s  (10) 

d Pe
 weighted average of 

Yang an dersen (1997) show that the in-
formation gain ( )G t  is the

( , )kI t c  and ( , )kI t c
can cons

. Therefore, with the sa
ider the infor

ula
t IG (FIG) respectively. Now let 

 of the independ-
ence assumption. In fact in a rel
tw

me 
mation gain of reason, we 

a relation feature ( )G ws  as the sum of two com-
ponent parts: 

( ) ( )G w G s  (11) 

We refer to Form (10) and (11) as fast MI 
(FMI) and fas
us look back at the rationality

( )G ws

ation feature, 
o component parts are hardly independent 

since they are “related”. Nonetheless, if we con-
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sider a GWR feature as a combination of the 
non-back-off word and the POS pairs, the as-
sumption will be easier to satisfy. Taking great-
movie (great-N) for example, compared to great
and N, great and J-N are more independent (J-N 
covers some relation information), therefore it is 
more feasible to take ( ) (J-N)G great G  as an 
approximation of ( -N)G great .

Laying aside the assumption, we place em-
phasis on the advantage of FIG (FMI) in com-
putational efficiency. A ension 
of the unigrams feature sp

ssuming the dim
ace is , and ignor-

in

escribed in section 3.2. In 
-
-

on

ense

 the effective-
lection. 

, 2004) is used in 
ment-level polarit
positive and 1,000 

N

N

g the data-sparse problem, the dimension of 
the GWR feature space is 2 5 N  (backing off 
head/modifier word to 5 POS-cluster). Tradi-
tional IG (MI) feature selection needs to calcu-
late the score of all 10 N  features, while FIG 
(FMI) only needs to comp  words and 
25 POS pairs. That is to say, FIG (FMI) can 
speed up the computation of traditional IG (MI) 
by at most 10 times. 

4.2 Integration with the Ensemble Model 

We now present how FMI (FIG) is applied to 
the ensemble model d

ute for 

each of the six base-classifiers described in Sec
tion 3.2, feature selection is performed (tradi
tional IG on unigrams, FIG on GWR features).  

Note that when performing FIG on individual 
GWR feature sets, the computation of non-
back-off word ( )G w , is taken care of by having 
already computed IG on unigrams. Thus, we

ly need to compute the score of 25 POS pairs. 
From this point of view, FIG (FMI) is quite 
suitable for the mble model. 

5 Experiments

We first present the performance of system per-
formance, and then demonstrate
ness of fast feature se

5.1 Experimental Setup 

Datasets: The Cornell movie-review dataset 1

introduced by (Pang and Lee
our experiments. It is a docu
dataset that contains 1,000 

y

negative processed reviews. 

1 http://www.cs.cornell.edu/people/pabo/movie-review-data/

We also use the dataset2 introduced in (Joshi 
and Penstein-Rosé, 2009) for comparison. It is a 
su

t and the E-product dataset is 
at

l (McCallum 

ts are 

d Ženko, 2004) is employed. 
Ta

e accuracy. 

gan-
per-

bset (200 sentences each for 11 different 
products) of the product review dataset released 
by (Hu and Liu, 2004). We will refer to it E-
product dataset. 

The Movie dataset is a domain-specific docu-
ment-level datase

sentence-level and cross-domain. We conduct 
experiments on both of them to evaluate our 
approach in a wide range of tasks. 

Classifier: We implement the NB classifier 
based on a multinomial event mode
and Nigam, 1998) with Laplace smoothing. The 
tool LIBSVM3 is chosen as the SVM classifier. 
Setting of kernel function is linear kernel, the 
penalty parameter is set to one, and the Platt’s 
probabilistic output for SVM is applied to ap-
proximate the posterior probabilities. Term 
presence is used as the feature weighting. 

Implementation: The Movie dataset is evenly 
divided into 5 folds, and all the experimen
conducted with a 5-fold cross validation. Fol-
lowing the settings by Joshi and Rosé, an 11-
fold cross validation is applied to E-product 
dataset, where each test fold contains all the 
sentences for one of the 11 products, and the 
sentences for the remaining 10 products are 
used for training. 

For ensemble learning, the stacking frame-
work (Džeroski an

king the Movie dataset for example, in each 
loop of the 5-fold cross validation, the probabil-
istic outputs of the test fold are considered as 
test samples for ensemble leaning; and an inner 
4-fold leave-one-out procedure is applied to the 
training data, where samples in each fold are 
trained on the remaining three folds to obtain 
the probabilistic outputs which serve as training 
samples for ensemble learning. 

All the performance in the remaining tables 
and figures is in terms of averag

5.2 Results of Classification Accuracy 

The results of classification accuracy are or
ized in three parts. We first compare the 
formance of individual WR and GWR; secondly 
we compare joint features and the ensemble 

2 http://www.cs.cmu.edu/~maheshj/datasets/acl09short.html
3 http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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model; thirdly we compare different ensemble 
strategies; finally we make a comparison with 
some related work. 

5.2.1 WR vs. GWR 

Table 3 presents the re
feature sets. Four types 

sults of individual WR 
of WR features, includ-

ing WR-Bi, WR-Dp, GWR-Bi and GWR-Dp, 
are examined under two classification models 
on two datasets. For each of the results, we re-
port the best accuracy under feature selection. 

Model WR Feature Movie E-product
WR-Bi 83.05 63.27 

GWR-Bi 85.55 65.17 
WR-Dp 82.15 65.14 SVM

GWR-Dp 83.40 67.09 
WR-Bi 84.60 66.86 

GWR-Bi 85.45 67.50 
WR-Dp 83.90 65.68 NB

GWR-Dp 83.65 67.41 

Table 3: Acc ) of I al WR e 
Sets

formance of individua R and WR. With the 
SV

uracies (% ndividu  Featur

At first, we place the emphasis on the per-
l GW

M model, the performance of GWR features 
is remarkable compared to traditional WR pairs. 
Specifically, on the Movie dataset, GWR-Bi 
outperforms WR-Bi by 2.50%, and GWR-Dp 
outperforms WR-Dp by 1.35%; on the E-
product dataset, the improvements are 1.90% 
and 1.95%. Under the NB model, on the Movie 
dataset, GWR-Bi outperforms WR-Bi by 0.85%; 
on the E-product dataset, GWR-Bi outperforms 
WR-Bi by 0.64% and GWR-Dp outperforms 
WR-Dp by 1.73%. One exception is GWR-Dp 
on the Movie dataset, but the decline is slight 
(0.25%).

WR Feature Movie E-product 
WR-Bi 386k 21k 

GWR-Bi 152k 16k 
WR-Dp 455k 24k 

GWR-Dp 151k 16k 

Table ion of ual Fe Space 

fe -
ag

nt
in 

 s4: Dimen  Individ ature 

Secondly, we compare the dimensions of dif-
rent feature space. Table 4 presents the aver
e size of different types of feature spaces on 

two datasets. On the Movie dataset, the size of 
GWR feature space has been significantly re-
duced (386k vs. 152k in Bi; 455k vs. 151k in 
Dp). On the E-product dataset, since the training 

set are made up by 10 different domains, data 
are quite sparse, therefore, the extent of dimen-
sion reduction is not as sound as that on Movie 
dataset, but still considerable (21k vs. 16k in Bi; 
24k vs. 16k in Dp). 

5.2.2 Joint Features vs. Ensemble Model 

The performance of individual feature sets, joi
feature set and ensemble model is reported 
Table 5. Uni, GWR-Bi and GWR-Dp are used 
as individual features sets in the ensemble 
model, and Joint Features denote the union of 
three individual sets. For feature selection, IG is 
used in Joint Features, and FIG is used in the 
ensemble model. The reported results are in 
terms of the best accuracy under feature selec-
tion.

Feature and Model Movie E-product
SVM 85.20 67.77 Uni NB 84.10 66.18 
SVM 85.55 65.17 GWR-Bi NB 85.45 67.50 
SVM 83.40 67.09 GWR-Dp NB 83.65 67.41 
SVM 86.10 66.55 Joint Features NB 85.20 67.64 
AvgP 88.60 70.14 E M  nsemble Model CE 88.55 70.18 

Table 5: Accuracies  Co t Fe
Joint Feature nsem odel

-
vidual emon-
str

els on different feature 
se

 (%) of mponen atures, 
s and E ble M

To begin with, we observe the results of indi
feature sets. Although we have d

ated that GWR features are more effective 
than WR, it is a pity that they do not show sig-
nificant superiority (sometimes even worse) 
compared to unigrams. That is to say, although 
GWR features encode more generalized word 
relation information than WR features, the role 
of unigrams still can not be replaced. This is in 
accordance with that, WR (GWR) features are 
used as additional features to assist unigrams in 
most of the literature.  

Secondly, we focus on the performance of 
two classification mod

ts. SVM seems to work better than NB on 
unigrams (more than 1%); while on GWR-Bi 
and GWR-Dp feature sets, NB tends to be over-
all effective. This has confirmed our speculation 
that WR features perform better under NB than 
under SVM (since independence between fea-
tures increases) and strengthened the confidence 
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of our motivation to ensemble different types of 
features under distinct classification models. 

Finally, we make a comparison of Joint Fea-
tures and Ensemble model. Observing the re-
su

he result of Joint Features is even 
w

ifferent

lts on the Movie dataset, Joint Features ex-
ceed individual feature sets, but the improve-
ments are not remarkable (less than 1 percent-
age compared to the best individual score). 
While the results of the ensemble model, as we 
have expected, are fairly good. AvgP and MCE 
respectively get the scores of 0.886 and 0.8855, 
robustly higher than that of Joint Features 
(0.8610 and 0.8520 respectively under SVM 
and NB). 

On the E-product dataset, it is quite surpris-
ing that t

orse than some of the individual features sets. 
This also confirms that Joint Features are some-
times not so effective at exploring different 
types of features. With regard to the ensemble 
model, AvgP gets an accuracy of 0.7014 and 
MCE achieves the best score (0.7018), consis-
tently superior to the results of Joint Features. 

5.2.3 Different Ensemble Strategies 

We also examine the performance of d
strategies. In Table 6, three ensemble strategies 
are compared, where  “(Uni & Bi & Dp ) @ 
SVM” denotes ensemble of three kinds of fea-
ture sets with the fixed SVM classifier,  “Uni @ 
(NB & SVM)” denotes ensemble of two classi-
fiers on fixed unigram features, and “(Uni & Bi 
& Dp ) @ (NB & SVM)” denotes ensemble of 
both classifiers and feature sets. 

Ensemble Strategy Movie E-product
AveP 86.60 69.50 (Uni & Bi & Dp )  

E@ SVM MC 86.60 69.59 
AveP 87.75 68.95 Uni

@ ( M) NB & SV MCE 87.80 69.14 
AveP 88.60 70.14 (Uni &  Dp ) 

@ (NB & SVM) 
 Bi &

MCE 88.55 70.18 

Table 6: Accuracies  Di Ens
Strategies.

f 
ensemble of either s or classifiers is 
ro

rams
ovie 

e-
lin

t result (0.679) on joint features of 
un

 for GWR 
of MI and 

-
se

 (%) of fferent emble 

Seen from Table 5 and 6, the performance o
 feature set

bustly better than any individual classifier, as 
well as the joint features on both datasets. With 
regard to ensemble of both feature sets and clas-
sification algorithms, it is the most effective 
compared to the above two ensemble strategies. 

This is in accordance with our motivation de-
scribed in Section 3.1. 

5.2.4 Comparison with Related Work 

We take the performance of SVM on unig
as the baseline for comparison. On the M
dataset, Pang and Lee (2004) and Ng et al. 
(2006) reported the baseline accuracy of 0.871. 
But our baseline is 2 percentages lower (0.852). 
It is mainly due to that: 1) 0.871 was obtained 
by a 10-fold cross validation, and our result is 
get by 5-fold cross validation; 2) the result of 
the tool LibSVM is inferior of SVMlight by al-
most 1-2 percentages, since the penalty parame-
ter in LibSVM is fixed, while in SVMlight, the 
value is automatically adapted; 3) the baseline 
in Ng et al. (2006) is obtained with length nor-
malization which play a role in performance. 

Ng et al. reported the state of art best per-
formance (0.905), which outperforms the bas

e (0.871) by 3.4%. Our best result of ensem-
ble model (0.886) gets a comparable improve-
ment (3.40%) compared to our obtained base-
line (0.852).  

On the E-product dataset, Joshi and Rosé re-
ported the bes

igrams and their proposed GWR features. 
This is in accordance with our result of Joint 
Features (0.6655 by SVM and 0.6764 by NB). 
The superiority of our ensemble result is quite 
significant (0.7014 by AvgP and 0.7018 by 
MCE).

5.3 Results of Feature Selection 

In this part, we examine FMI and FIG
feature selection. The performance 
IG are also presented for comparison. The re-
sults on the Movie and E-product datasets are 
displayed in Figures 1 and 2 respectively. Due 
to space limit, we only report the results of 
GWR-Bi features for Movie and GWR-Dp fea-
tures for E-product. In each of the figures, the 
results under NB and SVM are both presented. 

At first, we observe the results of feature se-
lection for GWR-Bi features on the Movie data

t. At first glance, IG and FIG have roughly the 
same performance. IG-based methods are 
shown to be quite effective in GWR feature re-
duction. For example under the NB model, top 
2.5% (4000) GWR-Bi features ranked by IG 
and FIG achieve accuracies of 0.849 and 0.842 
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respectively, even better than the score with all 
features (0.8415).
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Figure 1: Feature Selection for GWR-Bi Features on 
the Movie Dataset 
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y WR features for sentiment classification. We 
have proposed a GWR feature extraction ap-
proach and an ensemble model to efficiently 
integrate different types of features. Moreover, 
we have proposed two fast feature selection 
methods (FMI and FIG) for GWR features. 

Individual GWR features outperform tr

IG
FIG
MI
FMI

Figure 2: Feature Selection for GWR-Dp features on 

We then ob  finer granu-
la

er-
fo

 size of E-
pr

omparisons are made ac-
co

he compu

ble model, when per-
o

6 Conclusions and Future Work 

adi-
tio

proved to be a good solution for se-
lecting GWR features. It is also worthy noting 

stu

the E-product dataset

serve IG vs. FIG in a
rity. When the selected features are few (less 

than 5%), IG performs significantly better than 
FIG, while the latter gradually approaches the 
former when the feature number increases: as it 
comes to 10-15%, their performance is quite 
close. From then on, FIG is consistently compa-
rable to IG, even sometimes slightly better.  

With regard to MI and FMI, although the p
rmance compared to IG and FIG is rather poor 

(the reason has been intensively studied by 
Yang and Pedersen, 1997). Our focus is the 
ability of FMI for approximating MI. From this 
point of view, FMI is by contrast effective, es-
pecially with more than 1/3 features. 

Compared to the Movie dataset, the
oduct dataset is much smaller, and the data 

are much sparser. Nevertheless, IG and FIG are 

still effective. On one hand, top 1.25% (2000) 
features ranked by IG yield a result better than 
(or comparable to) that with all features. On the 
other hand, FIG is still competent to be a good 
approximation to IG. 

All of the above c
rding to accuracies, and we now pay attention 

to computational efficiency. Taking the Movie 
dataset for example, IG needs to compute scores 
of information gain for all 152k  features, while 
FIG only needs to comput 5 5k  scores, 
saving more than 70% of t tational 
load; on the E-product dataset, although the data 
are sparse, the rate of computation reduction is 
still significant (62.5%). 

Note that in the ensem

e 42

f rming FIG for individual GWR feature set, 
part of its inherent complexity is already taken 
care of by having already computed IG on Uni 
feature set, and we only need to compute the 
scores for 25 POS pairs. From this perspective, 
FIG is even more attractive in the ensemble 
model. 

The focus of this paper is exploring the use of 

nal WR features significantly, but they still 
can not totally substitute unigrams. The ensem-
ble model is quite effective at integrating uni-
grams and different types of WR feature, and 
the performance is significantly better than joint 
features.

FIG is 

that FIG is a general feature selection method 
for bigram features, even outside the scope of 
sentiment classification and text classification.  

In the future, we plan to make an in-depth
dy about why individual WR features are 

inferior to unigrams, and how to make the joint 
features more effective. We also plan to extend 
the use of GWR features to the task of transfer 
learning, which we think is a promising direc-
tion for future work. 
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Abstract 

Translation rule extraction is an impor-
tant issue in syntax-based Statistical Ma-
chine Translation (SMT). Recent studies 
show that rule coverage is one of the key 
factors affecting the success of syntax-
based systems. In this paper, we first 
present a simple and effective method to 
improve rule coverage by using multiple 
parsers in translation rule extraction, and 
then empirically investigate the effec-
tiveness of our method on Chinese-
English translation tasks. Experimental 
results show that extracting translation 
rules using multiple parsers improves a 
string-to-tree system by over 0.9 BLEU 
points on both NIST 2004 and 2005 test 
corpora. 

1 Introduction 

Recently various syntax-based models have been 
extensively investigated in Statistical Machine 
Translation (SMT), including models between 
source trees and target strings (Quirk et al., 2005; 
Liu et al., 2006; Huang et al., 2006), source 
strings and target trees (Yamada and Knight, 
2001; Galley et al., 2006; Shen et al., 2008), or 
source trees and target trees (Eisner, 2003; Ding 
and Palmer, 2005; Cowan et al., 2006; Zhang et 
al., 2008; Liu et al., 2009). In these models, au-
tomatic extraction of translation rules is an im-
portant issue, in which translation rules are typi-
cally extracted using parse trees on 
source/target-language side or both sides of the 
bilingual text. Exploiting the syntactic informa-

tion encoded in translation rules, syntax-based 
systems have shown to achieve comparable per-
formance with phrase-based systems, even out-
perform them in some cases (Marcu et al., 2006). 

Among all the factors contributing to the suc-
cess of syntax-based systems, rule coverage has 
been proved to be an important one that affects 
the translation accuracy of syntax-based systems 
(DeNeefe et al., 2007; Shen et al., 2008). How-
ever, these systems suffer from a problem that 
translation rules are extracted using only 1-best 
parse tree generated by a single parser, which 
generally results in relatively low rule coverage 
due to the limited scope in rule extraction (Mi 
and Huang, 2008). To alleviate this problem, a 
straightforward solution is to enlarge the scope 
of rule extraction, and obtain translation rules by 
using a group of diversified parse trees instead 
of a single parse tree. For example, Mi and 
Huang (2008) used k-best parses and forest to 
extract translation rules for improving the rule 
coverage in their forest-based SMT system, and 
achieved promising results. However, most pre-
vious work used the parse trees generated by 
only one parser, which still suffered somewhat 
from the relatively low diversity in the outputs 
of a single parser. 

Addressing this issue, we investigate how to 
extract diversified translation rules using multi-
ple parsers. As different parsers (or parsing 
models) can provide us with parse trees having 
relatively large diversity, we believe that it is 
beneficial to employ multiple different parsers to 
obtain diversified translation rules and thus en-
large the rule coverage. Motivated by this idea, 
we propose a simple and effective method to 
improve rule coverage by using multiple parsers 
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in rule extraction. Furthermore, we conduct an 
empirical study to investigate the effectiveness 
of our method on Chinese-English translation in 
a string-to-tree system. Experimental results 
show that our method improves the baseline sys-
tem by over 0.9 BLEU points on both NIST 
2004 and 2005 test corpora, even achieves a +1 
BLEU improvement when working with the k-
best extraction method. More interestingly, we 
observe that the MT performance is not very 
sensitive to the parsing performance of the pars-
ers used in rule extraction. Actually, the MT sys-
tem does not show different preferences for dif-
ferent parsers. 

2 Related Work 

In machine translation, some efforts have been 
made to improve rule coverage and advance the 
performance of syntax-based systems. For ex-
ample, Galley et al. (2006) proposed the idea of 
rule composing which composes two or more 
rules with shared states to form a larger, com-
posed rule. Their experimental results showed 
that the rule composing method could signifi-
cantly improve the translation accuracy of their 
syntax-based system. Following Galley et al. 
(2006)’s work, Marcu et al. (2006) proposed 
SPMT models to improve the coverage of phras-
al rules, and demonstrated that the system per-
formance could be further improved by using 
their proposed models. Wang et al. (2007) de-
scribed a binarization method that binarized 
parse trees to improve the rule coverage on non-
syntactic mappings. DeNeefe et al. (2007) analy-
ized the phrasal coverage problem, and com-
pared the phrasal coverage as well as translation 
accuracy for various rule extraction methods 
(Galley et al., 2006; Marcu et al., 2006; Wang et 
al., 2007). 

As another research direction, some work is 
focused on enlarging the scope of rule extraction 
to improve rule coverage. For example, (Venu-
gopal et al., 2008) and (Mi and Huang, 2008) 
extracted rules from the k-best parses and forest 
generated by a single parser to alleviate the 
problem of the limited scope of 1-best parse, and 
achieved promising results. 

Our work differs from previous work in that 
we are concerned with obtaining diversified 
translation rules using multiple different parsers 
(or parsing models) instead of a single parser (or 

parsing model). It can be regarded as an en-
hancement of previous studies. As shown in the 
following parts of this paper, it works very well 
with the existing techniques, such as rule com-
posing (Galley et al., 2006), SPMT models 
(Marcu et al., 2006) and rule extraction with k-
best parses (Venugopal et al., 2008). 

3 Translation Rule Extraction 

In this work, the issue of translation rule extrac-
tion is studied in the string-to-tree model pro-
posed by Galley et al. (2006).  We choose this 
model because it has been shown to be one of 
the state-of-the-art syntax-based models, and has 
been adopted in the most successful systems in 
NIST 2009 MT evaluation.  

Typically, (string-to-tree) translation rules are 
learned from the word-aligned bilingual text 
whose target-side has been parsed using a syn-
tactic parser. As the basic unit of translation, a 
translation rule consists of sequence words or 
variables in the source language, and a syntax 
tree in the target language having words (termi-
nals) and variables (non-terminals) at leaves. 
Figure 1 shows the translation rules extracted 
from a word-aligned sentence pair with a target-
side parse tree. 

 
Figure 1: Translation rules extracted from a 
string-tree pair. 
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Figure 2: Rule extraction using two different parsers (Berkeley Parser and Collins Parser). The 
shaded rectangles denote the translation rules that can be extracted from the parse tree generated by 
one parser but cannot be extracted from the parse tree generated by the other parser. 

 
To obtain basic translation rules, the (minimal) 

GHKM extraction method proposed in (Galley 
et al, 2004) is utilized. The basic idea of GHKM 
extraction is to compute the set of the mini-
mally-sized translation rules that can explain the 
mappings between source-language string and 
target-language tree while respecting the align-
ment and reordering between the two languages. 
For example, from the string-tree pair shown at 
the top of Figure 1, we extract the minimal 
GHKM translation rules r1-6. In addition to 
GHKM extraction, the SPMT models (Marcu et 
al., 2006) are employed to obtain phrasal rules 
that are not covered by GHKM extraction.  For 
example, rule r8  in Figure 1 is a SPMT rule that 
is not obtained in GHKM extraction. Finally, the 
rule composing method (Galley et al., 2006) is 
used to compose two or more minimal GHKM 
or SPMT rules having shared states to form lar-
ger rules. For example, rule r7 in Figure 1 is gen-
erated by composing rules r2 and r6. 

4 Differences in Coverage between Rule 
Extractions with Different Parsers 

As described above, translation rule extraction 
relies on the outputs (parse trees) of parsers. As 
different parsers generally have large diversity 
between their outputs, rule extractions with dif-
ferent parsers generally result in very different 
sets of rules. For example, Figure 2 shows the 
rule extractions on a word-aligned sentence pair 
having two target-trees generated by Berkeley 
Parser and Collins Parser, respectively. It is ob-
served that Figure 2 (a) and (b) cover different 
sets of rule due to the different target-trees used 
in rule extraction. Particularly, well-formed rules 
ra7-a9 are extracted in Figure 2 (a), while they do 
not appear in Figure 2 (b). Also, rules rb7-b9 in 
Figure 2 (b) have the similar situation. This ob-
servation gives us an intuition that there is a 
“complementarity” between the rules extracted 
using different parsers. 
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We also conduct a quantitative study to inves-
tigate the impact of using different parsers 
(Berkeley Parser and Collins Parser) on rule 
coverage. Tables 1 shows the statistics of the 
rules extracted from 370K Chinese-English par-
allel sentence pairs1 using the method described 
in Section 3. In addition to the total number of 
rules extracted, the numbers of phrasal rules and 
useful rules are also reported to indicate the rule 
coverage of a rule set. Here phrasal rule refers 
to the rule whose source-side and the yield of its 
target-side contains only one phrase each, with 
optional surrounding variables. According to 
(DeNeefe et al., 2007), the number of phrasal 
rules is a good indicator of the coverage of a rule 
set. useful rule refers to the rule that can be ap-
plied when decoding the test sentences 2 . As 
shown in Table 1, the two resulting rule sets on-
ly have about 70% overlaps (Column 4), and the 
rule coverage increases by about 20% when we 
combine them together (Column 5). This finding 
confirms that the rule coverage can be improved 
by using multiple different parsers in rule extrac-
tion. 

 # of rules # of phrasal 
rules 

# of  
useful rules

Berkeley 3,538,332 2,515,243 549,783 
Collins 3,526,166 2,481,195 553,893 
Overlap 2,542,380 1,907,521 386,983 
Union 4,522,118 3,088,920 716,693 

Table 1: Comparison of rule coverage between 
different rule sets. 

5 Translation Rule Extraction with 
Multiple Parsers 

5.1 Rule Extraction Algorithm 

Motivated by the above observations, we pro-
pose a rule extraction method to improve the 
rule coverage by using multiple parsers.  

Let <f, e, a> be a tuple of <source sentence, 
target sentence, bi-directional word alignments>, 
                                                 
1 LDC2005T10, LDC2003E07, LDC2003E14 and 
LDC2005T06 
2 In this experiment, the test sentences come from 
NIST 2004 and 2005 MT evaluation sets. It should be 
noted that due to the pruning in decoding we cannot 
count the exact number of rules that can be used dur-
ing decoding. In this work, we use an alternative – 
the number of rules matched with test sentences – to 
estimate an upper-bound approximately. 

and {P1, ..., PN} be N syntactic parsers in target-
language. The following pseudocode formulizes 
the algorithm for extracting translation rules 
from <f, e, a> using parsers {P1, ..., PN}, where 
Pi(e) returns the parse tree generated by the i-th 
parser Pi. Function GENERATERULES() com-
putes the set of rules for <f, ti, a> by using vari-
ous rule extraction methods, such as  the method 
described in Section 3. 

Multi-Parser based Rule Extraction  
Input: <f, e, a> and P = {P1, ..., PN} 
Output: rule set R 
1 Function MULTIPAREREXTRACTOIN(<f, e, a>, P )
2     for i = 1 to N do                           <  for each parser
3        ti = Pi(e)                                      <  target-tree 
4       Ri = GENERATERULES (f, ti, a) <  rule extraction 
5       R.append(Ri) 
6     return R 
7 Function GENERATERULES ( f, ti, a ) 
8     return rules extracted from <f, ti, a> 

5.2 Learning Rule Probabilities 

In multi-parser based rule extraction, more than 
one parse trees are used, and each of them is as-
sociated with a parsing confidence (e.g. genera-
tive probability of the tree). Ideally, if the parse 
trees used in rule extraction can be accurately 
weighted, the rule probabilities will be better 
estimated according to the parse weights, for 
example, the rules extracted from a parse tree 
having a low weight should be penalized accord-
ingly in the estimation of rule probabilities. Un-
fortunately, the tree probabilities are generally 
incomparable between different parsers due to 
the different parsing models used and ways of 
implementation. Thus we cannot use the poste-
rior probability of a rule’s target-side to estimate 
the fractional count (Mi and Huang, 2008; Liu et 
al., 2009), which is used in maximum-likelihood 
estimation of rule probabilities. In this work, to 
simplify the problem, we assume that all the 
parsers have the same and maximum degrees of 
confidence on their outputs. For a rule r ex-
tracted from a string-tree pair, the count of r is 
defined to be: 

1
( , )

( )
N

i
r i

c r
N
τ

== ∑                     (1) 

where ( , )r iτ is 1 if r is extracted by using the i-
th parser, otherwise 0.  
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Following Mi and Huang (2008)’s work, three 
conditional rule probabilities are employed for 
experimenting with our method. 

': ( ') ( )

( )Pr( | ( ))
( )

r root r root r

c rr root r
c r

=

=
∑

       (2) 

': ( ') ( )

( )Pr( | ( ))
( )

r lhs r lhs r

c rr lhs r
c r

=

=
∑

            (3) 

': ( ') ( )

( )Pr( | ( ))
( )

r rhs r rhs r

c rr rhs r
c r

=

=
∑

           (4) 

where lhs(r) and rhs(r) are the source-hand and 
target-hand sides of r respectively, and root(r) is 
the root of r’s target-tree. 

5.3 Parser Indicator Features 

For each rule, we define N indicator features (i.e. 
( , )r iτ ) to indicate a rule is extracted by using 

which parsers, and add them into the translation 
model. By training the feature weights with Min-
imum Error Rate Training (MERT), the system 
can learn preferences for different parsers auto-
matically. 

6 Experiments 

The experiments are conducted on Chinese-
English translation in a state-of-the-art string-to-
tree SMT system.  

6.1 Experimental Setup 

Our bilingual data consists of 370K sentence 
pairs (9M Chinese words + 10M English words) 
which have been used in the experiment in Sec-
tion 4. GIZA++ is employed to perform the bidi-
rectional word alignment between the source and 
target sentences, and the final word alignment is 
generated using the inter-sect-diag-grow method. 
A 5-gram language model is trained on the tar-
get-side of the bilingual data and the Xinhua 
portion of English Gigaword corpus. The devel-
opment data set comes from NIST MT 2003 
evaluation set. To speed up MERT, sentences 
with more than 20 Chinese words are removed. 
The test sets are the NIST MT evaluation sets of 
2004 and 2005.  

Our baseline MT system is built based on the 
string-to-tree model proposed in (Galley et al., 
2006). In this system, both of minimal GHKM 
(Galley et al., 2004) and SPMT rules (Marcu et 
al., 2006) are extracted from the bilingual corpus, 

and the composed rules are generated by com-
posing two or three minimal GHKM and SPMT 
rules3. We use a CKY-style decoder with cube 
pruning (Huang and Chiang, 2007) and beam 
search to decode new Chinese sentences. By de-
fault, the beam size is set to 30. For integrating 
n-gram language model into decoding efficiently, 
rules containing more than two variables or 
source word sequences are binarized using the 
synchronous binarization method (Zhang et al., 
2006; Xiao et al., 2009).  

The system is evaluated in terms of the case-
insensitive NIST version BLEU (using the 
shortest reference length), and statistical signifi-
cant test is conducted using the re-sampling me-
thod proposed by Koehn (2004). 

6.2 The Parsers 

Four syntactic parsers are chosen for the ex-
periments. They are Stanford Parser4, Berkeley 
Parser 5 , Collins Parser (Dan Bikel’s reimple-
mentation of Collins Model 2) 6  and Charniak 
Parser7. The former two are state-of-the-art non-
lexicalized parsers, while the latter two are state-
of-the-art lexicalized parsers. All the parsers are 
trained on sections 02-21 of the Wall Street 
Journal (WSJ) Treebank, and tuned on section 
22. Table 2 summarizes the performance of the 
parsers. 

Parser Recall Precision F1 
Stanford 86.29% 87.21% 86.75% 
Berkeley 90.18% 90.45% 90.32% 
Collins 89.14% 88.85% 88.99% 
Charniak 89.99% 90.28% 90.13% 

Table 2: Performance of the four parsers on sec-
tion 23 of the WSJ Treebank. 

We parse the target-side of the bilingual data 
using the four parsers individually. From the 1-
best parses generated by these parsers, we obtain 
four baseline rule sets using the method de-
scribed in Section 3, as well as the rule sets usi- 

                                                 
3 Generally a higher baseline can be obtained by 
combining more (unit) rules. However, we find that 
using more composed rules does not affect the impact 
of using multiple parsers. Thus, we choose this set-
ting in order to finish all experiments in time. 
4 http://nlp.stanford.edu/software/lex-parser.shtml 
5 http://code.google.com/p/berkeleyparser/ 
6 http://www.cis.upenn.edu/~dbikel/download.html 
7 http://www.cs.brown.edu/people/ec/#software 
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Rule Coverage BLEU4 (%)  Rule set 
# of rules # of  

phrasal rules
# of  
useful rules 

Dev. MT04 MT05 

Stanford (S) 3,679 K 2,581 K 573 K 39.36 36.02 36.98 
Berkeley (B) 3,538 K 2,515 K 549 K 39.32 36.05 36.98 
Collins (Co) 3,526 K 2,481 K 553 K 39.16 36.07 36.91 

B
as

el
in

e 

Charniak (Ch) 3,450 K 2,435 K 540 K 39.24 35.90 36.89 
S + B 4,567 K 3,105 K 726 K 39.87+ 36.57+ 37.47+ 
S + Co 4,734 K 3,202 K 752 K 39.94+ 36.57+ 37.52+ 
S + Ch 4,764 K 3,258 K 751 K 40.01+ 36.51 37.59+ 
B + Co 4,522 K 3,088 K 716 K 39.84+ 36.60+ 37.46+ 
B +  Ch 4,562 K 3,129 K 717 K 39.81+ 36.49 37.41 

2 
pa

rs
er

s 

Co + Ch 4,592 K 3,125 K 727 K 39.75 36.55+ 37.43+ 
S + B + Co 5,331 K 3,543 K 852 K 40.14++ 36.83++ 37.78++ 
S + B + Ch 5,380 K 3,590 K 854 K 40.05+ 36.82++ 37.70+ 
S + Co + Ch 5,551 K 3,663 K 877 K 40.35++ 36.70+ 37.70+ 3 

pa
rs

er
s 

B + Co + Ch 5,294 K 3,544 K 840 K 40.04+ 36.76+ 37.65+ 

4 S + B + Co + Ch 6,005 K 3,940 K 958 K 40.28++ 36.99++ 37.89++ 
Table 5: Evaluation results. + or ++ = significantly better than all the baseline systems (using single 
parser) at the 95% or 99% confidence level. 

 
 Stanford Berkeley Collins Charniak
Stanford 100% 76.72% 73.32% 74.89% 
Berkeley 76.72% 100% 75.69% 76.76% 
Collins 73.32% 75.69% 100% 74.84% 
Charniak 74.89% 76.76% 74.84% 100% 
Table 3: Agreement between different parsers. 
 
ng the multi-parser based rule extraction method.  
Before conducting primary experiments, we first 
investigate the differences between the 1-best 
outputs of the parsers. Table 3 shows the agree-
ment between each pair of parsers. Here the de-
gree of agreement shown in each cell is com-
puted by using one parser’s output as a good 
standard to evaluate the other parser’s output in 
terms of F1 score, and a higher agreement score 
(i.e. F1 score) means that the 1-best outputs of 
the two parsers are more similar to each other. 
We see that the agreement scores between dif-
ferent parsers are always below 80%. This result 
reflects a large diversity in parse trees generated 
by different parsers, and thus confirms our ob-
servations in Section 4. 

We also examine the “complementarity” be-
tween the baseline rule sets generated by using 
different parsers individually. Table 4 shows the 
results, where the degree of “complementarity” 
between two rule sets is defined as the percent-
age of the rules in one rule set that are not cov-
ered by the other rule set. It can be regarded as a 
measure of the disagreement between two rule 

sets, and a higher number indicates large “com-
plementarity”. For example, in Row 2, Column 3 
(Table 4), “25.09%” means that 25.09% rules in 
the first rule set (using Stanford Parser) are not 
covered by the second rule set (using Berkeley 
Parser). Table 4 shows that there is always a dis-
agreement of over 25% between different rule 
sets. These results indicate that using different 
parsers can lead to a relatively large “comple-
mentarity” between the rule sets.  

 Stanford Berkeley Collins Charniak
Stanford 0% 25.09% 29.91% 31.43% 
Berkeley 27.98% 0% 27.90% 29.68% 
Collins 32.84% 28.15% 0% 30.89% 
Charniak 35.70% 31.43% 32.37% 0% 
Table 4: Disagreement between the rule sets ob-
tained using different parsers individually. 

6.3 Evaluation of Translations 

We then study the impact of multi-parser based 
rule extraction on translation accuracy.  Table 5 
shows the BLEU scores as well as the rule cov-
erage for various rule extraction methods. We 
see, first of all, that the rule coverage is im-
proved significantly by multi-parser based rule 
extraction. Compared to the baseline method (i.e. 
single-parser based rule extraction), the multi-
parser based rule extraction achieves over 20% 
coverage improvements when only two parsers 
are used, even yields gains of over 50 percentage 
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points when all the four parsers are used together. 
Also, BLEU score is improved by multi-parser 
based rule extraction. When two parsers are em-
ployed in rule extraction, there is generally a 
gain of over 0.4 BLEU points on both MT04 and 
MT05 test sets. Further improvements are 
achieved when more parsers are involved. On 
both test sets, using three parsers in rule extrac-
tion generally yields a +0.7 BLEU improvement, 
and using all the parsers together yields a +0.9 
BLEU improvement which is the biggest im-
provement achieved in this set of experiment. 
All these results show that multi-parser based 
rule extraction is an effective way to improve the 
rule coverage as well as the BLEU score of the 
syntax-based MT system. 

An interesting finding is that there seems no 
significant differences in BLEU scores between 
the baseline systems (using single parsers), 
though the parsing performance of the corre-
sponding parsers is very different from each 
other. For example, the MT performance corre-
sponding to Berkeley Parser is very similar to 
that corresponding to Stanford Parser despite a 
4-point difference in F1 score between the two 
parsers. Another example is that Charniak parser 
performs slightly worse than the other three on 
MT task, though it achieves the 2nd best parsing 
performance in all the parsers. This interesting 
finding shows that the performance of syntax-
based MT systems is not very sensitive to the 
parsing performance of the parsers used in rule 
extraction. 

6.4 Preferences for Parsers 

We also investigate the preferences for different 
parsers in our system. Table 6 shows the weights 
of the parser indicator features learned by 
MERT, as well as the number of edges gener-
ated by applying the rules corresponding to dif-
ferent parsers during decoding. Both of the met-
rics are used to evaluate the contributions of the 
parsers to MT decoding. We see that though 
Stanford Parser and Berkeley Parser are shown 
to be relatively more preferred by the decoder, 
there are actually no significant differences in 
the degrees of the contributions of different 
parsers. This result also confirms the fact ob-
served in Table 5 that the MT system does not 
have special preferences for different parsers. 

 

Indicator Weight # of edges 
(Dev.) 

# of edges 
 (MT04) 

# of edges 
(MT05) 

Stanford 0.1990 7.7 M 169.2 M 101.7 M
Berkeley 0.1982 7.7 M 166.3 M 100.2 M
Collins 0.1690 6.9 M 149.9 M   93.1 M
Charniak 0.1729 7.1 M 156.5 M   97.2 M

Table 6: Preferences for different parsers. 

Though Table 6 provides some information 
about the contributions of different parsers, it 
still does not answer how often these rules are 
really used to generate final (1-best) translation. 
Table 7 gives an answer to this question. We see 
that, following the similar trend in Table 5, dif-
ferent parsers have nearly equal contributions in 
generating final translation. 

Indicator # of rules 
used in 1-best  
(Dev.) 

# of rules 
used in 1-best  
(MT04) 

# of rules 
used in 1-best  
(MT05) 

Stanford     2,410 23,513 14,357 
Berkeley     2,455 23,878 14,670 
Collins     2,309 22,654 13,815 
Charniak     2,269 22,406 13,731 

Table 7: Numbers of rules used in generating 
final (1-best) translation. 

6.5 Rule Extraction with k-best Parses 

We also conduct experiments to compare the 
effectiveness of multi-parser based rule extrac-
tion and rule extraction with k-best parses gener-
ated by a single parser. As Berkeley parser is 
one of the best-performing parsers in previous 
experiments, we employ it to generate k-best 
parses in this set of experiment. As shown in 
Figure 3, both of the methods improve the 
BLEU scores by enlarging the set of parse trees 
used in rule extraction. Compared to k-best ex-
traction, multi-parser extraction shows consiste- 
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Figure 3: Multi-parser based rule extraction vs. 
rule extraction with k-best parses (MT05). 
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ntly better BLEU scores. Using 4 different pars-
ers, it achieves an improvement of 0.6 BLEU 
points over k-best extraction where even 50-best 
parses are used. 

Finally, we extend multi-parser based rule ex-
traction to extracting rules from the k-best parses 
generated by multiple parsers. Figure 4 shows 
the results on “S + B + Co + Ch” system. We see 
that multi-parser based rule extraction can bene-
fit from k-best parses, and yields a modest (+0.2 
BLEU points) improvement when extracting 
from 10-best parses. However, since k-best ex-
traction generally results in much slower extrac-
tion speed, it might not be a good choice to use 
k-best parses to improve our method in practice. 
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Figure 4: Multi-parser based rule extraction & 
rule extraction with k-best parses (MT05). 

7 Discussion and Future Work 

In this work, all the parsers are trained using the 
same treebank. To obtain diversified parse trees 
for multi-parser based rule extraction, an alterna-
tive way is to learn parsers on treebanks anno-
tated by different organizations (e.g. Penn Tree-
bank and ICE-GB corpus). Since different tree-
banks can provide us with more diversity in 
parsing, we believe that our system can benefit a 
lot from the parsers that are learned on multiple 
different treebanks individually. But here is a 
problem that due to the different annotation 
standards used, there is generally an incompati-
bility between treebanks annotated by different 
organizations. It will result in that we cannot 
straightforwardly mix the resulting rule sets (or 
heterogeneous grammars for short) for probabil-
ity estimation as well as the use for decoding. To 
solve this problem, a simple solution might be 
that we transform the incompatible rules into a 
unified form. Alternatively, we can use hetero-

geneous decoding (or parsing) techniques (Zhu 
et al., 2010) to make use of heterogeneous 
grammars in the stage of decoding. Both topics 
are very interesting and worth studying in our 
future work.  

Besides k-best extraction, our method can also 
be applied to other rule extraction schemes, such 
as forest-based rule extraction. As (Mi and 
Huang, 2008) has shown that forest-based ex-
traction is more effective than k-best extraction 
in improving translation accuracy, it is expected 
to achieve further improvements by using multi-
parser based rule extraction and forest-based rule 
extraction together. 

8 Conclusions  

In this paper, we present a simple and effective 
method to improve rule coverage by using mul-
tiple parsers in translation rule extraction. Ex-
perimental results show that  

 Using multiple parsers in rule extraction 
achieves large improvements of rule cover-
age over the baseline method where only a 
single parser is used, as well as a +0.9 
BLEU improvement on both NIST 2004 
and 2005 test corpora. 

 The MT system can be further improved by 
using multiple parsers and k-best parses to-
gether. However, with the consideration of 
extraction speed, it might not be a good 
choice to use k-best parses to improve mul-
ti-parser based rule extraction in practice. 

 The MT performance is not influenced by 
the parsing performance of the parsers used 
in rule extraction very much. Actually, the 
MT system does not show different prefer-
ences for different parsers. 
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Abstract

This paper presents a new approach to im-
proving relation extraction based on min-
imally supervised learning. By adding
some limited closed-world knowledge for
confidence estimation of learned rules to
the usual seed data, the precision of re-
lation extraction can be considerably im-
proved. Starting from an existing base-
line system we demonstrate that utilizing
limited closed world knowledge can ef-
fectively eliminate ”dangerous” or plainly
wrong rules during the bootstrapping pro-
cess. The new method improves the re-
liability of the confidence estimation and
the precision value of the extracted in-
stances. Although recall suffers to a cer-
tain degree depending on the domain and
the selected settings, the overall perfor-
mance measured by F-score considerably
improves. Finally we validate the adapt-
ability of the best ranking method to a new
domain and obtain promising results.

1 Introduction
Minimally supervised machine-learning ap-
proaches to learning rules or patterns for relation
extraction (RE) in a bootstrapping framework are
regarded as very effective methods for building
information extraction (IE) systems and for
adapting them to new domains (e. g., (Riloff,
1996), (Brin, 1998), (Agichtein and Gravano,
2000), (Yangarber, 2001), (Sudo et al., 2003),
(Jones, 2005), (Greenwood and Stevenson,
2006), (Agichtein, 2006), (Xu et al., 2007),
(Xu, 2007)). On the one hand, these approaches

show very promising results by utilizing minimal
domain knowledge as seeds. On the other hand,
they are all confronted with the same problem,
i.e., the acquisition of wrong rules because of
missing knowledge for their validation during
bootstrapping. Various approaches to confidence
estimation of learned rules have been proposed
as well as methods for identifying ”so-called”
negative rules for increasing the precision value
(e.g., (Brin, 1998), (Agichtein and Gravano,
2000), (Agichtein, 2006), (Yangarber, 2003),
(Pantel and Pennacchiotti, 2006), (Etzioni et al.,
2005), (Xu et al., 2007) and (Uszkoreit et al.,
2009)).

In this paper, we present a new approach to esti-
mating or ranking the confidence value of learned
rules by utilizing limited closed-world knowl-
edge. As many predecessors, our ranking method
is built on the “Duality Principle” (e. g., (Brin,
1998), (Yangarber, 2001) and (Agichtein, 2006)).
We extend the validation method by an evalu-
ation of extracted instances against some lim-
ited closed-world knowledge, while also allowing
cases in which knowledge for informed decisions
is not available. In comparison to previous ap-
proaches to negative examples or negative rules
such as (Yangarber, 2003), (Etzioni et al., 2005)
and (Uszkoreit et al., 2009), we implicitly gener-
ate many negative examples by utilizing the pos-
itive examples in the closed-world portion of our
knowledge. Rules extracting wrong instances are
lowered in rank.

In (Xu et al., 2007) and (Xu, 2007), we develop
a generic framework for learning rules for rela-
tions of varying complexity, called DARE (Do-
main Adaptive Relation Extraction). Furthermore,
there is a systematic error analysis of the base-
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line system conducted in (Xu, 2007). We employ
our system both as a baseline reference and as a
platform for implementing and evaluating our new
method.

Our first experiments conducted on the same
data used in (Xu et al., 2007) demonstrate: 1) lim-
ited closed-world knowledge is very useful and ef-
fective for improving rule confidence estimation
and precision of relation extraction; 2) integration
of soft constraints boosts the confidence value of
the good and relevant rules, but without strongly
decreasing the recall value. In addition, we val-
idate our method on a new corpus of newspaper
texts about celebrities and obtain promising re-
sults.

The remainder of the paper is organized as fol-
lows: Section 2 explains the relevant related work.
Sections 3 and 4 describe DARE and our exten-
sions. Section 5 reports the experiments with
two ranking strategies and their results. Section
6 gives a summary and discusses future work.

2 Related Work
In the existing minimally supervised rule learning
systems for relation extraction based on bootstrap-
ping, they already employ various approaches to
confidence estimation of learned rules and differ-
ent methods for identification of so-called nega-
tive rules. For estimation of confidence/relevance
values of rules, most of the approaches follow
the so-called “Duality Principle” as mentioned by
Brin (1998) and Yangarber (2001), namely, the
confidence value of learned rules is dependent
on the confidence value of their origins, which
can be documents or relation instances. For ex-
ample, Riloff (1996), Yangarber (2001), Sudo et
al. (2003) and Greenwood and Stevenson (2006)
use domain relevance of documents in which pat-
terns are discovered as well as the distribution fre-
quency of these patterns in those relevant docu-
ments as an indication of good patterns. Their
methods are aimed at detecting all patterns for
a specific domain, but those patterns cannot be
applied directly to a specific relation. In con-
trast, systems presented by Brin (1998), Agichtein
and Gravano (2000), Agichtein (2006), Pantel
and Pennacchiotti (2006) as well as our base-
line system (Xu et al., 2007) are designed to

learn rules for a specific relation. They start with
some relation instances as their so-called ”seman-
tic seeds” and detect rules from texts matching
with these instances. The new rules are applied
to new texts for extracting new instances. These
new instances in turn are utilized as new seeds.
All these systems calculate their rule confidence
based on the confidence values of the instances
from which they stem. In addition to the confi-
dence value of the seed instances, most of them
also consider frequency information and include
some heuristics for extra validation. For exam-
ple, Agichtein (2006) intellectually defines certain
constraints for evaluating the truth value of ex-
tracted instances. But it is not clear whether this
strategy can be adapted to new domains and other
relations. In (Xu et al., 2007) we make use of do-
main relevance values of terms occurring in rules.
This method is not applicable to general relations.

Parallel to confidence estimation strategies, the
learning of negative rules is useful for identifying
wrong rules straightforwardly. Yangarber (2003)
and Etzioni et al. (2005) utilize the so-called
Counter-Training for detecting negative rules for
a specific domain or a specific class by learning
from multiple domains or classes at the same time.
Examples of one certain domain or class are re-
garded as negative examples for the other ones.
Bunescu and Mooney (2007) follow a classifi-
cation-based approach to RE. They use positive
and negative sentences of a target relation for a
SVM classifier. Uszkoreit et al. (2009) exploit
negative examples as seeds for learning further
negative instances and negative rules. The dis-
advantage of the above four approaches is that
the selected negative domains or classes or neg-
ative instances cover only a subset of the neg-
ative domains/classes/relations of the target do-
main/class/relation.

3 DARE Baseline System
Our baseline system DARE is a minimally super-
vised learning system for relation extraction, ini-
tialized by so-called ”semantic seeds”, i.e., exam-
ples of the target relations, labelled with their se-
mantic roles. The system supports domain adap-
tation through a compositional rule representation
and a bottom-up rule discovery strategy. In this
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way, DARE can handle target relations of varying
arity. The following example is a relation instance
of the target relation from (Xu, 2007) concerning
Nobel Prize awards: <Mohamed ElBaradei, No-
bel, Peace, 2005>. The target relation contains
four arguments: WINNER, PRIZE NAME, PRIZE AREA

and YEAR. This example refers to an event men-
tioned in the sentence in example (1).

(1) Mohamed ElBaradei, won the 2005 Nobel
Prize for Peace on Friday because of ....

Figure 1 is a simplified dependency tree of ex-
ample (1). DARE utilizes a bottom-up rule dis-
covery strategy to extract rules from such depen-
dency trees. All sentences are processed with
named entity recognition and dependency parsing.

“win”
subject

wwnnnn
n object

''PPPP
P

Winner “Prize”
lex-mod

ssggggggggggggg
lex-mod �� mod ''OOOO

O

Year Prize “for”
pcomp-n ��

Area

Figure 1: Dependency tree for example (1)
From the tree in Figure 1, DARE learns three

rules. The first rule is dominated by the prepo-
sition “for”, extracting the argument PRIZE AREA

(Area). The second rule is dominated by the noun
“Prize”, extracting the arguments YEAR (Year) and
PRIZE NAME (Prize), and calling the first rule for
the argument PRIZE AREA (Area). The rule “win-
ner prize area year 1” from Figure 2 extracts all
four arguments from the verb phrase dominated
by the verb “win” and calls the second rule to
handle the arguments embedded in the linguistic
argument “object”.
Rule name :: winner prize area year 1
Rule body ::


head




pos verb
mode active
lex-form “win”




daughters <

[
subject

[
head 1 Winner

]]
,


object




rule year prize area 1 ::
< 4 Year, 2 Prize,
3 Area >





>




Output :: < 1 Winner, 2 Prize, 3 Area, 4 Year >

Figure 2: DARE extraction rule.
We conduct a systematic error analysis based

on our experiments with the Nobel Prize award
data (Xu, 2007). The learned rules are divided

into four groups: good, useless, dangerous and
bad. The good rules are rules that only extract cor-
rect instances, while bad ones exclusively produce
wrong instances. Useless rules are those that do
not detect any new instances. Dangerous rules are
dangerous because they extract both correct and
wrong instances. Most good rules are rules with
high specificity, namely, extracting all or most ar-
guments of the target relation. The 14.7% extrac-
tion errors are from bad rules and dangerous rules.
Other errors are caused by wrong reported con-
tent, negative modality, parsing and named entity
recognition errors.

4 Our Approach: Boosting Relation Ex-
traction

4.1 Closed-World Knowledge: Modeling and
Construction

The error analysis of DARE confirms that the
identification of bad rules or dangerous rules is
important for the precision of an extraction sys-
tem. Using closed-world knowledge with large
numbers of implicit negative instances opens a
possibility to detect such rules directly. In our
work, closed-world knowledge for a target rela-
tion is the total set of positive relation instances
for entire relations or for some selected subsets
of individuals. For most real world applications,
closed-world knowledge can only be obtained for
relatively small subsets of individuals participat-
ing in the relevant relations. We store the closed-
world knowledge in a relational database, which
we dub ”closed-world knowledge database” (abbr.
cwDB). Thus, a cwDB for a target relation should
fill the following condition:

A cwDB must contain all correct relation

instances (insts) for an instantiation value

(argValue) of a selected relation argument

cwArg in the target relation.

Given R (the total set of relation instances of a
target relation), a cwDB is defined as follows:

cwDB={inst ∈ R : cwArg(inst) = argValue}.
An example of a cwDB is the set of all prize win-
ners of a specific prize area such as Peace, where
PRIZE AREA is the selected cwArg and argValue is
Peace. Note that the merger of two cwDBs, for
example with PRIZE AREAs Peace and Literature,
is again a cwDB (with two argValues in this case).
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4.2 Modified Learning Algorithm

In Algorithm 1, we present the modification of the
DARE algorithm (Xu, 2007). The basic idea of
DARE is that it takes some initial seeds as input
and learns relation extraction rules from sentences
in the textual corpus matching the seeds. Given
the learned rules, it extracts new instances from
the texts. The modified algorithm adds the val-
idate step to evaluate the new instances against
the closed-world knowledge cwDB. Based on the
evaluation result, both new instances and learned
rules are ranked with a confidence value.

INPUT: initial seeds
1 i← 0 (iteration of bootstrapping)
2 seeds ← initial seeds
3 all instances ← {}
4 while (seeds 6= {})
5 rulesi ← getRules(seeds)
6 instancesi ← getInstances(rulesi)
7 new instancesi ← instancesi − all instances
8 validate(new instances i , cwDB)
9 rank(new instancesi)
10 rank(rulesi)
11 seeds ← new instancesi
12 all instances ← all instances + new instancesi
13 i← i+ 1
OUTPUT: all instances

Algorithm 1: Extended DARE

4.3 Validation against cwDB

Given a cwDB of a target relation and its argValue
of its selected argument cwArg, the validation of
an extracted instance (inst) against the cwDB is
defined as follows.

inst correct ⇔ inst ∈ cwDB (1)
inst wrong ⇔ inst 6∈ cwDB ∧

cwArg(inst) = argValue
inst unknown ⇔ ( inst 6∈ cwDB ∧

cwArg(inst) 6= argValue )

∨ ( inst 6∈ cwDB ∧
cwArg(inst) is unspecified )

4.4 Rule Confidence Ranking with cwDB

We develop two rule-ranking strategies for con-
fidence estimation, in order to investigate the
best way of integrating the closed-world knowl-
edge: (a) exclusive ranking: This ranking strat-
egy excludes every rule which extracts wrong in-
stances after their validation against the closed-
world knowledge; (b) soft ranking: This ranking
strategy is built on top of the duality principle and

takes specificity and the depth of learning into ac-
count.

Exclusive Ranking The exclusive ranking
method is a very naive ranking method which
estimates the confidence value of a learned rule
(e.g., rule) depending on the truth value of its
extracted instances (getInstances(rule)) against
a cwDB. Any rule with one wrong extraction
is regarded as a bad rule in this method. This
method works effectively in a special scenario
where the total list of the instances of the target
relation is available as the cwDB.

confidence(rule) =
{

1 if getInstances(rule) ⊆ cwDB,
0 otherwise. (2)

Soft Ranking The soft ranking method works
in the spirit of the “Duality Principle”, the con-
fidence value of rules is dependent on the truth
value of their extracted instances and on the seed
instances from which they stem. The confi-
dence value of the extracted instances is estimated
based on their validation against the cwDB or the
confidence value of their ancestor seed instances
from which their extraction rules stem. Further-
more, the specificity of the instances (percentage
of the filled arguments) and the learning depth
(iteration step of bootstrapping) are parameters
too. The definition of instance scoring, namely,
score(inst), is given as follows:

score(inst) =




γ > 0 if validate(inst , cwDB) = correct,
0 if validate(inst , cwDB) = wrong,

UN inst if validate(inst , cwDB) = unknown.
(3)

As defined above, if a new instance is con-
firmed as correct by the cwDB, it will obtain a
positive value. In our experiment, we set γ=10
in order to boost the precision. In the case of un-
known about its truth value, the confidence value
of a new instance (inst) is dependent on the confi-
dence values of the seed instances (ancestor seeds)
from which its mother rules (Rinst ) stem. Below,
the scoring of the unknown case, namely, UN inst ,
is defined, where Rinst are rules that extract the
new instance inst , while Irule are instances from
which a rule inRinst is learned and α is the speci-
ficity value of inst while β is utilized to express
the noisy potential of each further iteration during
bootstrapping.
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UN inst =

∑
rule∈Rinst

(∑
j∈Irule

score(j)
|Irule | × βirule

)

|Rinst |
× α

where
Rinst = getMotherRulesOf(inst),
Irule = getMotherInstancesOf(rule),
α = specificity,
β = 0.8,
irule = i-th iteration where rule occurs

(4)

Given the scoring of instance inst , the confidence
estimation of a rule is the average score of all
insts extracted by this rule:

confidence(rule) =
∑

inst∈I score(inst)
|I|

where I = getInstances(rule) (5)

5 Experiments
5.1 Corpora and Closed-World Knowledge

We conduct our experiments with two different
domains. We start with the Nobel Prize award do-
main reported in (Xu, 2007) and apply our method
to the same corpus, a collection from various on-
line newspapers. The target relation is the one
with the four arguments as mentioned in Sec-
tion 3. In this way, we can compare our results
with those reported in (Xu, 2007). Furthermore,
all Nobel Prize winners can be found from http:
//nobelprize.org, so it is easy to construct
a cwDB for Nobel Prize winners. We take the
PRIZE AREA as our selected argument for closing
sub-relations and construct various cwDBs with
the instantiation of this argument (e.g., all win-
ners of Nobel Peace Prize). The second domain
is about celebrities. Our text corpus is collected
from tabloid newspaper texts, containing 6850 ar-
ticles from the years 2001 and 2002. The target
relation is the marriage relationship between two
persons. We construct a cwDB of 289 persons in
which we have listed all their (ex-)spouses as well
as the time span of the marriage relation.

Table 1 summarizes the size of the corpus data
of the two domains.

Domain Space #Doc.
Nobel Prize 18,4 MB 3328
Celebrity Marr. 16,6 MB 6850

Table 1: Corpus data.

5.2 Nobel Prize Domain

We apply the extended DARE system to the Nobel
Prize corpus at first and conduct two rule rank-
ing strategies with different sizes of the cwDB.
We conduct all our experiments with the seed
<Guenter Grass, Nobel, Literature, 1999>. The
DARE-Baseline performance is shown in Table 2.

Precision Absolute Recall
Baseline 77.98% 89.01%

Table 2: DARE-Baseline Performance

Exclusive Ranking

Given the complete list of Nobel Laureates, we
can apply the exclusive ranking strategy to this do-
main. Our cwDB is the total list of Nobel Prize
winners. The wrong instances will not be used as
seed for the next iteration. Rules that extracted
at least one wrong instance are marked as bad, the
other rules as good. We utilize only the good rules
for relation extraction.

Prec. Rel. Recall Rel. F-Measure
100.00% 82.88% 90.64%

Table 3: Performance of Exclusive Ranking in
Nobel Prize award domain.

In comparison to the DARE baseline system,
given the same seed setup, this experiment results
in a precision boost from 77.98% to 100% (see
Table 3). This is not surprising since the cwDB
covers all relation instances for the target rela-
tion. Nevertheless, this experiment shows that the
closed-world knowledge approach is effective to
exclude bad rules. However, the recall decreases
and is only 82.88% of the one of the baseline sys-
tem. As we explain above, not all rules extracting
wrong instances are bad rules because wrong ex-
tractions can also be caused by other error sources
such as named entity recognition. Therefore, even
good rules can be excluded because of other er-
ror sources. The exclusive ranking strategy is use-
ful for application scenarios where people want to
learn rules for achieving 100% precision perfor-
mance and do not expect high recall. It is espe-
cially effective when a big cwDB is available.

Soft Ranking

This ranking strategy does not exclude any
rules and assigns a score to each rule based on
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the definition in Section 4.4. Rules which extract
correct instances, more specific relation instances
and stem from high-scored seed instances obtain
a better value than others. In our approach, the
specificity is dependent on the number of the ar-
guments in the extracted instances. For this do-
main, the most specific instances contain all four
arguments. In the following, we conduct two ex-
periments with two different sizes of the cwDB:
1) with the total list of winners (complete cwDB)
and 2) with only winners in one PRIZE AREA (lim-
ited cwDB).

1) Complete closed-world database Figure 3
displays the correlation between the score of rules
and their extraction precision performance. Each
point stands for a set of rules with the same
score and extraction precision. In this setup, the
higher the score, the higher the precision. Given
the scored rules, Figure 4 depicts precision, re-
call and F-Measure for different score thresholds.
For a given threshold j we take all rules with
score(rule) ≥ j and use the instances they ex-
tract. The recall value here is the relative recall
w. r. t. to the DARE baseline performance: i. e. the
number of correct extracted instances divided by
the number of correct instances extracted by the
DARE baseline system. The F-Measure value is
calculated by using the relative recall values, we
therefore refer to it as the relative F-Measure. If
the system takes all rules with score ≥ 7, the sys-
tem achieves the best relative F-Measure.
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Figure 3: Rule scores vs. precisions with the
complete closed-world database.
2) Limited closed-world database This experi-
ment investigates the system performance in cases
in which only a limited cwDB is available. This is
the typical situation for most real world RE appli-
cations. Therefore, this experiment is much more
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Figure 4: Performance with the complete closed-
world database.
important than the previous one. We construct
a smaller database containing only Peace Nobel
Prize winners, which is about 1/8 of the previous
complete cwDB.
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Figure 5: Rule score vs. precision with the lim-
ited closed-world database
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Figure 6: Performance with the limited closed-
world database

Figure 5 shows the correlation between the
score of the rules and their extraction precision.
Although the development curve here is not as
smooth as depicted in Figure 3, the higher scored
rules have better precision values than most of the
lower scored rules. However, we can observe that
some very good rules are scored low, located in
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Thresh. Good Dangerous Bad
Baseline 58.94% 26.49% 14.57%

1 64.96% 29.20% 5.84%
2 66.67% 27.91% 5.43%
3 69.23% 26.50% 4.27%
4 73.27% 23.76% 2.97%
5 76.00% 22.67% 1.33%
6 77.59% 20.69% 1.72%
7 77.50% 22.50% 0.00%
8 87.50% 12.50% 0.00%
9 85.71% 14.29% 0.00%

10 90.00% 10.00% 0.00%

Table 4: Quality analysis of rules with the limited
closed-world database

the left upper corner. The reason is that many of
their extracted instances are unknown, even if their
extracted instances are mostly correct.

As shown in Figure 6, even with the limited
cwDB, the precision values are comparable with
the complete cwDB (see Figure 4). However, the
recall value drops much earlier than with the com-
plete cwDB. With a threshold of score 4, the sys-
tem achieves the best modified F-Measure 92,21%
with an improvement of precision of about 11 per-
centage points compared to the DARE baseline
system (89.39% vs. 77.98%). These results show
that even with a limited cwDB this ranking system
can help to improve the precision without loosing
too much recall.

We take a closer look on the useful (actively ex-
tracting) rules and their extraction performance,
using the same rule classification as (Xu, 2007).
As shown in Table 4, more than one fourth of
the extraction rules created by the baseline system
are dangerous ones and almost 15% are plainly
wrong. Applying the rule scoring with the limited
cwDB increases the fraction of good rules to al-
most three quarters and nearly eliminates all bad
rules at threshold 4. By choosing higher thresh-
olds, surviving good rules raises to 90%. The total
remaining set of rules then only consists of rules
that at least partially extract correct instances.

5.3 Celebrity Domain

As presented above, the soft ranking method de-
livers very promising result. In order to val-
idate this ranking method, we choose an ad-
ditional domain and decide to learn marriage
relations among celebrities, where the target
relation consists of the following arguments:
[ NAME OF SPOUSE, NAME OF SPOUSE, YEAR].

The value of the marriage year is valid when
the year is within the marriage time interval. The
motivation of selecting this target relation is the
large number of possible relations between two
persons leading to dangerous or even bad rules.
For example, the rule in Figure 7 is a very dan-
gerous rule because ”meeting” events of two mar-
ried celebrities are often reported. A good confi-
dence estimation method is very useful for boost-
ing the good rules like the one in Figure 8. From
our text corpus we extract 37.000 sentences that
mention at least two persons. The cwDB con-
sists of sample relation instances, in which one
NAME OF SPOUSE is instantiated, i. e. we manu-
ally construct a database which contains all (ex-)
spouses of 289 celebrities.
head([SPOUSE<ne_person>]),
mod({head(("meet", VB)),

subj({head([SPOUSE<ne_person>])})})

Figure 7: A dangerous extraction rule example
head(("marry", VB)),
aux({head(("be", VB))}),
dep({head([SPOUSE<ne_person>]),

dep({head([DATE<point>])})}),
nsubj({head([SPOUSE<ne_person>])})

Figure 8: Example of a positive rule
Since a gold standard of mentions for this cor-

pus is not available, we manually validate 100 ran-
dom samples from each threshold group. This
evaluation gives us an opportunity to estimate the
effect of a cwDB in this domain. Table 5 presents
the performance of the rules with different thresh-
olds. The precision value of the baseline system
is very low. Threshold 3 slightly improves the
precision of the DARE baseline without damag-
ing recall too much. Step 4 excludes dangerous
rules such as the one in Figure 7 which drastically
boosts the precision. Unfortunately, the exclusion
of such general rules leads to the loss of many cor-
rect relation instances too, therefore, the immense
drop of recall from threshold 3 to 4 as well as from
threshold 4 to 5. Positive extraction rules such as
Figure 8 are quite highly scored. Because of the
large number of rules and instances, we start the
quality analysis of rules with score 3. As the table
indicates, the use of the rule scoring in this domain
clearly improves the quality of the created extrac-
tion rules. The error analysis shows that the ma-
jor error resource for this domain is wrong coref-
erence resolution or identity resolution. For ex-
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Thresh. # Instances Prec. Rel. Rec. Rel. F-Meas. # Rules Good Dangerous Bad
Baseline 25183 9.00% 100.00% 16.51% 12258

1 19806 7.00% 61.17% 12.56% 562
2 14542 9.00% 57.75% 15.57% 159
3 11259 15.00% 74.51% 24.97% 121 19.83% 33.88% 46.28%
4 788 65.00% 22.60% 33.54% 72 25.00% 27.78% 47.22%
5 195 67.00% 5.76% 10.62% 29 37.93% 17.24% 44.83%
6 115 84.00% 4.26% 8.11% 11 45.45% 27.27% 27.27%
7 55 89.09% 2.16% 4.22% 6 50.00% 33.33% 16.67%
8 9 77.78% 0.31% 0.62% 4 75.00% 0.00% 25.00%
9 5 60.00% 0.13% 0.26% 3 66.67% 0.00% 33.33%

10 5 60.00% 0.13% 0.26% 3 66.67% 0.00% 33.33%

Table 5: Soft ranking for the celebrity marriage domain with a limited cwDB.

ample, the inability to distinguish Prince Charles
(former husband of British princess Diana) from
Charles Spencer (her brother) is the reason that
DARE crosses the border between the marriage
and the sibling relation. In comparison to the
Nobel Prize award event, the marriage relation
between persons is often used as additional in-
formation to a person which is involved in a re-
ported event. Therefore, anaphoric references oc-
cur more often in their mentionings, as the exam-
ple relation in (3).

(3) “My kids, I really don’t like them to
watch that much television,” said

:::::
Cruise, 40, who

adopted Isabella and Connor while
::
he was mar-

ried to second wife Nicole Kidman.

6 Summary
We propose a new way in which prior knowledge
about domains can be efficiently used as addi-
tional criteria for confidence estimation of learned
new rules or new instances in a minimally su-
pervised machine learning framework. By intro-
ducing rule scoring on the basis of available do-
main knowledge (the cwDB), rules can be eval-
uated during the bootstrapping process with re-
spect to their extraction precision. The results
are rather promising. The rule score threshold is
an easy way for users of an extraction system to
adjust the precision-recall-trade-off to their own
needs. The rule estimation method is also general
enough to extend to integration of common sense
knowledge. Although the relation instances in
the closed-world knowledge database can also be
used as seed in the beginning, the core idea of our
research work is to develop a general confidence
estimation strategy for discovered new informa-
tion. As discussed in (Xu, 2007) and (Uszkoreit

et al., 2009), the size of seed is not always rele-
vant for the learning and extraction performance,
in particular if the data corpus exhibits the small
world property. Using all instances in the cwDB
as seed, our experiments with the baseline system
yield worse precision performance than the modi-
fied DARE algorithm with only one seed instance.

This approach is quite general and easily adapt-
able to many domains; the only prerequisite is
the existence of a database with relation instances
from the target domain with a fulfilled closed-
world property on some relational argument. A
database of this kind should be easily obtainable
for many domains, e. g. by exploiting structured
and semi-structured information sources in the In-
ternet, such as YAGO (Suchanek et al. (2007)) and
DBpedia (Bizer et al. (2009)). Furthermore, in
some areas, such as Business Intelligence, there
is nearly complete knowledge already present for
past years, while the task is to extract informa-
tion only from recent news articles. Construct-
ing closed-worlds out of the present knowledge to
improve the learning of new information is there-
fore a straightforward approach. Even the manual
collection of suitable data might be a reasonable
choice since appropriate closed worlds could be
rather small if cwDBis chosen properly.
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Abstract

We describe a Chinese temporal annota-
tion experiment that produced a sizable
data set for the TempEval-2 evaluation
campaign. We show that while we have
achieved high inter-annotator agreement
for simpler tasks such as identification of
events and time expressions, temporal re-
lation annotation proves to be much more
challenging. We show that in order to im-
prove the inter-annotator agreement it is
important to strategically select the anno-
tation targets, and the selection of annota-
tion targets should be subject to syntactic,
semantic and discourse constraints.

1 Introduction

Event-based temporal inference is a fundamen-
tal natural language technology that attempts to
determine the temporal location of an event as
well as the temporal ordering between events. It
supports a wide range of natural language appli-
cations such as Information Extraction, Question
Answering and Text Summarization. For some
genres of text (such as news), a temporal order-
ing of events can be the most informative summa-
rization of a document (Mani and Wilson, 2000;
Filatova and Hovy, 2001). Temporal inference
is especially important for multi-document sum-
marization where events extracted from multiple
documents need to be put in a chronological or-
der (Lin and Hovy, 2001; Barzilay et al., 2002)
to make logical sense. Event-based temporal in-
ference is also necessary for Question Answer-
ing (Harabagiu and Bejan, 2005; Harabagiu and
Bejan, 2006). For example, to answer “When

was Beijing Olympics held?”, events extracted
from natural language text have to be associated
with a temporal location, whereas to answer “how
many terrorists have been caught since 9/11?”,
temporal ordering of multiple events is the pre-
requisite. Event-based temporal inference has
also been studied extensively in the context of
Information Extraction, which typically involves
extracting unstructured information from natural
language sources and putting them into a struc-
tured database for querying or other forms of in-
formation access. For event extraction, this means
extracting the event participants as well as its tem-
poral location. Generally, an event has to occur in
a specific time and space, and the temporal loca-
tion of an event provides the necessary context for
accurately understanding that event.

Being able to infer the temporal location of an
event in Chinese text has many additional applica-
tions. Besides Information Extraction, Question
Answering and Text Summarization, knowing the
temporal location of an event is also highly valu-
able to Machine Translation. To translate a lan-
guage like Chinese into a language like English
in which tense is grammatically marked with in-
flectional morphemes, an MT system will have
to infer the necessary temporal information to
determine the correct tense for verbs. Statisti-
cal MT systems, the currently dominant research
paradigm, typically do not address this issue di-
rectly or even indirectly.

As machine learning approaches are gaining
dominance in computational linguistics and pro-
ducing state-of-the-art results in many areas, they
have in turn fueled the demand for large quan-
tities of human-annotated data of various types
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that machine learning algorithms can be trained
on and evaluated against. In the temporal in-
ference domain, this has led to the creation of
TimeBank (Pustejovsky et al., 2003), which is an-
notated based on the TimeML language (Puste-
jovsky et al., 2005). TimeML is becoming an ISO
standard for annotating events and time expres-
sions (ISO/TC 37/SC 4/WG 2, 2007). A version
of the TimeBank has been provided as a shared
public resource for TempEval-2007, the first tem-
poral evaluation campaign aimed at automatically
identifying temporal relations between events and
time expressions as well the temporal ordering be-
tween events.

In this paper, we report work for a Chinese tem-
poral annotation project as part of the 2010 multi-
lingual temporal evaluation campaign (TempEval-
2)1. Besides Chinese, TempEval-2 also includes
English, French, Italian, Korean and Spanish.
Our temporal annotation project is set up within
the confines of BAT2, a database-driven multilin-
gual temporal annotation tool that is also used
to support other TempEval-2 languages. The
TempEval-2 evaluation framework takes a divide-
and-conquer approach to temporal annotation.
With the eventual goal being the annotation of
temporal relations between events and between
events and time expressions, the TempEval-2 an-
notation consists of a series of event and temporal
annotation subtasks. The idea is that each of these
subtasks will be easier to annotate than the larger
task as a whole and is less demanding on the an-
notators. The hope is that this will lead to more
consistent annotation that will be easier to learn
for automatic systems as well.

The rest of the paper will be organized as fol-
lows. In Section 2, we briefly describe the seven
layers of annotation. In Section 3, we describe our
annotation procedure. In Section 4, we address a
major issue that arises from our annotation effort,
which is the question of how to select annotation
targets. Our experience, some positive and some
negative, shows that temporal annotation can be
carried out much more smoothly and with higher
quality when the right annotation targets are pre-
sented to the annotators. This is especially true

1http://www.timeml.org/tempeval2/
2http://www.timeml.org/site/bat

during the annotation of temporal relations be-
tween events and between events and time expres-
sions, which are more complex than simpler anno-
tation tasks such as identifying the events and time
expressions. Section 5 concludes our paper.

2 Layers of annotation

2.1 Events and time expressions

The ultimate goal for a temporal annotation
project is to determine the temporal relationship
between events, and between events and time ex-
pressions. In order to achieve that objective,
events and time expressions must be first iden-
tified. Specifically, this means marking up text
spans in a document that can be used to represent
the events and time expressions. Events in partic-
ular are abstract objects and a full description of
an event would include its participants and tempo-
ral and spatial location. The TempEval annotation
framework simplifies this by just marking a verb
or a noun that best represents an event. The verb
or noun can be considered as an “event anchor”
that represents the most important aspect of the
event. This is illustrated in (1), where the verbs
参加 (“attend”), 举行 (“hold”) and the noun 仪
式 (“ceremony”) are marked as event anchors.

(1) 国务院
State Council

副总理
Vice Premier

邹家华
Zou Jiahua

参加
attend

了
ASP

今天
today

举行
hold

的
DE
投产
commissioning

剪彩
ribbon-cutting

仪式
ceremony

。
.

“Vice Premier Zou Jiahua of the State Coun-
cil attended today’s commissioning ribbon-
cutting ceremony”.

Once the text spans of event anchors are anno-
tated, these events are then annotated with a set of
attributes. The TempEval annotation framework
allows variations across languages in the number
of attributes one can define as well as the values
for these attributes. For example, in the English
annotation, one of the event attributes is grammat-
ical tense which can be read off the morphological
inflections of a verb. Chinese verbs, on the other
hand, are not inflected for tense. Instead, in the
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Chinese annotation, we have a more fully devel-
oped aspect attribute that has eight possible val-
ues: Actual, Experiential, Complementive, Delim-
itative, Progressive, Durative, Inceptive, and Con-
tinuative, largely based on the theoretical work of
Xiao and McEnery (2004).

The most important attribute for both English
and Chinese, however, is the Class attribute. The
values for this attribute include Reporting, As-
pectual, Perception, I-Action, I-State, State, and
Occurrence. The different values of the Class
attribute effectively constitute a classification of
events, and they are defined in the TimeML spec-
ification language (Pustejovsky et al., 2005).

The other building block in the TempEval anno-
tation framework is time expressions. Like events,
time expressions are marked with both text spans
and a set of attributes. The annotation of time
expressions is relatively straightforward, and we
follow the TimeML standards in our annotation
study. In TimeML, time expressions are formally
called TIMEX3s, and they have two obligatory at-
tributes: Type and Value. The value of Type is one
of time, date, duration or set. The Value attribute
is essentially a normalized time value based on
the TIDES standard for annotating time expres-
sions (Ferro et al., 2004). The normalization al-
lows easy comparison of time expression. For ex-
ample, there are three time expressions in (2),一
九九二年(“1992”),一九九六年 (“1996”) and今
年 (“this year”). Note that even though 一九九
二年 至 一九九六年 (“ 1992 to 1996”) forms
one duration, it is annotated as two time expres-
sions. All three time expressions in the sentence
are dates, and their normalized values are 1992,
1996, and 1997 respectively. To determine the
normalized value for今年 (“this year”), we need
to know the document creation time, and fortu-
nately this information is available in the meta-
data for the Chinese Treebank documents.

(2) 一九九二年
1992

至
to
一九九六年
1996

上海
Shanghai

国内 生产 总值
GDP

年均
per year on average

增长
grow

百分之十四点二
14.2%

，
,
今年
this year

的
DE

增长
growth

速度
speed

也
also
将
will
达到
reach

百分之十三
13%

以上
above

。

“From 1992 to 1996, Shanghai’s GDP on av-
erage grows at14.2% per year. This year the
(GDP) growth will also reach above 13%.”

2.2 Temporal relations
Once the events and time expressions are in place,
we are in a position to annotate various temporal
relations that are defined over them. (Since events
and time expressions are entities that temporal re-
lation is defined upon, we will subsume them un-
der the cover term “temporal entity” when conve-
nient.) The ultimate goal of temporal annotation
is to identify all temporal relations in text. This
goal cannot be achieved by manually annotating
temporal relation of all temporal entities for three
reasons. First, it is infeasible, given the number of
temporal entities in a typical document. Second,
it is unnecessary due to the transitive property of
certain types of temporal relation. For example, if
e1, e2 and e3 are all events, and if e1 is before e2,
and e2 is before e3, there is no need to also an-
notate the relation between e1 and e3. Third, the
result of annotating all temporal entity pairs does
not reflect the natural temporal relations that exist
in text. Verhagen et al. (2009) found that a major
contributor to high inter-annotator disagreement
was hard-to-classify cases that annotators were in-
structed not to avoid. If a temporal relation is not
made clear in text, then it should not be present in
annotation.

Since it is infeasible, unnecessary and even
detrimental to manually annotate all possible rela-
tions between temporal entities, the question then
becomes one of selecting which temporal rela-
tions to annotate. The TempEval-2 evaluation
starts by annotating the following temporal rela-
tions, which it considers to be a priority:

1. between an event and a time expression

2. between an event and the document creation
time

3. between a subordinating event and its corre-
sponding subordinated event
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4. between a main event and its immediately
preceding main event

The TempEval-2 annotation uses six values for
all temporal relations, and they are Before, Before-
or-Overlap, Overlap, Overlap-or-After, After and
Vague. The Vague value is only used as the last
resort when the annotator really cannot determine
the temporal relationship between a pair of tem-
poral entities. In the meantime, the TempEval-2
also allows variations from language to language
regarding specific annotation strategies for each
subtask. For Chinese temporal annotation, most
of the decisions we have to make revolve around
one central question, and that is which temporal
entity pair to annotate.

2.2.1 Relation between events and time
expressions

The annotation of the relationship between
events and time expressions involves i) determin-
ing which event is related to which time expres-
sion, and ii) what is the nature of this relation-
ship. In (3), for example, there are three events
and three time expressions that enter into the tem-
poral relation annotation. If the annotator is re-
quired to annotate all possible event/time combi-
nations, there will be nine possible pairs. There
are at least three possible strategies to go about
selecting event/time pairs to annotate. The first
strategy is to annotate all possible pairs. This
seems to add unnecessary burden to the annota-
tor because if we know that e1 overlaps t1, we
can infer the temporal relationship between e1 and
t3 by virtue of the fact that t1 occurs before t3.
The second strategy is to allow the annotator to
freely choose which event/time pair to annotate
based on whether there is a clear temporal rela-
tion between them. This eliminates the possibility
that the annotator is forced to annotate hard-to-
classify and inconsequential relations, but leaving
this decision to the annotator entirely might lead
to low inter-annotator agreement where annota-
tors choose to annotate different event/time pairs.

(3) 国际 货币 基金 组织
International Monetary Fund

[t1２１日
21st

]

在
at
此间
here

[e1发表
publish

]一
one
份
CL
临时
preliminary

评估
assessment

报告
report

，
,
再次
again

[e2调低
lower

]了
AS

它
its
对
regarding

[t2今
this

] [t3明
next

]两
two
年
year

全球
global

经济
economic

增长
growth

速度
speed

的
DE

[e3

预测
forecast

]。
.

“The International Monetary Fund on 21
published a preliminary assessment report,
again lowering its forecast of the global eco-
nomic growth for this year and next year.”

In our annotation, we adopt a third strategy. In-
stead of simply asking which event bears a tem-
poral relation to which temporal expression in the
same sentence, we ask annotators to judge which
event(s) a given temporal expression is intended
to modify. In essence, this amounts to asking the
annotator to first make a syntactic decision about
which events fall within the scope of a time ex-
pression. In (3), all three events e1, e2 and e3
fall within the scope of t1, and none of them are
in the scope of t2 and t3. This approach reduces
the number of fuzzy temporal relations that an-
notators might disagree on due to preference for
thoroughness vs. accuracy.

2.2.2 Temporal relation between
subordinating event and subordinated
event

The two tasks in the TempEval framework that
deal with event pairs are to annotate temporal re-
lation between the subordinating event and the
subordinated event, as well as the relation in
main event pairs. The division of labor between
them is quite clear: the former deals with intra-
sentential temporal relations whereas the latter
handles inter-sentential relations. It is not imme-
diately clear, however, how each of the two types
of relations should be defined.

Unlike in the event/time annotation where syn-
tactic notions are invoked in selecting event/time
pairs to annotate, our definitions of subordinat-
ing and subordinated events are primarily based
on semantic criteria. The subordinating event is
roughly the predicate while the subordinated event
is one of its arguments, provided that both the
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predicate and the argument are anchors of events.
For example, in (4), there are two subordinating
and subordinated event pairs. e2 is a subordinated
event of e1, and e4 is a subordinated event of e3.

(4) 广东
Guangdong

[e1举行]
hold

[e2研讨会]
symposium

[e3

介绍]
introduce

[e4税改]
tax reform

及
and
加工
processing

贸易
trade

台帐
accounting

制度
regulation

“Guangdong held a symposium introducing
the tax reform and the accounting regulations
on processing trade.”

An alternative to using the notion of predicate-
argument structure in determining the subordinat-
ing/subordinated events is to resort to syntactic re-
lations such as the verb and its object. The net re-
sult would be the same for Example (4). However,
the same argument that motivates the annotation
of the predicate-argument structures in the Prop-
bank (Palmer et al., 2005) and the Chinese Prop-
bank (Xue and Palmer, 2009) also applies to tem-
poral annotation. That is, the predicate-argument
structure and temporal relations tend to hold con-
stant in spite of the syntactic alternations and vari-
ations. For example, the temporal relation be-
tween the noun研讨会 (“symposium”) event and
the verb举行 (“hold”) event remains the same in
(5) in spite of the change in the syntactic relation
between them. If only event pairs in a verb-object
relation are annotated, the temporal relation be-
tween e2 and e1 in (5) would be lost.

(5) [e2研讨会]
symposium

在
PREP

广东
Guangdong

[e1举行]
hold

“The symposium was held in Guangdong.”

2.2.3 Temporal relations between main
events

The purpose of annotating the temporal relation
between main events is to capture the temporal or-
dering of events scattered in different sentences
that constitute the main chain of events covered
in the article. Annotation of the temporal relation
between main events is further divided into two
steps. In the first step, main events are first iden-
tified among all events in a sentence, and then the

temporal relation between the main events in adja-
cent pairs of sentences is annotated. As a first ap-
proximation, we define “main event” as follows:
a main event is the event expressed by the main
verb of the top-most level clause of a sentence.
The underlying assumption is that good writing
would place words representing important events
in prominent positions of a sentence and the first
choice of a prominent position in a sentence is
probably the main verb. An additional stipulation
is that in case of a co-ordinated construction in-
volving two or more main verbs at the top-most
level, the event represented by the first is the main
event of the sentence. This is to ensure that each
sentence has only one main event. As we shall
see in Section 3, this seemingly simple turns out
to be surprisingly difficult, as reflected in the low
inter-annotator agreement.

2.2.4 Temporal relation between events and
the document creation time

In this layer, all the events identified in a doc-
ument are annotated according to their temporal
relation to the document creation time. This task
is particularly challenging and intellectually inter-
esting for Chinese. As an isolating language (Li
and Thompson, 1981), Chinese has a small word
to morpheme ratio. That is, the majority of its
words consist of single morphemes. As a result, it
lacks the inflectional morphology that grammat-
ically marks tense. Tense directly encodes the
temporal location of an event in natural language
text and the lack of observable grammatical tense
makes it that much harder to determine the tem-
poral location of an event in Chinese text. This is
not to say, however, that Chinese speakers do not
attempt to convey the temporal location of events
when they speak or write, or that they cannot inter-
pret the temporal location when they read Chinese
text, or even that they have a different way of rep-
resenting the temporal location of events. In fact,
there is evidence that the temporal location is rep-
resented in Chinese in exactly the same way as it is
represented in English and most world languages:
in relation to the moment of speech. One piece of
evidence to support this claim is that Chinese tem-
poral expressions like今天 (“today”),明天 (“to-
morrow”) and 昨天 (“yesterday”) all assume a
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temporal deixis that is the moment of speech in re-
lation to which all temporal locations are defined.
Annotating the temporal relation between events
and document creation time would then directly
capture the temporal location of events.

3 Annotation procedure and annotation
consistency

The data set consists of 60 files taken from the
Chinese Treebank (Xue et al., 2005). The source
of these files is Xinhua newswire. It goes through
a two-phase double blind and adjudication pro-
cess. The first phase involves three annotators,
with each file annotated by two annotators; the
second phase involves two judges, with each dou-
ble annotated document assigned to a single judge
for disagreement resolution. The inter-annotator
agreement between the two annotators (A and B)
as the agreement between each annotator and the
judge (J) are presented in Table 1. The agree-
ment is measured in terms of F1-score3, which is
a weighted average between precision and recall.
The F1-score is calculated as follows:

F = 2 · precision · recall
precision + recall

(1)

The agreement statistics in Table 1 clearly show
that event and time expression annotations are
easier but temporal relations are harder as re-
flected in the lower inter-annotator agreement
scores. This is somewhat expected because rela-
tions involve two temporal entities while we are
only dealing with one temporal entity with event
and time expression annotations. The figures also
show the seemingly simple task of main event an-
notation (which only involves picking one event
per sentence as the main event) has a surprisingly
low inter-annotator agreement score. One reason
might be that in a less grammaticalized language
like Chinese, it is not always clear which verb is
the main verb when the syntactic tree information
is not displayed in the annotation interface. An-
other reason is that annotators sometimes disre-

3For a subset of the tasks, the total number of annotated
instances for the two annotators is the same. This subset
includes identification of main events, the temporal relation
between the main events in two adjacent sentences, and the
temporal relation between an event and the document cre-
ation time.

Layer f(A, B) f(A, J) f(B, J)
event-extent 0.90 0.93 0.94
timex-extent 0.86 0.88 0.93
main-events 0.74 0.90 0.82

tlinks-main-events 0.65 0.70 0.75
tlinks-dct-events 0.77 0.86 0.90

tlinks-e-t 0.75 0.88 0.83
tlinks-sub-e 0.53 0.74 0.70

Table 1: Inter-annotator agreement for the sub-
tasks: event-extent, the textual extent of an event
anchor; timex-extent, the textual span of a time
expression; tlinks-main-event, the temporal rela-
tion between the main events; tlinks-dct-events,
the temporal link between an event and the doc-
ument creation time; tlinks-e-t, the temporal re-
lation between an event and a time expression;
tlinks-sub-e, the temporal relation between a sub-
ordinating event and a subordinated event.

gard the syntax-based rule when it runs too much
afoul to their intuition, a point that we will come
back to and discuss in greater detail in Section 4.

It is worth noting that the annotation of the tem-
poral relation between an event and a time ex-
pression, and between a subordinating event and
a subordinated event involves two decisions. The
annotator needs to first decide which pairs of tem-
poral entities to annotate, and then decide what
temporal relation should be assigned to each tem-
poral entity pair. To take a closer look at which
of these two decisions creates more of a prob-
lem for the annotator, we computed the agreement
figures for these two steps respectively. In Table
2, Column 3 presents the figure for just identify-
ing which pair to annotate, and Column 4 is the
agreement for just assigning the temporal relation,
assuming the same pair of temporal entities are
found by both annotators.

Layer all identification f relation
tlinks-e-t 0.75 0.86 0.89

tlinks-sub-e 0.53 0.60 0.87

Table 2: Detailed agreement for event-time and
subordinating-subordinated events

From Table 2, it is clear that for both tasks,
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there is lower agreement between the annotators
in deciding which pair to annotate. Once the two
annotators agree on which pair to annotate, deter-
mining the temporal relation is relatively easier, as
reflected in higher agreement.

4 Detailed discussion

As described in Section 2, when annotating the
temporal relation between an event and a time ex-
pression, the annotators are instructed to annotate
an event-time pair if the event is falling within the
syntactic scope of the time expression. When an-
notating the relation between subordinating and
subordinated events, the annotators are instructed
to select event pairs based on the semantic notion
of predicate-argument structure. This assumes
a certain level of linguistic sophistication on the
part of the annotators. From the lower agreement
score in identifying event-time pairs (Table 2), it
is clear that our annotators, who are not trained
linguists, lack in this type of specialized knowl-
edge. They are better at making the more in-
tuitive judgment regarding the temporal relation
between two temporal entities. One solution is
obviously to find better trained linguists to per-
form these tasks, but it may not always be fea-
sible. Since our data is taking from the Chinese
Treebank and has already been annotated with
syntactic structures and predicate-argument struc-
tures (from the Chinese Propbank annotation (Xue
and Palmer, 2009)), an alternative is to extract the
event-time or event-event pairs using the syntactic
and predicate-argument structures as constraints.4

The annotation of main events and their rela-
tions presents a different challenge. Our first ap-
proximation is to select main events based on syn-
tactic considerations. A main event is equated
with the matrix verb in a sentence. In many
cases this turns out to be unintuitive. Two of the
recurring counter-intuitive cases involve directly
quoted speech and coordination structures.

Directly quoted speech In Chinese newswire
text, it is often the case that the source of informa-
tion is explicitly cited in the form of direct quota-
tions. (6) is such an example:

4See a similar approach in Bethard et al. (2007).

(6) 宋健
Song-Jian

说
say
：
,
“
“
如今
nowadays

，
,
中国
China

已
already

能
can
生产
produce

上万
tens-of-thousands

门
CL

数字
digital

电话
telephone

程控交换机
PBX

。”

“Song Jian said, ‘nowadays, China is capa-
ble of producing tens of thousands of digital
telephone PBX.’ ”

While the event represented by the underlined
verb 说 (“say”) may very well be important in
some natural language processing applications
(for example, sometimes the source of the target
information is crucial), it is not normally part of
the intended information being covered by a news
article. And it does not make much sense to anno-
tate its temporal relation to adjacent main events
that are on a par with what was said, not the saying
event itself. The point would be even clearer when
such a case is contrasted with a case in which a
similar semantic relation is formulated in a differ-
ent syntactic structure, as shown in (7):

(7) 据据据
according to

官方
official

权威
authority

人士
source

透露
divulge

，
,
今年
this-year

中国
China

政府
government

确定
determine

的
DE

经济
economic

增长率
growth rate

为
be

百分之八
8%

。

“According to some official sources in posi-
tion of authority, the economic growth rate
determined by the Chinese government is
8%.”

Because of the presence of the preposition
据 (“according to”), the underlined reporting verb
透露 (“divulge”), similar to说 (“say”) in (6) with
respect to its semantic relation to the following
material, would not be annotated as representing
the main event of the sentence. The difference
in the annotation of the main event between (7)
and (6) seems to be an undesirable artifact of the
purely syntax-based annotation rule for identify-
ing main events.
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Co-ordination structure Co-ordination by no
means is a rare occurrence in the data, and of-
ten times, all events within a co-ordination struc-
ture, taken together, represent the main event of
the sentence. For example, in (8), both events
represented by the underlined verbs seem to be
equally significant and should be included in the
same chain of events. Given the prevalence of co-
ordination between verbs, the stipulation that only
the first one counts significantly undermines the
coverage of the task and goes against the annota-
tor’s intuitions.

(8) 今年
This year

９月
September

，
,
多
many

家
CL
外国
foreign

石油
oil
公司
company

与
with

哈
Kazakstan

国家
national

石油
oil

公司
company

签署
sign

了
LE

一揽子
a series of

“世纪
“century

合同”
contract”

，
,
这些
these

合同
contract

将
will
在
in
今后
future

４０
40
年
years

内
within

产生
generate

７０００亿
700-billion

美元
dollar

的
DE
巨额
enormous

利润
profit

。

“In September of this year, many foreign oil
companies signed a series of ‘century con-
tract’ with Kazakstan National Oil Company.
These contracts will generate an enormous
profit of 700-billion dollars.”

The issue in the annotation of the temporal re-
lation between main events seem to be more in the
selection of main event pairs than in the determi-
nation of the nature of their relationship. Our cur-
rent rule states that any two main events in consec-
utive sentences form a pair for annotation. This
task suffers a low level of inter-annotator agree-
ment partly because many main events identified
by syntactic criteria are not actually main events
in our intended sense. Often times, two consecu-
tive main events come from different levels of the
discourse structure or different chains of events,
which puts annotators in a hard-to-classify situa-
tion.

To achieve high inter-annotator consistency
when annotating the temporal relation between
events from different sentences, we believe the se-

lection of event pairs has to be informed by the
discourse structure of the document. This only
makes sense given that the annotation of tempo-
ral relation between events and time expressions
within one sentence is informed by the syntactic
structure, and the temporal relation between sub-
ordination and subordinating events benefits from
an understanding of the predicate-argument struc-
ture.

The specific type of discourse structure we have
in mind is the kind represented in the Penn Dis-
course Treebank (Miltsakaki et al., 2004). The
Penn Discourse Treebank-style of annotation can
inform temporal relation annotation in at least two
ways. First, the Penn Discourse Treebank anno-
tates the discourse relation between two adjacent
sentences. The discourse relation holds between
two abstract objects such as events or proposi-
tions. If a discourse relation holds between two
events, the temporal relation between those two
events might also be what we are interested in for
temporal annotation. The implicit assumption is
that the discourse structure of a document repre-
sents the important temporal relations within that
document as well. (9) is an example taken from
the Penn Discourse Treebank. The discourse re-
lation, characterized by the discourse connective
“in particular”, holds between the events anchored
by“dropped” and “fell”. The temporal relation be-
tween these events also happens to be what we
would be interested in if we are to annotate the
main events between two adjacent sentences. No-
tice that in (9), material that is irrelevant to the
discourse relation is taken out of the two argu-
ments of this discourse relation, which are marked
in italics and bold face respectively.

(9) Meanwhile, the average yield on taxable
funds dropped nearly a tenth of a percent-
age point, the largest drop since midsum-
mer. implicit = in particular The average
seven-day compound yield, which assumes
that dividends are reinvested and that current
rates continue for a year, fell to 8.47%, its
lowest since late last year, from 8.55% the
week before, according to Donoghue’’’s.

The Penn Discourse Treebank also marks attri-
butions when annotating discourse relations. In
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(10), for example, “he says” will be marked as a
case of attribution and the “say” verb would be
marked as the main event of the sentence if syn-
tactic criteria are followed. Having attributions
identified would directly help with the temporal
annotation of examples like (6), where the main
event is embedded in direct quoted speech.

(10) When Mr. Green won a $240,000 verdict in
a land condemnation case against the State
in June 1983, [he says] Judge O’’’Kicki
unexpectedly awarded him an additional
$100,000.

As of now, the data we use for our temporal
annotation experiment have not yet been anno-
tated with discourse structures. In order to make
our temporal annotation sensitive to the discourse
structure, we either have to annotate the discourse
structure in a separate pass, or to incorporate the
key elements of the discourse structure when de-
veloping guidelines for temporal annotation.

5 Conclusion

We described a Chinese temporal annotation ex-
periment that produced a sizable data set for
the TempEval-2 annotation campaign. We show
that while we have achieved high inter-annotator
agreement for simpler tasks such as identifica-
tion of events and time expressions, temporal rela-
tion annotation proves to be much more challeng-
ing. We show that in order to improve annotation
consistency it is important to strategically select
the annotation targets, and this selection process
should be subject to syntactic, semantic and dis-
course constraints.

Acknowledgements

This work is supported by the National Sci-
ence Foundation via Grant No. 0855184 entitled
“Building a community resource for temporal in-
ference in Chinese”. All views expressed in this
paper are those of the authors and do not neces-
sarily represent the view of the National Science
Foundation.

References
Regina Barzilay, Noemie Elhadad, and Kathleen McK-

eown. 2002. Inferring strategies for sentence order-
ing in multidocument news summarization. Journal
of Artificial Intelligence Research, 17:35–55.

Steven Bethard, James H. Martin, and Sara Klin-
genstein. 2007. Finding Temporal Structure in
Text: Machine Learning of Syntactic Temporal Re-
lations. International Journal of Semantic Comput-
ing, 11(4).

Lisa Ferro, Laurie Gerber, Inderjeet Mani, Beth Sund-
heim, and George Wilson. 2004. TIDES 2003 Stan-
dard for the Annotation of Temporal Expressions.

Elena Filatova and Eduard Hovy. 2001. Assigning
Time-Stamps to Event Clauses. In Proceedings of
the Workshop on Temporal and Spatial Information
Processing, Toulouse.

Sanda Harabagiu and Cosmin Adrian Bejan. 2005.
Question Answering Based on Temporal Inference.
In Proceedings of the AAAI-2005 Workshop on In-
ference for Textual Question Answering, Pittsburgh,
Pennsylvania.

Sanda Harabagiu and Cosmin Adrian Bejan. 2006. An
Answer Bank for Temporal Inference. In Proceed-
ings of LREC 2006, Genoa, Italy.

ISO/TC 37/SC 4/WG 2. 2007. Language Resource
Management – Semantic Annotation Framework
(SemAF) – Part 1: Time and events.

Charles Li and Sandra Thompson. 1981. Mandarin
Chinese: A Functional Reference Grammar. Berke-
ley, Los Angeles, London: University of California
Press.

Chin-Yew Lin and Eduard Hovy. 2001. Neats: A mul-
tidocument summarizer. In Proceedings of the Doc-
ument Understanding Workshop.

Inderjeet Mani and George Wilson. 2000. Robust
temporal processing of news. In Proceedings of the
ACL’2000, Hong Kong, China.

Eleni Miltsakaki, Rashmi Prasad, Aravind Joshi, and
Bonnie Webber. 2004. The Penn Discourse Tree-
Bank. In Proceedings of the Language Resources
and Evaluation Conference, Lisbon, Portugal.

Martha Palmer, Daniel Gildea, and Paul Kingsbury.
2005. The Proposition Bank: An annotated cor-
pus of semantic roles. Computational Linguistics,
31(1):71–106.

James Pustejovsky, Patrick Hanks, Roser Sauri,
Andrew See, David Day, Lisa Ferro, Robert
Gaizauskas, Marcia Lazo, Andrea Setzer, and Beth

1371



Sundheim. 2003. The TimeBank Corpus. Corpus
Linguistics, pages 647–656.

James Pustejovsky, Bob Ingria, Roser Sauri, Jose Cas-
tano, Jessica Littman, Rob Gaizauskas, Andrea Set-
zer, G. Katz, and I. Mani. 2005. The specification
language TimeML. In I. Mani, J. Pustejovsky, and
R. Gaizauskas, editors, The Language of Time: a
Reader. Oxford University Press.

Marc Verhagen, Robert Gaizauskas, Frank Schilder,
Mark Hepple, Jessica Moszkowicz, and James
Pustejovsky. 2009. The TempEval Challenge:
Identifying Temporal Relation in Text. Language
Resources and Evaluation, 43(1):161–179.

Richard Xiao and Tony McEnery. 2004. Aspect in
Mandarin Chinese: A Corpus-based Study. Ams-
terdam: John Benjamins.

Nianwen Xue and Martha Palmer. 2009. Adding se-
mantic roles to the Chinese Treebank. Natural Lan-
guage Engineering, 15(1):143–172.

Nianwen Xue, Fei Xia, Fu dong Chiou, and Martha
Palmer. 2005. The Penn Chinese TreeBank: Phrase
Structure Annotation of a Large Corpus. Natural
Language Engineering, 11(2):207–238.

1372



Coling 2010: Poster Volume, pages 1373–1381,
Beijing, August 2010

Syntax-Driven Machine Translation as a Model of ESL
Revision

Huichao Xue and Rebecca Hwa
Department of Computer Science

University of Pittsburgh
{hux10,hwa}@cs.pitt.edu

Abstract

In this work, we model the writing re-
vision process of English as a Second
Language (ESL) students with syntax-
driven machine translation methods.
We compare two approaches: tree-to-
string transformations (Yamada and
Knight, 2001) and tree-to-tree trans-
formations (Smith and Eisner, 2006).
Results suggest that while the tree-to-
tree model provides a greater cover-
age, the tree-to-string approach offers
a more plausible model of ESL learn-
ers’ revision writing process.

1 Introduction

When learning a second language, students
make mistakes along the way. While some
mistakes are idiosyncratic and individual,
many are systematic and common to people
who share the same primary language. There
has been extensive research on grammar error
detection. Most previous efforts focus on iden-
tifying specific types of problems commonly
encountered by English as a Second Language
(ESL) learners. Some examples include the
proper usage of determiners (Yi et al., 2008;
Gamon et al., 2008), prepositions (Chodorow
et al., 2007; Gamon et al., 2008; Hermet et al.,
2008), and mass versus count nouns (Nagata
et al., 2006). However, previous work suggests
that grammar error correction is considerably
more challenging than detection (Han et al.,
2010). Furthermore, an ESL learner’s writing
may contain multiple interacting errors that
are difficult to detect and correct in isolation.

A promising research direction is to tackle
automatic grammar error correction as a ma-
chine translation (MT) problem. The dis-
fluent sentences produced by an ESL learner

can be seen as the input source language,
and the corrected revision is the result of the
translation. Brockett et al. (2006) showed
that phrase-based statistical MT can help to
correct mistakes made on mass nouns. To
our knowledge, phrase-based MT techniques
have not been applied for rewriting entire sen-
tences. One major challenge is the lack of ap-
propriate training data such as a sizable par-
allel corpus. Another concern is that phrase-
based MT may not be similar enough to the
problem of correcting ESL learner mistakes.
While MT rewrites an entire source sentence
into the target language, not every word writ-
ten by an ESL learner needs to be modified.

Another alternative that may afford a more
general model of ESL error corrections is to
consider syntax-driven MT approaches. We
argue that syntax-based approaches can over-
come the expected challenges in applying MT
to this domain. First, it can be less data-
intensive because the mapping is formed at a
structural level rather than the surface word
level. While it does require a robust parser,
a syntax-driven MT model may not need to
train on a very large parallel corpus. Second,
syntactic transformations provide an intuitive
description of how second language learners
revise their writings: they are transforming
structures in their primary language to those
in the new language.

In this paper, we conduct a first inquiry into
the applicability of syntax-driven MT meth-
ods to automatic grammar error correction.
In particular, we investigate whether a syntax-
driven model can capture ESL students’ pro-
cess of writing revisions. We compare two ap-
proaches: a tree-to-string mapping proposed
by Yamada & Knight (2001) and a tree-to-
tree mapping using the Quasi-Synchronous
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Grammar (QG) formalism (Smith and Eisner,
2006). We train both models on a parallel cor-
pus consisting of multiple drafts of essays by
ESL students. The approaches are evaluated
on how well they model the revision pairs in an
unseen test corpus. Experimental results sug-
gest that 1) the QG model has more flexibility
and is able to describe more types of transfor-
mations; but 2) the YK model is better at cap-
turing the incremental improvements in the
ESL learners’ revision writing process.

2 Problem Description

This paper explores the research question: can
ESL learners’ process of revising their writ-
ings be described by a computational model?
A successful model of the revision process has
several potential applications. In addition to
automatic grammar error detection and cor-
rection, it may also be useful as an auto-
matic metric in an intelligent tutoring system
to evaluate how well the students are learning
to make their own revisions.

Revising an ESL student’s writing bears
some resemblance to translating. The stu-
dent’s first draft is likely to contain disfluent
expressions that arose from translation diver-
gences between English and the student’s pri-
mary language. In the revised draft, the diver-
gences should be resolved so that the text be-
comes fluent English. We investigate to what
extent are formalisms used for machine trans-
lation applicable to model writing revision.
We hypothesize that ESL students typically
modify sentences to make them sound more
fluent rather than to drastically change the
meanings of what they are trying to convey.
Thus, our work focuses on syntax-driven MT
models.

One challenge of applying MT methods to
model grammar error correction is the lack of
appropriate training data. The equivalence
to the bilingual parallel corpus used for de-
veloping MT systems would be a corpus in
which each student sentence is paired with a
fluent version re-written by an instructor. Un-
like bilingual text, however, there is not much
data of this type in practice because there

are typically too many students for the teach-
ers to provide detailed manual inspection and
correction at a large scale. More commonly,
students are asked to revise their previously
written essays as they learn more about the
English language. Here is an example of a
student sentence from a first-draft essay:

The problem here is that they come
to the US like illegal.

In a later draft, it has been revised into:

The problem here is that they come
to the US illegally.

Although the students are not able to cre-
ate “gold standard revisions” due to their still
imperfect understanding of English, a corpus
that pairs the students’ earlier and later drafts
still offers us an opportunity to model how
ESL speakers make mistakes.

More formally, the corpus C consists of a
set of sentence pairs (O,R), where O repre-
sents the student’s original draft and R rep-
resents the revised draft. Note that while R
is assumed to be an improvement upon O,
its quality may fall short of the gold stan-
dard revision, G. To train the syntax-driven
MT models, we optimize the joint probabil-
ity of observing the sentence pair, Pr(O,R),
through some form of mapping between their
parse trees, τO and τR.

An added wrinkle to our problem is that it
might not always be possible to assign a sen-
sible syntactic structure to an ungrammati-
cal sentence. It is well-known that an English
parser trained on the Penn Treebank is bad
at handling disfluent sentences (Charniak et
al., 2003; Foster et al., 2008). In our domain,
since O (and perhaps also R) might be disflu-
ent, an important question that a translation
model must address is: how should the map-
ping between the trees τO and τR be handled?

3 Syntax-Driven Models for Essay
Revisions

There is extensive literature on syntax-driven
approaches to MT (cf. a recent survey by
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Lopez (2008)); we focus on two particular for-
malisms that reflects different perspectives on
the role of syntax. Our goal is to assess which
formalism is a better fit with the domain of
essay revision modeling, in which the data
largely consist of imperfect sentences that may
not support a plausible syntactic interpreta-
tion.

3.1 Tree-to-String Model

The Yamada & Knight (henceforth, YK) tree-
to-string model is an instance of noisy channel
translation systems, which assumes that the
observed source sentence is the result of trans-
formation performed on the parse tree of the
intended target sentence due to a noisy com-
munication channel. Given a parallel corpus,
and a parser for the the target side, the pa-
rameters of this model can be estimated using
EM(Expectation Maximization). The trained
model’s job is to recover the target sentence
(and tree) through decoding.

While the noisy channel generation story
may sound somewhat counter-intuitive for
translation, it gives a plausible account of ESL
learner’s writing process. The student really
wants to convey a fluent English sentence with
a well-formed structure, but due to an im-
perfect understanding of the language, writes
down an ungrammatical sentence, O, as a first
draft. The student serves as the noisy channel.
The YK model describes this as a stochastic
process that performs three operations on τG,
the parse of the intended sentence, G:

1. Each node in τG may have its children
reordered with some probability.

2. Each node in τG may have a child node
inserted to its left or right with some
probability.

3. Each leaf node (i.e., surface word) in τG
is replaced by some (possibly empty)
string according to its lexical translation
distribution.

The resulting sentence, O, is the concatena-
tion of the leaf nodes of the transformed τG.

Common mistakes made by ESL learners,
such as misuses of determiners and preposi-
tions, word choice errors, and incorrect con-
stituency orderings, can be modeled by a com-
bination of the insert, replace, and reorder
operators. The YK model allows us to per-
form transformations on a higher syntactic
level. Another potential benefit is that the
model does not attempt to assign syntactic
interpretations over the source sentences (i.e.,
the less fluent original draft).

3.2 Tree-to-Tree Model

The Quasi-Synchronous Grammar formalism
(Smith and Eisner, 2006) is a generative model
that aims to produce the most likely target
tree for a given source tree. It differs from the
more strict synchronous grammar formalisms
(Wu, 1995; Melamed et al., 2004) because it
does not try to perform simultaneous pars-
ing on parallel grammars; instead, the model
learns an augmented target-language gram-
mar whose rules make “soft alignments” with
a given source tree.

QG has been applied to some NLP tasks
other than MT, including answer selection for
question-answering (Wang et al., 2007), para-
phrase identification (Das and Smith, 2009),
and parser adaptation and projection (Smith
and Eisner, 2009). In this work we use
an instantiation of QG that largely follows
the model described by Smith and Eisner
(2006). The model is trained on a parallel
corpus in which both the first-draft and re-
vised sentences have been parsed. Using EM
to estimate its parameters, it learns an aug-
mented target PCFG grammar1 whose pro-
duction rules form associations with the given
source trees.

Consider the scenario in Figure 1. Given a
source tree τO, the trained model generates a
target tree by expanding the production rules
in the augmented target PCFG. To apply a

1For expository purposes, we illustrate the model
using a PCFG production rule. In the experiment, a
statistical English dependency parser (Klein and Man-
ning, 2004) was used.
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Figure 1: An example of QG’s soft alignments
between a given source tree and a possible tar-
get rule expansion.

target-side production rule such as

A→ BC,

the model considers which source tree nodes
might be associated with each target-side non-
terminals:

(α,A)→ (β,B)(γ,C)

where α, β, γ are nodes in τO. Thus, as-
suming that the target symbol A has already
been aligned to source node α from an ear-
lier derivation step, the likelihood of expand-
ing (α,A) with the above production rule de-
pends on three factors:

1. the likelihood of the monolingual tar-
get rule, Pr(A→ BC)

2. the likelihood of alignments between B
and β as well as C and γ.

3. the likelihood that the source nodes form
some expected configuration (i.e., be-
tween α and β as well as between α and
γ). In this work, we distinguish between
two configuration types: parent-child and
other. This restriction doesn’t reduce the
explanatory power of the resulting QG
model, though it may not be as fine-tuned
as some models in (Smith and Eisner,
2006).

Under QG, the ESL students’ first drafts
are seen as text in a different language that
has its own syntactic constructions. QG ex-
plains the grammar rules that govern the re-
vised text in terms of how different compo-
nents map to structures in the original draft.

It makes explicit the representation of diver-
gences between the students’ original mental
model and the expected structure.

3.3 Method of Model Comparison

Cross entropy can be used as a metric that
measures the distance between the learned
probabilistic model and the real data. It can
be interpreted as measuring the amount of in-
formation that is needed in addition to the
model to accurately recover the observed data.
In language modeling, cross entropy is widely
used in showing a given model’s prediction
power.

To determine how well the two syntax-
driven MT models capture the ESL student
revision generation process, we measure the
cross entropy of each trained model on an un-
seen test corpus. This quantity measures how
surprised a model is about relating an initial
sentence, O, to its corresponding revision, R.
Specifically, the cross entropy for some model
M on a test corpus C of original and revised
sentence pairs (O,R) is:

− 1

|C|
∑

(O,R)∈C
log Pr

M
(O,R)

Because neither model computes the joint
probability of the sentence pair, we need to
make additional computations so that the
models can be compared directly.

The YK model computes the likelihood
of the first-draft sentence O given an as-
sumed gold parse τR of the revised sentence:
PrY K(O | τR). To determine the joint proba-
bility, we would need to compute:

Pr
Y K

(O,R) =
∑

τR∈ΛR

Pr
Y K

(O, τR)

=
∑

τR∈ΛR

Pr
Y K

(O | τR) Pr(τR)

where ΛR represents the set of possible parse
trees for sentence R. Practically, perform-
ing tree-to-string mapping over the entire set
of trees in ΛR is computationally intractable.
Moreover, the motivation behind the YK
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mean stdev

percentage of O = R 54.11% N/A
O’s length 12.95 4.87
R’s length 12.74 4.20
edit distance 1.88 3.58

Table 1: This table summarizes some statis-
tics of the dataset.

model is to trust the given τR. Thus, we made
a Viterbi approximation:

Pr
Y K

(O,R) =
∑

τR∈ΛR

Pr
Y K

(O | τR) Pr(τR)

≈ Pr
Y K

(O | τ̂R) Pr(τ̂R)

where Pr(τ̂R) is the probability of the single
best parse tree according to a standard En-
glish parser.

Similarly, to compute the joint sentence pair
probability under the QG model would require
summing over both sets of trees because the
model computes PrQG(τR | τO). Here, we
make the Viterbi approximation on both trees.

Pr
QG

(O,R) =
∑

τR∈ΛR

∑

τO∈ΛO

Pr
QG

(τO, τR)

=
∑

τR∈ΛR

∑

τO∈ΛO

Pr
QG

(τR | τO) Pr(τO)

≈ Pr
QG

(τ̂R | τ̂O) Pr(τ̂O)

where τ̂O and τ̂R are the best parses for sen-
tences O and R according to the underlying
English dependency parser, respectively.

4 Experiments

4.1 Data

Our experiments are conducted using a collec-
tion of ESL students’ writing samples2. These
are short essays of approximately 30 sentences
on topics such as “a letter to your parents.”
The students are asked to revise their essays
at least once. From the dataset, we extracted
358 article pairs.

2The dataset is made available by the Pittsburgh
Science of Learning Center English as a Second Lan-
guage Course Committee, supported by NSF Award
SBE-0354420.

Typically, the changes between the drafts
are incremental. Approximately half of the
sentences are not changed at all. These sen-
tences are considered useful because this phe-
nomenon strongly implies that the original
version is good enough to the best of the au-
thor’s knowledge. In a few rare cases, stu-
dents may write an entirely different essay.
We applied TF-IDF to automatically align the
sentences between essay drafts. Any sentence
pair with a cosine similarity score of less than
0.3 is filtered. This resulted in a parallel cor-
pus of 7580 sentence pairs.

Because both models are computational in-
tensive, we further restricted our experiments
to sentence pairs for which the revised sen-
tence has no more than 20 words. This re-
duces our corpus to 4666 sentence pairs. Some
statistics of the sentence pairs are shown in
Table 1.

4.2 Experimental Setup

We randomly split the resulting dataset into
a training corpus of 4566 sentence pairs and a
test corpus of 100 pairs.

The training of both models involve an EM
algorithm. We initialize the model parameters
with some reasonable values. Then, in each it-
eration of training, the model parameters are
re-estimated by collecting the expected counts
across possible alignments between each sen-
tence pair in the training corpus. In out ex-
periments, both models had two iterations of
training. Below, we highlight our initializa-
tion procedure for each model.

In the YK model, the initial reordering
probability distribution is set to prefer no
change 50% of the time. The remaining prob-
ability mass is distributed evenly over all of
the other permutations. For the insertion
operation, for each node, the YK model first
chooses whether to insert a new string to its
left, to its right, or not at all, conditioned on
the node’s label and its parent’s label. These
distributions are initialized uniformly (1

3). If
a new string should be inserted, the model
then makes that choice with some probability.
The insertion probability of each string in the
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dictionary is assigned evenly with 1
N , where

N is the number of words in the dictionary.
Finally, the replace probability distribution
is initialized uniformly with the same value
( 1
N+1) across all words in the dictionary, in-

cluding the empty string.

For the QG model, the initial parameters
are determined as follows: For the monolin-
gual target parsing model parameters,
we first parse the target side of the corpus
(i.e., the revised sentences) with the Stanford
parser; we then use the maximum likelihood
estimates based on these parse trees to ini-
tialize the parameters of the target parser,
Dependency Model with Valence (DMV). We
uniformly initialized the configuration pa-
rameters; the parent-child configuration and
other configuration each has 0.5 probability.
For the alignment parameters, we ran the
GIZA++ implementation of the IBM word
alignment model (Och and Ney, 2003) on the
sentence pairs, and used the resulting transla-
tion table as our initial estimation. There may
be better initialization setups, but the differ-
ence between those setups will become small
after a few rounds of EM.

Once trained, the two models compute the
joint probability of every sentence pair in the
test corpus as described in Section 3.3.

4.3 Experiment I

To evaluate how well the models describe the
ESL revision domain, we want to see which
model is less “surprised” by the test data. We
expected that the better model should be able
to transform more sentence pair in the test
corpus; we also expect that the better model
should have a lower cross entropy with respect
to the test corpus.

Applying both YK and QG to the test cor-
pus, we find that neither model is able to
transform all the test sentence pairs. Of the
two, QG had the better coverage; it success-
fully modeled 59 pairs out of 100 (we denote
this subset as DQG). In contrast, YK modeled
36 pairs (this subset is denoted as DY K).

To determine whether there were some
characteristics of the data that made one

model better at performing transformations
for certain sentence pairs, we compare corpus
statistics for different test subsets. Based on
the results summarized in Table 2, we make a
few observations.

First, the sentence pairs that neither model
could transform seem, as a whole, more diffi-
cult. Their average lengths are longer, and the
average per word Levenshtein edit distance is
bigger. The differences between Neither and
the other subsets are statistically significant
with 90% confidence. For the length differ-
ence, we applied standard two-sample t-test.
For the edit distance difference, we applied hy-
pothesis testing with the null-hypothesis that
“longer sentence pairs are as likely to be cov-
ered by our model as shorter ones.”

Second, both models sometimes have trou-
ble with sentence pairs that require no change.
This may be due to out-of-vocabulary words
in the test corpus. A more aggressive smooth-
ing strategy could improve the coverage for
both models.

Third, comparing the subset of sentence
pairs that only QG could transform (DQG −
DY K) against the subset of sentences that
both models could transform (DQG ∩ DY K),
the former has slightly higher average edit dis-
tance and length, but the difference is not
statistically significant. Although QG could
transform more sentence pairs, the cross en-
tropy of DQG −DY K is higher than QG’s es-
timate for the DQG ∩DY K subset. QG’s soft
alignment property allows it to model more
complex transformations with greater flexibil-
ity.

Finally, while the YK model has a more lim-
ited coverage, it models those transformations
with a greater certainty. For the common sub-
set of sentence pairs that both models could
transform, YK has a much lower cross entropy
than QG. Table 3 further breaks down the
common subset. It is not surprising that both
models have low entropy for identical sentence
pairs. For modeling sentence pairs that con-
tain revisions, YK is more efficient than QG.
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Neither DQG ∩DY K DQG −DY K DY K −DQG

number of instances 38 33 26 3
average edit distance 2.42 1.88 2.08 1
% of identical pairs 53% 48% 58% 67%
average O length 14.63 12.36 12.58 6.67
average R length 13.87 12.06 12.62 6.67
QG cross entropy N/A 127.95 138.9 N/A
YK cross entropy N/A 78.76 N/A 43.84

Table 2: A comparison of the two models based on their coverage of the test corpus. Some
relevant statistics on the sentence subsets are also summarized in the table.

YK QG

overall entropy 78.76 127.95
on identical pairs 52.59 85.40
on non-identical pairs 103.99 168.00

Table 3: A further comparison of the two mod-
els on DQG ∩DY K , the sentence pairs in the
test corpus that both could transform.

4.4 Experiment II

The results of the previous experiment raises
the possibility that QG might have a greater
coverage because it is too flexible. However,
an appropriate model should not only assign
large probability mass to positive examples,
but it should also have a low chance of choos-
ing negative examples. In this next experi-
ment, we construct a “negative” test corpus
to see how it affects the models.

To construct a negative scenario, we still
use the same test corpus as before, but we re-
verse the sentence pairs. That is, we use the
revised sentences as “originals” and the origi-
nal sentences as “revisions.” We would expect
a good model to have a raised cross entropy
values along with a drop in coverage on the
new dataset because the “revisions” should be
more disfluent than the “original” sentences.

Table 4 summarizes the results. We ob-
serve that the number of instances that can
be transformed has dropped for both models:
from 59 to 49 pairs for QG, and from 36 to
20 pairs for YK; also, the proportion of iden-
tical instances in each set has raised. This
means that both models are more surprised
by the reverse test corpus, suggesting that

both models have, to some extent, succeeded
in modeling the ESL revision domain. How-
ever, QG still allows for many more transfor-
mations. Moreover, 16 out of the 49 instances
are non-identical pairs. In contrast, YK mod-
eled only 1 non-identical sentence pair. The
results from these two experiments suggest
that YK is more suited for modeling the ESL
revision domain than QG. One possible expla-
nation is that QG allows more flexibility and
would require more training. Another possi-
ble explanation is that because YK assumes
well-formed syntax structure for only the tar-
get side, the philosophy behind its design is a
better fit with the ESL revision problem.

5 Related Work

There are many research directions in the field
of ESL error correction. A great deal of the
work focuses on the lexical or shallow syn-
tactic level. Typically, local features such
as word identity and POS tagging informa-
tion are combined to deal with some specific
kind of error. Among them, (Burstein et al.,
2004) developed a tool called Critique that
detects collocation errors and word choice er-
rors. Nagata et al. (2006) uses a rule-based
approach in distinguishing mass and count
nouns. Knight and Chander (1994) and Han
et al. (2006) both addressed the misuse of ar-
ticles. Chodorow et al. (2007), Gamon et al.
(2008), Hermet et al. (2008) proposed several
techniques in detecting and correcting propo-
sition errors. In detecting errors and giving
suggestions, Liu et al. (2000), Gamon et al.
(2008) and Hermet et al. (2008) make use of
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Neither DQG ∩DY K DQG −DY K DY K −DQG

number of instances 50 19 30 1
average edit distance 2.88 0.05 2.17 1
percentage of identical pairs 0.40 0.95 0.5 0
average O length 14.18 9.00 12.53 17
average R length 14.98 9.05 12.47 16
QG cross entropy N/A 81.85 139.36 N/A
YK cross entropy N/A 51.2 N/A 103.75

Table 4: This table compares the two models on a “trick” test corpus in which the earlier and
later drafts are reversed. If a model is trained to prefer more fluent English sentences are the
revision, it should be perplexed on this corpus.

information retrieval techniques. Chodorow
et al. (2007) instead treat it as a classification
problem and employed a maximum entropy
classifier. Similar to our approach, Brockett
et al. (2006) view error correction as a Ma-
chine Translation problem. But their transla-
tion system is built on phrase level, with the
purpose of correcting local errors such as mass
noun errors.

The problem of error correction at a syn-
tactic level is less explored. Lee and Seneff
(2008) examined the task of correcting verb
form misuse by applying tree template match-
ing rules. The parse tree transformation rules
are learned from synthesized training data.

6 Conclusion

This paper investigates the suitability of
syntax-driven MT approaches for modeling
the revision writing process of ESL learn-
ers. We have considered both the Yamada &
Knight tree-to-string model, which only con-
siders syntactic information from the typically
more fluent revised text, as well as Quasi-
Synchronous Grammar, a tree-to-tree model
that attempts to learn syntactic transforma-
tion patterns between the students’ original
and revised texts. Our results suggests that
while QG offers a greater degree of freedom,
thus allowing for a better coverage of the
transformations, YK has a lower entropy on
the test corpus. Moreover, when presented
with an alternative “trick” corpus in which the
“revision” is in fact the earlier draft, YK was
more perplexed than QG. These results sug-

gest that the YK model may be a promising
approach for automatic grammar error correc-
tion.
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Abstract

Empty categories represent an impor-
tant source of information in syntactic
parses annotated in the generative linguis-
tic tradition, but empty category recovery
has only started to receive serious atten-
tion until very recently, after substantial
progress in statistical parsing. This paper
describes a unified framework in recover-
ing empty categories in the Chinese Tree-
bank. Our results show that given skele-
tal gold standard parses, the empty cate-
gories can be detected with very high ac-
curacy. We report very promising results
for empty category recovery for automatic
parses as well.

1 Introduction

The use of empty categories to represent the syn-
tactic structure of a sentence is the hallmark of the
generative linguistics and they represent an im-
portant source of information in treebanks anno-
tated in this linguistic tradition. The use of empty
categories in the annotation of treebanks started
with the Penn Treebank (Marcus et al., 1993), and
this practice is continued in the Chinese Treebank
(CTB) (Xue et al., 2005) and the Arabic Tree-
bank, the Penn series of treebanks. Empty cat-
egories come in a few different varieties, serv-
ing different purposes. One use of empty cate-
gories is to mark the extraction site of an dislo-
cated phrase, thus effectively reconstructing the
canonical structure of a sentence, allowing easy
extraction of its predicate-argument structure. For
example, in Figure 1, the empty category*T*-
1 is coindexed with the dislocated topic NP宁

波 (“Ningbo”), indicating that the canonical po-
sition of this NP is next to the verb来 (“come”).
The empty category effectively localizes the syn-
tactic dependency between the verb and this NP,
making it easier to detect and extract this relation.

Marking the extraction site of a dislocated item
is not the only use of empty categories. For lan-
guages like Chinese, empty categories are also
used to represent dropped pronouns. Chinese is
a pro-drop language (Huang, 1989) and subject
pronouns are routinely dropped. Recovering these
elliptical elements is important to many natural
language applications. When translated into an-
other language, for example, these dropped pro-
nouns may have to be made explicit and replaced
with overt pronouns or noun phrases if the target
language does not allow dropped pronouns.

Although empty categories have been an inte-
gral part of the syntactic representation of a sen-
tence ever since the Penn Treebank was first con-
structed, it is only recently that they are starting
to receive the attention they deserve. Works on
automatic detection of empty categories started
to emerge (Johnson, 2002; Dienes and Dubey,
2003; Campbell, 2004; Gabbard et al., 2006) af-
ter substantial progress has been made in statis-
tical syntactic parsing. This progress has been
achieved after over a decade of intensive research
on syntactic parsing that has essentially left the
empty categories behind (Collins, 1999; Char-
niak, 2000). Empty categories were and still are
routinely pruned out in parser evaluations (Black
et al., 1991). They have been excluded from the
parser development and evaluation cycle not so
much because their importance was not under-
stood, but because researchers haven’t figured out
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“Ningbo, this is the third time I came here.”

Figure 1: A CTB tree with empty categories

a way to incorporate the empty category detection
in the parsing process. In fact, the detection of
empty categories relies heavily on the other com-
ponents of the syntactic representation, and as a
result, empty category recovery is often formu-
lated as postprocessing problem after the skeletal
structure of a syntactic parse has been determined.
As work on English has demonstrated, empty cat-
egory detection can be performed with high accu-
racy given high-quality skeletal syntactic parses as
input.

Because Chinese allows dropped pronouns and
thus has more varieties of empty categories than
languages like English, it can be argued that there
is added importance in Chinese empty category
detection. However, to our knowledge, there has
been little work in this area, and the work we
report here represents the first effort in Chinese
empty category detection. Our results are promis-
ing, but they also show that Chinese empty cat-
egory detection is a very challenging problem
mostly because Chinese syntactic parsing is dif-
ficult and still lags significantly behind the state
of the art in English parsing. We show that given
skeletal gold-standard parses (with empty cate-
gories pruned out), the empty detection can be
performed with a fairly high accuracy of almost
89%. The performance drops significantly, to
63%, when the output of an automatic parser is
used.

The rest of the paper is organized as follows.
In Section 2, we formulate the empty category de-

tection as a binary classification problem where
each word is labeled as either having a empty cat-
egory before it or not. This makes it possible to
use any standard machine learning technique to
solve this problem. The key is to find the appro-
priate set of features. Section 3 describes the fea-
tures we use in our experiments. We present our
experimental results in Section 4. There are two
experimental conditions, one with gold standard
treebank parses (stripped of empty categories) as
input and the other with automatic parses. Section
5 describes related work and Section 6 conclude
our paper.

2 Formulating the empty category
detection as a tagging problem

In the CTB, empty categories are marked in a
parse tree which represents the hierarchical struc-
ture of a sentence, as illustrated in Figure 1.
There are eight types of empty categories anno-
tated in the CTB, and they are listed in Table 1.
Among them, *pro* and *PRO* are used to rep-
resent nominal empty categories, *T* and *NP*
are used to represent traces of dislocated items,
*OP* is used to represent empty relative pronouns
in relative clauses, and *RNR* is used to repre-
sent pseudo attachment. The reader is referred to
the CTB bracketing manual (Xue and Xia, 2000)
for detailed descriptions and examples. As can
be seen from Table 1, the distribution of these
empty categories is very uneven, and many of
these empty categories do not occur very often.
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EC Type count Description
*pro* 2024 small pro

*PRO* 2856 big pro
*T* 4486 trace for extraction

*RNR* 217 right node raising
*OP* 879 operator

* 132 trace for raising

Table 1: Empty categories in CTB.

As a first step of learning an empty category
model, we treat all the empty categories as a uni-
fied type, and for each word in the sentence, we
only try to decide if there is an empty category
before it. This amounts to an empty category de-
tection task, and the objective is to first locate the
empty categories without attempting to determine
the specific empty category type. Instead of pre-
dicting the locations of the empty categories in a
parse tree and having a separate classifier for each
syntactic construction where an empty category is
likely to occur, we adopt a linear view of the parse
tree and treat empty categories, along with overt
word tokens, as leaves in the tree. This allows us
to identify the location of the empty categories in
relation to overt word tokens in the same sentence,
as illustrated in Example (1):

(1) 宁波 我 是 第三 次 来 *T* 。

In this representation, the position of the empty
category can be defined either in relation to the
previous or the next word, or both. To make
this even more amenable to machine learning ap-
proaches, we further reformulate the problem as a
tagging problem so that each overt word is labeled
either with EC, indicating there is an empty cate-
gory before this word, or NEC, indicating there is
no empty category. This reformulated representa-
tion is illustrated in Example (2):

(2) 宁 波/NEC 我/NEC 是/NEC 第 三/NEC
次/NEC来/NEC。/EC

In (2), the EC label attached to the final period
indicates that there is an empty category before
this punctuation mark. There is a small price to
pay with this representation: when there is more
than one empty category before a word, it is indis-
tinguishable from cases where there is only one

empty category. What we have gained is a sim-
ple unified representation for all empty categories
that lend itself naturally to machine learning ap-
proaches. Another advantage is that for natural
language applications that do not need the full
parse trees but only need the empty categories,
this representation provides an easy-to-use repre-
sentation for those applications. Since this linear-
lized representation is still aligned with its parse
tree, we still have easy access to the full hierar-
chical structure of this tree from which useful fea-
tures can be extracted.

3 Features

Having modeled empty category detection as a
machine learning task, feature selection is crucial
to successfully finding a solution to this problem.
The machine learning algorithm scans the words
in a sentence from left to right one by one and
determine if there is an empty category before it.
When the sentence is paired with its parse tree,
the feature space is all the surrounding words of
the target word as well as the syntactic parse for
the sentence. The machine learning algorithm also
has access to the empty category labels (EC or
NEC) of all the words before the current word.
Figure 2 illustrates the feature space for the last
word (a period) in the sentence.

NP VP

NR PN VC

VP

QP

OD

CLP

M

VP

VV PU

NP

IP

!" # $% & ' !

NEC NEC NEC NEC NEC NEC EC

Ningbo I be third time come .

(

"Ningbo, this is the third time I came here."

Figure 2: Feature space of empty category detec-
tion

For purposes of presentation, we divide our
features into lexical and syntactic features. The
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lexical features are different combinations of the
words and their parts of speech (POS), while syn-
tactic features are the structural information gath-
ered from the nonterminal phrasal labels and their
syntactic relations.

3.1 Lexical features

The lexical features are collected from a narrow
window of five words and their POS tags. If the
target word is a verb, the lexical features also in-
clude transitivity information of this verb, which
is gathered from the CTB. A transitivity lexicon is
induced from the CTB by checking whether a verb
has a right NP or IP sibling. Each time a verb is
used as a transitive verb (having a right NP or IP
sibling), its transitive count is incremented by one.
Conversely, each time a verb is used as an intran-
sitive verb (not having a right NP or IP sibling), its
intransitive use is incremented by one. The result-
ing transitivity lexicon after running through the
entire Chinese Treebank consists of a list of verbs
with frequencies of their transitive and intransitive
uses. A verb is considered to be transitive if its in-
transitive count in this lexicon is zero or if its tran-
sitive use is more than three times as frequent as
its intransitive use. Similarly, a verb is considered
to be intransitive if its transitive count is zero or
if its intransitive use is at least three times as fre-
quent as its transitive use. The full list of lexical
features is presented in Table 2.

3.2 Syntactic features

Syntactic features are gathered from the CTB
parses stripped of function tags and empty cate-
gories when the gold standard trees are used as
input. The automatic parses used as input to our
system are produced by the Berkeley parser. Like
most parsers, the Berkeley parser does not repro-
duce the function tags and empty categories in the
original trees in the CTB. Syntactic features cap-
ture the syntactic context of the target word, and
as we shall show in Section 4, the syntactic fea-
tures are crucial to the success of empty category
detection. The list of syntactic features we use in
our system include:

1. 1st-IP-child: True if the current word is the
first word in the lowest IP dominating this
word.

Feature Names Description
word(0) Current word
word(-1) Previous word
pos(0) POS of current word
pos(-1,0) POS of previous and cur-

rent word
pos(0, 1) POS of current and next

word
pos(0, 1, 2) POS of current & next

word, & word 2 after
pos(-2, -1) POS of previous word &

word 2 before
word(-1), pos(0) Previous word & POS of

current word
pos(-1),word(0) POS of previous word&

current word
trans(0) current word is transitive

or intransitive verb
prep(0) true if POS of current

word is a preposition

Table 2: Feature set.

2. 1st-word-in-subjectless-IP: True if the cur-
rent word starts an IP with no subject. Sub-
ject is detected heuristically by looking at left
sisters of a VP node. Figure 3 illustrates this
feature for the first word in a sentence where
the subject is a dropped pronoun.

3. 1st-word-in-subjectless-IP+POS: POS of
the current word if it starts an IP with no sub-
ject.

4. 1st-VP-child-after-PU: True if the current
word is the first terminal child of a VP fol-
lowing a punctuation mark.

5. NT-in-IP: True if POS of current word is NT,
and it heads an NP that does not have a sub-
ject NP as its right sister.

6. verb-in-NP/VP: True if the current word is a
verb in an NP/VP.

7. parent-label: Phrasal label of the parent of
the current node, with the current node al-
ways corresponding to a terminal node in the
parse tree.

8. has-no-object: True If the previous word is
a transitive verb and this verb does not take
an object.
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Empty categories generally occur in clausal or
phrasal boundaries, and most of the features are
designed to capture such information. For exam-
ple, the five feature types,1st-IP-child, 1st-word-
in-subjectless-IP, 1st-word-in-subjectless-IP, 1st-
VP-child-after-PU andNT-in-IP all represent the
left edge of a clause (IP) with some level of gran-
ularity. parent label andverb-in-NP/VP represent
phrases within which empty categories typically
occur do not occur. Thehas-no-object feature is
intended to capture transitive uses of a verb when
the object is missing.

4 Experiments

Given that our approach is independent of specific
machine learning techniques, many standard ma-
chine learning algorithms can be applied to this
task. For our experiment we built a Maximum En-
tropy classifier with the Mallet toolkit1.

4.1 Data

In our experiments, we use a subset of the CTB
6.0. This subset is further divided into train-
ing (files chtb0081 thorough chtb0900), devel-
opment (files chtb0041 through chtb0080) and
test sets (files chtb0001 through chtb0040, files
chtb 0901 through chtb0931). The reason for not
using the entire Chinese Treebank is that the data
in the CTB is from a variety of different sources
and the automatic parsing accuracy is very uneven
across these different sources.

1http://mallet.cs.umass.edu

4.2 Experimental conditions

Two different kinds of data sets were used in the
evaluation of our method: 1) gold standard parse
trees from the CTB; and 2) automatic parses pro-
duced by the Berkeley parser2 .

4.2.1 Gold standard parses

There are two experimental conditions. In our
first experiment, we use the gold standard parse
trees from the CTB as input to our classifier. The
version of the parse tree that we use as input to
our classifier is stripped of the empty category
information. What our system effectively does
is to restore the empty categories given a skele-
tal syntactic parse. The purpose of this experi-
ment is to establish a topline and see how accu-
rately the empty categories can be restored given
a“correct”parse.

4.2.2 Automatic parses

To be used in realistic scenarios, the parse trees
need to be produced automatically from raw text
using an automatic parser. In our experiments we
use the Berkeley Parser as a representative of the
state-of-the-art automatic parsers. The input to the
Berkeley parser is words that have already been
segmented in the CTB. Obviously, to achieve fully
automatic parsing, the raw text should be auto-
matically segmented as well. The Berkeley parser
comes with a fully trained model, and to make
sure that none of our test and development data is
included in the training data in the original model,
we retrained the parser with our training set and
used the resulting model to parse the documents
in the development and test sets.

When training our empty category model using
automatic parses, it is important that the quality
of the parses match between the training and test
sets. So the automatic parses in the training set
are acquired by first training the parser with 4/5
of the data and using the resulting model to parse
the remaining 1/5 of the data that has been held
out. Measured by the ParsEval metric (Black et
al., 1991), the parser accuracy stands at 80.3% (F-
score), with a precision of 81.8% and a recall of
78.8% (recall).

2http://code.google.com/p/berkeleyparser
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4.3 Evaluation metrics

We use precision, recall and F-measure as our
evaluation metrics for empty category detection.
Precision is defined as the number of correctly
identified Empty Categories (ECs) divided by the
total number of ECs that our system produced.
Recall is defined as the number of correctly iden-
tified ECs divided by the total number of EC la-
bels in the CTB gold standard data. F-measure
is defined as the geometric mean of precision and
recall.

R =
# of correctly detected EC
# of EC tagged in corpus

(1)

P =
# of correctly detected EC

# of EC reported by the system
(2)

F =
2

1/R + 1/P
(3)

4.4 Overall EC detection performance

We report our best result for the gold standard
trees and the automatic parses produced by the
Berkeley parser in Table 3. These results are
achieved by using all lexical and syntactic features
presented in Section 3.

Data Prec.(%) Rec.(%) F(%)
Gold 95.9 (75.3) 83.0 (70.5) 89.0 (72.8)
Auto 80.3 (57.9) 52.1 (50.2) 63.2 (53.8)

Table 3: Best results on the gold tree.

As shown in Table 3, our feature set works
well for the gold standard trees. Not surprisingly,
the accuracy when using the automatic parses is
lower, with the performance gap between using
the gold standard trees and the Berkeley parser
at 25.8% (F-score). When the automatic parser
is used, although the precision is 80.3%, the re-
call is only 52.1%. As there is no similar work in
Chinese empty category detection using the same
data set, for comparison purposes we established
a baseline using a rule-based approach. The rule-
based algorithm captures two most frequent loca-
tions of empty categories: the subject and the ob-
ject positions. Our algorithm labels the first word
within a VP with EC if the VP does not have a
subject NP. Similarly, it assigns the EC label to the

word immediately following a transitive verb if it
does not have an NP or IP object. Since the miss-
ing subjects and objects account for most of the
empty categories in Chinese, this baseline covers
most of the empty categories. The baseline results
are also presented in Table 3 (in brackets). The
baseline results using the gold standard trees are
75.3% (precision), 70.5% (recall), and 72.8% (F-
score). Using the automatic parses, the results are
57.9% (precision), 50.2% (recall), and 53.8% (F-
score) respectively. It is clear from our results that
our machine learning model beats the rule-based
baseline by a comfortable margin in both exper-
imental conditions. Table 4 breaks down our re-
sults by empty category types. Notice that we did
not attempt to predict the specific empty category
type. This only shows the percentage of empty
categories our model is able to recover (recall) for
each type. As our model does not predict the spe-
cific empty category type, only whether there is an
empty category before a particular word, we can-
not compute the precision for each empty category
type. Nevertheless, this breakdown gives us a
sense of which empty category is easier to recover.
For both experimental conditions, the empty cate-
gory that can be recovered with the highest accu-
racy is*PRO*, an empty category often used in
subject/object control constructions.*pro* seems
to be the category that is most affected by parsing
accuracy. It has the widest gap between the two
experimental conditions, at more than 50%.

EC Type Total Correct Recall(%)
*pro* 290 274/125 94.5/43.1

*PRO* 299 298/196 99.7/65.6
*T* 578 466/338 80.6/58.5

*RNR* 32 22/20 68.8/62.5
*OP* 134 53/20 40.0/14.9

* 19 9/5 47.4/26.3

Table 4: Results of different types of empty cate-
gories.

4.5 Comparison of feature types

To investigate the relative importance of lexical
and syntactic features, we experimented with us-
ing just the lexical or syntactic features under
both experimental conditions. The results are pre-
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sented in Table 5. Our results show that when
using only the lexical features, the drop in accu-
racy is small when automatic parses are used in
place of gold standard trees. However, when us-
ing only the syntactic features, the drop in accu-
racy is much more dramatic. In both experimental
conditions, however, syntactic features are more
effective than the lexical features, indicating the
crucial importance of high-quality parses to suc-
cessful empty category detection. This makes in-
tuitive sense, given that all empty categories oc-
cupy clausal and phrasal boundaries that can only
defined in syntactic terms.

Data Prec.(%) Rec.(%) F(%)
Lexical 79.7/77.3 47.6/39.9 59.6/52.7

Syntactic 95.9/78.0 70.0/44.5 81.0/56.7

Table 5: Comparison of lexical and syntactic fea-
tures.

4.6 Comparison of individual features

Given the importance of syntactic features, we
conducted an experiment trying to evaluate the
impact of each individual syntactic feature on the
overall empty category detection performance. In
this experiment, we kept the lexical feature set
constant, and switched off the syntactic features
one at a time. The performance of the different
syntactic features is shown in Table 6. The re-
sults here assume that automatic parses are used.
The first row is the result of using all features
(both syntactic and lexical) while the last row is
the result of using only the lexical features. It
can be seen that syntactic features contribute more
than 10% to the overall accuracy. The results also
show that features (e.g.,1st-IP-child) that capture
clause boundary information tend to be more dis-
criminative and they occupy the first few rows of
a table that sorted based on feature performance.

5 Related work

The problem of empty category detection has been
studied both in the context of reference resolution
and syntactic parsing. In the reference resolution
literature, empty category detection manifests it-
self in the form of zero anaphora (or zero pronoun)

Feature Name Prec.(%) Rec.(%) F(%)
all 80.3 52.1 63.2
1st-IP-child 79.8 49.2 60.8
1st-VP-child-
after-PU

79.7 50.5 61.8

NT-in-IP 79.4 50.8 61.9
1st-word-in-
subjectless-
IP+Pos

79.5 51.1 62.2

has-no-object 80.0 51.1 62.4
1st-word-in-
subjectless-IP

79.4 51.5 62.5

verb-in-NP/VP 79.9 52.0 63.0
parent-label 79.4 52.4 63.1
only lexical 77.3 39.9 52.7

Table 6: Performance for individual syntactic fea-
tures with automatic parses.

detection and resolution. Zero anaphora resolu-
tion has been studied as a computational prob-
lem for many different languages. For example,
(Ferrández and Peral, 2000) describes an algo-
rithm for detecting and resolving zero pronouns
in Spanish texts. (Seki et al., 2002) and (Lida et
al., 2007) reported work on zero pronoun detec-
tion and resolution in Japanese.

Zero anaphora detection and resolution for
Chinese has been studied as well. Converse
(2006) studied Chinese pronominal anaphora res-
olution, including zero anaphora resolution, al-
though there is no attempt to automatically de-
tect the zero anaphors in text. Her work only
deals with anaphora resolution, assuming the zero
anaphors have already been detected. Chinese
zero anaphora identification and resolution have
been studied in a machine learning framework-
ing in (Zhao and Ng, 2007) and (Peng and Araki,
2007).

The present work studies empty category re-
covery as part of the effort to fully parse natural
language text and as such our work is not lim-
ited to just recovering zero anaphors. We are
also interested in other types of empty categories
such as traces. Our work is thus more closely re-
lated to the work of (Johnson, 2002), (Dienes and
Dubey, 2003), (Campbell, 2004) and (Gabbard et
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al., 2006).
Johnson (2002) describes a pattern-matching

algorithm for recovering empty nodes from phrase
structure trees. The idea was to extract minimal
connected tree fragments that contain an empty
node and its antecedent(s), and to match the ex-
tracted fragments against an input tree. He eval-
uated his approach both on Penn Treebank gold
standard trees stripped of the empty categories and
on the output of the Charniak parser (Charniak,
2000).

(Dienes and Dubey, 2003) describes an empty
detection method that is similar to ours in that it
treats empty detection as a tagging problem. The
difference is that the tagging is done without ac-
cess to any syntactic information so that the iden-
tified empty categories along with word tokens in
the sentence can then be fed into a parser. The suc-
cess of this approach depends on strong local cues
such as infinitive markers and participles, which
are non-existent in Chinese. Not surprisingly, our
model yields low accuracy if only lexical features
are used.

Cambell (2004) proposes an algorithm that uses
linguistic principles in empty category recovery.
He argues that a rule-based approach might per-
form well for this problem because the locations
of the empty categories, at least in English, are in-
serted by annotators who follow explicit linguistic
principles.

Yuqing(2007) extends (Cahill et al., 2004) ’s
approach for recovering English non-local depen-
dencies and applies it to Chinese. This paper pro-
poses a method based on the Lexical-Functional
Grammar f-structures, which differs from our ap-
proach. Based on parser output trees including
610 files from the CTB, the authors of this pa-
per claimed they have achieved 64.71% f-score for
trace insertion and 54.71% for antecedent recov-
ery.

(Gabbard et al., 2006) describes a more recent
effort to fully parse the Penn Treebank, recovering
both the function tags and the empty categories.
Their approach is similar to ours in that they treat
empty category recovery as a post-processing pro-
cess and use a machine learning algorithm that
has access to the skeletal information in the parse
tree. Their approach is different from ours in that

they have different classifiers for different types of
empty categories.

Although generally higher accuracies are re-
ported in works on English empty category re-
covery, cross-linguistic comparison is difficult be-
cause both the types of empty categories and
the linguistic cues that are accessible to machine
learning algorithms are different. For example,
there are no empty complementizers annotated in
the CTB while English does not allow dropped
pronouns.

6 Conclusion and future work

We describe a unified framework to recover empty
categories for Chinese given skeletal parse trees as
input. In this framework, empty detection is for-
mulated as a tagging problem where each word
in the sentence receives a tag indicating whether
there is an empty category before it. This ad-
vantage of this approach is that it is amenable to
learning-based approaches and can be addressed
with a variety of machine learning algorithms.
Our results based on a Maximum Entropy model
show that given skeletal gold standard parses,
empty categories can be recovered with very high
accuracy (close to 90%). We also report promis-
ing results (over 63%). when automatic parses
produced by an off-the-shelf parser is used as in-
put.

Detecting empty categories is only the first step
towards fully reproducing the syntactic represen-
tation in the CTB, and the obvious next step is to
also classify these empty categories into different
types and wherever applicable, link the empty cat-
egories to their antecedent. This is the line of re-
search we intend to pursue in our future work.
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Abstract
We show that unsupervised part of speech
tagging performance can be significantly
improved using likely substitutes for tar-
get words given by a statistical language
model. We choose unambiguous substi-
tutes for each occurrence of an ambiguous
target word based on its context. The part
of speech tags for the unambiguous sub-
stitutes are then used to filter the entry for
the target word in the word–tag dictionary.
A standard HMM model trained using the
filtered dictionary achieves 92.25% accu-
racy on a standard 24,000 word corpus.

1 Introduction

We define the unsupervised part-of-speech (POS)
tagging problem as predicting the correct part-of-
speech tag of a word in a given context using
an unlabeled corpus and a dictionary with possi-
ble word–tag pairs0 The performance of an un-
supervised POS tagging system depends highly
on the quality of the word–tag dictionary (Banko
and Moore, 2004). We propose a dictionary fil-
tering procedure based on likely substitutes sug-
gested by a statistical language model. The pro-
cedure reduces the word–tag dictionary size and
leads to significant improvement in the accuracy
of the POS models.

Probabilistic models such as the hidden Markov
model (HMM) trained by expectation maximiza-
tion (EM), maximum a posteriori (MAP) esti-
mation, and Bayesian methods have been used

0In the POS literature the term “unsupervised” is typi-
cally used to describe systems that do not directly use the
tagged data. However, many of the unsupervised systems,
including ours, uses the tag–word dictionary.

to solve the unsupervised POS tagging problem
(Merialdo, 1994; Goldwater and Griffiths, 2007).
All of these approaches first learn the parameters
connecting the hidden structure to the observed
sequence of variables and then identify the most
probable values of the hidden structure for a given
observed sequence. They differ in the way they
estimate the model parameters. HMM-EM esti-
mates model parameters by using the maximum
likelihood estimation (MLE), MAP defines a prior
distribution over parameters and finds the param-
eter values that maximize the posterior distribu-
tion given data, and Bayesian methods integrate
over the posterior of the parameters to incorporate
all possible parameter settings into the estimation
process. Some baseline results and performance
reports from the literature are presented in Table 1.

(Johnson, 2007) criticizes the standard EM
based HMM approaches because of their poor per-
formance on the unsupervised POS tagging and
their tendency to assign equal number of words
to each hidden state. (Mitzenmacher, 2004) fur-
ther claims that words have skewed POS tag dis-
tributions, and a Bayesian method with sparse pri-
ors over the POS tags may perform better than
HMM estimated with EM. (Goldwater and Grif-
fiths, 2007) uses a fully Bayesian HMM model
that averages over all possible parameter values.
Their model achieves 86.8% tagging accuracy
with sparse POS priors and outperforms 74.50%
accuracy of the standard second order HMM-EM
(3-gram tag model) on a 24K word subset of
the Penn Treebank corpus. (Smith and Eisner,
2005) take a different approach and use the con-
ditional random fields estimated using contrastive
estimation which outperforms the HMM-EM and
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Accuracy System
64.2 Random baseline
74.4 Second order HMM
82.0 First order HMM
86.8 Fully Bayesian approach with sparse priors (Goldwater and Griffiths, 2007)
88.6 CRF/CE (Smith and Eisner, 2005)
91.4 EM-HMM with language specific information, good initialization and manual adjustments to standard

dictionary (Goldberg et al., 2008)
91.8 Minimized models for EM-HMM with 100 random restarts (Ravi and Knight, 2009).
94.0 Most frequent tag baseline

Table 1: Tagging accuracy on a 24K-word corpus. All the systems – except (Goldwater and Griffiths,
2007) – use the same 45 tag dictionary that is constructed from the Penn Treebank.

Bayesian methods by achieving 88.6% accuracy
on the same 24K corpus.

Despite the fact that HMM-EM has a poor repu-
tation in POS literature (Goldberg et al., 2008) has
shown that with good initialization together with
some language specific features and language de-
pendent constraints HMM-EM achieves 91.4%
accuracy. Aside from the language specific infor-
mation and the good initialization, they also man-
ually reduce the noise in the word–tag dictionary.

(Ravi and Knight, 2009) focus on the POS tag
collection to find the smallest POS model that ex-
plain the data. They apply integer programming
to construct a minimal bi-gram POS tag set and
use this set to constrain the training phase of the
EM algorithm. The model trained by EM is used
to reduce the dictionary and these steps are iter-
atively repeated until no further improvement is
observed. Their model achieves 91.6% accuracy
on the 24K word corpus (with 100 random starts
this goes up to 91.8%). The main advantage of
this model is the restriction of the tag set so that
rare POS tags or the noise in the corpus do not get
incorporated into the estimation process.

Language models for disambiguation: Recent
work has shown that statistical language models
trained on large amounts of unlabeled text can
be used to improve the performance on various
disambiguation problems. The language model
is used to generate likely substitutes for the tar-
get word in the given context and these benefit
the disambiguation process to the extent that the
likely substitutes are unambiguous or have dif-
ferent ambiguities compared to the target word.
Using statistical language models based on large
corpora for unsupervised word sense disambigua-

tion and lexical substitution has been explored in
(Yuret, 2007; Hawker, 2007; Yuret and Yatbaz,
2010). Unsupervised morphological disambigua-
tion in agglutinative languages using likely sub-
stitutes has been shown to improve on standard
methods in (Yatbaz and Yuret, 2009).

In this paper we use the statistical language
model to reduce the possible number of tags per
word to help the disambiguation process. Specif-
ically we assume that the same hidden tag se-
quence that has generated a particular test sen-
tence can also generate artificial sentences where
one of the words has been replaced with a likely
substitute. POS tags of the likely substitutes can
then be used to reduce the tag set of the target
word. Thus, the substitutes are implicitly incorpo-
rated into the disambiguation process for reducing
the noise and the rare tags in the dictionary.

Currency gyrations can whipsaw(VB/NN) the funds .
Currency gyrations can withdraw(VB) the funds .
Currency gyrations can restore(VB) the funds .
Currency gyrations can modify(VB) the funds .
Currency gyrations can justify(VB) the funds .
Currency gyrations can regulate(VB) the funds .

Table 2: Sample artificial sentences generated for
a test sentence from the Penn Treebank.

Table 2 presents an example where the likely
unambiguous replacements of the target word
“whipsaw” for a given sentence taken from the
Penn Treebank (Marcus et al., 1994) are listed. In
this example each substitute is an unambiguous
verb (VB), confirming our assumption that each
artificial sentence comes from the same hidden se-
quence. For all occurrences of the word “whip-
saw”, our reduction algorithm will count the POS
tags of the likely substitutes and remove the tags
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that have not been observed from the dictionary.
Assuming that the first sentence in Table 2 is the
only sentence in which we observe “whipsaw”,
the “NN” tag of “whipsaw” will be removed.

The next section describes the details of our
dictionary reduction method. Section 3 explains
the details of statistical language model. We ex-
perimentally demonstrate that the word–tag dic-
tionary reduced by the substitutes improve the
performance by constraining the unsupervised
model in Section 4. Finally, Section 5 comments
on the results and discusses the possible exten-
sions of our method.

2 Dictionary Reduction

Our main assumption is that likely replacements
of a target word should have the same POS tag
as the target word in a given context. Motivated
by this idea we propose a new procedure that au-
tomatically reduces the dictionary size by using
the unambiguous replacements of the target word.
For all occurrences of the target word the pro-
cedure counts the POS tags of the replacement
words and removes the unobserved POS tags of
the target word from the dictionary.

Our approach is based on the idea that similar
words in a given context should have the same tag
sequence. To reduce the dictionary with the help
of the replacement words similar to a target word
w, we follow three rules:

1. Choose the replacement word from unam-
biguous substitutes that are likely to appear
in the target word context.

2. Substitutes must be observed in the training
corpus.

3. Count the tags of the replacement for all oc-
currences of the target word.

4. Remove the tags that are not observed as the
tag of replacements in any occurrences of the
target word.

The first rule is used to increase the likelihood
of getting a replacement word with the same POS
tag. The second rule makes sure that the size of
the vocabulary does not change. The third rule

determines the unused POS tags in all occurrences
of w and finally, last rule removes the unobserved
tags of w from the dictionary.

We use the standard first order HMM to test the
performance of our method. In a standard nth or-
der HMM each hidden state is conditioned by its
n preceding hidden states and each observation is
conditioned by its corresponding hidden state. In
POS tagging, the observed variable sequence is
a sentence s and the hidden variables ti are the
POS tags of the words wi in s. The HMM pa-
rameters θ can be estimated by using Baum-Welch
EM algorithm on an unlabeled training corpus D
(Baum, 1972). The tag sequence that maximizes
Pr(t|s, θ̂) can be identified by the Viterbi search
algorithm.

3 Statistical Language Modeling

In order to estimate highly probable replacement
words for a given wordw in the context cw, we use
an n-gram language model. The context is defined
as the 2n−1 word windoww−n+1 . . . w0 . . . wn−1

and it is centered at the target word position. The
probability of a word in a given context can be
estimated as:

P (w0 = w|cw) ∝ P (w−n+1 . . . w0 . . . wn−1) (1)
= P (w−n+1)P (w−n+2|w−n+1)

. . . P (wn−1|wn−2
−n+1) (2)

∝ P (w0|w−1
−n+1)P (w1|w0

−n+2)

. . . P (wn−1|wn−2
0 ) (3)

where wji represents the sequence of words
wiwi+1 . . . wj . In Equation 1, Pr(w|cw) is pro-
portional to Pr(w−n+1 . . . w0 . . . wn+1) since the
context of the target word replacements is fixed.
Terms without w0 are common for every replace-
ment in Equation 2 therefore they have been
dropped in Equation 3. Finally, because of the
Markov property of n-gram language model, only
n− 1 words are used as a conditional context.

The probabilities in Equation 3 are estimated
using a 4 gram language model for all the words
in the vocabulary of D that are unambiguous and
have a common tag with the target word w. The
words with the highest Pr(r|cw) where r ∈ D are
selected as the replacement words of w in cw.
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To get accurate domain independent proba-
bility estimates we used the Web 1T data-set
(Brants and Franz, 2006), which contains the
counts of word sequences up to length five in a
1012 word corpus derived from publicly accessi-
ble Web pages. The SRILM toolkit is used to train
5-gram language model (Stolcke, 2002). The lan-
guage model parameters are optimized by using a
randomly selected 24K words corpus from Penn
Treebank. In order to efficiently apply the lan-
guage model to a given test corpus, the vocabulary
size is limited to the words seen in the test corpus.

4 Experiments

In this section we present a number of experi-
ments measuring the performance of several vari-
ants of our algorithm. The models in this sec-
tion are trained1 and tested on the same unlabeled
data therefore there aren’t any out-of-vocabulary
words. The experiments in this section focus on:
(1) the analysis of the dictionary reduction (2) the
number of the substitutes used for each ambigu-
ous word and (3) the size of the word–tag dictio-
nary.

4.1 Dataset

We trained HMM-EM models on a corpus that
consists of the first 24K words of the Penn Tree-
bank corpus. To be consistent with the POS tag-
ging literature, the tag dictionary is constructed by
listing all observed tags for each word in the entire
Penn Treebank. Nearly 55% of the words in Penn
Treebank corpus are ambiguous and the average
number of tags is 2.3.

Groups Member POS tags Count %
Noun NN/NNP/NNS/NNPS 7511 31.30
Verb VBD/VB/VBZ/VBN/VBG/VBP 3285 13.69
Adj JJ/JJR/JJS 1718 7.16
Adv RB/RBR 742 3.09
Pronoun CD/PRP/PRP$ 1397 5.82
Content Noun/Verb/Adj/Adv/Pronoun 14653 61.05
Function Other 9347 38.95
Total All 45 POS tags 24K 100.00

Table 3: Group names, members, number and per-
centage of the words according to their gold POS
tags.

1The GMTK tool is used to train HMM-EM model on an
unlabeled corpus (Bilmes and Zweig, 2002).

Table 3 shows the POS speech groups and their
distributions in the 24K word corpus. We report
the model accuracy on several POS groups. Our
motivation is to determine HMM-EM model ac-
curacies on the subgroups before and after imple-
menting the dictionary reduction procedure.

4.2 Baseline

Table 4 presents some standard baselines for com-
parison. We define a random and a most frequent
tag (MFT) baseline on the 24K corpus. The ran-
dom baseline is calculated by randomly picking
one of the tags of each word and it also represents
the amount of ambiguity in the corpus. The MFT
baseline simply selects the most frequent POS tag
of each word from the 1M word Penn Treebank
corpus (counts of the first 24K words is not in-
cluded in the 1M word corpus). If the target word
does not exist in the training set, the MFT base-
line randomly picks one of the possible tags of the
missing word.

The first and second order HMMs can be
treated as the unsupervised baselines. These unsu-
pervised baselines are calculated by training uni-
formly initialized first and second order HMMs on
the target corpus without any smoothing. All the
initial parameters of HMM-EM are uniformly ini-
tialized to observe only the effects of the artificial
sentences on the performance of HMM-EM.

The success of the MFT baseline on the Noun,
Adj, Pronoun and function word groups shows
that tag distributions of the words in these groups
are more skewed towards to one of the available
tags. The MFT baseline performs poorly, com-
pared to the above groups, on V erb, and Adv
which is due to the less skewed POS tag behav-
ior of these tags.

The POS tagging literature widely uses the sec-
ond order HMM as the baseline model; how-
ever, the performance of this model can be out-
performed by an unsupervised first order HMM
model or a simple MFT baseline as presented in
Table 4. A point worth noting is that although the
first order HMM and the MFT baseline have sim-
ilar content word accuracies, the MFT baseline is
significantly better on the function words. This
is expected since EM tends to assign words uni-
formly to the available POS tags. Thus EM can
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Noun Verb Adj Adv Pronoun Content Function Total(%)
Random Baseline 76.98 53.87 68.46 72.98 87.64 71.59 52.64 64.21
3-gram HMM 77.43 68.16 78.06 73.32 94.85 76.88 70.45 74.38
2-gram HMM 92.22 83.84 85.22 83.96 95.56 89.42 70.49 82.05
MFT Baseline 96.11 80.30 88.56 83.15 98.75 91.28 98.25 93.99

Table 4: Percentages of words tagged correctly by different models using standard dictionary.

not capture the highly skewed behavior of func-
tion words. Moreover the amount of skewness af-
fects the accuracy of the EM such that the perfor-
mance gain of the MFT baseline over the first or-
der HMM on function words is around 28%-30%
while the performance gain on Noun, Adj and
Pronoun is around 3%-4%.

4.3 Reduced Dictionary
EM can not capture the sparse structure of the
word distributions therefore it tends to assign
equal number of words to each POS tag. Together
with the noisy word–tag dictionary great portion
of the function words are tagged with very rare
POS tags. The abuse of the rare tags is presented
in Table 5 in a similar fashion with (Ravi and
Knight, 2009). The count of replacement word
POS tags and the removed rare POS tags of 2 er-
roneous function words are also shown in Table 5.

Word Tag Gold EM Replacement
dictionary tagging tagging POS counts

of {RB,RP,IN} IN(632) IN(0) IN(2377)
RP(0) RP(632) RP(0)
RB(0) RB(0) RB(850)

a {LS,SYM,NNP, DT(458) DT(0) DT(513)
FW,JJ,IN,DT} IN(1) IN(0) IN(317)

JJ(2) JJ(0) JJ(1329)
SYM(1) SYM(258) SYM(0)
LS(0) LS(230) LS(0)

Table 5: Removed POS tags of the given words
are shown in bold.

The results obtained with the dictionary that is
reduced by using 5 replacements are presented
in Table 6. Note that with reduced dictionary
the uniformly initialized first order HMM-EM
achieves 91.85% accuracy. Dictionary reduction
also removes some of the useful tags therefore
the upper–bound (oracle score) of the 24K dataset
becomes 98.15% after the dictionary reduction.
We execute 100 random restarts of the EM algo-

rithm and select the model with the highest corpus
likelihood, our model achieves 92.25% accuracy
which is the highest accuracy reported for the 24K
corpus so far.

As Table 6 shows, the effect of the dictionary
reduction on the function words is higher than
the effect on the content words. The main reason
for this situation is, function words are frequently
tagged with one of its tags which is also the reason
for the high accuracy of the majority voting based
baseline on the function words.

The reduced dictionary (RD) removes the rare
problematic POS tags of the words as a result the
accuracy on the content and function words shows
a drastic improvement compared to HMM models
trained with the original dictionary.

Pos 2-gram HMM 2-gram HMM RD
groups accuracy(%) accuracy(%)
Noun 92.22 94.01
Verb 83.84 84.90
Adj 85.22 89.52
Adv 83.96 85.18
Pronoun 95.56 95.92
Content 89.42 91.18
Function 70.49 92.92
All 82.05 91.85

Table 6: Percentages of the correctly tagged
words by different models with modified dictio-
nary. The dictionary size is reduced by using the
top 5 replacements of each target word.

4.4 More Data
In this set of experiments we doubled the size of
the data and trained HMM-EM models on a cor-
pus that consists of the first 48K words of the Penn
Treebank corpus. Our aim is to observe the effect
of more data on our dictionary reduction proce-
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dure. Using the 5 replacements of each ambigu-
ous word we reduce the dictionary and train a new
HMM-EM model using this dictionary. The ad-
ditional data together with 100 random starts in-
creases the model accuracy to 92.47% on the 48K
corpus.

Pos 3-gram HMM RD 2-gram HMM RD
groups accuracy(%) accuracy(%)
Noun 89.45 93.47
Verb 85.56 88.99
Adj 86.02 87.53
Adv 94.44 95.92
Pronoun 94.08 94.04
Content 88.91 91.97
Function 92.44 92.26
All 90.31 92.09

Table 7: Percentages of the correctly tagged
words by the first and second order HMM-EM
model trained on the 48K corpus with reduced
dictionary. The dictionary size is reduced by using
the top 5 replacements of each target word.

As we mentioned before, when the model is
trained using the original dictionary, the perfor-
mance gap between the first order HMM the sec-
ond order HMM is around 8% as presented in Ta-
ble 4. On the other hand, when we use the re-
duced dictionary together with more data the ac-
curacy gap between the second order and the first
order HMM-EM becomes less than 2% as shown
in Table 7. This confirms the hypothesis that the
low performance of the second order HMM is due
to data sparsity in the 24K-word dataset, and bet-
ter results may be achieved with the second order
HMM in larger datasets.

4.5 Number of Replacements

In this set of experiments we vary the number of
artificial replacement words per each ambiguous
word in s. We run our method on the 24K corpus
with 1, 5, 10, 25 and 50 replacement words per
ambiguous word and we present the results in Ta-
ble 8. The performance of our method affected by
the the number of replacements and highest score
is achieved when 5 replacements are used. Incor-
porating the probability of the substitutes into the
model rather than using a hard cutoff may be a
better solution.

Number of 2-gram HMM RD
replacements accuracy(%)
none 82.05
1 89.65
5 91.85
10 90.09
25 89.97
50 89.83

Table 8: Percentages of the correctly tagged
words by the models trained on the 24K corpus
with different reduced dictionaries. The dictio-
nary size is reduced by using different number re-
placements.

4.6 17-Tagset
To observe the effect our method on a model with
coarse grained dictionary, we collapsed the 45–
tagset treebank dictionary to a 17–tagset coarse
dictionary (Smith and Eisner, 2005). The POS
literature after the work of Smith and Eisner fol-
lows this tradition and also tests the models on this
17–tagset. Table 9 summarizes the previously re-
ported results on coarse grained POS tagging. Our
system achieves 92.9% accuracy where the ora-
cle accuracy of 24K dataset with the reduced 17–
tagset dictionary is 98.3% and the state-of-the-art
system IP+EM scores 96.8%.

Model Accuracy Data Size
BHMM 87.3 24K
CE+spl 88.7 24K
RD 92.9 24K
LDA+AC 93.4 1M
InitEM-HMM 93.8 1M
IP+EM 96.8 24K

Table 9: Performance of different systems using
the coarse grained dictionary.

The IP+EM system constructs a model that de-
scribes the data by using minimum number of bi-
gram POS tags then uses this model to reduce the
dictionary size (Ravi and Knight, 2009). InitEM-
HMM uses the language specific information to-
gether with good initialization and it achieves
93.8% accuracy on the 1M word treebank corpus.
LDA+AC semi-supervised Bayesian model with
strong ambiguity class component given the mor-
phological features of words and scores 93.4% on
the 1M word treebank corpus. (Toutanova and
Johnson, 2007). CE+spl is HMM model estimated
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by contrastive estimation method and achieves
88.7% accuracy (Smith and Eisner, 2005). Fi-
nally, BHMM is a fully Bayesian approach that
uses sparse POS priors and scores 87.3% (Gold-
water and Griffiths, 2007).

5 Contributions

In this paper we proposed a dictionary reduction
method that can be applied to unsupervised tag-
ging problems. With the help of a statistical lan-
guage model, our system creates artificial replace-
ments that are assumed to have the same POS tag
as the target word and use them to reduce the size
of the word–tag dictionary. To test our method
we used HMM-EM as the unsupervised model.
Our method significantly improves the prediction
accuracy of the unsupervised first order HMM-
EM system in all of the POS groups and achieves
92.25% and 92.47% word tagging accuracy on the
24K and 48K word corpora respectively. We also
tested our model on a coarse grained dictionary
with 17 tags and achieved an accuracy of 92.8%.

In this work, we show that unambiguous re-
placements of an ambiguous word can reduce the
amount of the ambiguity thus replacement words
might also be incorporated into the other unsuper-
vised disambiguation problems.
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Abstract

In this paper, we investigate the problem of en-
tity identification and relation extraction from en-
cyclopedia articles, and we propose a joint discrim-
inative probabilistic model with arbitrary graphical
structure to optimize all relevant subtasks simulta-
neously. This modeling offers a natural formalism
for exploiting rich dependencies and interactions
between relevant subtasks to capture mutual ben-
efits, as well as a great flexibility to incorporate a
large collection of arbitrary, overlapping and non-
independent features. We show the parameter es-
timation algorithm of this model. Moreover, we
propose a new inference method, namely collec-
tive iterative classification (CIC), to find the most
likely assignments for both entities and relations.
We evaluate our model on real-world data from
Wikipedia for this task, and compare with current
state-of-the-art pipeline and joint models, demon-
strating the effectiveness and feasibility of our ap-
proach.

1 Introduction

We investigate a compound information extrac-
tion (IE) problem from encyclopedia articles,
which consists of two subtasks — recognizing
structured information about entities and extract-
ing the relationships between entities. The most
common approach to this problem is a pipeline
architecture: attempting to perform different sub-
tasks, namely, named entity recognition and rela-
tion extraction between recognized entities in sev-
eral separate, and independent stages. Such kind
of design is widely adopted in NLP.

∗The work described in this paper is substantially sup-
ported by grants from the Research Grant Council of the
Hong Kong Special Administrative Region, China (Project
No: CUHK4128/07) and the Direct Grant of the Fac-
ulty of Engineering, CUHK (Project Codes: 2050442 and
2050476). This work is also affiliated with the Microsoft-
CUHK Joint Laboratory for Human-centric Computing and
Interface Technologies.

The most common and simplest approach to
performing compound NLP tasks is the 1-best
pipeline architecture, which only takes the 1-best
hypothesis of each stage and pass it to the next
one. Although it is comparatively easy to build
and efficient to run, this pipeline approach is
highly ineffective and suffers from serious prob-
lems such as error propagation (Finkel et al.,
2006; Yu, 2007; Yu et al., 2008). It is not sur-
prising that, the end-to-end performance will be
restricted and upper-bounded.

Usually, one can pass N-best lists between dif-
ferent stages in pipeline architectures, and this of-
ten gives useful improvements (Hollingshead and
Roark, 2007). However, effectively making use of
N-best lists often requires lots of engineering and
human effort (Toutanova, 2005). On the other
hand, one can record the complete distribution at
each stage in a pipeline, to compute or approxi-
mate the complete distribution at the next stage.
Doing this is generally infeasible, and this solu-
tion is rarely adopted in practice.

One promising way to tackle the problem of er-
ror propagation is to explore joint learning which
integrates evidences from multiple sources and
captures mutual benefits across multiple compo-
nents of a pipeline for all relevant subtasks simul-
taneously (e.g., (Toutanova et al., 2005), (Poon
and Domingos, 2007), (Singh et al., 2009)). Joint
learning aims to handle multiple hypotheses and
uncertainty information and predict many vari-
ables at once such that subtasks can aid each other
to boost the performance, and thus usually leads
to complex model structure. However, it is typ-
ically intractable to run a joint model and they
sometimes can hurt the performance, since they
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increase the number of paths to propagate errors.
Due to these difficulties, research on building joint
approaches is still in the beginning stage.

A significant amount of recent work has shown
the power of discriminatively-trained probabilistic
graphical models for NLP tasks (Lafferty et al.,
2001; Sutton and McCallum, 2007; Wainwright
and Jordan, 2008). The superiority of graphical
model is its ability to represent a large number of
random variables as a family of probability dis-
tributions that factorize according to an underly-
ing graph, and capture complex dependencies be-
tween variables. And this progress has begun to
make the joint learning approach possible.

In this paper we study and formally define the
joint problem of entity identification and relation
extraction from encyclopedia text, and we propose
a joint paradigm in a single coherent framework
to perform both subtasks simultaneously. This
framework is based on undirected probabilistic
graphical models with arbitrary graphical struc-
ture. We show how the parameters in this model
can be estimated efficiently. More importantly, we
propose a new inference method — collective it-
erative classification (CIC), to find the maximum
a posteriori (MAP) assignments for both entities
and relations. We perform extensive experiments
on real-world data from Wikipedia for this task,
and substantial gains are obtained over state-of-
the-art probabilistic pipeline and joint models, il-
lustrating the promise of our approach.

2 Problem Formulation

2.1 Problem Description

This problem involves identifying entities and dis-
covering semantic relationships between entity
pairs from English encyclopedic articles. The ba-
sic document is an article, which mainly defines
and describes an entity (known as principal en-
tity). This document mentions some other entities
as secondary entities related to the principal en-
tity. Clearly, our task consists of two subtasks —
first, for entity identification, we need to recog-
nize the secondary entities (both the boundaries
and types of them) in the document 1. Second,

1Since the topic/title of an article usually defines a princi-
pal entity (e.g., a famous person) and it is easy to identify, in

after all the secondary entities are identified, our
goal for relation extraction is to predict what rela-
tion, if any, each secondary entity has to the prin-
cipal entity. We assume that there is no relation-
ship between any two secondary entities in one
document.

As an illustrative example, Figure 1 shows the
task of entity identification and relationship ex-
traction from encyclopedic documents. Here,
Abraham Lincoln is the principal entity. Our
task consists of assigning a set of pre-defined en-
tity types (e.g., PER, DATE, YEAR, and ORG)
to segmentations in encyclopedic documents and
assigning a set of pre-defined relations (e.g.,
birth day, birth year, and member of) for each
identified secondary entity to the principal entity.

2.2 Problem Formulation

Let x be an observation sequence of tokens in
encyclopedic text and x = {x1, · · · , xN}. Let
sp be the principal entity (we assume that it is
known or can be easily recognized), and let s =
{s1, · · · , sL} be a segmentation assignment of ob-
servation sequence x. Each segment si is a triple
si = {αi, βi, yi}, where αi is a start position, βi
is an end position, and yi is the label assigned to
all tokens of this segment. The segment si satis-
fies 0 ≤ αi < βi ≤ |x| and αi+1 = βi + 1. Let
rpn be the relation assignment between principal
entity sp and secondary entity candidate sn from
the segmentation s, and r be the set of relation as-
signments for sequence x.

Let y = {r, s} be the pair of segmentation s and
segment relations r for an observation sequence
x. A valid assignment y must satisfy the condi-
tion that the assignments of the segments and the
assignments of the relations of segments are max-
imized simultaneously. We now formally define
this joint optimization problem as follows:

Definition 1 (Joint Optimization of Entity Iden-
tification and Relation Extraction): Given an ob-
servation sequence x, the goal of joint optimiza-
tion of entity identification and relation extraction
is to find the assignment y∗ = {r∗, s∗} that has the
maximum a posteriori (MAP) probability

y∗ = argmax
y

P (y|x), (1)

this paper we only focus on secondary entity identification.
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Figure 1: An example of entity identification and relation extraction excerpted from our dataset. The
secondary entities are in pink color and labeled. The semantic relation of each secondary entity to
the principal entity Abraham Lincoln (in green color and we assume that it is known or can be easily
recognized) is also shown.

where r∗ and s∗ denote the most likely relation
assignment and segmentation assignment, respec-
tively.

Note that this problem is usually very challeng-
ing and offers new opportunities for information
extraction, since complex dependencies between
segmentations and relations should be exploited.

3 Our Proposed Model

3.1 Preliminaries
Conditional random fields (CRFs) (Lafferty et al.,
2001) are undirected graphical models trained to
maximize the conditional probability of the de-
sired outputs given the corresponding inputs. Let
G be a factor graph (Kschischang et al., 2001)
defining a probability distribution over a set of
output variables o conditioned on observation se-
quences x. C = {Φc(oc, xc)} is a set of factors in
G, then the probability distribution over G can be
written as

P (o|x) = 1

Z(x)

∏

c∈C
Φc(oc, xc) (2)

where Φc is a potential function and Z(x) =∑
o
∏
c∈C Φc(oc, xc) is a normalization factor.

We assume the potentials factorize according to
a set of features {fk(oc, xc)} as Φc(oc, xc) =
exp(

∑
k θkfk(oc, xc)) so that the family of dis-

tributions is an exponential family. The model
parameters are a set of real-valued weights Θ =
{θk}, one weight for each feature. Practical mod-
els rely extensively on parameter tying to use the
same parameters for several factors.

However, the traditional fashion of CRFs can
only deal with single task, they lack the capabil-
ity to represent more complex interaction between
multiple subtasks. In the following we will de-
scribe our joint model in detail for this problem.

3.2 A Joint Model for Entity Identification
and Relation Extraction

Following the notations in Section 2.2, let L and
M be the number of segments and number of
relations for sequence x, respectively. We de-
fine a joint conditional distribution for segmen-
tation s in observation sequence x and segment
relation r in undirected, probabilistic graphical
models. The nature of our modeling enables us
to partition the factors C of G into three groups
{CS , CR, CO}={{φS}, {φR}, {φO}}, namely the
segmentation potential φS , the relation potential
φR, and the segmentation-relation joint poten-
tial φO, and each potential is a clique template
whose parameters are tied. The potential function
φS(i, s, x) models segmentation s in x, the poten-
tial function φR(rpm, rpn, r) (m 6= n) represent
dependencies (e.g., long-distance dependencies,
relation transitivity, etc) between any two rela-
tions in the relation set r, where rpm is the relation
assignment between the principal entity sp and the
secondary entity candidate sm from s, and simi-
larly for rpn. And the joint potential φO(sp, sj , r)
captures rich and complex interactions between
segmentation s for secondary entity identification
and relation r between each secondary entity can-
didate sj to the principal entity sp. According
to the celebrated Hammersley-Clifford theorem
(Besag, 1974), the joint conditional distribution
P (y|x) = P ({r, s}|x) is factorized as a product
of potential functions over cliques in the graph G
as the form of an exponential family:

P (y|x) = 1

Z(x)
(∏

CS

φS(i, s, x)
)

(∏

CR

φR(rpm, rpn, r)
)(∏

CO

φO(sp, sj , r)
)

(3)
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where Z(x) =
∑

y
∏
CS
φS(i, s, x)

∏
CR

φR(rpm
, rpn, r)

∏
CO φ

O(sp, sj , r) is the normalization
factor of the joint model.

We assume the potential functions φS , φR

and φO factorize according to a set of fea-
tures and a corresponding set of real-valued
weights. More specifically, φS(i, s, x) =

exp(
∑|s|

i=1

∑K
k=1 λkgk(i, s, x)). To effectively

capture properties of segmentation, we relax the
first-order Markov assumption to semi-Markov
such that each segment feature function gk(·)
depends on the current segment si, the previ-
ous segment si−1, and the whole observation se-
quence x, that is, gk(i, s, x) = gk(si−1, si, x) =
gk(yi−1, yi, αi, βi, x). And transitions within a
segment can be non-Markovian.

Similarly, the potential φR(rpm, rpn, r) =

exp(
∑M

m,n

∑W
w=1 µwqw(rpm, rpn, r)) and φO(sp,

sj , r) = exp(
∑L

j=1

∑T
t=1 νtht(sp, sj , r)), where

W and T are number of feature functions, qw(·)
and ht(·) are feature functions, µw and νt are
corresponding weights for them. The potential
φR(rpm, rpn, r) allows long-range dependency
representation between different relations rpm and
rpn. For example, if the same secondary en-
tity is mentioned more than once in an obser-
vation sequence, all mentions probably have the
same relation to the principal entity. Using poten-
tial φR(rpm, rpn, r), evidences for the same entity
segments to the principal entity are shared among
all their occurrences within the document. The
joint factor φO(sp, sj , r) exploits tight dependen-
cies between segmentations and relations. For ex-
ample, if a segment is labeled as a location and
the principal entity is person, the semantic rela-
tion between them can be birth place or visited,
but cannot be employment. Such dependencies
are essential and modeling them often leads to im-
proved performance. In summary, the probability
distribution of the joint model can be rewritten as:

P (y|x) = 1

Z(x)
exp

{ |s|∑

i=1

K∑

k=1

λkgk(i, s, x) +
M∑

m,n

W∑

w=1

µwqw(rpm, rpn, r) +
L∑

j=1

T∑

t=1

νtht(sp, sj , r)

}

(4)

Figure 2: Graphical representation of the proba-
bilistic joint model. The gray nodes represent se-
quence tokens {x1, · · · , xN}. Each ellipse repre-
sents a segment consisting of several consecutive
sequence tokens. The pink nodes represent seg-
mentation assignment {s1, · · · , sL} of sequence.
The yellow nodes represent relation assignment
{rp1, · · · , rpL} between the principal entity sp (in
green color) and secondary entity segments.

As illustrated in Figure 2, our model consists
of three sub-structures: a semi-Markov chain on
the segmentations s conditioned on the observa-
tion sequences x, represented by φS ; potential φR

measuring dependencies between different rela-
tions rpm and rpn; and a fully-connected graph
on the principal entity sp and each segment sj for
their relations, represented by φO.

While several special cases of CRFs are of par-
ticular interest, and we emphasize on the differ-
ences and advantages of our model against oth-
ers. Linear-chain CRFs (Lafferty et al., 2001) can
only perform single sequence labeling, they lack
the ability to capture long-distance dependency
and represent complex interactions between mul-
tiple subtasks. Skip-chain CRFs (Sutton and Mc-
callum, 2004) introduce skip edges to model long-
distance dependencies to handle the label consis-
tency problem in single sequence labeling and ex-
traction. 2D CRFs (Zhu et al., 2005) are two-
dimensional conditional random fields incorporat-
ing the two-dimensional neighborhood dependen-
cies in Web pages, and the graphical representa-
tion of this model is a 2D grid. Hierarchical CRFs
(Liao et al., 2007) are a class of CRFs with hi-
erarchical tree structure. Our probabilistic model
for joint entity identification and relation extrac-
tion has distinct graphical structure from 2D and
hierarchical CRFs. And this modeling has sev-
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eral advantages over previous probabilistic graph-
ical models by using semi-Markov chains for effi-
cient segmentation and labeling, by representing
long-range dependencies between relations, and
by capturing rich and complex interactions be-
tween relevant subtasks to exploit mutual benefits.

4 Learning the Parameters

Given independent and identically distributed
(IID) training data D = {xi, yi}Ni=1, where xi is
the i-th sequence instance, yi = {ri, si} is the
corresponding segmentation and relation assign-
ments. The objective of learning is to estimate
Λ = {λk, µw, νt} which is the vector of model’s
parameters. Under the IID assumption, we ig-
nore the summation operator

∑N
i=1 in the log-

likelihood during the following derivations. To
reduce over-fitting, we use regularization and a
common choice is a spherical Gaussian prior with
zero mean and covariance σ2I . Then the regular-
ized log-likelihood function L for the data is

L = log
[
Φ(r, s, x)

]
− log

[
Z(x)

]

−
K∑

k=1

λ2k
2σ2λ
−

W∑

w=1

µ2w
2σ2µ
−

T∑

t=1

ν2t
2σ2ν

(5)

where Φ(r, s, x) = exp{∑|s|
i=1

∑K
k=1 λkgk(i, s, x)

+
∑M

m,n

∑W
w=1 µwqw(rpm, rpn, r)+

∑L
j=1

∑T
t=1

νtht(sp, sj , r)}, Z(x) =
∑

y
∏

Φ(r, s, x), and
1/2σ2λ, 1/2σ2µ, 1/2σ2ν are regularization parame-
ters.

Taking derivatives of the function L over the
parameter λk yields:

∂L
∂λk

=

|s|∑

i=1

gk(i, s, x)−
|s|∑

i=1

gk(i, s, x)P (y|x)

−
K∑

k=1

λk
σ2λ

(6)

Similarly, the partial derivatives of the log-
likelihood with respect to parameters µw and nut
are as follows:

∂L
∂µw

=

M∑

m,n

qw(rpm, rpn, r)−
M∑

m,n

qw(rpm, rpn, r)

× P (y|x)−
W∑

w=1

µw
σ2µ

(7)

∂L
∂νt

=
L∑

j=1

ht(sp, sj , r)−
L∑

j=1

ht(sp, sj , r)P (y|x)

−
T∑

t=1

νt
σ2ν

(8)

The function L is concave, and can be effi-
ciently maximized by standard techniques such
as stochastic gradient and limited memory quasi-
Newton (L-BFGS) algorithms. The parameters λk
µw and νt are optimized iteratively until converge.

5 Finding the Most Likely Assignments

The objective of inference is to find y∗ =
{r∗, s∗} = argmax{r,s} P (r, s|x) such that both
s∗ and r∗ are optimized simultaneously. Unfortu-
nately, exact inference to this problem is generally
prohibitive, since it requires enumerating all pos-
sible segmentation and corresponding relation as-
signments. Consequently, approximate inference
becomes an alternative.

We propose a new algorithm: collective it-
erative classification (CIC) to perform approxi-
mate inference to find the maximum a posteriori
(MAP) segmentation and relation assignments of
our model in an iterative fashion. The basic idea
of CIC is to decode every target hidden variable
based on the assigning labels of its sampled vari-
ables, where the labels might be dynamically up-
dated throughout the iterative process. Collective
classification refers to the classification of rela-
tional objects described as nodes in a graphical
structure, as in our model.

The CIC algorithm performs inference in two
steps, as shown in Algorithm 1. The first step,
bootstrapping, predicts an initial labeling
assignment for a unlabeled sequence xi, given
the trained model P (y|x). The second step
is the iterative classification process
which re-estimates the labeling assignment of xi
several times, picking them in a sample set S
based on initial assignment for xi. Here we exploit
the sampling technique (Andrieu et al., 2003).
The advantages of sampling are summarized as
follows. Sampling stochastically enables us to
generate a wide range of inference situations, and
the samples are likely to be in high probability ar-
eas, increasing our chances of finding the max-
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imum, thus leading to more robust and accurate
performance. The CIC algorithm may converge
if none of the labeling assignments change dur-
ing an iteration or a given number of iterations is
reached.

Noticeably, this inference algorithm is also
used to efficiently compute the marginal probabil-
ity P (y|x) during parameter estimation (the nor-
malization constant Z(x) can also be calculated
via approximation techniques). As can be seen,
this algorithm is simple to design, efficient and
scales well w.r.t. the size of data.

6 Experiments

6.1 Data

Our data comes from Wikipedia2, the world’s
largest free online encyclopedia. This dataset con-
sists of 1127 paragraphs from 441 pages from the
online encyclopedia Wikipedia. We labeled 7740
entities into 8 categories, yielding 1243 person,
1085 location, 875 organization, 641 date, 1495
year, 38 time, 59 number, and 2304 miscellaneous
names. This dataset also contains 4701 relation
instances and 53 labeled relation types. The 10
most frequent relation types are job title, visited,
birth place, associate, birth year, member of,
birth day, opus, death year, and death day. Note
that this compound IE task involving entity iden-
tification and relation extraction is very challeng-
ing, and modeling tight interactions between enti-
ties and their relations is highly attractive.

6.2 Feature Set

Accurate entities enable features that are naturally
expected to be useful to boost relation extraction.
And a wide range of rich, overlapping features
can be exploited in our model. These features
include contextual features, part-of-speech (POS)
tags, morphological features, entity-level dictio-
nary features, clue word features. Feature con-
junctions are also used. In leveraging relation ex-
traction to improve entity identification, we use a
combination of syntactic, entity, keyword, seman-
tic, and Wikipedia characteristic features. More
importantly, our model can incorporate multiple
mention features qw(·), which are used to collect

2http://www.wikipedia.org/

Algorithm 1: Collective Iterative Classifica-
tion Inference

Input: A unlabeled sequence xi and a trained
model P (y|x)

Output: The set of predicted assignment
yi = {ri, si}

// Bootstrapping
foreach yi ∈ Y do

yi ← argmaxyi P (yi|xi);
end
// Iterative Classification
repeat

Generate a sample set S based on initial
label assignment yi for sequence xi;
foreach si ∈ S do

Assign new label assignment to
sample si;

end

until all labels have stabilized or a threshold
number of iterations have elapsed ;
return yi = {ri, si}

evidences from other occurrences of the same sec-
ondary entities for consistent segmentation and re-
lation labeling to the principal entity. The features
ht(·) capture deep dependencies between segmen-
tations and relations, and they are natural and use-
ful to enhance the performance.

6.3 Methodology
We perform four-fold cross-validation on this
dataset, and take the average performance. For
performance evaluation, we use the standard mea-
sures of Precision (P), Recall (R), and F-measure
(the harmonic mean of P and R: 2PR

P+R ) for both
entity identification and relation extraction. We
conduct holdout methodology for parameter tun-
ing and optimization of our model. We compare
our approach with a series of linear-chain CRFs:
CRF+CRF and a joint model DCRF (Sutton et
al., 2007): dynamic probabilistic models com-
bined with factored approach to multiple sequence
labeling. CRF+CRF perform entity identification
and relation extraction separately. Relation ex-
traction is viewed as a sequence labeling problem
in the second CRF. All these models exploit stan-
dard parameter learning and inference algorithms
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Table 1: Comparative performance of our model, CRF+CRF, and DCRF models for entity identifica-
tion.

Entities CRF+CRF DCRF Our model
P R F1 P R F1 P R F1

person 75.33 83.22 79.08 75.96 83.82 79.70 82.91 84.26 83.58
location 77.03 69.45 73.04 77.68 70.13 73.71 82.94 80.52 81.71
organization 53.78 47.76 50.59 54.55 46.98 50.48 61.63 62.61 62.12
date 98.54 97.53 98.03 97.98 95.22 96.58 98.90 96.24 97.55
year 97.14 99.10 98.11 98.12 99.09 98.60 97.36 99.55 98.44
time 60.00 20.33 30.37 50.00 25.33 33.63 100.0 25.00 40.00
number 98.88 60.33 74.94 100.0 66.00 79.52 100.0 65.52 79.17
miscellaneous 77.42 80.56 78.96 79.81 83.14 81.44 82.69 85.16 83.91
Overall 89.55 88.70 89.12 90.98 90.37 90.67 93.35 93.37 93.36

in our experiments. To avoid over-fitting, penal-
ization techniques on likelihood are performed.
We also use the same set of features for all these
models.

6.4 Experimental Results

Table 1 shows the performance of entity identifi-
cation and Table 2 shows the overall performance
of relation extraction 3, respectively. Our model
substantially outperforms all baseline models on
the overall F-measure for entity identification, re-
sulting in an relative error reduction of up to
38.97% and 28.83% compared to CRF+CRF and
DCRF, respectively. For relation extraction, the
improvements on the F-measure over CRF+CRF
and DCRF are 4.68% and 3.75%. McNemar’s
paired tests show that all improvements of our
model over baseline models are statistically sig-
nificant. These results demonstrate the merits
of our approach by capturing tight interactions
between entities and relations to explore mutual
benefits. The pipeline model CRF+CRF per-
forms entity identification and relation extraction
independently, and suffers from problems such
as error accumulation. For example, CRF+CRF
cannot extract the member of relation between
the secondary entity Republican and the princi-
pal entity George W. Bush, since the organiza-
tion name Republican is incorrectly labeled as a
miscellaneous. By modeling interactions between
two subtasks, enhanced performance is achieved,
as illustrated by DCRF. Unfortunately, training
a DCRF model with unobserved nodes (hidden
variables) makes this approach difficult to opti-

3Due to space limitation, we only present the overall per-
formance and omit the performance for 53 relation types.

Table 2: Comparative performance of our model,
CRF+CRF, and DCRF models for relation extrac-
tion.

Model Precision Recall F-measure
CRF+CRF 70.40 57.85 63.51
DCRF 69.30 60.22 64.44
Our model 72.57 64.30 68.19

mize, as we will show below.
The efficiency of different models is summa-

rized in Table 3. Compared to the pipeline model
CRF+CRF, the learning time of our model is
only a small constant factor slower. Notably,
our model is over orders of magnitude (approx-
imately 15.7 times) faster than the joint model
DCRF. The DCRF model uses loopy belief prop-
agation (LBP) for approximate learning and infer-
ence. When the graph has large tree-width as in
our case, the LBP algorithm in DCRF is ineffi-
cient, and is slow to converge. Using L-BFGS
and the CIC approximate inference algorithms,
both learning and decoding can be carried out ef-
ficiently.

Table 3: Efficiency comparison of different mod-
els on learning time (sec.) and inference time
(sec.).

Model Learning time Inference time
CRF+CRF 2822.55 6.20
DCRF 105993.00 127.50
Our model 6733.69 62.75

Table 4 compares our CIC inference with two
state-of-the-art inference approaches: Gibbs sam-
pling (GS) (Geman and Geman, 1984) and the
iterative classification algorithm (ICA) (Neville
and Jensen, 2000) for our model. The CIC infer-
ence is shown empirically to help improve classi-
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Table 4: Comparative performance of different in-
ference algorithms for our model on entity identi-
fication and relation extraction.

Entity Precision Recall F-measure
GS 92.45 92.15 92.30
ICA 92.19 91.98 92.08
CIC 93.35 93.37 93.36
Relation Precision Recall F-measure
GS 71.22 63.29 67.02
ICA 71.58 63.68 67.40
CIC 72.57 64.30 68.19

fication accuracy and robustness over these two al-
gorithms. When probability distributions are very
complex or even unknown, the GS algorithm can-
not be applied. ICA iteratively infers the states
of variables given the current predicted labeling
assignments of neighboring variables as observed
information. Prediction errors on labels may then
propagate during the iterations and the algorithm
will then have difficulties to generalize correctly.

We mention some recently published results re-
lated to Wikipedia datasets (Note that it is difficult
to compare with them strictly, since these results
can be based on different experimental settings).
Culotta et al. (2006) used a data set with a 70/30
split for training/testing and Nguyen et al. (2007)
used 5930 articles for training and 45 for testing,
to perform relatione extraction from Wikipedia.
And the obtained F-measures were 67.91 and
37.76, respectively. Yu et al. (2009) proposed
an integrated approach incorporating probabilis-
tic graphical models with first-order logic to per-
form relation extraction from encyclopedia arti-
cles, with a F-measure of 65.66. All these sys-
tems assume that the golden-standard entities are
already known and they only perform relation ex-
traction. However, such assumption is not valid
in practice. Notably, our approach deals with a
fairly more challenging problem involving both
entity identification and relation extraction, and it
is more applicable to real-world IE tasks.

7 Related Work

A number of previous researchers have taken
steps toward joint models in NLP and informa-
tion extraction, and we mention some recently
proposed, closely related approaches here. Roth
and Yih (2007) considered multiple constraints

between variables from tasks such as named en-
tities and relations, and developed a integer lin-
ear programming formulation to seek an optimal
global assignment to these variables. Zhang
and Clark (2008) employed the generalized per-
ceptron algorithm to train a statistical model for
joint segmentation and POS tagging, and applied
multiple-beam search algorithm for fast decoding.
Toutanova et al. (2008) presented a model captur-
ing the linguistic intuition that a semantic argu-
ment frame is a joint structure, with strong depen-
dencies among the arguments. Finkel and Man-
ning (2009) proposed a discriminative feature-
based constituency parser for joint named entity
recognition and parsing. And Dahlmeier et al.
(2009) proposed a joint model for word sense dis-
ambiguation of prepositions and semantic role la-
beling of prepositional phrases. However, most of
the mentioned approaches are task-specific (e.g.,
(Toutanova et al., 2008) for semantic role label-
ing, and (Finkel and Manning, 2009) for parsing
and NER), and they can hardly be applicable to
other NLP tasks. Since we capture rich and com-
plex dependencies between subtasks via potential
functions in probabilistic graphical models, our
approach is general and can be easily applied to
a variety of NLP and IE tasks.

8 Conclusion and Future Work

In this paper, we investigate the compound IE task
of identifying entities and extracting relations be-
tween entities in encyclopedia text. And we pro-
pose a unified framework based on undirected,
conditionally-trained probabilistic graphical mod-
els to perform all relevant subtasks jointly. More
importantly, we propose a new algorithm: CIC,
to enable approximate inference to find the MAP
assignments for both segmentations and relations.
As we shown, our modeling offers several advan-
tages over previous models and provides a natural
formalism for this compound task. Experimental
study exhibits that our model significantly outper-
forms state-of-the-art models while also running
much faster than the joint models. In addition, the
superiority of the CIC algorithm is also discussed
and compared. We plan to improve the scalability
of our approach and apply it to other real-world
problems in the future.
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Abstract
We present the first known empirical results
on sequence labeling based on maximum mar-
gin Markov networks (M3N ), which incorpo-
rate both kernel methods to efficiently deal with
high-dimensional feature spaces, and probabilistic
graphical models to capture correlations in struc-
tured data. We provide an efficient algorithm, the
stochastic gradient descent (SGD), to speedup the
training procedure of M3N . Using official dataset
for noun phrase (NP) chunking as a case study,
the resulting optimizer converges to the same qual-
ity of solution over an order of magnitude faster
than the structured sequential minimal optimization
(structured SMO). Our model compares favorably
with current state-of-the-art sequence labeling ap-
proaches. More importantly, our model can be eas-
ily applied to other sequence labeling tasks.

1 Introduction

The problem of annotating or labeling observation
sequences arises in many applications across a va-
riety of scientific disciplines, most prominently in
natural language processing, speech recognition,
information extraction, and bioinformatics. Re-
cently, the predominant formalism for modeling
and predicting label sequences has been based on
discriminative graphical models and variants.

Among such models, maximum margin
Markov networks (M3N ) and variants ( Taskar
et al. (2003); Taskar (2004); Taskar et al. (2005))
have recently gained popularity in the machine
learning community. While the M3N framework
makes extensive use of many theoretical results

∗The work described in this paper is substantially sup-
ported by grants from the Research Grant Council of the
Hong Kong Special Administrative Region, China (Project
No: CUHK4128/07) and the Direct Grant of the Fac-
ulty of Engineering, CUHK (Project Codes: 2050442 and
2050476). This work is also affiliated with the Microsoft-
CUHK Joint Laboratory for Human-centric Computing and
Interface Technologies.

available for Markov networks, it largely dis-
penses with the probabilistic interpretation. M3N
thus combines the advantages of both worlds, the
possibility to have a concise model of the relation-
ships present in the data via log-linear Markov
networks over a set of label variables and the
highly accurate predictions based on maximum
margin estimation of the model parameters.

Traditionally, M3N can be trained using
the structured sequential minimal optimization
(structured SMO), a coordinate descent method
for solving quadratic programming (QP) prob-
lems (Taskar et al., 2003). Clearly, however, the
polynomial number of constraints in the QP prob-
lem associated with the M3N can still be very
large, making the structured SMO algorithm slow
to converge over the training data. This currently
limits the scalability and applicability of M3N to
large-scale real world problems.

Stochastic gradient methods (e.g., Lecun et
al. (1998); Bottou (2004)), on the other hand,
are online and scale sub-linearly with the amount
of training data, making them very attractive for
large-scale datasets. In stochastic (or online) gra-
dient descent (SGD), the true gradient is approx-
imated by the gradient of the cost function only
evaluated on a single training example. The pa-
rameters are then adjusted by an amount propor-
tional to this approximate gradient. Therefore, the
parameters of the model are updated after each
training example. For large-scale datasets, online
gradient descent can be much faster than standard
(or batch) gradient descent.

In this paper, we marry the above two tech-
niques and show how SGD can be used to signif-
icantly accelerate the training of M3N . And we
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then apply our model to the well-established se-
quence labeling task: noun phrase (NP) chunking.
Experimental results show the validity and effec-
tiveness of our approach. We now summarize the
primary contributions of this paper as follows:

• We exploit M3N to NP chunking on the
standard evaluation dataset, achieving fa-
vorable performance against recent top-
performing systems. The M3N framework
allows arbitrary features of observation se-
quence, as well as the important benefits of
kernels. To the best of our knowledge, this is
the first known empirical study on NP chunk-
ing using M3N in the NLP community.

• We provide the efficient SGD algorithm to
accelerate the training procedure of M3N ,
and experimental results show that it con-
verges over an order of magnitude faster than
the structured SMO without sacrificing per-
formance.

• Our model is easily extendable to other se-
quence labeling tasks, such as part-of-speech
tagging and named entity recognition. Based
on the promising results on NP chunking,
we believe that our model will significantly
further the applicability of margin-based ap-
proaches to large-scale sequence labeling
tasks.

2 Maximum Margin Markov Networks
for Sequence Labeling

In sequence labeling, the output is a sequence of
labels y = (y1, . . . , yT ) which corresponds to an
observation sequence x = (x1, . . . , xT ). Suppose
each individual label can take values from set Σ,
then the problem can be considered as a multiclass
classification problem with |Σ|T different classes.

InM3N , a pairwise Markov network is defined
as a graph G = (Y,E). Each edge (i, j) ∈ E is
associated with a potential function

ψij(x, yi, yj) = exp(
l∑

k=1

wkφk(x, yi, yj))

= exp(w>φ(x, yi, yj)) (1)

where φ(x, yi, yj) is a pairwise basis function. All
edges in the graph denote the same type of in-
teraction, so that we can define a feature map
φk(x, y) =

∑
(i,j)∈E φk(x, yi, yj). The network

encodes the following conditional probability dis-
tribution (Taskar et al., 2003):

P (y|x) ∝
∏

(i,j)∈E
ψij(x, yi, yj) = exp(w>φ(x, y))

(2)
where φ(x, y) = [φ1φ2 . . . φ|Σ|φtrans]> is
used to learn a weight vector w. φk =∑n

i=1 φi(x)I(yi = k),∀k ∈ {1, 2, . . . , |Σ|} and
φtrans = [c11c12 . . . cTT ]

> where cij is the num-
ber of observed transitions from the ith alphabet
to the jth alphabet in Σ.

Similar to SVMs (Vapnik, 1995), M3N tries to
find a projection to maximize the margin γ. On
the other hand, M3N also attempts to minimize
‖w‖ to minimize the generalization error. Sup-
pose ∆tx(y) =

∑n
i=1∆tx(yi) =

∑n
i=1 I(yi 6=

(t(x))i) where t((x))i is the true label of the ith

sequence xi, and ∆φx(y) = φ(x, t(x)) − φ(x, y)
where t(x) is the true label of the observation se-
quence x. We can get a quadratic program (QP)
using a standard transformation to eliminate γ as
follows:

min
1

2
‖w‖2; (3)

s.t. w>∆φx(y) ≥ ∆tx(y),∀x ∈ S,∀y ∈ Σ.

However, the sequence data is often not separa-
ble by the defined hyperplane. In such cases, we
can introduce slack variables ξx which are guaran-
teed to be non-negative to allow some constraints.
Thus the complete primal form of the optimiza-
tion problem can be formulated by:

min
1

2
‖w‖2 + C

∑

x
ξx; (4)

s.t. w>∆φx(y) ≥ ∆tx(y)− ξx,∀x ∈ S,∀y ∈ Σ.

where C is called the capacity in the support vector
literature and presents a way to trade-off the train-
ing error and margin size. One should note that the
number of constraints is

∑T
i=1 |Σi|, an extremely

large number. And the corresponding dual formu-
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lation can be defined as:

max
∑

x,y
αx(y)∆tx(y)−

1

2
‖
∑

x,y
αx(y)∆φx(y)‖2;

s.t.
∑

y
αx(y) = C,∀x;αx(y) ≥ 0,∀x, y. (5)

where αx(y) is a dual variable.
As well as loss functions, kernels might have

substantial influence on the performance of a clas-
sification system. M3N is capable of incorpo-
rating many different kinds of kernel functions to
reduce computations in the high-dimensional fea-
ture space H. This is sometimes referred to as
the “kernel trick” (Schölkopf and Smola, 2002;
Shawe-Taylor and Cristianini, 2004). A linear
kernel can be defined as

κ((x, y), (x′, y′)) = 〈φ(x, y), φ(x′, y′)〉H (6)

For a polynomial kernel,

κ((x, y), (x′, y′))

= (s · 〈φ(x, y), φ(x′, y′)〉H + r)d, (7)

and for a neural kernel,

κ((x, y), (x′, y′))
= tanh(s · 〈φ(x, y), φ(x′, y′)〉H + r), (8)

where s, d, and r are coefficients in kernel func-
tions.

3 Stochastic Gradient Descent

For M3N optimization, Taskar et al. (2003) has
proposed a reparametrization of the dual variables
to take advantage of the network structure of the
labeling sequence problem. The dual QP is then
solved using the structured sequential minimal
optimization (structured SMO) analogous to the
SMO used for SVMs (Platt, 1998). However, the
resulting number of constraints in the QP make
the structured SMO algorithm slow to converge,
or even prohibitively expensive for large-scale real
world problems. In this section we will present
stochastic gradient descent (SGD) method, and
show SGD can significantly speedup the training
of M3N .

3.1 Regularized Loss Minimization
Recall that for M3N , the goal is to find
a linear hypothesis hw such that hw(x) =
argmaxy∈Σ w>φ(x, y). The parameters w are
learned by minimizing a regularized loss

L(w; {(xi, yi)}Ti=1, C) =
m∑

i=1

`(w, xi, yi)+
C

2
‖w‖2.

(9)
The function `measures the loss incurred in us-

ing w to predict the label of xi. Following (Taskar
et al., 2003), `(w, xi, yi) is a variant of the hinge
loss, and can be defined as follows:

`(w, xi, yi) = max
y∈Σ

[e(xi, yi, y)

− w · (φ(xi, yi)− φ(xi, y))], (10)

where e(xi, yi, y) is some non-negative measure
of the error incurred in predicting y instead of yi
as the label of xi. We assume that e(xi, yi, y) = 0
for all i, so that no loss is incurred for correct
prediction, and therefore `(w, xi, yi) is always
non-negative. This loss function corresponds to
the M3N approach, which explicitly penalizes
training examples for which, for some y 6= yi,
w · (φ(xi, yi) − φ(xi, y)) < e(xi, yi, y). And the
function L is convex in w for `(w, xi, yi). There-
fore, minimization of L can be re-cast as opti-
mization of the following dual convex problem:

w∗ = argmin
w

∑

i

max
y∈Σ

[e(xi, yi, y)

− w · (φ(xi, yi)− φ(xi, y))] +
C

2
‖w‖2. (11)

3.2 The SGD Algorithm
To perform parameter estimation, we need to min-
imize L(w; {(xi, yi)}Ti=1, C). For this purpose we
compute its gradient G(w):

G(w) =
∂

∂w
(L(w; {(xi, yi)}Ti=1, C))

=
∂

∂w
(
m∑

i=1

`(w, xi, yi) +
C

2
‖w‖2) (12)

In addition to the gradient, second-order meth-
ods based on Newton steps also require computa-
tion and inversion of the Hessian H(w). Taking
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the gradient of Equation 12 wrt. w yields:

H(w) =
∂

∂w
G(w) =

∂2

∂w2
L (13)

Explicitly computing the full Hessian is time
consuming. Instead we can make use of the dif-
ferential

dG(w) = H(w)dw (14)

to efficiently compute the product of the Hessian
with a chosen vector v =: dw by forward-mode
algorithmic differentiation (Pearlmutter, 1994).
These Hessian-vector products can be computed
along with the gradient at only 2-3 times the
cost of the gradient computation alone. We de-
note G(w) = ∇wL, and each iteration of the
SGD algorithm consists in drawing an example
(xi, yi) at random and applying the parameter up-
date rule (Robbins and Monroe, 1951):

wt+1 ← wt − η · ∇wL (15)

where η is the learning rate in the algorithm.
The SGD algorithm has been shown to be fast,

reliable, and less prone to reach bad local minima.
In this algorithm, the weights are updated after
the presentation of each example, according to the
gradient of the loss function (Lecun et al., 1998).
The convergence is very fast when the training ex-
amples are redundant since only a few examples
are needed to perform. This algorithm can get a
good estimation after considerably few iterations.

3.3 Choosing Learning Rate η
The learning rate η is crucial to the speed of
SGD algorithm. Ideally, each parameter weight
wi should have its own learning rate ηi. Because
of possible correlations between input variables,
the learning rate of a unit should be inversely pro-
portional to the square root of the number of in-
puts to the unit. If shared weights are used, the
learning rate of a weight should be inversely pro-
portional to the square root of the number of con-
nection sharing that weight.

For one-dimensional sequence labeling task,
the optimal learning rate yields the fastest conver-
gence in the direction of highest curvature is (Bot-
tou, 2004):

ηopt = (
∂2L
∂w2

)−1 = (H(w))−1, (16)

and the maximum learning rate is ηmax = 2ηopt.
The simple SGD update offers lots of engineer-

ing opportunities. In practice, however, at any mo-
ment during the training procedure, we can select
a small subset of training examples and try vari-
ous learning rates on the subset, then pick the one
that most reduces the cost and use it on the full
dataset.

3.4 The SGD Convergence

The convergence of stochastic algorithms actually
has been studied for a long time in adaptive signal
processing. Given a suitable choice of the learn-
ing rate ηt, the standard (batch) gradient descent
algorithm is known to converge to a local mini-
mum of the cost function. However, the random
noise introduced by SGD disrupts this determinis-
tic picture and the specific study of SGD conver-
gence usually is fairly complex (Benveniste et al.,
1987).

It is reported that for the convex case, if sev-
eral assumptions and conditions are valid, then
the SGD algorithm converges almost surely to the
optimum w∗ 1. For the general case where the
cost function is non-convex and has both local
and global minima, if four assumptions and two
learning rate assumptions hold, it is guaranteed
that the gradient ∇wL converges almost surely to
zero (Bottou, 2004). We omit the details of the
convergence theorem and corresponding proofs
due to space limitation.

3.5 SGD Speedup

Unfortunately, many of sophisticated gradient
methods are not robust to noise, and scale badly
with the number of parameters. The plain SGD
algorithm can be very slow to converge. Inspired
by stochastic meta-descent (SMD) (Schraudolph,
1999), the convergence speed of SGD can be fur-
ther improved with gradient step size adaptation
by using second-order information. SMD is a
highly scalable local optimizer. It shines when
gradients are stochastically approximated.

In SMD, the learning rate η is simultaneously

1One may argue that SGD on many architectures does
not result in a global optima. However, our goal is to obtain
good performance on future examples in learning rather than
achieving a global optima on the training set.
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INPUT: training set S {(x1, y1), . . . , (xT, yT)};
factor λ; number of iterations N .

INITIALIZE: w0, v0 = 0, η0.
FOR t = 1, 2, . . . , N

Choose a random example (xi, yi) ∈ S
Compute the gradient ∇t = Gt and Htvt
Set vt+1 = λvt − ηt · (Gt + λHtvt)
Update the parameter vector:
wt+1 ← wt − ηt · ∇t
Adapt the gradient step size:
ηt+1 = ηt ·max(12 , 1− µGt+1 · vt+1)

OUTPUT: wN+1

Figure 1: Pseudo-code for the SGD algorithm.

adapted via a multiplicative update with µ:

ηt+1 = ηt ·max(
1

2
, 1− µGt+1 · vt+1), (17)

where the vector v (v =: dw) captures the long-
term dependencies of parameters. v can be com-
puted by the simple iterative update:

vt+1 = λvt − ηt · (Gt + λHtvt), (18)

where the factor 0 ≤ λ ≤ 1 governs the time scale
over which long-term dependencies are taken into
account, and Htvt can be calculated efficiently
alongside the gradient by forward-mode algorith-
mic differentiation via Equation 14. This Hessian-
vector product is computed implicitly and it is the
key to SMD’s efficiency. The pseudo-code for the
SGD algorithm is shown in Figure 1.

4 Experiments: A Case Study of NP
Chunking

4.1 Data
Our data comes from the CoNLL 2000 shared task
(Sang and Buchholz, 2000). The dataset is di-
vided into a standard training set of 8,936 sen-
tences and a testing set of 2,012 sentences. This
data consists of the same partitions of the Wall
Street Journal corpus (WSJ) as the widely used
data for NP chunking: sections 15-18 as training
data (211,727 tokens) and section 20 as test data
(47,377 tokens). And the annotation of the data
has been derived from the WSJ corpus.

wt−δ = w
wt matches [A-Z]
wt matches [A-Z]+
wt matches [A-Z][a-z]+
wt matches [A-Z]+[a-z]+[A-Z]+[a-z]
wt matches .*[0-9].*
wt contains dash “-” or dash-based “-based”
wt is capitalized, all-caps, single capital letter,
or mixed capitalization
wt contains years, year-spans or fractions
wt is contained in a lexicon of words with POS
p (from the Brill tagger)
pt = p

qk(x, t+ δ) for all k and δ ∈ [−3, 3]

Table 1: Input feature template qk(x, t) for NP
chunking. In this table wt is the token (word) at
position t, pt is the POS tag at position t, w ranges
over all words in the training data, and p ranges
over all POS tags.

4.2 Features

We follow some top-performing NP chunking sys-
tems and perform holdout methodology to design
features for our model, resulting in a rich feature
set including POS features provided in the official
CoNLL 2000 dataset (generated by the Brill tag-
ger (Brill, 1995), with labeling accuracy of around
95-97%), some contextual and morphological fea-
tures. Table 1 lists our feature set for NP chunk-
ing.

4.3 Experimental Results

We trained linear-chain conditional random fields
(CRFs) (Lafferty et al., 2001) as the baseline. The
well known limited memory quasi-Newton BFGS
algorithm (L-BFGS) (Liu and Nocedal, 1989) was
applied to learn the parameters for CRFs. To
avoid over-fitting, we penalized the log-likelihood
by the commonly used zero-mean Gaussian prior
over the parameters. This gives us a competitive
baseline CRF model for NP chunking. To make
fair and accurate comparison, we used the same
set of features listed in Table 1 for both M3N and
CRFs. All experiments were performed on the
Linux platform, with a 3.2GHz Pentium 4 CPU
and 4 GB of memory.
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Model Training Method Kernel Function Iteration Training Time(s) P(%) R(%) Fβ=1

M3N structured SMO linear kernel: 〈a, b〉H 100 1176 94.59 94.22 94.40
M3N structured SMO polynomial(quadratic): (〈a, b〉H + 1)2 100 30792 94.88 94.49 94.68
M3N structured SMO polynomial(cubic): (〈a, b〉H + 1)3 100 30889 94.47 94.01 94.24
M3N structured SMO polynomial(biquadratic): (〈a, b〉H + 1)4 100 31556 93.90 93.77 93.83
M3N structured SMO neural kernel: tanh(0.1 · 〈a, b〉H) 20 7395 94.42 94.02 94.22
CRFs L-BFGS — 100 352 94.55 94.09 94.32

Table 2: M3N vs. CRFs: Performance and training time comparison for NP chunking on the CoNLL
2000 official dataset. M3N was trained using the structured SMO algorithm.

Model Training Method Kernel Function Iteration Training Time(s) P(%) R(%) Fβ=1

M3N SGD linear kernel: 〈a, b〉H 100 89 94.58 94.21 94.39
M3N SGD polynomial(quadratic): (〈a, b〉H + 1)2 100 1820 94.89 94.50 94.69
M3N SGD polynomial(cubic): (〈a, b〉H + 1)3 100 1831 94.47 94.01 94.24
M3N SGD polynomial(biquadratic): (〈a, b〉H + 1)4 100 1857 93.91 93.76 93.83
M3N SGD neural kernel: tanh(0.1 · 〈a, b〉H) 20 477 94.40 94.01 94.20
CRFs L-BFGS — 100 352 94.55 94.09 94.32

Table 3: M3N vs. CRFs: Performance and training time comparison for NP chunking on the CoNLL
2000 official dataset. M3N was trained using the SGD algorithm.

System Fβ=1

SVMs (polynomial kernel) (Kudo and Mat-
sumoto, 2000)

93.79

SVM combination (Kudo and Matsumoto,
2001)

94.39

Generalized winnow (Zhang et al., 2002) 94.38
Voted perceptron (Collins, 2002) 94.09
CRFs (Sha and Pereira, 2003) 94.38
Second order CRFs (McDonald et al., 2005) 94.29
Chunks from the Charniak Parser (Holling-
shead et al., 2005)

94.20

Second order latent-dynamic CRFs + improved
A* search based inference (Sun et al., 2008)

94.34

Our approach 94.69

Table 4: NP chunking: Comparison with some ex-
isting state-of-the-art systems.

Similar to other discriminative graphical mod-
els such as CRFs, the modeling flexibility of
M3N permits the feature functions to be com-
plex, arbitrary, nonindependent, and overlapping
features, allowing the multiple features described
in Table 1 to be directly exploited. Moreover,
M3N is capable of incorporating multiple kernel
functions (see Section 2) which allow the efficient
use of high-dimensional feature spaces during the
experiments.

The resulting number of features is 7,835,439,
and both M3N and CRFs were trained to predict
47,366 tokens with 12,422 noun phrases in the
testing set. For simplicity, we denote a = φ(x, y),

and b = φ(x′, y′), and the linear kernel can be
rewritten as κ(a, b) = 〈a, b〉H. We performed
holdout methodology to find optimal values for
coefficients s, d, and r in M3N kernel functions.
For polynomial kernels, we varied d from 2 to 4,
resulting in quadratic, cubic, and biquadratic ker-
nels, respectively. Finally, we chose optimized
values: s = 1, r = 1 for polynomial kernels, and
s = 0.1, r = 0 for neural kernels. The capacity C
for M3N was set to 1 in our experiments.

Table 2 shows comparative performance and
training time for M3N (trained with structured
SMO) and CRFs, while Table 3 shows compar-
ative performance and training time for M3N
(trained with SGD) and CRFs 2. For M3N , when
trained with quadratic kernel and structured SMO,
the best F-measure of 94.68 was achieved, leading
to an improvement of 0.36 compared to the CRF
baseline. What follows is the linear kernel that
obtained 94.40 F-measure. The cubic and neu-
ral kernels obtained close performance, while the
biquadratic kernel led to the worst performance.
However, the structured SMO is very computa-
tionally intensive, especially for polynomial ker-
nels. For example, CRFs converged in 352 sec-

2We used Taku Kudo’s CRF++ toolkit (available at
http://crfpp.sourceforge.net/) in our experiments. The M3N
model, and the structured SMO and SGD training algorithms
were also implemented using C++.

1413



-10 0 10 20 30 40 50 60 70 80 90 100

-240

-220

-200

-180

-160

-140

-120

-100

-80

O
bj

ec
tiv

e 
fu

nc
tio

n 
va

lu
e

Iteration
(a)

 M3N, structured SMO
 M3N, SGD

-10 0 10 20 30 40 50 60 70 80 90 100
-0.45

-0.40

-0.35

-0.30

-0.25

O
bj

ec
tiv

e 
fu

nc
tio

n 
va

lu
e

Iteration
(b)

 M3N, structured SMO
 M3N, SGD

-2 0 2 4 6 8 10 12 14 16 18 20
-220

-200

-180

-160

-140

-120

-100

O
bj

ec
tiv

e 
fu

nc
tio

n 
va

lu
e

Iteration
(c)

 M3N, structured SMO
 M3N, SGD

Figure 2: Convergence speed comparison for structured SMO and SGD algorithms. The X axis shows
number of training iterations, and the Y axis shows objective function value. (a) The M3N model was
trained using linear kernel. (b) The M3N model was trained using polynomial(quadratic) kernel. (c)
The M3N model was trained using neural kernel.

onds, whileM3N (polynomial kernels) took more
than 8.5 hours to finish training.

As can be seen in Table 3, the SGD algorithm
significantly accelerated the training procedure of
M3N without sacrificing performance. When the
linear kernel was used, M3N finished training in
89 seconds, more than 13 times faster than the
model trained with structured SMO. And it is even
much faster than the CRF model trained with L-
BFGS. More importantly, SGD obtained almost
the same performance as structured SMO with all
M3N kernel functions.

Table 4 gives some representative NP chunking
results for previous work and for our best model
on the same dataset. These results showed that our
model compares favorably with existing state-of-
the-art systems 3.

Figure 2 compares the convergence speed of
structured SMO and SGD algorithms for the
M3N model. Linear (Figure 2 (a)), polyno-
mial(quadratic) (Figure 2 (b)) and neural kernels
(Figure 2 (c)) were used 4. We calculated objec-
tive function values during effective training iter-
ations. It can be seen that both structured SMO
and SGD algorithms converge to the same objec-
tive function value for different kernels, but SGD
converges considerably faster than the structured
SMO.

Figure 3 (a) demonstrates the effect of training
set size on performance for NP chunking. We

3Note that it is difficult to compare strictly, since reported
results sometimes leave out details (e.g., feature sets, signifi-
cance tests, etc) needed for accurate comparison.

4For cubic and biquadratic kernels, the curves are very
similar to that of quadratic kernel, and we omitted them for
space.

increased the training set size from 1,000 sen-
tences to 8,000 sentences, with an incremental
step of 1,000. And the testing set was fixed to
be 2,012 sentences. The M3N models (with dif-
ferent kernels) were trained using the SGD algo-
rithm. It is particularly interesting to know that
the performance boosted for all the models when
increasing the training set size. Using linear and
quadratic kernels, M3N model significantly and
consistently outperforms the CRF model for dif-
ferent training set sizes. The cubic and neural
kernels lead to almost the same performance for
M3N , which is slightly lower than the CRF base-
line. As illustrated by the curves, M3N (trained
with quadratic kernel) achieved the best perfor-
mance and larger training set size leads to better
improvement for this model when compared to the
CRF model, whileM3N (trained with biquadratic
kernel) obtained the worst performance among all
the models.

Accordingly, Figure 3 (b) shows the impact of
increasing the training set size on training time for
NP chunking. Increasing training set size leads
to an increase in the computational complexity of
training procedure for all models. For the M3N
model, it is faster when trained with linear kernel
than the CRF model. And the three polynomial
kernels (quadratic, cubic and biquadratic) have
roughly the same training time. For CRFs and
(M3N , neural kernel), the training time is close
to each other. For example, when the training
set contains 1,000 sentences, the training time for
CRFs, (M3N , linear kernel), (M3N , quadratic
kernel), (M3N , cubic kernel), (M3N , biquadratic
kernel), and (M3N , neural kernel) is 24s, 7s, 72s,
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Figure 3: (a) Effect of training set size on performance for NP chunking. The training set size was
increased from 1,000 sentences to 8,000 sentences, with an incremental step of 1,000. The testing set
contains 2,012 sentences. All the M3N models (with different kernels) were trained using the SGD
algorithm. (b) Effect of training set size on training time for NP chunking.

72s, 74s, and 30s. When trained on 8,000 sen-
tences, the numbers become 336s, 79s, 1679s,
1689s, 1712s, and 411s, respectively.

5 Related Work

The M3N framework and its variants have gen-
erated much interest and great progress has been
made, as evidenced by their promising results
evaluated in handwritten character recognition,
collective hypertext classification (Taskar et al.,
2003), parsing (Taskar et al., 2004), and XML
tag relabeling (Spengler, 2005). However, all the
above mentioned research work used structured
SMO algorithm for parameter learning, which can
be computationally intensive, especially for very
large datasets.

Recently, similar stochastic gradient methods
have been applied to train log-linear models such
as CRFs (Vishwanathan et al., 2006). However,
the maximum margin loss has a discontinuity in
its derivative, making optimization of such models
somewhat more involved than log-linear ones. We
first exploit SGD method for fast parameter learn-
ing of M3N and achieve state-of-the-art perfor-
mance on the NP chunking task in the NLP com-
munity.

Several algorithms have been proposed to
train max-margin models, including cutting plane
SMO (Tsochantaridis et al., 2005), exponenti-
ated gradient (Bartlett et al., 2004; Collins et al.,
2008), extragradient (Taskar et al., 2006), and

subgradient (Shalev-Shwartz et al., 2007). Some
methods are similar to SGD in that they all pro-
cess a single training example at a time. The
SGD methods directly optimize the primal prob-
lem, and at each update use a single example to
approximate the gradient of the primal objective
function. Some of the proposed algorithms, such
as exponentiated gradient corresponds to block-
coordinate descent in the dual, and uses the exact
gradient with respect to the block being updated.
We plan to implement and compare some of these
algorithms with SGD for M3N .

6 Conclusion and Future Work

We have presented the first known empirical study
on sequence labeling based on M3N . We have
also provided the efficient SGD algorithm and
shown how it can be applied to significantly
speedup the training procedure of M3N . As a
case study, we performed extensive experiments
on standard dataset for NP chunking, showing the
promising and competitiveness of our approach.
Several interesting issues, such as the convergence
speed of the SGD algorithm, the effect of train-
ing set size on performance for NP chunking, and
the effect of training set size on training time,
were also investigated in our experiments. For
the future work, we plan to further the scalability
and applicability of our approach and evaluate it
on other large-scale real world sequence labeling
tasks, such as POS tagging and NER.
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Abstract 

In this paper, we introduce our recent work 
on Chinese HPSG grammar development 
through treebank conversion. By manually 
defining grammatical constraints and anno-
tation rules, we convert the bracketing trees 
in the Penn Chinese Treebank (CTB) to be 
an HPSG treebank. Then, a large-scale lexi-
con is automatically extracted from the 
HPSG treebank. Experimental results on the 
CTB 6.0 show that a HPSG lexicon was 
successfully extracted with 97.24% accu-
racy; furthermore, the obtained lexicon 
achieved 98.51% lexical coverage and 
76.51% sentential coverage for unseen text, 
which are comparable to the state-of-the-art 
works for English. 

1 Introduction 
Precise, in-depth syntactic and semantic analysis 
has become important in many NLP applications. 
Deep parsing provides a way of simultaneously 
obtaining both the semantic relation and syntac-
tic structure. Thus, the method has become more 
popular among researchers recently (Miyao and 
Tsujii, 2006; Matsuzaki et al., 2007; Clark and 
Curran, 2004; Kaplan et al., 2004).  

This paper introduces our recent work on deep 
parsing for Chinese, specifically focusing on the 
development of a large-scale grammar, based on 
the HPSG theory (Pollard and Sag, 1994). Be-
cause it takes a decade to manually develop an 
HPSG grammar that achieves sufficient coverage 
for real-world text, we use a semi-automatic ap-
proach, which has successfully been pursued for 
English (Miyao, 2006; Miyao et al., 2005; Xia, 
1999; Hockenmaier and Steedman, 2002; Chen 
and Shanker, 2000; Chiang, 2000) and other lan-
guages (Guo et al., 2007; Cramer and Zhang, 
2009; Hockenmaier, 2006; Rehbei and Genabith, 
2009; Schluter and Genabith, 2009).  

The following lists our method of approach: 
(1) define a skeleton of the grammar (in this 

work, the structure of sign, grammatical princi-
ples and schemas), (2) convert the CTB (Xue et 
al., 2002) into an HPSG-style treebank, (3) 
automatically extract a large-scale lexicon from 
the obtained treebank. 

Experiments were performed to evaluate the 
quality of the grammar developed from the CTB 
6.0. More than 95% of the sentences in the CTB 
could be successfully converted, and the ex-
tracted lexicon was 97.24% accurate. The ex-
tracted lexicon achieved 98.51% lexical coverage 
and 76.51% sentential coverage for unseen text, 
which are comparable to the state-of-the-art 
works for English. 

Since grammar engineering has many specific 
problems in each language, although we used the 
similar method applied in other languages to de-
velop a Chinese HPSG grammar, it is very dif-
ferent from applying, such as statistical parsing 
models, to a new language. Lots of efforts have 
been done for the specific characteristics of Chi-
nese. The contribution of our work is to describe 
these issues. As a result, a skeleton design of 
Chinese HPSG is proposed, and for the first 
time, a robust and wide-coverage Chinese HPSG 
grammar is developed from real-world text.  

2 Design of Grammatical Constraints 
for Chinese HPSG 

Because of the lack of a comprehensive HPSG-
based syntactic theory for Chinese, we extended 
the original HPSG (Pollard and Sag, 1994) to 
analyze the specific linguistic phenomena in 
Chinese. Due to space limitations, we will pro-
vide a brief sampling of our extensions, and dis-
cuss several selected constructions.  

2.1 Sign, Principles, and Schemas 
Sign, which is a data structure to express gram-
matical constraints of words/phrases, is modified 
and extended for the analysis of Chinese specific 
constructions, as shown in Figure 1. PHON, 
MOD, SPEC, SUBJ, MARKING, and SLASH are 

1417



features defined in the original HPSG, and they 
represent the phonological information of a 
word, the constraints on the modifiee, the speci-
fiee, the subject, the marker, and the long-
distance dependency, respectively. COMPS, 
which represents the constraints on comple-
ments, is divided into LCOMPS and RCOMPS, 
to distinguish between left and right comple-
ments. Aspect, question, and negation particles 
are treated as markers as done in (Gao, 2000), 
which are distinguished by ASPECT, 
QUESTION, and NEGATION. CONT is also 
originated from Pollard and Sag (1994), although 
it is used to represent semantic structures with 
predicate-argument dependencies. TOPIC and 
CONJ are extended features that represent the 
constraints on the topic and the conjuncts of co-
ordination. FILLER is another extended feature 
that records the grammatical function of the 
moved argument in a long-distance dependency. 

 
Figure 1. HPSG sign for Chinese. 

The principles, including Phonology Princi-
ple, Valence Principle, Head Feature Principle, 
and Nonlocal Feature Principle, are imple-
mented in our Chinese HPSG grammar as de-
fined in (Pollard and Sag, 1994). Semantic 
Principle is slightly modified so that it composes 
predicate-argument structures. 

14 schemas are defined in our grammar, 
among which the Coord-Empty-Conj Schema, 
Relative-Head Schema, Empty-Relativizer 
Schema, and Topic-Head Schema are designed 
specifically for Chinese. The other 10 schemas 
are borrowed from the original HPSG theory. 

15 Chinese constructions are considered in our 
current grammar (refer to Table 1). A detailed 
description of some particular constructions will 
be provided in the following subsection.  

2.2 An HPSG Analysis for Chinese  

2.2.1 BA Construction 
The BA construction moves the object of a verb 
to the pre-verbal position. For example, the sen-

tence in Figure 2 with the original word order is 
‘我/I 读/read 了 书/book’. There were three 
popular ways to address the BA construction: as 
a verb (Huang, 1991; Bender, 2000), preposition 
(Gao, 1992), and case marker (Gao, 2000). Since 
the aspect markers, such as ‘了’, cannot attach to 
BA, we exclude the analysis of treating BA as a 
verb. Because BA, like prepositions, always ap-
pears before a noun phrase, we therefore follow 
the analysis in Gao (1992), and treat BA as a 
preposition. As shown in Figure 2, BA takes a 
moved object as a complement, and attaches to 
the verb as a left-complement. 

 
(I read the book.) 

Figure 21. Analysis of BA construction. 

2.2.2 BEI Construction 
The BEI construction is used to make the passive 
voice of a sentence. Because the aspect marker 
also cannot attach to BEI, we do not treat BEI as 
a verb, as done in the CTB. Similar to the analy-
sis of BA construction, we regard BEI as a 
preposition that attaches to the verb as a left-
complement. Additionally, because we can insert 
a clause ‘小李/Li 派/send 人/person’ between 
the moved object ‘他/he’ and the verb ‘打/beat’, 
as is the case for ‘他/he 被/BEI 小李/Li 
派/send 人/person 打/beat 了 (He was beaten 
by the person that is sent by Li)’, we treat the 
relation between the moved object and the verb 
as a long-distance dependency. Figure 3 exem-
plifies our analysis of the BEI construction, in 
which the Filler-Head Schema is used to handle 
the long-distance dependency, and the FILLER 
feature is used to record that the role of the 
moved argument. 

 
(The book is read by me.)  

Figure 3. Analysis of BEI construction.  

2.2.3 Topic Construction 
As indicated in Li and Thompson (1989), a topic 
refers to the theme of a sentence, which always 
                                                             
1 In the figures in this paper, we will show only selected features 
that are relevant to the explanation.  
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appears before the subject. The difference be-
tween the topic and subject is the subject must 
always have a direct semantic relationship with 
the verb in a sentence, whereas the topic does 
not. There are two types of topic constructions. 
In the first type, the topic does not fill any argu-
ment slots of the verb, such as the topic 
‘大象/elephant’ in Figure 4. In the second type, 
the topic has a semantic relationship with the 
verb. For example, in the sentence ‘他/he 我/I 
喜欢/like (I like him)’, the topic ‘他/he’ is also 
an object of ‘喜欢/like’. For the first type, we 
define the Topic-Head Schema to describe the 
topic construction (refer to Figure 4). For the 
second type, we follow the same analysis as in 
English, and use the Filler-Head Schema.   

 
(The nose of an elephant is long.) 

Figure 4. Analysis of topic construction. 

2.2.4 Serial Verb Construction 
In contrast to the definition of serial verb con-
struction in Li and Thompson (1989), we specify 
a serial verb construction as a special type of 
verb phrase coordination, which describes sev-
eral separate events with no conjunctions inside. 
Similar to ordinary coordination, the verb 
phrases in a serial verb construction share the 
same syntactic subject (Muller and Lipenkova, 
2009), topic, and left-complement. We define 
Coord-Empty-Conj Schema to deal with it. Fig-
ure 5 shows an example analysis. 

 
(I go to the book store and buy a book.) 

Figure 5. Analysis of serial verb construction. 

2.2.5 Relative Clause 
In Chinese, a relative clause is marked by a rela-
tivizer ‘的’ and exists in the left of the head 
noun. Because Chinese noun phrases are right-
headed in general, we analyze a relative clause as 
a nominalization that modifies a head noun (Li 
and Thompson, 1989). Inside of a relative clause, 
the relativizer is treated as head. When the rela-
tivizer is omitted, we define a unary schema, 
Empty-Relativizer Schema, which functions by 
combining a relative clause with an empty rela-

tivizer. Furthermore, we introduce a Relative-
Head Schema to handle the long-distance de-
pendency for the extracted argument2 (refer to 
Figure 6).  

 
(the book that I buy) 

Figure 6. Analysis of relative clause. 

3 Converting the CTB into an HPSG 
Treebank 

3.1 Partially-specified Derivation Tree 
Annotation 

In order to convert the CTB into an HPSG tree-
bank, we first annotate the bracketing trees in the 
CTB to be partially-specified derivation trees3, 
which conform to the grammatical constraints 
designed in Section 2. Three types of rules are 
defined to fulfill this annotation. 

 
(I read the book that he wrote.) 

Figure 7. The CTB annotation for a sentence. 

 
Figure 8. Partially-specified derivation tree for Figure 7. 
For example, Figure 7 shows the bracketing 

tree of a sentence in the CTB, while Figure 8 
shows the partially-specified derivation tree after 
re-annotation. 

                                                             
2 The extracted adjunct is not treated as a long-distance dependency 
in our current grammar. 
3 Partially-specified derivation tree means a tree structure that is 
annotated with schema names and some features of the HPSG signs 
(Miyao, 2006). 
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3.1.1 Rules for Annotation Conversion  
In the CTB, there exist some annotations that do 
not coincide with our HPSG analysis for Chi-
nese. Therefore, we define pattern rules to con-
vert the annotations in the CTB to fit with our 
HPSG analysis. 76 annotation rules are defined 
for 15 Chinese constructions (refer to Table 2). 
Due to page constraints, we focus on the 
constructions that we discussed in Section 2. 

Construction Rule # 
Relative clause 20 

BEI construction 21 
Coordination 7 

Subject/object control 5 
Non-verbal predicate 4 

Logical subject 3 
Right node raising 3 

Parenthesis 3 
BA construction 3 

Aspect/question/negation particle 2 
Subordination 1 

Serial Verb construction 1 
Modal verb 1 

Topic construction 1 
Apposition 1 

Table 1. Chinese constructions and annotation rules. 

Rules for BA and BEI Construction 
As analyzed in Section 2, we treat BA and BEI 
as prepositions that attach to the verb as left-
complements. However, in the CTB, BA and 
BEI are annotated as verbs that take a sentential 
complement (Xue and Xia, 2000). By applying 
the annotation rules, the BA/BEI and the subject 
of the sentential complement of BA/BEI are re-
annotated as a prepositional phrase (as indicated 
in the dash-boxed part in Figure 9). 

 
(I read the book.) 

Figure 9. Conversion of BA construction. 

 
(He is regarded as a friend by me.) 

Figure 10. Verb division in BEI construction. 
In addition, in the CTB, some BA/BEI con-

structions are not annotated with trace, which 

makes it difficult to retrieve the semantic relation 
between the verb and the moved object. The 
principal reason for this is that the moved object 
in these constructions has a semantic relation 
with only part of the verb. For example, in Fig-
ure 10, the moved noun ‘他/he’ is the object of 
‘当/regard’, but not for ‘当作/regard as’. Analy-
sis shows that only a closed set of characters 
(e.g. ‘作/as’)  can be attached to verbs in such a 
case. Therefore, we manually collect these char-
acters from the CTB, and then define pattern 
rules to automatically split the verb, which ends 
with the collected characters, in the BA and BEI 
construction. Finally, we annotate trace for the 
split verb. Figure 10 exemplifies the conversion 
of an example sentence. 

Rules for Topic Construction 
In the CTB, a functional tag ‘TPC’ is used to 
indicate a topic (Xue and Xia, 2000). Therefore, 
we use this functional tag to detect topic phrases 
during conversion. 

Rules for Serial Verb Construction 
We define pattern rules to detect the parallel verb 
phrases with no conjunction inside (as shown in 
Figure 11), and treat these verb phrases as a se-
rial verb construction. However, when the verb 
in the first phrase is a modal verb, such as the 
case of ‘我/I 想/want to 唱歌/sing (I want to 
sing)’, the parallel verb phrases should not be 
treated as a serial verb construction. Therefore, a 
list of modal verbs is manually collected from 
the CTB to filter out these exceptional cases dur-
ing conversion.  

 
(go downstairs and eat meal) 

Figure 11. An example of parallel verb phrases. 

Rules for Relative Clause  

 
(the book that he wrote) 

Figure 12. Conversion of relative clause. 
We define annotation rules to slightly modify the 
annotation of a relative clause in CTB, as shown 
in Figure 12, to make the tree structure easy to be 

1420



analyzed. Furthermore, in CTB, relative clauses 
are annotated with both extracted arguments and 
extracted adjuncts. But in our grammar, we only 
deal with extracted arguments, and the gap in a 
relative clause (as indicated in the dash-boxed 
part in Figure 12). When the extracted phrase is 
an adjunct of the relative clause, we simply view 
the clause as a modifier of the extracted phrase. 

3.1.2 Rules for Correcting Inconsistency  
There are some inconsistencies in the annotation 
of the CTB, which presents difficulties for per-
forming the derivation tree annotation. There-
fore, we define 49 rules, as done in 
(Hockenmaier and Steedman, 2002) for English, 
to mitigate inconsistencies before annotation (re-
fer to Table 3).  

3.1.3 Rules for Assisting Annotation 

We also define 48 rules (refer to Table 2), which 
are similar to the rules used in (Miyao, 2006) for 
English, to help the derivation tree annotation. 
For example, 12 pattern rules are defined to as-
sign the schemas to corresponding constituents. 

Rule Type Rule Description Rule # 
Fix tree annotation 37 

Fix phrase tag annotation 5 
Fix functional tag annotation 5 

Rules for 
correcting 

inconsistent 
annotation Fix POS tag annotation 2 

Slash recognization 27 
Schema assignment 12 

Head/Argument/Modifier marking 8 

Rules for 
assisting  

annotation 
Binarization 1 

Table 2. Rules for correcting inconsistency and assisting annotation. 

3.2 HPSG Treebank Acquisition 
In this phase, the schemas and principles are ap-
plied to the annotated partially-specified trees, in 
order to fill out unspecified constraints and vali-
date the consistency of the annotated constraints. 
In effect, an HPSG treebank is obtained. 

For instance, by applying the Head-
Complement Schema to the dash-boxed nodes in 
Figure 8, the constraints of the right daughter are 
percolated to RCOMPS of the left daughter (as 
indicated as 4 in Figure 13). After applying the 
schemas and the principles to the whole tree in 
Figure 8, a HPSG derivation tree is acquired (re-
fer to Figure 13).  

3.3 Lexicon Extraction  
With the HPSG treebank acquired in Section 3.2, 
we automatically collect lexical entries as the 
combination of words and lexical entry templates 
from the terminal nodes of the derivation trees. 
For example, from the HPSG derivation tree 

shown in Figure 13, we obtain a lexical entry for 
the word ‘写/write’ as shown in Figure 14. 

 
Figure 13. HPSG derivation tree for Figure 8. 

 
Figure 14. Lexical entry extracted for the word ‘写/write’. 

3.3.1 Lexical Entry Template Expansion 

 
(a) Lexical entry template for the verb in BEI construction 

 
(b) Lexical entry template for the verb in original word order 

Figure 15. Application of a lexical rule. 
Some Chinese constructions change the word 
order of sentences, such as the BA/BEI construc-
tions. Therefore, we apply lexical rules (Naka-
nishi et al., 2004) to the lexical entry templates to 
convert them into those for the original word 
order, and expand the lexical entry templates 
consequently. 18 lexical rules are defined for the 
verbs in the BA/BEI constructions. For example, 
by applying a lexical rule to the lexical entry 
template in Figure 15(a), the moved object indi-
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cated by SLASH is restored into RCOMPS, and 
the subject introduced by BEI in LCOMPS is 
restored into SUBJ (refer to Figure 15(b)). 

3.3.2 Mapping of Semantics 
In our grammar, we use predicate-argument de-
pendencies for semantic representation. 44 types 
of predicate-argument relations are defined to 
represent the semantic structures of 13 classes of 
words. For example, we define a predicate-
argument relation ‘verb_arg12’, in which a verb 
takes two arguments ‘ARG1’ and ‘ARG2’, to ex-
press the semantics of transitive verbs. 72 se-
mantics mapping rules are defined to associate 
these predicate-argument relations with the lexi-
cal entry templates. Figure 16 exemplifies a se-
mantics mapping rule. The input of this rule is 
the lexical entry template (as shown in the left 
part), and the output is a predicate-argument rela-
tion ‘verb_arg12’ (as shown in the right part), 
which associates the syntactic arguments SUBJ 
and SLASH with the semantic arguments ARG1 
and ARG2 (as indicated by 1 and 2 in Figure 16). 

 
Figure 16. A semantics mapping rule. 

4 Evaluation 
4.1 Experimental Setting 
We used the CTB 6.0 for HPSG grammar devel-
opment and evaluation. We split the corpus into 
development, testing, and training data sets, fol-
lowing the recommendation from the corpus 
author. The development data was used to tune 
the design of grammar constraints and the anno-
tation rules. However, the testing data set was 
reserved for further evaluation on parsing. Thus, 
the training data was further divided into two 
parts for training and testing in this work. During 
the evaluation, unknown words were handled in 
the same way as done in (Hockenmaier and 
Steedman, 2002).  

4.2 Evaluation Metrics 
In order to verify the quality of the grammar de-
veloped in our work, we evaluated the extracted 
lexicon by the accuracy for assessing the semi-
automatic conversion process, and the coverage 
for quantifying the upper-bound coverage of the 
future HPSG parser based on this grammar.  

The accuracy of the extracted lexicon was 
evaluated by lexical accuracy, which counts the 

number of the correct lexical entries among all 
the obtained lexical entries.  

In addition, two evaluation metrics as used in 
(Hockenmaier and Steedman, 2002; Xia, 1999; 
Miyao, 2006) were used to evaluate the coverage 
of the obtained lexicon. The first one is lexical 
coverage (Hockenmaier and Steedman, 2002; 
Xia, 1999), which means that the percentage that 
the lexical entries extracted from the testing data 
are covered by the lexical entries acquired from 
the training data. The second one is sentential 
coverage (Miyao, 2006): a sentence is consid-
ered to be covered only when the lexical entries 
of all the words in this sentence are covered.  

4.3 Results of Accuracy 
Since there was no gold standard data for the 
automatic evaluation of accuracy, we randomly 
selected 100 sentences from the testing data, and 
manually checked the lexical entries extracted 
from these sentences. Results show that 1,558 
lexical entries were extracted at 97.24% 
(1,515/1,558) accuracy.  

Error analysis shows all the incorrect lexical 
entries came from the error in the derivation tree 
annotation. For example, our current design 
failed to find the correct boundary of coordinated 
noun phrases when the word ‘等/etc’ was at-
tached at the end, such as ‘产权/property right 
出让/selling 、 资产/assets 出租/renting 
等/etc (property right selling and assets renting 
etc.)’. We will improve the derivation tree anno-
tation to solve this issue. 

4.4 Results of Coverage 
Table 3 shows the coverage of the extracted lexi-
cal entries, which indicates that a large HPSG 
lexicon was successfully extracted from the CTB 
for unseen text, with reasonable coverage. The 
statistics of the HPSG lexicon extraction in our 
experiments (refer to Table 4) also indicates that 
we successfully extracted lexical entries from 
more than 95% of the sentences in the CTB.  

Among all the uncovered lexical entries, 
78.55% are for content words, such as verb and 
noun. In addition, the classification of uncovered 
lexical entries in Table 4 indicates that about 1/3 
of the uncovered lexical entries came from the 
unknown lexical entry templates (‘+w/-t’). We 
analyzed the 193 ‘+w/-t’ failures in the testing 
data, among which 169 failures resulted from the 
shortage of training data, which indicated that the 
correct lexical entry template did not appear in 

1422



the training data. The learning curve in Figure 17 
shows that we can resolve this issue by enlarging 
the training data. The other 24 failures came 
from the error in the derivation tree annotation. 
For example, our current grammar failed at de-
tecting the coordinated clauses when they were 
separated by a colon. We will be able to reduce 
this type of failure by improving the derivation 
tree annotation. 

Uncovered Lexical Entries Sent. Cov. Lex. Cov. +w/+t +w/-t 
76.51% 98.51% 1.05% 0.43% 
Table 34. Coverage of extracted HPSG lexicon. 

Data Set Total 
Sent # Succeed Sent # Word # Lexical Entry 

Template # 
Training 20,230 19,257(95.19%) 510,815 4,836 
Develop 2,067 2,009(97.19%) 55,714 1,582 
Testing 2,000 1,941(97.05%) 44,924 1,163 

Table 4. Statistics of HPSG lexicon extraction.  

 
Figure 17. Lexical coverage (Y axis) vs. corpus size (X axis). 

 
Figure 18. A lexical entry template extracted from testing data. 

The other type of failures (‘+w/+t’) indicate 
that a word was incorrectly associated with a 
lexical entry template, even though both of them 
existed in the training data. Error analysis shows 
that 64.39% of failures were related to verbs. For 
example, for a relative clause ‘投资/invest 
台湾/Taiwan 的 商人/businessman (the busi-
nessman that invests Taiwan)’ in the testing data, 
we associated a lexical entry template as shown 
in Figure 18 with the verb ‘投资/invest’. In the 
training data, however, the lexical entry template 
shown in Figure 18 cannot be extracted for 
‘投资/invest’, since this word never appears in a 
relative clause with an extracted subject. Intro-
ducing lexical rules to expand the lexical entry 
template of verbs in a relative clause is a possible 
way to solve this problem. 

4.5 Comparison with Previous Work 
Guo’s work (Guo et al., 2007; Guo, 2009) is the 
only previous work on Chinese lexicalized 

                                                             
4 ‘+w/+t’ means both the word and lexical entry template have 
been seen in the lexicon. ‘+w/-t’ means only the word has been 
seen in the lexicon (Hockenmaier and Steedman, 2002). 

grammar development from the CTB, which in-
duced wide-coverage LFG resources from the 
CTB. By using the hand-made gold-standard f-
structures of 200 sentences from the CTB 5.1, 
the LFG f-structures developed in Guo’s work 
achieved 96.34% precision and 96.46% recall for 
unseen text (Guo, 2009). In our work, we applied 
the similar strategy in evaluating the accuracy of 
the developed Chinese HPSG grammar, which 
achieved 97.24% lexical accuracy on 100 unseen 
sentences from the CTB 6.0. When evaluating 
the coverage of our grammar, we used a much 
larger data set (including 2,000 unseen sen-
tences), and achieved 98.51% lexical coverage. 
Although these results cannot be compared to 
Guo’s work directly because of the different size 
and content of data set, it indicates that the Chi-
nese HPSG grammar developed in our work is 
comparable in quality with Guo’s work. 

In addition, there were previous works about 
developing lexicalized grammar for English. 
Considering the small size of the CTB, in com-
parison to the Penn Treebank used in the previ-
ous works, the results listed in Table 5 verify 
that, the quality of the Chinese HPSG grammar 
developed in our work is comparable to these 
previous works.  

Previous Work Sent. Cov. Lex. Cov. 
Miyao (2006) 82.50% 98.97% 

Hockenmaier and Steedman (2002) - 98.50% 
Xia (1999) - 96.20% 

Table 5. Evaluation results of previous work.  

4.6 Discussion 
There are still some sentences in the CTB from 
which we failed to extract lexical entries. We 
analyzed the 59 failed sentences in the testing 
data and listed the reasons in Table 6.  

Reason Sent # 
Error in the derivation tree annotation 31 

Short of semantics mapping rule 23 
Inconsistent annotation in the CTB 5 

Table 6. Reasons for lexicon extraction failures. 
The principal reason for 31 sentence failures, 

is the error in the derivation tree annotation. For 
instance, our current annotation rules could con-
vert the regular relative clause shown in Figure 
12. Nonetheless, when the relative clause is in-
side of a parenthesis, such as ‘“ 原始/primitive 
的 ”方法/method (the method that is primi-
tive)’, the annotation rules failed at finding the 
extracted head noun to create a derivation tree. 
This type of failure can be reduced by improving 
the annotation rules. 
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The second reason, for which 23 sentences 
failed, is the shortage of the semantics mapping 
rules. For example, we did not define semantics 
mapping rule for a classifier that acts as a predi-
cate with two topics. This type of failure can be 
reduced by adding semantic mapping rules.  

The last reason for sentence failures is incon-
sistencies in the CTB annotation. In our future 
work, these inconsistencies will be collected to 
enrich our inconsistency correction rules.  

In addition to the reasons above, some sen-
tences with special constructions in the devel-
opment and training data also could not be 
analyzed by our current grammar, since the spe-
cial construction is difficult for the current HPSG 
to analyze. The special constructions include the 
argument-cluster coordination shown in Figure 
19. Introducing the similar rules used in CCG 
(Hockenmaier and Steedman, 2002) could be a 
possible solution to this problem. 

 
(have 177 intrant projects and 6.4 billion investments) 

Figure 19. An argument-cluster coordination in CTB. 

5 Related Work  
To the extent of our knowledge, the only previ-
ous work about developing Chinese lexicalized 
grammar from treebanks is Guo’s work (Guo et 
al., 2007; Guo, 2009). An LFG-based parsing 
using wide-coverage LFG approximations in-
duced from the CTB was done in this work. 
However, they did not train a deep parser based 
on the LFG resources obtained in their work, but 
relied on an external PCFG parser to create c-
structure trees, and then mapped the c-structure 
trees into f-structures using their annotation rules 
(Guo, 2009). In contrast to Guo’s work, we paid 
particular attention to a different grammar 
framework, i.e. HPSG, with the analysis of more 
Chinese constructions, such as the serial verb 
construction. In addition, in our on-going deep 
parsing work, we use the developed Chinese 
HPSG grammar, i.e. the lexical entries, to train a 
full-fledged HPSG parser directly. 

Additionally, there are some works that induce 
lexicalized grammar from corpora for other lan-
guages. For example, by using the Penn Tree-
bank, Miyao et al. (2005) automatically extracted 
a large HPSG lexicon, Xia (1999), Chen and 
Shanker (2000), Hockenmaier and Steedman 
(2002), and Chiang (2000) invented LTAG/CCG 

specific procedures for lexical entry extraction. 
From the German Tiger corpus, Cramer and 
Zhang (2009) constructed a German HPSG 
grammar; Hockenmaier (2006) created a German 
CCGbank; and Rehbei and Genabith (2009) ac-
quired LFG resources. In addition, Schluter and 
Genabith (2009) automatically obtained wide-
coverage LFG resources from a French Tree-
bank. Our work implements a similar idea to 
these works, but we apply different grammar 
design and annotation rules, which are specific to 
Chinese. Furthermore, we obtained a compara-
tive result to state-of-the-art works for English.  

There are some researchers who worked on 
Chinese HPSG grammar development manually. 
Zhang (2004) implemented a Chinese HPSG 
grammar using the LinGO Grammar matrix 
(Bender et al., 2002). Only a few basic construc-
tions were considered, and a small lexicon was 
constructed in this work. Li (1997) and Wang et 
al. (2009) designed frameworks for Chinese 
HPSG grammar; however, only small grammars 
were implemented in these works. 

Furthermore, some linguistic works focused 
mainly on the discussion of specific Chinese 
constructions in the HPSG or LFG framework, 
without implementing a grammar for real-world 
text (Bender, 2000; Gao, 2000; Li and McFe-
tridge, 1995; Li, 1995; Xue and McFetridge, 
1995; Wang and Liu, 2007; Ng, 1997; Muller 
and Lipenkova, 2009; Liu, 1996; Kit, 1998). 

6 Conclusion and Future Work  
In this paper, we described the semi-automatic 
development of a Chinese HPSG grammar from 
the CTB. Grammatical constraints are first de-
signed by hand. Then, we convert the bracketing 
trees in the CTB into an HPSG treebank, by us-
ing pre-defined annotation rules. Lastly, we 
automatically extract lexical entries from the 
HPSG treebank. We evaluated our work on the 
CTB 6.0. Results indicated that a large HPSG 
lexicon was successfully extracted with a 
97.24% accuracy. Furthermore, our grammar 
achieved 98.51% lexical coverage and 76.51% 
sentential coverage for unseen text.  

This is an ongoing work, and there are some 
future works under consideration, including en-
riching the design of annotation rules, introduc-
ing more semantics mapping rules, and adding 
lexical rules. In addition, the work on Chinese 
HPSG parsing is on-going, within which the 
Chinese HPSG grammar developed in this work 
will be available soon. 
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Abstract

This paper is a case study on cross-lingual
induction of lexical resources for deep,
broad-coverage syntactic analysis of Ger-
man. We use a parallel corpus to in-
duce a classifier for German participles
which can predict their syntactic category.
By means of this classifier, we induce a
resource of adverbial participles from a
huge monolingual corpus of German. We
integrate the resource into a German LFG
grammar and show that it improves pars-
ing coverage while maintaining accuracy.

1 Introduction

Parallel corpora are currently exploited in a wide
range of induction scenarios, including projection
of morphologic (Yarowsky et al., 2001), syntactic
(Hwa et al., 2005) and semantic (Padó and Lap-
ata, 2009) resources. In this paper, we use cross-
lingual data to learn to predict whether a lexi-
cal item belongs to a specific syntactic category
that cannot easily be learned from monolingual re-
sources. In an application test scenario, we show
that this prediction method can be used to obtain
a lexical resource that improves deep, grammar-
based parsing.

The general idea of cross-lingual induction is
that linguistic annotations or structures, which are
not available or explicit in a given language, can
be inferred from another language where these an-
notations or structures are explicit or easy to ob-
tain. Thus, this technique is very attractive for
cheap acquisition of broad-coverage resources, as
is proven by the approaches cited above. More-
over, this induction process can be attractive for
the induction of deep (and perhaps specific) lin-
guistic knowledge that is hard to obtain in a mono-
lingual context. However, this latter perspective

has been less prominent in the NLP community
so far.

This paper investigates a cross-lingual induc-
tion method based on an exemplary problem aris-
ing in the deep syntactic analysis of German. This
showcase is the syntactic flexibility of German
participles, being morphologically ambiguous be-
tween verbal, adjectival and adverbial readings,
and it is instructive for several reasons: first, the
phenomenon is a notorious problem for linguistic
analysis and annotation of German, such that stan-
dard German resources do not represent the under-
lying analysis. Second, in Zarrieß et al. (2010),
we showed that integrating the phenomenon of
adverbial participles in a naive way into a broad-
coverage grammar of German leads to significant
parsing problems, due to spurious ambiguities.
Third, it is completely straightforward to detect
adverbial participles in cross-lingual data since in
other languages, e.g. English or French, adverbs
are often morphologically marked.

In this paper, we use instances of adverbially
translated participles in a parallel corpus to boot-
strap a classifier that is able to identify an ad-
verbially used participle based on its monolingual
syntactic context. In contrast to what is commonly
assumed, we show that it is possible to detect ad-
verbial participles using only a relatively narrow
context window. This classifier enables us to iden-
tify an occurence of an adverbial participle inde-
pendently of its translation in a parallel corpus,
going far beyond the induction methodology in
Zarrieß et al. (2010). By means of the participle
classifier, we can extract new types of adverbial
participles from a larger corpus of German news-
paper text and substantially augment the size of
the resource extracted only on Europarl data. Fi-
nally, we integrate this new resource into the Ger-
man LFG grammar and show that it improves cov-
erage without negatively affecting performance.
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The paper is structured as follows: in Sec-
tion 2, we describe the linguistic and computa-
tional problems related to the parsing of adver-
bial participles in German. Section 3 introduces
the general idea of using the translation data to
find instances of different participle categories. In
Section 4, we illustrate the training of the clas-
sifier, evaluating the impact of the context win-
dow and the quality of the training data obtained
from cross-lingual text. In Section 5, we apply the
classifier to new, monolingual data and describe
the extension of the resource for adverbial partici-
ples. Section 6 evaluates the extended resource by
means of parsing experiments using the German
LFG grammar.

2 The Problem

In German, past perfect participles are ambiguous
with respect to their morphosyntactic category. As
in other languages, they can be used as part of
the verbal complex (Example (1-a)) or as adjec-
tives (Example (1-b)). Since German adjectives
can generally undergo conversion into adverbs,
participles can also be used adverbially (Example
(1-c)). The verbal and adverbial participle forms
are morphologically identical.

(1) a. Sie haben das Experimentwiederholt.
‘They have repeated the experiment.’

b. DaswiederholteExperiment war erfolgreich.
‘The repeated experiment was succesful.’

c. Sie haben das Experimentwiederholt abge-
brochen.
‘They cancelled the experiment repeatedly.’

Moreover, German adjectival modifiers can be
generally used as predicatives that can be either
selected by a verb (Example (2-a)) or that can oc-
cur as free predicatives (Example (2-b)).

(2) a. Er scheintbegeistertvon dem Experiment.
‘He seems enthusiastic about the experiment.’

b. Er hatbegeistertexperimentiert.
‘He has experimented enthusiastic.’

Since predicative adjectives are not inflected,
the surface form of a German participle is ambigu-
ous between a verbal, predicative or adverbial use.

2.1 Participles in the German LFG

In order to account for sentences like (1-c), an in-
tuitive approach would be to generally allow for

adverb conversion of participles in the grammar.
However, in Zarrieß et al. (2010), we show that
such a rule can have a strong negative effect on
the overall performance of the parsing system, de-
spite the fact that it produces the desired syntac-
tic and semantic analysis for specific sentences.
This problem was illustrated using a German LFG
grammar (Rohrer and Forst, 2006) constructed as
part of the ParGram project (Butt et al., 2002).
The grammar is implemented in the XLE, a gram-
mar development environment which includes a
very efficient LFG parser and a stochastic dis-
ambiguation component which is based on a log-
linear probability model (Riezler et al., 2002).

In Zarrieß et al. (2010), we found that the
naive implementation of adverbial participles in
the German LFG, i.e. in terms of a general gram-
mar rule that allows for participles-adverb conver-
sion, leads to spurious ambiguities that mislead
the disambiguation component of the grammar.
Moreover, the rule increases the number of time-
outs, i.e. sentences that cannot be parsed in a pre-
defined amount of time (20 seconds). Therefore,
we observe a drop in parsing accuracy although
grammar coverage is improved. As a solution, we
induced a lexical resource of adverbial participles
based on their adverbial translations in a paral-
lel corpus. This resource, comprising 46 partici-
ple types, restricts the adverb conversion such that
most of the spurious ambiguities are eliminated.

To assess the impact of specific rules in a broad-
coverage grammar, possibly targeting medium-to-
low frequency phenomena, we have established a
fine-grained evaluation methodology. The chal-
lenge posed by these low-frequent phenomena is
typically two-fold: on the one hand, if one takes
into account the disambiguation component of the
grammar and pursues an evaluation of the most
probable parses on a general test set, the new
grammr rule cannot be expected to show a positive
effect since the phenomenon is not likely to occur
very often in the test set. On the other hand, if one
is interested in a linguistically precise grammar,
it is very unsatisfactory to reduce grammar cov-
erage to statistically frequent phenomena. There-
fore, we combined a coverage-oriented evaluation
on specialised testsuites with a quantitative evalu-
ation including disambiguation, making sure that
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the increased coverage does not lead to an overall
drop in accuracy. The evaluation methodolgy will
also be applied to evaluate the impact of the new
participle resource, see Section 6.

2.2 The Standard Flat Analysis of Modifiers

The fact that German adjectival modifiers can gen-
erally undergo conversion into adverbs without
overt morphological marking is a notorious prob-
lem for the syntactic analysis of German: there
are no theoretically established tests to distinguish
predicative adjectives and adverbials, see Geuder
(2004). For this reason, the standard German tag
set assigns a uniform tag (“ADJD”) to modifiers
that are morphologically ambiguous between an
adjectival and adverbial reading. Moreover, in
the German treebank TIGER (Brants et al., 2002)
the resulting syntactic differences between the two
readings are annotated by the same flat structure
that does not disambiguate the sentence.

Despite certain theoretical problems related to
the analysis of German modifiers, their interpre-
tation in real corpus sentences is often unambigu-
ous for native speakers. As an example, consider
example (3) from the TIGER treebank. In the
sentence, the participleunterschrieben(signed)
clearly functions as a predicative modifier of the
sentence’s subject. The other, theoretically possi-
ble reading where the participle would modify the
verb sendis semantically not acceptable. How-
ever, in TIGER, the participle is analysed as an
ADJD modifier attached under the VP node which
is the general analysis for adjectival and adverbial
modifiers.

(3) Die
It

sollte
should

unterschrieben
signed

an
to

die
the

Leitung
administration

zurückgesandt
sent back

werden.
be.

’It should be sent back signed to the administation.’

Sentence (4) (also taken from TIGER) illus-
trates the case of an adverbial participle. In this
example, the reading whereangemessen(ade-
quately) modifies the main verb is the only one
that is semantically plausible. In the treebank, the
participle is tagged as ADJD and analysed as a
modifier in the VP.

(4) Der
The

menschliche
human

Geist
mind

läßt
lets

sich
itself

rechnerisch
computationally

nicht
not

angemessen
adequately

simulieren.
simulate.

’The human mind cannot be adequately simulated in a
computational way.’

The flat annotation strategy adopted for modi-
fiers in the standard German tag set and in the tree-
bank TIGER entails that instances of adverbs (and
adverbial participles) cannot be extracted from au-
tomatically tagged, or parsed, text. Therefore,
it would be very hard to obtain training mate-
rial from German resources to train a system that
automatically identifies adverbially used partici-
ples. However, the intuition corroborated by the
examples presented in this section is that the struc-
tures can actually be disambiguated in many cor-
pus sentences.

In the following sections, we show how we ex-
ploit parallel text to obtain training material for
learning to predict occurences of adverbial par-
ticiples, without any manual effort. Moreover, by
means of this technique, we can substantially ex-
tend the grammatical resource for adverbial par-
ticiples compared to the resource that can be di-
rectly extracted from the parallel text.

3 Participles in the Parallel Corpus

The intuition of the cross-lingual induction ap-
proach is that adverbial participles can easily be
extracted from parallel corpora since in other lan-
guages (such as English or French) adverbs are
often morphologically marked and easily labelled
by statistical PoS taggers. As an example, con-
sider sentence (5) extracted from Europarl, where
the German participleversẗarkt is translated by an
English adverb (increasingly).

(5) a. Nicht
Not

ohne
without

Grund
reason

sprechen
speak

wir
we

verstärkt
increasingly

vom
of a

Europa
Europe

der
of the

Regionen.
Regions.

b. It is not without reason that weincreasinglyspeak
in terms of a Europe of the Regions.

The idea is to project specific morphological
information about adverbs which is overt in lan-
guages like English onto German where adverbs
cannot be directly extracted from tagged data.
While this idea might seem intuitively straightfor-
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ward, we also know that translation pairs in paral-
lel data are not always lingusitically parallel, and
as a consequence, word-alignment is not always
reliable. To assess the impact of non-parallelism
in adverbial translations of German participles,
we manually annotated a sample of 300 transla-
tions. This data also constitutes the basis for the
experiments reported in Section 4.

3.1 Data

Our experiments are based on the same data as in
(Zarrieß et al., 2010). For convenience, we pro-
vide a short description here.

We limit our investigations to non-lexicalised
participles occuring in the Europarl corpus and
not yet recorded as adverbs in the lexicon of the
German LFG grammar (5054 participle types in
total). Given the participle candidates, we ex-
tract the set of sentences that exhibit a word align-
ment between a German participle and an English,
French or Dutch adverb. The word alignments
have been obtained with GIZA++. The extrac-
tion yields 27784 German-English sentence pairs
considering all alignment links, and 5191 sen-
tence pairs considering only bidirectional align-
ments between a participle and an English adverb.

3.2 Systematic Non-Parallelism

For data exploration and evaluation, we anno-
tated 300 participle alignments out of the 5191
German-English sentences (with a bidirectional
participle-adverb alignment). We distinguish the
following annotation categories: (i) parallel trans-
lation, adverb information can be projected, (ii)
incorrect alignment, (iii) correct alignment, but
translation is a multi-word expression, (iv) correct
alignment, but translation is a paraphrase (possi-
bly involving a translation shift).

Parallel Cases In our annotated sample of En-
glish adverb - German participle pairs, 43%1 of
the translation instances are parallel in the sense
that the overt adverb information from the English
side can be projected onto the German participle.
This means that if we base the induction technique

1The diverging figures we report in Zarrieß et al. (2010)
were due to a small bug in the script and it does not affect the
overall interpretation of the data.

on word-alignments alone, its precision would be
relatively low.

Non-Parallel Cases Taking a closer look at the
non-parallel cases in our sample (57% of the
translation pairs), we find that 47% of this set are
due to incorrect word alignments. The remain-
ing 53% thus reflect regular cases of non-parallel
translations. A typical configuration which makes
up 30% of the the non-parallel cases is exempli-
fied in (6) where the German main verbvorlegen
is translated by the English multiword expression
put forward.

(6) a. Wir haben eine Reihe von Vorschlägenvorgelegt.
b. We haveput forward a number of proposals.

An example for the general paraphrase or trans-
lation shift category is given in Sentence (7).
Here, the translational correspondence between
gekommen(arrived) and the adverbnow is due
to language-specific, idiomatic realisations of an
identical underlying semantic concept. The para-
phrase translations make up 23% of the non-
parallel cases in the annotated sample.

(7) a. Die
That

Zeit
time

ist
is

noch
yet

nicht
not

gekommen
arrived.

.

b. That time is notnow .

Furthermore, it is noticeable that the cross-
lingual approach seems to inherently factor out
the ambiguity between predicative and adverbial
participles. In our annotated sample, there are no
predicative participles that have been translated by
an English adverb.

3.3 Filtering Mechanisms

The data analysis in the previous section, show-
ing only 43% of parallel cases in English adverb
translations for German participles, mainly con-
firms other studies in annotation projection which
find that translational correspondences only allow
for projection of linguistic analyses in a more or
less limited proportion (Yarowsky et al., 2001;
Hwa et al., 2005; Mihalcea et al., 2007).

In previous studies on annotation projection,
quite distinct filtering methods have been pro-
posed: in Yarowsky et al. (2001), projection er-
rors are mainly attributed to word alignment er-
rors and filtered based on translation probabilities.
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Hwa et al. (2005) find that errors in the projec-
tion of syntactic relations are also due to system-
atic grammatical divergences between languages
and propose correcting these errors by means of
specific, manually designed filters. Bouma et al.
(2008) make similar observations to Hwa et al.
(2005), but try to replace manual correction rules
by filters from additional languages.

In Zarrieß et al. (2010), we compared a num-
ber of filtering techniques on our participle data.
The 300 annotated translation instances are used
as a test set for evaluation. In particular, we
have established that a combination of syntactic
dependency-based filters and multilingual filters
can very accurately separate non-parallel transla-
tions from parallel ones where the adverb infor-
mation can be projected. In Section 4, we show
that these filtering techniques are also very useful
for removing noise from the training material that
we use to build a classifier.

4 Bootstrapping a German Participle
Classifier from Crosslingual Data

In the previous section, we have seen that German
adverbial participles can be easily found in cross-
lingual text by looking at their translations in a
language that morphologically marks adverbials.
In previous work, we exploited this observation
by directly extracting types of adverbial partici-
ples based on word alignment links and the filter-
ing mechanisms mentioned in Section 3. How-
ever, this method is very closely tied to data in
the parallel corpus, which only comprises around
5000 participle-adverb translations in total, which
results in 46 types of adverbial participles after fil-
tering. Thus, we have no means of telling whether
we would discover new types of adverbial partici-
ples in other corpora, from different domains to
Europarl. As this corpus is rather small and genre
specific, it even seems very likely that one could
find additional adverbial participles in a bigger
corpus. Moreover, we cannot be sure that certain
adverbial participles have systematically diverg-
ing translations in other languages, due to cross-
lingual lexicalisation differences. Generally, it is
not clear whether we have learned something gen-
eral about the syntactic phenomenon of adverbial
participles in German or whether we have just ex-

tracted a small, corpus-dependent subset of the
class of adverbial participles.

In this section, we use instances of adverbially
translated participles as training material for a
classifier that learns to predict adverbial partici-
ples based on their monolingual syntactic context.
Thus, we exploit the translations in the parallel
corpus as a means of obtaining “annotated” or dis-
ambiguated training data without any manual ef-
fort. During training, we only consider the mono-
lingual context of the participle, such that the fi-
nal application of the classifier is not dependent
on cross-lingual data anymore.

4.1 Context-based Identification of
Adverbial Participles

Given the general linguistic problems related to
adverbial participles (see Section 2), one could
assume that it is very difficult to identify them
in a given context. To assess the general dif-
ficulty of this syntactic problem, we run a first
experiment comparing a grammar-based identifi-
cation method against a classifier that only con-
siders relatively narrow morpho-syntactic context.
For evaluation, we use the 300 annotated partici-
ple instances described in Section 3. This test
set divides into 172 negative instances, i.e. non-
adverbial participles, and 128 positive instances.
We report accuracy of the identification method,
as well as precision and recall relating to the num-
ber of correctly predicted adverbial participles.

For the grammar-based identification, we use
the German LFG which integrates the lexical
resource for adverbial participles established in
(Zarrieß et al., 2010). We parse the 300 Europarl
sentences and check whether the most probable
parse proposed by the grammar analyses the re-
spective participle as an adverb or not. The gram-
mar obtains a complete parse for 199 sentences
out of the test set and we only consider these in
the evaluation. The results are given in Table 1.

The high precision and accuracy of the
grammar-based identification of adverbial partici-
ples suggests that in a lot of sentences, the adver-
bial analysis is the only possible reading, i.e. the
only analysis that makes the sentence grammati-
cal. But of course, we have substantially restricted
the adverb participle-conversion in the grammar,
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Training Data Precision Recall Accuracy
Grammar 97.3 90.12 94.97
Classifier Unigram 87.10 84.38 87.92
Classifier Bigram 88.28 88.28 89.93
Classifier Trigram 89.60 87.5 90.27

Table 1: Evaluation on 300 participle instances
from Europarl

so that it does not propose adverbial analyses for
participles that are very unlikely to function as
modifiers of verbs.

For the classifier-based identification, we use
the adverbially translated participle tokens in our
Europarl data (5191 tokens in total) as training
material. We remove the 300 test instances from
this training set, and then divide it into a set of
positive and negative instances. To do this, we
use the filtering mechanisms already proposed in
Zarrieß et al. (2010). These filters apply on the
type level, such that we first identify the positive
types (46 total) and then use all instances of these
types in the 4891 sentences as positive instances
of adverbial participles (1978 instances). The re-
maining sentences are used as negative instances.

For the training of the classifier, we use
maximum-entropy classification, which is also
commonly used for the general task of tagging
(Ratnaparkhi, 1996). In particular, we use the
open source TADM tool for parameter estimation
(Malouf, 2002). The tags of the words surround-
ing the participles are used as features in the clas-
sification task. We explore different sizes of the
context window, where the trigram window is the
most succesful (see Table 1). Beyond the trigram
window, the results of the classifier start decreas-
ing again, probably because of too many mislead-
ing features. Generally, this experiment shows
that the grammar-based identification is more pre-
cise, but that the classifier still performs surpris-
ingly well. Compared to the results from the
grammar-based identification, the high accuracy
of the classifier suggests that even the narrow syn-
tactic contexts of adverbial vs. non-adverbial par-
ticiples are quite distinct.

4.2 Designing Training Data for Participle
Classification

There are several questions related to the design
of the training data that we use to build our clas-
sifier. First, it is not clear how many negative
instances are helpful for learning the adverbial -
non-adverbial distinction. In the above experi-
ment, we simply use the instances that do not pass
the cross-lingual filters. In this section, we exper-
iment with an augmented set of negative instances
that was also obtained by extracting German par-
ticiple that are bi-directionally aligned to an En-
glish participle in Europarl. This is based on the
assumption that these participles are very likely
to be verbal. Second, it is not clear whether we
really need the filtering mechanisms proposed in
Zarrieß et al. (2010) and whether we could im-
prove the classifier by training it on a larger set
of positive instances. Therefore, we also experi-
ment with two further sets of positive instances:
one where we used all participles (not necessarily
bidirectionally) aligned to an adverb, one where
we only use the bidirectional alignments. The re-
sults obtained for the different sizes of positive
and negative instance sets are given in Table 2.

The picture that emerges from the results in Ta-
ble 2 is very clear: the stricter the filtering of the
training material (i.e. the positive instances) is,
the better the performance of the classifier. The
fact that we (potentially) loose certain positive in-
stances in the filtering does not negatively impact
on the classifier which substantially benefits from
the fact that noise gets removed. Moreover, we
find that if the training material is appropriately
filtered, adding further negative instances does not
help improving the accuracy. By contrast, if we
train on a noisy set of positive instances, the clas-
sifier benefits from a larger set of negative in-
stances. However, the positive effect that we get
from augmenting the non-filtered training data is
still weaker than the positive effect we get from
the filtering.

5 Induction of Adverbial Participles on
Monolingual Data

Given the classifier from Section 4 that predicts
the syntactic category of a participle instance
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Training Data Pos. Instances Neg. Instances Precision Recall Accuracy
Non-Filtered Instances (all alignments) 27.184 10.000 43.10 100 43.10
Non-Filtered Instances (all alignments) 27.184 50.000 74.38 92.97 83.22
Non-Filtered Instances (symm. alignments) 4891 10.000 78.08 89.0684.56
Non-Filtered Instances (symm. alignments) 4891 50.000 82.31 83.5985.23
Filtered Instances 1978 10.000 91.60 85.16 90.27
Filtered Instances 1978 50.000 90.83 77.34 86.91

Table 2: Evaluation on 300 participle instances from Europarl

based on its monolingual syntactic context, we
can now detect new instances or types of adver-
bial participles in any PoS-tagged German corpus.
In this section, we investigate whether the classi-
fier can be used to augment the resource of ad-
verbial participles directly induced from Europarl
with new types.

5.1 Data Extraction

We run our extraction experiment on the Huge
German Corpus (HGC), a corpus of 200 million
words of newspaper and other text. This corpus
has been tagged with TreeTagger (Schmid, 1994).
For each of the 5054 participle candidates, we ex-
tract all instances from the HGC which have not
been tagged as finite verbs (at most 2000 tokens
per participle). For each participle token, we also
extract its syntactic context in terms of the 3 pre-
ceding and the 3 following tags. For classification,
we use only those participles that have more than
50 instances in the corpus (2953 types).

In contrast to the cross-lingual filtering mech-
anisms developed in Zarrieß et al. (2010) which
operate on the type-level, the classifier makes a
prediction for every token of a given participle
candidate. Thus, for each of the participle can-
didates, we obtain a percentage of instances that
have been classified as adverbs. As we would ex-
pect, the percentage of adverbial instances is very
low for most of the participles in our candidate set:
for 75% of the 2953 types, the percentage is below
5%. This result confirms our initial intuition that
the property of being used as an adverb is strongly
lexically restricted to a certain class of participles.

5.2 Evaluation

Since we know that the classifier has an accu-
racy of 90% on the Europarl data, we only con-
sider participles as candidates for adverbs where
the classifier predicted more than 14% adverbial

instances. This leaves us with a set of 210 partici-
ples, which comprises 13 of the original 46 par-
ticiples extracted from Europarl, meaning we have
discovered 197 new adverbial participle types.

We performed a manual evaluation of 50 ran-
domly selected types out of the set of 197 new
participle types. Therefore, we looked at the in-
stances and their context which the classifier pre-
dicted to be adverbial. If there was at least one ad-
verbial instance among these, the participle type
was evaluated as correctly annotated by the clas-
sifier. By this means, we find that 76% of the par-
ticiples were correctly classified.

This evaluation suggests that the accuracy of
our classifier which we trained and tested on Eu-
roparl data is lower on the HGC data. The rea-
son for this drop in performance will be explained
in the following Section 5.3. However, assuming
an accuracy of 76%, we have discovered 150 new
types of adverbial participles. We argue that this is
a very satisfactory result given that we have not in-
vested any manual effort into the annotation or ex-
traction of adverbial participles. This results also
makes clear that the previous resource we induced
on Europarl data, comprising only 46 participle
types, was a very limited one.

5.3 Error Analysis

Taking a closer look at the 12 participle candi-
dates that the classifier incorrectly labels as adver-
bial, we observe that their adverbially classified
instances are mostly instances of a predicative use.
This means that our Europarl training data does
not contain enough evidence to learn the distinc-
tion between adverbial and predicative participles.
This is not surprising since the set of negative
instances used for training the classifier mainly
comprises verbal instances of participles. More-
over, the syntactic contexts and constructions in
which some predicatives and adverbials are used
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Grammar Prec. Rec. F-Sc. Time
in sec

46 Part-Adv 84.12 78.2 81.05 665
243 Part-Adv 84.12 77.67 80.76 665

Table 3: Evaluation on 371 TIGER sentences

are very similar. Thus, in future work, we will
have to include more data on predicatives (which
is more difficult to obtain) and analyse the syntac-
tic contexts in more detail.

6 Assessing the Impact of Resource
Coverage on Grammar-based Parsing

In this section, we evaluate the classifier-based in-
duction of adverbial participles from a grammar-
based perspective. We integrate the entire set of
induced adverbial participles (46 from Europarl
and 197 from the HGC) into the German LFG
grammar. As a consequence, the grammar al-
lows the adverb conversion for 243 lexical par-
ticiple types. We use the evaluation methodolgy
explained in Section 2.

First, we conduct an accuracy-oriented evalua-
tion on the standard TIGER test set. We compare
against the German LFG that only integrates the
small participle resource from Europarl. The re-
sults are given in Table 3. The difference between
the 46 Part-Adv and 243 Part-Adv resource is not
statistically signficant. Thus, the larger participle
resource has no overall negative effect on the pars-
ing performance. As established by an automatic
upperbound evaluation in Zarrieß et al. (2010),
we cannot not expect to find a positive effect in
this evaluation because the phenomenon does not
occur in the standard test set.

To show that the augmented resource indeed
improves the coverage of the grammar, we built
a specialised testsuite of 1044 TIGER sentences
that contain an instance of a participle from the
resource. Since this testsuite comprises sen-
tences from the training set, we can only report
a coverage-oriented evaluation here, see Table 4.
The 243 Part-Adv increases the coverage by 8%
on the specialised testsuite.

Moreover, we manually evaluated 20 sentences
covered by the 243-Part-Adv grammar and not
by 46-Part-Adv as to whether they contain a cor-
rectly analysed adverbial participle. In two sen-

Grammar Parsed
Sent.

Starred
Sent.

Time-
outs

Time
in sec

No Part-Adv 665 315 64 3033
46 Part-Adv 710 269 65 3118
243 Part-Adv 767 208 69 3151

Table 4: Performance on the specialised TIGER
test set (1044 sentences)

tences, the grammar obtained an adverbial analy-
sis for clearly predicative modifiers, based on the
enlarged resource. In three different sentences, it
was difficult to decide whether the participle acts
as an adverb or a predicative. In the remaining 15
sentences, the grammar established the the correct
analysis of a clearly adverbially used participle.

7 Conclusion

We have proposed a cross-lingual induction
method to automatically obtain data on adverbial
participles in German. We exploited this cross-
lingual data as training material for a classifier that
learns to predict the syntactic category of a partici-
ple from its monolingual syntactic context. Since
this category is usually not annotated in German
resources and hard to describe in theory, the find-
ing that adverbial participles can be predicted rel-
atively precisely is of general interest for theo-
retic and computational approaches to the syntac-
tic analysis of German.

We showed that, in order to obtain an accurate
participle classifier, the quality of the training ma-
terial induced from the parallel corpus is of crucial
importance. By applying the filtering techniques
from Zarrieß et al. (2010), the accuracy of the
classifier increases between 5% and 7%. In future
work, we plan to include more data on predicative
participles to learn a more accurate distinction be-
tween predicative and adverbial participles.

Finally, we used the participle classifier to ex-
tract a lexical resource of adverbial participles for
the German LFG grammar. In comparison to the
relatively small resource of 46 types that can be
directly induced from Europarl, we discovered a
large number of new participle types (197 types
in total). In a parsing experiment, we showed that
this much bigger resource does not negatively im-
pact on parsing performance and improves gram-
mar coverage.
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Abstract 
This paper focuses on the Web-based 
English-Chinese OOV term translation 
pattern, and emphasizes particularly on 
the translation selection strategy based 
on the fusion of multiple features and 
the ranking mechanism based on Rank-
ing Support Vector Machine (Ranking 
SVM). By utilizing the CoNLL2003 
corpus for the English Named Entity 
Recognition (NER) task and selected 
new terms, the experiments based on 
different data sources show the consis-
tent results. Our OOV term translation 
model can “filter” the most possible 
translation candidates with better abili-
ty. From the experimental results for 
combining our OOV term translation 
model with English-Chinese Cross-
Language Information Retrieval (CLIR) 
on the data sets of Text Retrieval Eval-
uation Conference (TREC), it can be 
found that the obvious performance 
improvement for both query translation 
and retrieval can also be obtained. 

1 Introduction 
In Cross-Language Information Retrieval 
(CLIR), most of users’ queries are generally 
composed of short terms, in which there are 
many Out-of-Vocabulary (OOV) terms like 
Named Entities (NEs), new words, terminolo-
gies and so on. The translation quality of OOV 
term directly influences the precision of query-
ing relevant multilingual information. There-
fore, OOV term translation has become a very 
important and challenging issue in CLIR. 

With the increasing growth of Web informa-
tion which includes multilingual hypertext re-
sources with abundant topics, it appears that 

Web information can mitigate the problem of 
the restricted OOV term translation accuracy 
(Lu and Chien, 2002). However, how to select 
the correct translations from Web information 
and locate the appropriate translation resources 
rapidly is still the main goal for OOV term 
translation. Hence, finding the effective feature 
representation and the optimal ranking pattern 
for translation candidates is the core part for 
the Web-based OOV term translation. 

This paper focuses on the Web-based Eng-
lish-Chinese OOV term translation pattern, and 
emphasizes particularly on the translation se-
lection strategy based on the fusion of multiple 
features and the translation ranking mechanism 
based on Ranking Support Vector Machine 
(Ranking SVM). By utilizing the CoNLL2003 
corpus for the English Named Entity Recogni-
tion (NER) task and manually selected new 
terms in various fields, the established OOV 
term translation model can “filter” the most 
possible translation candidates with better abil-
ity. This paper also attempts to apply the OOV 
term translation mechanism above in English-
Chinese CLIR. It can be observed from the 
experimental results on the data sets of Text 
Retrieval Evaluation Conference (TREC) that 
the obvious performance improvement for 
query translation can be obtained, which is 
very beneficial to CLIR and can improve the 
whole retrieval performance. 
2 Related Work 
At present, the methods for OOV term transla-
tion have changed from the basic pattern based 
on bilingual dictionary, transliteration or paral-
lel corpus to the intermediate pattern based on 
comparable corpus (Lee et al., 2006; Shao and 
Ng, 2004; Virga and Khudanpur, 2003), and 
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then become a new pattern based on Web min-
ing (Fang et al., 2006; Sproat et al., 2006). 

In recent years, many researchers have uti-
lized Web to find the translation candidates on 
webpages (Wu and Chang, 2007). Al-Onaizan 
and Knight (2002) used Web statistics infor-
mation to validate the translation candidates 
generated by language model, and obtained the 
accuracy of 72.6% in Arabic-English OOV 
word translation. Lu and Chien (2004) utilized 
the statistics information about the anchor texts 
in Web search results to recognize the transla-
tion candidates, and got the accuracy of 63.6% 
in English-Chinese title query term translation. 
Zhang and Vines (2004) extracted the transla-
tion candidates for OOV query terms in CLIR 
from Web, and improved the performance of 
English-Chinese/Chinese-English CLIR to 
some extent. Zhang et al. (2005) searched the 
translation candidates by using cross-language 
query expansion and Web, and obtained the 
Top-1 accuracy of 81.0% in Chinese-English 
OOV word translation. Chen and Chen (2006) 
used the combination of Web statistics and the 
vocabulary, and acquired the Top-1 accuracy 
of 87.6% in Chinese-English OOV word trans-
lation. Jiang et al. (2007) utilized the combina-
tion of Web mining, transliteration and ranking 
based on Maximum Entropy (ME), only fo-
cused on English-Chinese person name transla-
tion and got the Top-1 accuracy of 47.5%. 

Although the methods above can improve 
the translation performance for OOV term to a 
certain degree, there are still three common 
problems in the OOV term translation based on 
Web mining. (1) Chinese key term extraction 
pattern from Web documents is over com-
plex and the complexity is always higher. 
Because of the inherent property of having no 
segmentation delimitation in Chinese, it’s very 
difficult for English-Chinese OOV term trans-
lation to extract Chinese key terms from Web 
documents. The cost for the extraction compu-
tation is generally overlarge (Wang et al., 2004; 
Zhang and Vines, 2004). (2) The feature in-
formation for the evaluation of translation 
candidates is not enough and comprehensive. 
Most of OOV term translation methods im-
plement the evaluation for candidates through 
mining simple local and Boolean features, that 
is, inherent features in candidates and their 
surrounding context features. However, if only 

a certain Web document that an OOV term 
appears is explored, the global information 
contained in the whole Web document set will 
be ignored, and the inconsistency and polyse-
my of candidates cannot be considered. (3) 
The relevance measurement for translation 
pairs is very simple, or the computation cost 
is too high. For ranking candidates, most of 
OOV term translation approaches adopt the 
simple combination computation of the feature 
values used, or get assessment based on classi-
fication models. Hence, the feature weights are 
determined according to the corresponding 
induction and suitable for some specific fields, 
but cannot guarantee the accuracy of the final 
translation ranking results. However, the Rank-
ing SVM model can effectively express mul-
tiple ranking constraints, and has better univer-
sality and applicability (Cao et al., 2006; Joa-
chimes, 2002; Vapnik, 1995). 
3 Our Solutions 
To support more precise English-Chinese 
OOV term translation, we establish a multiple-
feature-based translation pattern based on Web 
mining and Ranking SVM. On the one hand, a 
Chinese key term extraction strategy is built on 
the simplified extraction computation for PAT-
Tree, in which the optimization processing for 
the confidence of word building is improved to 
a certain extent. On the other hand, translation 
candidates are chosen by the fusion of multiple 
features. The representation forms of local, 
global and Boolean feature are constructed 
under the consideration of the complex charac-
teristics of English/Chinese OOV term and 
Web information. Moreover, for the relevance 
measurement between an OOV term to be 
translated and its translation candidates, the 
supervised learning based on Ranking SVM is 
introduced to rank candidates precisely. 

At first, given an OOV term to be translated 
as a query, it is input into the Google search 
engine to acquire the returned webpage snippet 
set. Next, Chinese key terms are extracted 
from the PAT-Tree built on the snippet set to 
determine the translation candidates. Subse-
quently, local, global and Boolean features are 
extracted from the candidates based on the fu-
sion of multiple features. Finally, the candi-
dates are filtered and ranked through the su-
pervised learning based on Ranking SVM. 
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4 Chinese Key Term Extraction 
In Web mining of English-Chinese OOV term 
translation, an important problem is to extract 
the target translation candidates from the re-
turned Chinese Web documents, which can be 
considered as a key term extraction task. 

The PAT-Tree structure is an efficient in-
dexing method in both IR and Information Ex-
traction (IE) domains (Chien, 1997; Gonnet et 
al., 1992). Its superior feature is the Semi Infi-
nite String, which can store all the strings from 
the whole corpus (i.e., the returned snippet set 
in this paper) in a binary tree. The branch node 
indicates the search direction and the leaf node 
stores the index and frequency for a string. 

Generally, a Chinese character corresponds 
to a binary-coded form with 2 bytes (16 bits). 
Chinese strings can be transformed into binary 
strings. There is an ending tag for each string 
and its binary form is “00000000”. Take “中文
信息抽取” (Chinese IE) and “信息检索” (IR) 
as an example, the binary strings for them are 
described in Figure 1. Thus a PAT-Tree can be 
built based on these strings, as shown in Figure 
2. The branch node stands for the comparison 
bit (Comp-bit), which represents the position 
of different bit in binary strings. Some binary 
strings have the value of 0 in such a bit and are 
classified into the left branch, while others 
have 1 and turn to the right branch. 

 Figure  1. Binary string representation instantiation. 

 
Figure 2. PAT-Tree Instantiation for Figure 1. 
In the extraction process, the PAT-tree is 

traversed first, and the branch nodes with the 
Comp-bit values larger than 32 are selected. 
This is because the minimum length of a Chi-
nese common string is 2 characters and each 
has 16 binary bits. Next, the frequency values 

of both two child nodes are added as the fre-
quency of the common string (i.e., the parent 
branch node). At last, the common strings with 
the frequency values larger than 2 are extracted 
as the key terms. For the PAT-Tree in Figure 2, 
there is a branch node with the Comp-bit value 
of 37, which indicates that at least the prefixes 
of two strings contain two identical characters. 
It can be known from the leaf nodes that two 
strings are “信息抽取” (IE) and “信息检索” 
(IR). Hence, the prefix substring “信息” (in-
formation) with the frequency of 2 is extracted 
as the common string. Thus the key terms with 
the arbitrary lengths and frequency values can 
be retrieved from the built PAT-Tree. 

However, with the common strings being 
extracted, large amounts of noisy terms and 
fragments are also extracted. To filter noisy 
fragments, Wang et al. (2004) used SPDCD 
and the Local-Maxima algorithm, but the com-
putation cost was too expensive. Therefore, the 
simplified filtering manner is adopted here: 
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where c1…cn is a n-gram that contains the sub-
string ci…cj; ci…cj is the n-1-gram to be esti-
mated, i.e., ci…cj=c1…cn-1 or ci…cj=c2…cn; f( ) 
denotes the string frequency; α represents the 
cohesion factor of the n-1-gram string, that is, 
the ability of independent word building. The 
closer to 1 the value of α is, the more possible 
meaningful key term ci…cj is. 
5 Multiple Feature Representation 
Local Feature (LF) is constructed based on 
neighboring tokens and the token itself. There 
are two types of contextual information to be 
considered when extracting LFs, namely inter-
nal lexical and external contextual information. 
(1) Term length (Len) – Aims to consider the 
length of the translation candidate. 
(2) Phonetic Value (PV) – Aims to investigate 
the phonetic similarity between an OOV term 
and its translation candidates. Because the as-
sociated syllabification representations can 
often be found between Chinese and English 
syllables with fewer ambiguities, the syllabifi-
cation has become an effective channel in pho-
netic feature expression. PV means that for 
measuring the edit distance similarity between 
the syllabification sequences of an OOV term 
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and its candidates, the processing is executed 
according to the specific linguistic rules. 
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where SOOV and TOOV denote the OOV term in 
the source language and its translation candi-
date in the target language respectively, SOOV’ 
and TOOV’ are the character strings after the 
syllabification and removing the vowels, 
EditDist( , ) indicates the edit distance between 
two strings, and Len( ) is the string length. 
(3) Length Ratio of OOV Term and Its 
Translation Candidate (LR) – Aims to ex-
plore the composition possibility that the ex-
tracted key term can be regarded as the transla-
tion for an OOV term. An OOV term and its 
translation should have the similar length, so 
the LR value is close to 1 as possible. A Chi-
nese term is segmented into significant pieces 
first, and the number of pieces is taken as its 
length. For example, “非典型肺炎” (SARS) is 
segmented into “非” (non), “典型” (typical) 
and “肺炎” (pneumonia), and its length is 3. 
For an English term, the number of words is 
counted as the length. If there is only one word 
composed of capital letters, its length is de-
fined as the number of letters, e.g., “SARS” has 
the length of 4. Thus the LR value of “SARS” 
and its candidate “非典型肺炎” is 4/3=1.3. 
(4) Phonetic and Semantic Integration Fea-
ture (P&S_IF) – Aims to consider the phonet-
ic information and senses of an OOV term and 
its candidates synthetically. It is set up for mul-
ti-word OOV terms, especially for NEs and 
new terms. Each constituent can be translated 
by the phonetic information or senses. 
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where LScore( , ) is the matching word number 
of non-transliteration words in SOOV and TOOV, 
while SOOV’’ and TOOV’’ are the remaining 
strings of SOOV and TOOV after computing 
LScore. For example, given SOOV “Capitoline 
Museum” and its TOOV “卡比多里尼博物馆” 
(Capitoline Museum), the non-transliteration 
words “Museum” and “博物馆” (museum) are 
matched, then LScore(SOOV, TOOV)=1; the PV 
value between the remaining strings “Capito-
line” and “卡比多里尼” (Capitoline) is 0.8, so 
the final P&S_IF value is 1.8/2=0.9. 

Global Feature (GF) is extracted from other 
occurrences of the same or similar tokens in 
the Web document set. The common case in 
the Web-based OOV term translation is that 
the translation candidates in the previous parts 
of Web documents will often occur with the 
same or similar forms in the latter parts. The 
contextual information from the same and oth-
er Web documents may play an important role 
in determining the final translation. To utilize 
such global information, GFs are constructed 
based on the characteristics of Web documents. 
(1) Global Term Frequency (G_Freq) – 
Aims to utilize the frequency information that 
an OOV term and its translation candidates 
appear in the Web document set. It is always 
the most important feature and includes four 
parameters. FreqSOOV denotes the frequency of 
SOOV in all the returned webpage snippets. 
TFTOOV indicates the number of TOOVs in all the 
snippets. DFTOOV represents the number of 
snippets that contain TOOV. CO_Freq means 
the number of snippets that contain both SOOV 
and TOOV, i.e, co-occurrence frequency. 
(2) Chi-Square (χ2) Feature Value (CV) – 
Aims to evaluate the semantic similarity be-
tween an OOV term and its translation candi-
dates by their occurrence in Web documents. 

( ) ( )
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where a is the number of snippets that contain 
both SOOV and TOOV, b is the number of snippets 
that contain SOOV but do not contain TOOV, c is 
the number of snippets that do not contain SOOV 
but contain TOOV, d is the number of snippets 
that do not contain neither of SOOV and TOOV, 
and N=a+b+c+d. 
(3) Co-occurrence Distance (CO_Dist) – 
Aims to investigate the distance between an 
OOV term and its candidates in Web docu-
ments. This distance is often very closer. 

For each snippet that contains both SOOV and 
TOOV, three positions are considered, that is, the 
first position that SOOV and TOOV appear (p1), 
the second position (p2) and the last one (p3). 
In the following snippet, SOOV is “AARP” and 
TOOV is “美国退休者协会” (America Associa-
tion of Retired Persons, AARP). 

 
p1SOOV=6, p2SOOV=62, p3SOOV=97; 
p1TOOV=54, p2TOOV=-1, p3TOOV=54. 
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The position is indexed from 0 and p2TOOV=-1 
means only one candidate exists in the snippet. 
Then the nearest position pair p2SOOV and p1TOOV 
can be found for this example. The distance 
Dist between SOOV and TOOV is computed as: 

( )
( )
( ) )5(

,
,

,
⎩
⎨
⎧

<−−
>−−

=
OOVOOVOOVOOV

OOVOOVOOVOOV

TSOOVST

TSOOVTS
OOVOOV pjpiSLenpipj

pjpiTLenpjpi
TSDist

Given the example above, Dist=p2SOOV-p1TOOV-7 
=62-54-7=1, that is, SOOV and TOOV are a left 
bracket ‘(’ apart. Finally, the average distance 
CO-Dist in the snippet set can be computed as: 

( ) ( )
( )
( ) )6(

,_

,_,_

OOVOOV

OOVOOVOOVOOV

TSFreqCO
DistSum

TSDistAVGTSDistCO

=

=  

where Sum( ) is the sum of Dist in each snippet. 
(4) Rank Value (RV) – Aims to consider the 
rank for translation candidates in the Web doc-
ument set. It includes five parameters. 
Top_Rank (T_Rank) is the rank of the snippet 
that first contains TOOV and given by the search 
engine. Average_Rank (A_Rank) is the aver-
age position of TOOV in the returned snippets. 

( ) ( )
( ) )7(_

OOVT
OOV TDF

RankSumTRankA
OOV

=
 

where Sum( ) denotes the rank sum of each 
snippet. Simple_Rank (S_Rank) is computed 
as S_Rank(TOOV)=TFTOOV(TOOV)*Len(TOOV), 
which aims at investigating the impact of the 
frequency and length of TOOV on ranking. 
R_Rank is utilized as a comparison basis. 

( ) ( ) ( )
( ) )8(1

_
_

OOVS

OOVTOOV
OOV SFreq

TTF
WLMAX

T
TRankR

OOV

OOV×−+×= ββ  

where β is set as 0.25 empirically, |TOOV| is the 
length of TOOV, and MAX_WL denotes the max-
imum length of candidate terms. DF_Rank 
(D_Rank) is similar to S_Rank and computed 
as D_Rank(TOOV)=DFTOOV(TOOV)*Len(TOOV). 
Boolean Feature (BF) is a binary feature and 
equivalent to a heuristic rule designed for the 
particular relationship between an OOV term 
and its translation candidates. BFs are used to 
explore the different occurrence forms with 
higher possibility for the translation candidates 
in Web documents. (1) Position Distance with 
OOV Term (PD_SOOV) – If TOOV occurs close 
to SOOV (within 10 characters), then this feature 
is set as 1, else -1. (2) Neighbor Relationship 
with OOV Term (NR_SOOV) – If TOOV occurs 
prior or next to SOOV, then this feature is set as 
1. (3) Bracket Neighbor Relationship with 
OOV Term (BNR_SOOV) – If TOOV locates 
prior or next to SOOV and occurs with the form 

“TOOV (SOOV)” or “SOOV (TOOV)”, then this fea-
ture is set as 1. (4) Special Mark Word (SMW) 
– This is an intuitive feature. Within a certain 
co-occurrence distance (usually less than 10 
characters) between an OOV term and its can-
didates, if there is such a term like “全称” (full 
name), “叫” (be named as), “译为” (be trans-
lated as …), “名称” (name), or “(或/又)称为” 
((or/also) be called as …), or within 5 charac-
ters if there are some punctuations like “( )”, 
“[ ]” and “（）”, then this feature is set as 1. 

6 Ranking based on Ranking SVM 
For the OOV term translation based on Web 
mining, another difficulty is how to evaluate 
the relevance between an OOV term and its 
translation candidates, that is, how to rank the 
translation candidates from “best” to “worst”. 

The candidate ranking can be regarded as a 
binary classification problem. However, 
usually only highly related fragments of OOV 
terms can be found, rather than their correct 
translations. Instead of regarding the candidate 
ranking as binary classification, it is solved as 
an Ordinal Regression problem. Ranking 
SVM maps different objects into a certain kind 
of order relation. The key is modeling the 
judgements for user’s preferences, and then the 
constraint relations for ranking can be derived 
(Herbrich et al., 1999; Xu et al., 2005). 

For a given OOV term SOOV, if there are two 
translation candidates TOOVi and TOOVj, the pre-
ference judgement can be formulated as     
TOOVi>SOOVTOOVj. Thus more training samples are 
constructed, which contain multiple constraint 
features. The preference judgement can be 
transformed into the feature function as: 

( ) ( ) )9(,,,, OOVjOOVSOOViOOV STwfSTwf OOV>  
where w is a parameter and represented as a n-
dimensional vector w={w1, w2, …, wn}. This 
feature function can also be expressed as: 

( ) ( )

( ) ( ) )10(,,

,,,
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+=+=

=

+

+=

n

qm
OOVOOVmm

q

pl
OOVOOVll

p

k
OOVOOVkkOOVOOV

STBFwSTGFw

STLFwSTwf  

where LFk( , ), GFl( , ) and BFm( , ) are  the 
local, global and Boolean feature representa-
tion respectively. These three kinds of feature 
representation are incorporated as a whole and 
represented as a feature function family with 
the multi-dimensional feature vector in (11). 

( ) ( ) )11(,,, OOVOOVOOVOOV SThwSTwf ⋅=  
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That is the ranking results for candidates. Thus 
the relevance for each feature vector x (transla-
tion candidate) containing a group of features 
can be evaluated through Ranking SVM. 
7 Experiment and Analysis 
7.1 Data Set and Evaluation Metrics 
For the performance evaluation, 4,593 English 
NEs are selected from the English corpus of 
the NER task in CoNLL2003. The test set con-
tains 446 Person Names (PRNs), 329 Location 
Names (LCNs) and 455 Organization Names 
(OGNs), and the remaining is taken as the 
training set (including 1,137 PRNs, 1,152 
LCNs and 1,074 OGNs) through manually 
tagging. Additionally, 300 English new terms 
are chosen randomly from 9 categories, includ-
ing movie name, book title, brand name, ter-
minology, idiom, rare animal name, rare PRN 
and OGN. Such terms are used to investigate 
the generalization ability of our model. 

Top-N-Inclusion-Rate is used as a measure-
ment for the translation performance. For a set 
of OOV terms to be translated, its Top-N-
Inclusion-Rate is defined as the percentage of 
the OOV terms whose translations could be 
found in the first N extracted translations. 
7.2 Experiment on Parameter Setting 
For Chinese key term extraction, the test on the 
threshold α is performed. As shown in Figure 3, 
when the lower bound of α is set as 0.4, the 
best performance can be achieved. 

 
Figure 3. Results for α value setting. 

To get the most relevant candidates into top-
10 before the final ranking, an initial ranking 
test is performed on S_Rank, R_Rank and 
D_Rank. It can be seen from Figure 4 that 
D_Rank exhibits the better performance. 

 
Figure 4. Results for initial ranking manner. 

To find how many returned webpage snip-
pets are suitable for the translation acquisition, 
the test on the snippet number is performed. As 
shown in Figure 5, the best performance can be 
obtained by using 200 snippets. 

 
Figure 5. Results for webpage snippet number. 

7.3  Experiment on Multiple Feature Fusion 
To verify the effectiveness for multiple feature 
fusion, the test on the feature combination for 
OOV term translation is implemented. As 
shown in Table 1, the highest accuracy (the 
percentage of the correct translations in all the 
extracted translations) of 83.1367% can be ac-
quired by using all the features. 

Feature Accuracy Reduction
All Features 83.1367% —

Numerical 
Feature

Local 
Numerical 

Feature

-Len 81.7355% -1.4012%
-PV 77.4494% -5.6873%
-LR 81.4231% -1.7136%

-P&S_IF 79.9002% -3.2365%

Global 
Numerical 

Feature

Global 
Frequency

-TFTOOV 82.9877% -0.1490%
-DFTOOV 83.2112% +0.0745%

-CO_Freq 83.0870% -0.0497%
-CV 82.3125% -0.8242%

-CO_Dist 81.8577% -1.2790%
RV -T_Rank 83.0125% -0.1242%

Boolean Feature 
-PD_SOOV 82.1806% -0.9561%
-NR_SOOV 82.2923% -0.8444%

-BNR_SOOV 80.7525% -2.3842%
-SMW 83.1740% +0.0373%

Table 1. Results for feature combination. 
In Table 1, ‘-’ before the specific feature 

denotes that the OOV term is translated by 
combining all the other features except this 
feature; “Reduction” represents the difference 
value between the translation accuracy ob-
tained by using all the features and that by re-
moving a specific feature. The positive “Re-
duction” indicates that the accuracy is im-
proved after removing a specific feature, while 
the negative shows the accuracy is decreased. 

It can be seen from Table 1 that for mining 
the translations for OOV terms, the most im-
portant three features are PV, P&S_IF and 
BNR, then LR, Len and CO_Dist. As for the 
frequency feature, its contribution is limited, 
because many translation candidates with 
higher PV or P&S_IF values are the terms with 
low frequency. It shows that PV and P&S_IF 
play a very crucial role in mining the transla-
tion candidates with low frequency. In addition, 
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the contribution degree of CV is also positive. 
However, when training based on only the fea-
tures that are beneficial to the whole transla-
tion performance, the best translation accuracy 
is 83.1243%, which is worse than that by com-
bining all the features. From a view of the ef-
fect of the single feature on the whole transla-
tion performance, some features may have 
slightly negative impact. Nevertheless, through 
combining all the features, the multiple feature 
fusion mechanism can indeed efficiently im-
prove the translation accuracy. 
7.4   Experiment on OOV Term Translation 
Some translation examples based on different 
ranking patterns are given in Table 2, in which 
the score represents the correlation degree be-
tween the translation pair. The closer to -1 the 
score is, the more irrelevant the translation pair 
is; while the closer to 3 the score is, the more 
relevant the translation pair is. 

PRN -- “Santamaria” 
Candidates (Top-5) SVM Score Ranking SVM Score

桑塔马利雅 1.1746 3.17754
辛达马利亚 0.7087 2.81014
桑塔玛利亚 0.9326 2.68914
圣何塞 0.2879 2.26468

蒙哥山塔马利亚 0.2051 2.1525
LCN -- “Gettysburg National Military Park”

Candidates (Top-5) SVM Score Ranking SVM Score
葛底斯堡国家军事公园 0.7500 2.4998

堡国家军事公园 0.6666 2.4159
国家军事公园 0.3973 1.8539

盖茨堡国家军事公园 0.2877 1.5172
在葛底斯堡建立了国家军事公园 -0.3407 0.8019

OGN -- “Federal Reserve Board” 
Candidates (Top-5) SVM Score Ranking SVM Score

美国联准会 0.9784 2.7435
美国联邦储备委员会 0.9483 2.7314
美国联邦准备制度 0.5387 2.7178

联邦储备金监察小组 1.2031 2.6684
联邦准备理事会 0.7425 2.6003

Table 2. OOV term translation examples. 
Furthermore, Jiang et al. (2007) utilized the 

combination of Web mining, transliteration 
and ME-based ranking to implement English-
Chinese PRN translation, which is very similar 
to our approach. To make a contrast with it, we 
accomplished this method on the same data set. 
The comparison results are shown in Table 3. 

Ranking Pattern Category Top-1 Top-2 Top-3

based on SVM 
(Multiple Features) 

PRN 64.44% 85.07% 91.42%
LCN 53.93% 73.33% 81.82%
OGN 49.68% 70.70% 82.16%
All 56.10% 76.59% 85.45%

based on Ranking-SVM 
(Multiple Features) 

PRN 77.14% 89.20% 93.96%
LCN 64.24% 75.15% 85.45%
OGN 63.05% 79.61% 89.17%
All 68.46% 81.87% 89.92%

[Jiang et al., 2007] 
 based on ME 

(PV+CV+NR_SOOV+BNR_SOOV) 
PRN 

(Only) 49.07% 57.33% 60.43%

Table 3. Performance comparison results. 
From the experimental results above, it can 

be concluded that the ranking based on the su-
pervised learning significantly outperforms the 

conventional ranking strategies, and Ranking 
SVM is superior to SVM and ME for transla-
tion candidate ranking. From the contrast be-
tween our model and Jiang’s method, it can be 
found that our approach is superior to Jiang’s 
and the better performance can be achieved 
based on the fusion of multiple features pro-
posed in this paper. Meanwhile, it can also be 
observed from Table 3 that the performance 
for LCN and OGN translation is better, while 
the best performance is obtained for PRN 
translation. It shows that our translation model 
is sensitive to the category and the popularity 
degree of OOV term to some extent. 

In order to test the translation performance 
for the other kinds of English OOV term, 
another test is performed based on the OOV 
new terms selected randomly from 9 categories. 
The experimental results are shown in Table 4. 
Top-N-Inclusion-Rate Top-1 Top-3 Top-5 Top-7 Top-9

Other OOV Terms 49.41% 71.02% 72.46% 81.51% 84.30%
Table 4. Results for other OOV terms. 

Furthermore, the translations for some OOV 
terms based on different translation manners 
are compared, including our proposed model, 
Google Translate and the Live Trans transla-
tion model developed by WKD Lab at Nation-
al Taiwan University, as shown in Table 5. 

OOV Terms Translation from
Our Model 

Translation from 
Google Translate 

Translation from
Live Trans 

Forrest Gump 阿甘正传/
电影 阿甘正传 阿甘正传/     

亚伦席维斯崔

Estee Lauder 雅诗兰黛/      
化妆品 雅诗兰黛 雅诗兰黛/香水

/化妆品
Arteriosclerosis 动脉硬化 动脉粥样硬化 心脏/动脉硬化

Woman
Pace-Setter 三八红旗手 女子的步伐/ 

制定 三八红旗手

Dream of
the Red Mansion 红楼/红楼梦 红楼梦 红楼梦/       

文章书目

SARS 非典型肺炎/  
非典

严重急性呼吸
系统综合症 

病毒/         
非典型肺炎

NASA 美国宇航局 美国航天局 美国太空总署

Table 5. Comparison for different translation manners. 
The results above demonstrate that our 

model can be applicable to all kinds of OOV 
terms and has better translation performance. 
7.5 Experiment on English-Chinese CLIR 
To explore the applicability and usefulness of 
our OOV term translation model in English-
Chinese CLIR, four CLIR runs based on long 
query (terms in both title and description fields) 
and short query (only terms in the title field) 
are carried out on the English topic set (25 top-
ics) and Chinese corpus (127,938 documents) 
from TREC-9. (1) E-C_LongCLIR1 – using 
long query and the bilingual-dictionary-based 
query translation; (2) E-C_LongCLIR2 – using 
long query, the bilingual-dictionary-based 
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query translation and our OOV term transla-
tion; (3) E-C_ShortCLIR1 – using short query 
and the bilingual-dictionary-based query trans-
lation; (4) E-C_ShortCLIR2 – using short 
query, the bilingual-dictionary-based query 
translation  and our OOV term translation. The 
Precision-Recall curves and Median Average 
Precision (MAP) values are shown in Figure 6. 

 
Figure 6. Results for English-Chinese CLIR com-

bining our OOV term translation model. 
It can be seen from Figure 6 that the best run 

is E-C_LongCLIR2, and its results exceed 
those by another run E-C_LongCLIR1 based 
on long query. By adopting both query transla-
tion based on bilingual dictionary and OOV 
term translation, the English-Chinese CLIR for 
long query has gained the significant im-
provement on the whole retrieval performance. 
Compared with the traditional query transla-
tion based on bilingual dictionary, such a com-
bination manner is exactly a better way for 
query translation from the source language to 
the target language. Additionally, through 
comparing the results for the other two runs E-
C_ShortCLIR1 and E-C_ShortCLIR2 based on 
short query, it can also be further confirmed 
that our OOV term translation mechanism can 
also support CLIR for short query effectively. 
7.6 Analysis and Discussion 
Through analyzing the results for translation 
extraction and ranking, it can be found that the 
translation quality is highly related to the fol-
lowing aspects. (1) The translation results 
are associated with the search engine used, 
especially for some specific OOV terms. For 
example, given an OOV term “Cross-Strait 
Three-links”, the mining result based on 
Google in China is “两岸大三通”, while some 
meaningless information is mined by Live 
Trans. (2) Some terms are conventional ter-
minologies and cannot be translated literally. 
For example, “Woman Pace-Setter”, a proper 
noun with the Chinese characteristic, should be 

translated into “三八红旗手”, rather than “女
子的步伐” (women’s pace) or “制定” (estab-
lishment) given by Google Translate. (3) The 
proposed model is sensitive to the notability 
degree of OOV term. This phenomenon is the 
main reason why there is obvious difference 
among the translation performance for PRN, 
LCN and OGN. (4) There is a “fragment ef-
fect” in PAT-Tree-based Chinese key term 
extraction. The fragments of Chinese terms 
have become the main noisy data. Such a prob-
lem should be solved by setting the specific 
threshold for additional features like heuristic 
rules and occurrence distance. (5) Word Sense 
Disambiguation (WSD) should be added to 
improve the translation performance. Al-
though most of OOV terms have a unique se-
mantic definition, there are still a few OOV 
terms with ambiguity, e.g., “AARP” (American 
Association of Retired Persons or AppleTalk 
Address Resolution Protocol). (6) The rank-
ing pattern based on the supervised learning 
is able to synthesize various feature repre-
sentations for translation candidates. Thus 
the rank for a candidate can be precisely pre-
dicted through tagging and training. 
8 Conclusions 
In this paper, the proposed model improves the 
acquirement ability for OOV term translation 
through Web mining, and solves the translation 
pair selection and evaluation in a novel way by 
fusing multiple features and introducing the 
supervised learning based on Ranking SVM. 
Furthermore, it is significant to apply the key 
techniques in machine translation into OOV 
term translation, such as OOV term recogni-
tion, statistical machine learning, alignment of 
sentence and phoneme, and WSD. All these 
aspects will be our research focus in the future. 
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Abstract 

This paper presents two pivot strategies 

for statistical machine transliteration, 

namely system-based pivot strategy 

and model-based pivot strategy. Given 

two independent source-pivot and pi-

vot-target name pair corpora, the mod-

el-based strategy learns a direct source-

target transliteration model while the 

system-based strategy learns a source-

pivot model and a pivot-target model, 

respectively. Experimental results on 

benchmark data show that the system-

based pivot strategy is effective in re-

ducing the high resource requirement 

of training corpus for low-density lan-

guage pairs while the model-based pi-

vot strategy performs worse than the 

system-based one. 

1 Introduction 

Many technical terms and proper names, such 

as personal, location and organization names, 

are translated from one language into another 

language with approximate phonetic equiva-

lents. This phonetic translation using computer 

is referred to as machine transliteration. With 

the rapid growth of the Internet data and the 

dramatic changes in the user demographics 

especially among the non-English speaking 

parts of the world, machine transliteration play 

a crucial role in  most multilingual NLP, MT 

and CLIR applications (Hermjakob et al., 

2008; Mandl and Womser-Hacker, 2004). This 

is because proper names account for the major-

ity of OOV issues and translation lexicons 

(even derived from large parallel corpora) 

usually fail to provide good coverage over di-

verse, dynamically increasing names across 

languages.  

Much research effort has been done to ad-

dress the transliteration issue in the research 

community (Knight and Graehl, 1998; Wan 

and Verspoor, 1998; Kang and Choi, 2000; 

Meng et al., 2001; Al-Onaizan and Knight, 

2002; Gao et al., 2004; Klementiev and Roth, 

2006; Sproat, 2006; Zelenko and Aone, 2006; 

Li et al., 2004, 2009a, 2009b; Sherif and Kon-

drak, 2007; Bertoldi et al., 2008; Goldwasser 

and Roth, 2008). These previous work can be 

categorized into three classes, i.e., grapheme-

based, phoneme-based and hybrid methods. 

Grapheme-based method (Li et al., 2004) 

treats transliteration as a direct orthographic 

mapping process and only uses orthography-

related features while phoneme-based method 

(Knight and Graehl, 1998) treats transliteration 

as a phonetic mapping issue, converting source 

grapheme to source phoneme followed by a 

mapping from source phoneme to target pho-

neme/grapheme. Hybrid method in machine 

transliteration refers to the combination of sev-

eral different models or decoders via re-

ranking their outputs. The report of the first 

machine transliteration shared task (Li et al., 

2009a, 2009b) provides benchmarking data in 

diverse language pairs and systemically sum-

marizes and compares different transliteration 

methods and systems using the benchmarking 

data. 

Although promising results have been re-

ported, one of major issues is that the state-of-

the-art machine transliteration approaches rely 

heavily on significant source-target parallel 

name pair corpus to learn transliteration model. 

However, such corpora are not always availa-

1444



ble and the amounts of the current available 

corpora, even for language pairs with English 

involved, are far from enough for training, let-

ting alone many low-density language pairs. 

Indeed, transliteration corpora for most lan-

guage pairs without English involved are un-

available and usually rather expensive to ma-

nually construct. However, to our knowledge, 

almost no previous work touches this issue. 

To address the above issue, this paper 

presents two pivot language-based translitera-

tion strategies for low-density language pairs. 

The first one is system-based strategy (Khapra 

et al., 2010), which learns a source-pivot mod-

el from source-pivot data and a pivot-target 

model from pivot-target data, respectively. In 

decoding, it first transliterates a source name to 

N-best pivot names and then transliterates each 

pivot names to target names which are finally 

re-ranked using the combined two individual 

model scores. The second one is model-based 

strategy. It learns a direct source-target transli-

teration model from two independent
1
 source-

pivot and pivot-target name pair corpora, and 

then does direct source-target transliteration. 

We verify the proposed methods using the 

benchmarking data released by the 

NEWS2009
2
 (Li et al., 2009a, 2009b). Expe-

riential results show that without relying on 

any source-target parallel data the system-

based pivot strategy performs quite well while 

the model-based strategy is less effective in 

capturing the phonetic equivalent information. 

The remainder of the paper is organized as 

follows. Section 2 introduces the baseline me-

thod. Section 3 discusses the two pivot lan-

guage-based transliteration strategies. Experi-

mental results are reported at section 4. Final-

ly, we conclude the paper in section 5. 

2 The Transliteration Model 

Our study is targeted to be language-

independent so that it can be applied to 

different language pairs without any adaptation 

effort. To achieve this goal, we use joint 

source-channel model (JSCM, also named as 

                                                 
1
 Here “independent” means the source-pivot and 

pivot-target data are not derived from the same 

English name source. 
2
 http://www.acl-ijcnlp-2009.org/workshops/NEWS 

2009/pages/sharedtask.html 

n-gram transliteration model) (Li et la., 2004) 

under grapheme-based framework as our 

transliteration model due to its state-of-the-art 

performance by only using orthographical 

information (Li et al., 2009a). In addition, 

unlike other feature-based methods, such as 

CRFs (Lafferty et al., 2001), MaxEnt (Berger 

et al., 1996) or SVM (Vapnik, 1995), the 

JSCM model directly computes model 

probabilities using maximum likelihood 

estimation (Dempster et al., 1977). This 

property facilitates the implementation of the 

model-based strategy.  

JSCM directly models how both source and 

target names can be generated simultaneously.  

Given a source name S and a target name T, it 

estimates the joint probability of S and T as 

follows: 
 

                                 
                               

           
                          

         

                                  
    

 

   

 

                                     
    

 

   

 

 

where    and    is an aligned transliteration 

unit
3
 pair, and n is the n-gram order.  

In implementation, we compare different 

unsupervised transliteration alignment me-

thods, including Giza++ (Och and Ney, 2003), 

the JSCM-based EM algorithm (Li et al., 

2004), the edit distance-based EM algorithm 

(Pervouchine et al., 2009) and Oh et al.’s 

alignment tool (Oh et al., 2009). Based on the 

aligned transliteration corpus, we simply learn 

the transliteration model using maximum like-

lihood estimation (Dempster et al., 1977) and 

decode the transliteration result    
              using stack decoder 

(Schwartz and Chow, 1990). 

                                                 
3
 Transliteration unit is language dependent. It can 

be a Chinese character, a sub-string of English 

words, a Korean Hangual or a Japanese Kanji or 

several Japanese Katakanas.  
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3 Pivot Transliteration Strategies 

3.1 System-based Strategy  

The system-based strategy is first proposed by  

Khapra et al. (2010). They worked on system-

based strategy together with CRF and did ex-

tensively empirical studies on In-

dic/Slavic/Semetic languages and English. 

Given a source name S, a target name T and 

let Z(S, Ź) be the n-best transliterations of S in 

one or more pivot language Ź 
4
, the system-

based transliteration strategy under JSCM can 

be formalized as follows: 
 

                          

       

 

          

 

 

  

                                 

 

 

 

In the above formula, we assume that there is 

only one pivot language used in the derivation 

from the first line to the second line. Under the 

pivot transliteration framework, we can further 

simplify the above formula by assuming that   

is independent of    when given  . The as-

sumption holds because the parallel name cor-

pus between S and T is not available under the 

pivot transliteration framework. The n-best 

transliterations in pivot language are expected 

to be able to carry enough information of the 

source name S for translating S to target name 

T. Then, we have: 

                     

 

 

 

                 
             

    
          

 

 

Obviously we can train the two JSCMs of 

       and        using the two parallel cor-

pora of        and      , and train the lan-

guage model      using the monolingual cor-

pus of   . Following the nature of JSCM, Eq. 

                                                 
4
 There can be multiple pivot languages used in the 

two strategies. However, without loss of generality, 

we only use one pivot language to facilitate our 

discussion. It is very easy to extend one pivot lan-

guage to multiple ones by considering all the pivot 

transliterations in all pivot languages.  

(1) directly models how the source name S and 

pivot name   and how the pivot name   and 

the target name   are generated simultaneous-

ly. Since   is considered twice in        and 

      , the duplicated impact of   is removed 

by dividing the model by     . 
Given the model as described at Eq. (1), the 

decoder can be formulized as: 

                 
 

       

            
 

  
             

    
 

      

 

If we consider multiple pivot languages, the 

modeling and decoding process are: 

       

    
                       

         
 

       

 

 

       

       
 

   
                       

         
       

  

 

3.2 Model-based Strategy 

Rather than combining the transitive translite-

ration results at system level, the model-based 

strategy aims to learn a direct model       by 

combining the two individual models of 

       and       , which are learned from 

the two parallel corpora of       and      , 
respectively. Now let us use bigram as an ex-

ample to illustrate how to learn the translitera-

tion model                   
 
   

         using the model-based strategy. 

 

                       

 
                  

           
        

where,  
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The same as the system-based strategy, we 

can further simplify the above formula by as-

suming that   is independent of    when given 

 . Indeed,                            cannot 

be estimated directly from training corpus. 

Then we have:  

                   

                              

       

                    

                     

       

                    

                           

       

                    
                                        

where                   ,                    
and            can be directly learned from 

training corpus.              for Eq (3) can 

also be estimatedas follows.  
 

             

                     

      

 

 

In summary, eq. (1) formulizes the system-

based strategy and eq. (3), (4) and (5) formul-

ize the model-based strategy, where we can 

find that they share the same nature of generat-

ing source, pivot and target names simulta-

neously. The difference is that the model-based 

strategy operates at fine-grained transliteration 

unit level. 

3.3 Comparison with Previous Work  

Almost all previous work on machine translite-

ration focuses on direct transliteration or trans-

literation system combination. There is only 

one recent work (Khapra et al., 2010) touching 

this issue. They work on system-based strategy 

together with CRF. Compared with their work, 

this paper gives more formal definitions and 

derivations of system-based strategy from 

modeling and decoding viewpoints based on 

the JSCM model.  

The pivot-based strategies at both system 

and model levels have been explored in ma-

chine translation. Bertoldi et al. (2008) studies 

two pivot approaches for phrase-based statis-

tical machine translation. One is at system lev-

el and one is to re-construct source-target data 

and alignments through pivot data. Cohn and 

Lapata (2007) explores how to utilize multilin-

gual parallel data (rather than pivot data) to 

improve translation performance. Wu and 

Wang (2007, 2009) extensively studies the 

model-level pivot approach and also explores 

how to leverage on rule-based translation re-

sults in pivot language to improve translation 

performance. Utiyama and Isahara (2007) 

compares different pivot approaches for 

phrase-based statistical machine translation. 

All of the previous work on machine transla-

tion works on phrase-based statistical machine 

translation. Therefore, their translation model 

is to calculate phrase-based conditional proba-

bilities at unigram level (        ) while our 

transliteration model is to calculate joint trans-

literation unit-based conditional probabilities 

at bigram level (                   ). 

4 Experimental Results 

4.1 Experimental Settings 

We use the NEWS 2009 benchmark data as 

our experimental data (Li et al., 2009). The 

NEWS 2009 data includes 8 language pairs, 

where we select English to Chinese/Japanese 

/Korean data (E-C/J/K) and based on which we 

further construct Chinese to Japanese/Korean 

and Japanese to Korean for our data.  
 

Language Pair Training Dev Test 

English-Chinese 31,961  2896 2896 

English-Japanese 23,225 1492 1489 

English-Korean 4,785 987 989 

Chinese-Japanese 12,417 75 77 

Chinese-Korean 2,148 32 31 

Japanese-Korean 6,035 65 69 

 

Table 1. Statistics on the data set 

 

Table 1 reports the statistics of all the expe-

rimental data. To have a more accurate evalua-

tion, the test sets have been cleaned up to make 

sure that there is no overlapping between any 

test set with any training set. In addition, the 

three E-C/J/K data are generated independently 

so that there is very small percentage of over-
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lapping between them. This can ensures the 

evaluation of the pivot study fair and accurate.  

We compare different alignment algorithms 

on the DEV set. Finally we use Pervouchine et 

al. (2009)’s alignment algorithm for Chinese-

English/Japanese/Korean and Oh et al. 

(2009)’s alignment algorithm for English-

Korean and Li et al. (2004)’s alignment algo-

rithm for English-Japanese and Japanese-

Korean. Given the aligned corpora, we directly 

learn each individual JSCM model (i.e., n-

gram transliteration model) using SRILM tool-

kits (Stolcke, 2002). We also use SRILM tool-

kits to do decoding. For the system-based 

strategy, we output top-20 pivot transliteration 

results.  

For the evaluation matrix, we mainly use 

top-1 accuracy (ACC) (Li et al., 2009a) to 

measure transliteration performance. For refer-

ence purpose, we also report the performance 

using all the other evaluation matrixes used in 

NEWS 2009 benchmarking (Li et al., 2009a), 

including F-score, MRR, MAP_ref, MAP_10 

and MAP_sys. It is reported that F-score has 

less correlation with other matrixes (Li et al., 

2009a). 

4.2 Experimental Results 

4.2.1 Results of Direct Transliteration 

Table 2 reports the performance of direct trans-

literation. The first three experiments (line 1-3) 

are part of the NEWS 2009 share tasks and the 

others are our additional experiments for our 

pivot studies.  

Comparison of the first three experimental 

results and the results reported at NEWS 2009 

shows that we achieve comparable perfor-

mance with their best-reported systems at the 

same conditions of using single system and 

orthographic features only. This indicates that 

our baseline represents the state-of-the-art per-

formance. In addition, we find that the back-

transliteration (line 4-6) consistently performs 

worse than its corresponding forward-

transliteration (line 1-3). This observation is 

consistent with what reported at previous work 

(Li et al., 2004; Zhang et al., 2004). The main 

reason is because English has much more 

transliteration units than foreign C/J/K lan-

guages. This makes the transliteration from 

English to C/J/K a many-to-few mapping issue 

and back-transliteration a few-to-many map-

ping issue. Therefore back-transliteration has 

more ambiguities and thus is more difficult. 

Overall, the lower six experiments (line 7-

12) shows worse performance than the upper 

six experiments which has English involved. 

This is mainly due to the less available training 

data for the language pairs without English 

involved. This observation motivates our study 

using pivot language for machine translitera-

tion. 

4.2.2 Results of System-based Strategy 

Table 3 reports three empirical studies of sys-

tem-based strategies: Japanese to Chinese 

through English, Chinese to Japanese through 

English and Chinese to Korean through Eng-

lish. Considering the fact that those language 

pairs with English involved have the most 

training data, we select English as pivot lan-

guage in the system-based study. Table 3 

clearly shows that:  

 The system-based pivot strategy is very 

effective, achieving significant perfor-

mance improvement over the direct 

transliteration by 0.09, 0.07 and 0.03 

point of ACC in the three language pairs, 

respectively; 

 Different from other pipeline methodol-

ogies, the system-based pivot strategy 

does not suffer heavily from the error 

propagation issue. Its ACC is significant-

ly better than the product of the ACCs of 

the two individual systems; 

 The combination of pivot system and di-

rect system slightly improves overall 

ACC. 

We then conduct more experiments to figure 

out the reasons. Our further statistics and anal-

ysis show the following reasons for the above 

observations: 

The pivot approach is able to use source-

pivot and pivot-target data whose amount is 

much more than that of the available direct 

source-target data.  

 The nature of transliteration is phonetic 

translation. Therefore a little bit variation 

in orthography may not hurt or even help 

to improve transliteration performance in 

some cases as long as the orthographical 

variations keep the phonetic equivalent 
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Language Pairs ACC F-Score MRR MAP_ref MAP_10 MAP_sys 

English   Chinese 0.678867 0.871497 0.771563 0.678867 0.252382 0.252382 

English   Japanese 0.482203 0.831983 0.594235 0.471766 0.201510 0.201510 

English   Korean 0.439838 0.722365 0.543039 0.439585 0.171621 0.171621 

Chinese   English 0.395250 0.867702 0.518292 0.372403 0.222787 0.222787 

Japanese   English 0.334839 0.838212 0.450984 0.319277 0.168032 0.168032 

Korean   English 0.088505 0.494205 0.109249 0.088759 0.034380 0.034380 

Chinese   Japanese 0.385965 0.769245 0.473851 0.348319 0.159948 0.159948 

Japanese   Chinese 0.402597 0.714193 0.491595 0.402597 0.165581 0.165581 

Chinese   Korean 0.290323 0.571587 0.341129 0.290323 0.178652 0.178652 

Korean   Chinese 0.129032 0.280645 0.156042 0.129032 0.048163 0.048163 

Japanese   Korean 0.313433 0.678240 0.422862 0.313433 0.208310 0.208310 

Korean   Japanese 0.089286 0.321617 0.143948 0.091270 0.049992 0.049992 

 

Table 2. Performance of direct transliterations 
 

 

Language Pairs ACC   F-Score MRR MAP_ref MAP_10 MAP_sys 

Jap Eng Chi (Pivot) 0.493506 0.750711 0.617440 0.493506 0.195151 0.195151 

Jap Eng Chi (Pivot)  

+ Jap   Chi (Direct) 

0.506494 0.753958 0.622851 0.506494 0.196017 0.196017 

Jap   Chi (Direct) 0.402597 0.714193 0.491595 0.402597 0.165581 0.165581 

Jap   Eng (Direct) 0.334839 0.838212 0.450984 0.319277 0.168032 0.168032 

Eng   Chi (Direct) 0.678867 0.871497 0.771563 0.678867 0.252382 0.252382 

Chi Eng Jap (Pivot) 0.456140 0.777494 0.536591 0.414961 0.183222 0.183222 

Chi Eng Jap (Pivot) 

 + Chi   Jap (Direct) 

0.491228 0.801443 0.563297 0.450049 0.191742 0.191742 

Chi   Jap (Direct) 0.385965 0.769245 0.473851 0.348319 0.159948 0.159948 

Chi   Eng (Direct) 0.395250 0.867702 0.518292 0.372403 0.222787 0.222787 

Eng   Jap (Direct) 0.482203 0.831983 0.594235 0.471766 0.201510 0.201510 

Chi Eng Kor (Pivot) 0.322581 0.628146 0.432642 0.322581 0.175822 0.175822 

Chi Eng Kor (Pivot)   

+ Chi   Kor (Direct) 

0.331631 0.632967 0.439143 0.334222 0.176543 0.176543 

Chi   Kor (Direct) 0.290323 0.571587 0.341129 0.290323 0.178652 0.178652 

Chi   Eng (Direct) 0.395250 0.867702 0.518292 0.372403 0.222787 0.222787 

Eng   Kor (Direct) 0.439838 0.722365 0.543039 0.439585 0.171621 0.171621 

 

Table 3. Performance comparison of system-based strategy on Jap (Japanese) to Chi (Chinese) and 

Chi (Chinese) to Jap (Japanese)/Kor (Korean) through Eng (English) as pivot language, 

where “…(Pivot) + …(Direct)” means that for the same language pair we merge and re-

rank the pivot transliteration and direct  transliteration results 
 

information. Indeed, given one source 

English names, there are usually more 

than one correct transliteration references 

in Japanese/Korean. This case also hap-

pens to English to Chinese although not 

so heavy as in English to Japa-

nese/Korean. 
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Language Pairs ACC   F-Score MRR MAP_ref MAP_10 MAP_sys 

Chi Eng Jap  

(Model-based Pivot: O) 

0.087719 0.538454 0.117446 0.085770 0.040645 0.040645 

Chi Eng Jap  

(Model-based Pivot: R) 

0.210526 0.746497 0.381210 0.201267 0.156106 0.156106 

Chi Eng Jap  

(System-based Pivot) 

0.456140 0.777494 0.536591 0.414961 0.183222 0.183222 

Chi   Jap  (Direct) 0.385965 0.769245 0.473851 0.348319 0.159948 0.159948 

Jap Chi Eng  

(Model-based Pivot) 

0.148504 0.724623 0.224253 0.141791 0.088966 0.088966 

Jap Chi Eng 

(System-based Pivot) 

0.201581 0.741627 0.266507 0.191926 0.098024 0.134730 

Jap   Eng (Direct) 0.334839 0.838212 0.450984 0.319277 0.168032 0.168032 

Eng Jap Kor  

(Model-based Pivot) 

0.206269 0.547732 0.300641 0.206269 0.145882 0.145882 

Eng Jap Kor 

(System-based Pivot) 

0.315470 0.629640 0.404769 0.315723 0.167587 0.225892 

Eng   Kor (Direct) 0.439838 0.722365 0.543039 0.439585 0.171621 0.171621 

 

Table 4. Performance of Model-based Pivot Transliteration Strategy 
 

 The N-best accuracy of machine transli-

teration (of both to and from English) is 

very high
5
. It means that in most cases 

the correct transliteration in pivot lan-

guage can be found in the top-20 results 

and the other 19 results hold the similar 

pronunciations with the correct one, 

which can serve as alternative “quasi-

correct” inputs to the second stage trans-

literations and thus largely improve the 

overall accuracy.  

 

The above analysis holds when using Eng-

lish as pivot language. Now let us see the case 

of using non-English as pivot language. Table 

4 reports two system-based strategies using 

Chinese and Japanese as pivot languages, 

                                                 
5
 Both our studies and previous work (Li et al., 

2004; Zhang et al., 2004) shows that the top-20 

accuracy from English to J/K is more than 0.85 and 

more than 0.95 in English-Chinese case. The top-20 

accuracy is a little worse from C/J/K to English, but 

still more than 0.7. 

where we can find that the performance of two 

system-based strategies is worse than that of 

the direct transliterations. The main reason is 

because that the direct transliteration utilizes 

much more training data than the pivot ap-

proach. However, the good thing is that the 

system-based pivot strategy using non-English 

as pivot language still does not suffer from 

error propagation issue. Its ACC is significant-

ly better than the product of the ACCs of the 

two individual systems. 

4.2.3 Results of Model-based Strategy 

Table 4 reports the performance of model-

based strategy. It clearly shows that the model-

based strategy is less effective and performs 

much worse than both the system-based strate-

gy and direct transliteration.  

While the model-based strategy works well 

at phrase-based statistical machine translation 

(Wu and Wang, 2007, 2009), it does not work 

at machine transliteration. To investigate the 

reasons, we conduct many additional experi-

ments and do statistics on the model and 
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aligned training data
6
. From this in-depth anal-

ysis, we find that main reason is due to the fact 

that the model-based strategy introduces too 

many entries (ambiguities) to the final transli-

teration model. For example, in the 

Jap Chi Eng experiment, the unigram and 

bigram entries of the transliteration model ob-

tained by the model-based strategy are 45 and 

6.6 times larger than that of the transliteration 

model trained directly from parallel data.  This 

is not surprising. Given a transliteration unit in 

pivot language, it can generate     source-

to-target transliteration unit mappings (unigram 

entry of the model), where   is the number of 

the source units that can be mapped to the pi-

vot unit and   is the number of the target units 

that can be mapped from the pivot unit. 

Besides the ambiguities introduced by the 

large amount of entries in the model, another 

reason that leads to the worse performance of 

model-based strategy is the size inconsistence 

of transliteration unit of pivot language. As 

shown at Table 4, we conduct three experi-

ments. In the first experiment (Chi Eng Jap), 

we use English as pivot language. We find that 

the English transliteration unit size in 

Chi Eng model is much larger than that in 

Eng Jap model. This is because from phonetic 

viewpoint, in Chi Eng model, the English unit 

is at syllable level (corresponding one Chinese 

character) while in Eng Jap model, the English 

unit is at sub-syllable level (consonant or vowel 

or syllable, corresponding one Japanese Kata-

kana). This is the reason why we conduct two 

model-based experiments for Chi Eng Jap. 

One is based on the original alignments (Mod-

el-based Pivot: O) and one is based on the re-

constructed alignments
7
 (Model-based Pivot: 

R). Experimental results clearly show that the 

reconstruction improves performance signifi-

cantly. In the second and third experiments 

(Jap Chi Eng, Eng Jap Kor), we use Chi-

nese and Japanese as pivot languages. Therefore 

we do not need to re-construct transliteration 

                                                 
6
 However, due to space limitation, we are not al-

lowed to report the details of those experiments.  
7
Based on the English transliteration units obtained 

from Chi  Eng, we reconstruct the English transli-

teration units and alignments in Eng Jap by merg-

ing the adjacent units of both English and Japanese 

to syllable level. 

units and alignments. However, the perfor-

mance is still very poor. This is due to the first 

reason of the large amount of ambiguities. 

The above two reasons (ambiguities and 

transliteration unit inconsistence) are mixed 

together, leading to the worse performance of 

the model-based strategy. We believe that the 

fundamental reason is because the pivot transli-

teration unit is too small to be able to convey 

enough phonetic information of source lan-

guage to target language and thus generates too 

many alignments and ambiguities. 

5 Conclusions 

A big challenge to statistical-based machine 

transliteration is the lack of the training data, 

esp. to those language pairs without English 

involved. To address this issue, inspired by the 

research in the SMT research community, we 

study two pivot transliteration methods. One is 

at system level while another one is at model 

level. We conduct extensive experiments using 

NEW 2009 benchmarking data. Experimental 

results show that system-based method is very 

effective in capturing the phonetic information 

of source language. It not only avoids success-

fully the error propagation issue, but also fur-

ther boosts the transliteration performance by 

generating more alternative pivot results as the 

inputs of the second stage. In contrast, the 

model-based method in its current form fails to 

convey enough phonetic information from 

source language to target language.  

For the future work, we plan to study how to 

improve the model-based strategy by pruning 

out the so-called “bad” transliteration unit 

pairs and re-sampling the so-called “good” unit 

pairs for better model parameters. In addition, 

we also would like to explore other pivot-

based transliteration methods, such as con-

structing source-target training data through 

pivot languages. 
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Abstract

Treebank annotation is a labor-intensive
and time-consuming task. In this paper,
we show that a simple statistical ranking
model can significantly improve treebank-
ing efficiency by prompting human an-
notators, well-trained in disambiguation
tasks for treebanking but not necessarily
grammar experts, to the most relevant lin-
guistic disambiguation decisions. Experi-
ments were carried out to evaluate the im-
pact of such techniques on annotation ef-
ficiency and quality. The detailed analysis
of outputs from the ranking model shows
strong correlation to the human annotator
behavior. When integrated into the tree-
banking environment, the model brings a
significant annotation speed-up with im-
proved inter-annotator agreement.†

1 Introduction

The development of a large-scale treebank (Mar-
cus et al., 1993; Hajič et al., 2000; Brants et al.,
2002) with rich syntactic annotations is a highly
rewarding task. But the huge amount of man-
ual labor required for the annotation task itself,
as well as the difficulties in standardizing linguis-
tic analyses, results in long development cycles
of such valuable language resources, which typ-
ically amounts to years or even decades. Despite
the profound scientific and practical value of de-
tailed syntactic treebanks, the requirement and ne-
cessity for long-term commitment raises the risk

†The first author thanks the German Excellence Cluster
of Multimodal Computing and Interaction for the support of
the work.

cost of such projects, a fact which often makes
them not feasible in many current economical en-
vironments.

In recent years, computational grammars have
been employed to assist the construction of such
language resources. A typical development model
involves a parser which generates candidate anal-
yses, and human annotators who manually iden-
tify the desired tree structure. This treebanking
method dramatically reduces the cost of train-
ing annotators, for they are not required to spon-
taneously produce linguistic solutions to vari-
ous phenomena. Instead, they are trained to
associate their language intuition with specific
linguistically-relevant decisions. How to select
and carefully present such decisions to the an-
notators is thus crucial for achieving high an-
notation speed and quality. On the other hand,
for large treebanking projects, parallel annota-
tion with multiple annotators is usually neces-
sary. Inter-annotator agreement is a crucial quality
measure in such cases. But improvements on an-
notation speed should not be achieved at expense
of the quality of the treebank.

With both speed and quality in mind, a good
treebank annotation method should acknowledge
the complexity of the decision-making process;
for instance, the same tree can be disambiguated
by different sets of individual decisions which
are mutually dependent. The annotation method
should also strive to create a distraction-free en-
vironment for annotators who can then focus on
making the judgments. To this effect, we present a
simple statistical model that learns from the anno-
tation history, and offers a ranking of disambigua-
tion decisions from the most to the least relevant
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ones, which enables well-trained human annota-
tors to speed-up treebanking without compromis-
ing on the quality of the linguistic decisions guid-
ing the annotation task.

The remaining of this paper is structured as fol-
lows: Section 2 gives an overview of the diffi-
culties in syntactic annotation, and the potential
ways of improving the annotation efficiency with-
out damaging the quality; Section 3 presents the
new annotation method which is based on a statis-
tical discriminant ranking model; Sections 4 and 5
describe the setup and results of a series of anno-
tation experiments; Section 6 concludes the paper
and proposes future research directions.

2 Background

Large-scale full syntactic annotation has for quite
some time been approached with mixed feelings
by researchers. On the one hand, detailed syn-
tactic annotation serves as a basis for corpus-
linguistic study and data-driven NLP methods.
Especially, when combined with popular super-
vised machine learning methods, richly annotated
language resources, like, for instance, treebanks,
play a key role in modern computational linguis-
tics. The public availability of large-scale tree-
banks in recent years has stimulated the blossom-
ing of data-driven approaches to syntactic and se-
mantic parsing.

On the other hand, though, the creation of de-
tailed syntactic structures turns out to be an ex-
tremely challenging task. From the choice of
the appropriate linguistic framework and the de-
sign of the annotation scheme to the choice of the
text source and the working protocols on the syn-
cronization of the parallel development, as well as
the quality assurance, none of these steps in the
entire annotation procedure is considered a solved
issue. Given the vast design choices, very few
of the treebanking projects have made it through
all these difficult annotation stages. Even the
most outstanding projects have not been com-
pleted without receiving criticisms.

Our treebanking project is no exception. The
aim of the project is to provide annotations
of the Wall Street Journal (henceforward WSJ)
sections of the Penn Treebank (henceforward
PTB (Marcus et al., 1993)) with the help of

the English Resource Grammar (henceforward
ERG; (Flickinger, 2002)), a hand-written large-
scale and wide-coverage grammar of English in
the framework of Head-Driven Phrase Structure
Grammar (HPSG; (Pollard and Sag, 1994)). Such
annotations are very rich linguistically, since apart
from syntax they also incorporate semantic infor-
mation. The annotation cycle is organized into
iterations of parsing, treebanking in the sense of
disambiguating syntactic and semantic analyses
of the various linguistic phenomena contained in
the corpus, error analysis and grammar/treebank
update cycles. That is, sentences from the WSJ
are first parsed with the PET parser (Callmeier,
2001), an efficient unification-based parser, using
the ERG. The parsing results are then manually
disambiguated by human annotators. However,
instead of considering individual trees, the annota-
tion process is mostly invested on binary decisions
which are made on either accepting or rejecting
constructions or lexical types. Each of such deci-
sions, called discriminants, as we will also see in
the following, reduces the number of the trees sat-
isfying the constraints. The process is presented
in the next section in more detail. What should,
though, be clear is that the aforementioned multi-
cycle annotation procedure is as time-consuming
and human-error prone as any other, despite the
fact that at the center of the entire annotation cy-
cle lies a valuable linguistic resource, which has
been developed with a lot of effort over many
years, namely the ERG. For the first period of this
project, we have established an average speed of
40 sentences per annotator hour, meaning a total
of ∼1200 hours of annotation for the entire WSJ.
Including the long training period at the beginning
of the project, and periodical grammar and tree-
bank updates, the project period is roughly two
years with two part-time annotators employed.

3 Statistical Discriminant Ranking

3.1 Discriminants & Decisions

One common characteristic of modern treebank-
ing efforts – especially, in so-called dynamic tree-
banking platforms (cf., for instance, (Oepen et al.,
2002) and http://redwoods.stanford.
edu), like the one we are describing and referring
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to extensively in the following, is that the can-
didate trees are constructed automatically by the
grammar, and then manually disambiguated by
human annotators. In doing so, linguistically rich
annotation is built efficiently with minimum man-
ual labor. In order to further improve the manual
disambiguation efficiency, systems like [incr
tsdb()] (Oepen, 2001) compute the difference
between candidate analyses. Instead of looking at
the huge parse forest, the treebank annotators se-
lect or reject the features that distinguish between
different parses, until no ambiguity remains (ei-
ther one analysis is accepted from the parse forest,
or all of them are rejected). The number of deci-
sions for each sentence is normally around log2n
where n is the total number of candidate trees.
For a sentence with 5000 candidate readings, only
about 12 treebanking decisions are required for a
complete disambiguation. A similar method was
also proposed in (Carter, 1997).

Formally, an attribute that distinguishes be-
tween different parses is called a discriminant.
For Redwoods-style treebanks, this is extracted ei-
ther from the syntactic derivation trees or the se-
mantic representations (in the form of Minimal
Recursion Semantics (MRS; (Copestake et al.,
2005))).

Figure 1 shows an example graphical annota-
tion interface. At the top of the window, a list
of action buttons shows the operations permitted
on the sentence level. Then the sentence in its
original PTB bracket format is shown. 15 : 0
indicates that at the current disambiguation state,
15 trees remain to be disambiguated while 0 has
been eliminated. On the left large panel, the can-
didate trees are shown in their simplified phrase-
structure representation. Note that the actual
HPSG analyses are not shown in the screenshot
and can be displayed on request. On the right large
panel, the list of effective discriminants (see Sec-
tion 3.2) up to this disambiguation state is shown.
The highlighted discriminant in Figure 1 suggests
a possibility of constructing the entire sentence by
choosing a subject-head rule (SUBJH), taking “ms.
Haag” as the subject and “plays Elianti.” as the
head daughter. When the discriminant is clicked,
the annotator can say yes or no to it, hence nar-
rowing the remaining trees to the In Parses or Out

Parses. The unknown button is used to mark the
uncertainties and is rarely used.

Note that in this interface, the discriminants
are sorted in descending order according to their
length, meaning that the discriminants related to
higher level constructions are shown before the
lexical type choices. When up to 500 parses
are stored in the forest, the average number of
discriminants per forest is about 100. Scan-
ning through the long list manually can be time-
consuming and distracting.

Kordoni and Zhang (2009) show that annota-
tors tend to start with the decisions with the most
certainty, and delay the “hard” decisions as much
as possible. As the decision progresses, many of
the “hard” discriminants will receive an inferred
value from the certain decisions. Our annotation
guideline only describes specific decisions. The
order in which discriminants are chosen is left un-
derspecified and very much depends on personal
styles. In practice, we see that our annotators
gradually developed complex strategies which in-
volve both top-down and bottom-up pruning.

One potential drawback of such a discriminant-
based treebanking method is that the process is
very sensitive to decision errors. One wrong judg-
ment can rule out the correct tree and ruin the
analysis of the sentence. In such a case, the an-
notators usually resort to backtracking to previous
decisions they had made. To compensate for this,
we ask our annotators to double-check the tree-
banked analysis before saving the disambiguation
result. And in case of doubt, they are instructed to
avoid ambivalent decisions as much as possible.

3.2 Maximum-Entropy-Based Discriminant
Ranking Model

Suppose for a sentence ω, a parse forest Y was
generated by the grammar. Note that for effi-
ciency reasons, the parse forest might have been
trimmed to only contain up to n top readings
ranked by the parse disambiguation model. For
convenience, we note the parse forest Y as a set
of parses {y1, y2, . . . , yn}. Each discriminant d
defines a binary valued function δ on the parse
forest (δ : Y 7→ {0, 1}) , which can be inter-
preted as whether a parse yi has attribute d or not.
By the nature of this definition, each discriminant
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Figure 1: Screenshot of the discriminant-based treebanking graphical annotator interface

function defines a bi-partition of the parse forest.
When both subsets of the partition are non-empty,
i.e., there exists at least one yp and yq such that
δ(yp) = 0 and δ(yq) = 1, the discriminant is con-
sidered effective on the forest Y . In the following
discussion, we are only considering the set of ef-
fective discriminants D for parse forest Y .

Instead of directly predicting the outcome of
disambiguation decision on each discriminant
(i.e., whether the GOLD tree has discriminant
function value 0 or 1), our model tries to measure
the probability of a discriminant being chosen by
human annotators, regardless of the yes/no deci-
sion. For each discriminant d, and the parse forest
Y , a set of feature functions f1, f2, . . . , fk receive
real values, and contribute to the following log-
linear model:

P (d|Y,D) =
exp(

∑k
i=1 λifi(d, Y ))

∑
d′∈D exp(

∑k
i=1 λifi(d

′, Y ))
(1)

where λ1, λ2, . . . , λk are the parameters of the

model.

To estimate these model parameters, we gather
the annotation logs from our treebank annotators
on the completed datasets with detailed informa-
tion about each discriminant. Apart from the
necessary information to reconstruct the discrim-
inants from the forest, the log also contains the
status information of i) whether the discriminant
takes value 0 or 1 on the gold tree; ii) whether
the human annotator has said yes or no to the dis-
criminant. Note that the human annotator does not
need to manually decide on the value of each dis-
criminant. Whenever a new decision is made, the
forest will be pruned to the subset of trees compat-
ible with the decision. And all remaining discrim-
inants are checked for effectiveness on the pruned
forest. Discriminants which become ineffective
from previous decisions are said to have received
inferred values.

The parameters of the model are estimated by
the open-source maximum entropy parameter es-

1456



timation toolkit TADM1. For training, we use
all the manually disambiguated discriminants as
positive instances, and automatically inferred dis-
criminants as negative instances.

The discriminant ranking model is applied dur-
ing the manual annotation sessions. When a parse
forest is loaded and the discriminants are con-
structed, each discriminant is assigned an (un-
normalized) score

∑k
i=1 λifi(d, Y ), and the list

of discriminants is sorted by descending order
of the score accordingly. The scoring and sort-
ing adds negligible additional computation on the
treebanking software, and is not noticeable to the
human annotators. By putting those discriminants
that are potentially to be manually judged near the
top of the list, the model saves manual labor on
scanning through the lengthy list by filtering out
ambivalent discriminants.

Note that this discriminant ranking model pre-
dicts the possibility of a discriminant being man-
ually disambiguated. It is not modeling the spe-
cific decision that the human annotator makes on
the discriminant. Including the decision outcome
in the model can potentially damage the annota-
tion quality if annotators develop a habit of over-
trusting the model prediction, making the whole
manual annotation pointless. A discriminant rank-
ing model, however, only suggestively re-orders
the discriminants on the presentation level, which
are much safer when the annotation quality is con-
cerned.

3.3 Feature Model for Syntactic
Discriminants

In practice, there are different ways of finding dis-
criminants from the parse forest. For instance, the
[incr tsdb()] system supports both syntax-
based and semantics-based discriminants. The
syntax-based discriminants are extracted from the
derivation trees of the HPSG analyses. All HPSG
rule applications (unary or binary) and choices
of lexical entries are picked as candidate dis-
criminants and checked for effectiveness. The
semantics-based discriminants, on the other hand,
represent the differences on the semantic struc-
tures (MRS in the cases of DELPH-IN2 gram-

1http://tadm.sourceforge.net/
2http://www.delph-in.net/

mars). With a few exceptions, many DELPH-IN
HPSG treebanks choose to use the syntactic dis-
criminants which allow human annotators to pick
the low-level constructions. The above proposed
ranking model works for different types of dis-
criminants (and potentially a mixture of different
discriminant types). But for the evaluation of this
paper, we show the feature model designed for the
syntactic discriminants only.

The syntactic discriminants record the differ-
ences between derivation trees by memorizing di-
rect rule applications and lexical choices. Beside
the rule or lexical entry name, the discriminant
also records the information concerning the corre-
sponding constituent, e.g., the category and span-
ning of the constituent, the parent and daughters
of the constituent, etc. Furthermore, given the dis-
criminant d and the parse forest Y , we can calcu-
late the distribution of parses over the value of the
discriminant function δ, which can be character-
ized by

∑
y∈Y δ(y)/|Y |. This numeric feature in-

dicates how many parses can be ruled out with the
given discriminant.

As example, for the highlighted discriminant in
Figure 1, the extracted features are listed in Ta-
ble 1.

4 Experiment Setup

To test the effectiveness of the discriminant rank-
ing models, we carried out a series of experi-
ments, investigating their effects on both annota-
tion speed and quality. The experiment was done
in the context of our ongoing annotation project
of the WSJ sections of the PTB described in Sec-
tion 2. Despite sharing the source of texts, the
new project aims to create an independently an-
notated corpus. Therefore, the trees from the PTB
were not used to guide the disambiguation pro-
cess. In this annotation project, two annotators
(both graduate students, referred to as A and B
below) are employed to manually disambiguate
the parsing outputs of the ERG. For quality con-
trol and adjudication in case of disagreement, a
third linguist/grammarian annotates parts of the
treebank in parallel.

With the help of our annotation log files, which
record in details the manual decision-making pro-
cess, we trained three discriminant ranking mod-
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Feature Possible Values Example
discriminant type RULE/LEX RULE

edge position FULL/FRONT/BACK FULL

edge span length(constituent)/length(sentence) 4/4
edge category rule or lexical type name SUBJH

level of discrimination
∑
y∈Y δ(y)/|Y | 4/15

branch splitting length(left-dtr)/length(constituent) 2/4

Table 1: Features for syntactic discriminant ranking model and example values for the highlighted
discriminant in Figure 1

els with the datasets completed so far: MODEL-
A and MODEL-B trained with annotation logs
from two annotators separately, and MODEL-
BOTH trained jointly with data from both annota-
tors. For each annotator’s model (MODEL-A and
MODEL-B), we used about 6,000 disambiguated
parse forests for training. For each of these 6,000
forests, the log file contains about 600,000 effec-
tive discriminants, among which only ∼6% re-
ceived a manual decision.

To evaluate the treebanking speed, we have
the annotators work under a distraction-free en-
vironment and record their annotation speed. The
speed is averaged over several 1-hour annotation
sessions. Different discriminant ranking models
were used without the annotators being informed
of the details of the setting.

As testing dataset, we use the texts from the
PARC 700 Dependency Bank (King et al., 2003),
which include 700 carefully selected sentences
from the WSJ sections of the PTB. These sen-
tences were originally chosen for the purpose of
parser evaluation. Many linguistically challeng-
ing phenomena are included in these sentences,
although the sentence length is shorter in average
than the sentence length in the entire WSJ. The
language is also less related to the financial do-
main specific language observed in the WSJ. We
parsed the dataset with the Feb. 2009 version of
the ERG, and recorded up to 500 trees per sen-
tence (ranked by a MaxEnt parse selection model
trained on previously treebanked WSJ sections).

5 Results

Although we employed a typical statistical rank-
ing model in our system, it is difficult to directly

evaluate the absolute performance of the predicted
ranking. Annotators only annotate a very small
subset of the discriminants, and their order is not
fully specified. To compare the behavior of mod-
els trained with data annotated by different anno-
tators, we plot the relative ranking (normalized to
[0, 1] for each sentence, with 0 being the highest
rank and 1 the lowest) of discriminants for 50 sen-
tences in Figure 2.

The plot shows a strong positive linear correla-
tion between the two ranking models. The partic-
ularly strong correlation at the low and high ends
of the ranking shows that the two annotators share
a similar behavior pattern concerning the most and
least preferred discriminants. The correlation is
slightly weaker in the middle ranking zone, where
different preferences or annotation styles can be
observed.

To further visualize the effect of the ranking
model, we highlighted with color the discrimi-
nants which are manually annotated by annotator
B under a basic setting without using the ranking
models. 75% of these “prominent” discriminants
are grouped within the top-25% region of the plot.
Without surprise, the model B gives an average
relative ranking of 0.18 as oppose to 0.21 with
model A. The overall distribution of rankings for
manually disambiguated discriminants are shown
in Figure 3.

In Table 2, the average treebanking speed of
two annotators over multiple annotation sessions
is shown. The baseline model ranks the discrim-
inants by the spanning length of the correspond-
ing constituent, and uses the alphabetical order
of the rule or lexical type names as tie-breaker.
The own-model refers to the annotation sessions
which have been carried out by the annotators us-
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Figure 3: Histogram of rankings given by two
models on discriminants manually picked by an-
notator B

ing their own ranking model. The peer-model
refers to the annotation sessions where the annota-
tors use their peer colleague’s model. And finally,
the joint-model refers to the annotations done by
the jointly trained model.

The annotation efficiency was boosted by over
50% with all the discriminant ranking models.
The own-model setting achieved best speed. This
is probably due to the fact that the model most
closely reflects the annotation habit of the annota-
tor. But the advantage over other models is very
small.

To measure the inter-annotator agreement, we
calculate the Cohen’s KAPPA (Carletta, 1996) on
the constituents of the derivation trees:

κ =
Pr(a)− Pr(e)

1− Pr(e) (2)

Ranking Model Speed (s/h) Speed-up (%)
Baseline 61.9 –

Own-model 96.1 55%
Peer-model 94.6 53%
Joint-model 95.0 53%

Table 2: Average annotation speed with different
discriminant ranking models

where Pr(a) is the relative observed agreement
between annotators, and Pr(e) is the probability
of two annotators agreeing by chance. The calcu-
lation of Pr(a) can be done in a similar way to
the calculation of PARSEVAL labeled bracketing
accuracy, while Pr(e) is estimated by averaging
the agreement over a large set of tree pairs ran-
domly sampled from the parse forest. Since the
calculation of κ takes into account the agreement
occurring by chance, it is a safer (though has the
tendency of being overly conservative) measure of
agreement.

Ranking Model Cohen’s KAPPA (κ)
Baseline 0.5404

Own-model 0.5798
Peer-model 0.5567
Joint-model 0.5536

Table 3: Inter-annotator agreement measured by
constituent-level Cohen’s KAPPA

The numbers in Table 3 show that the use of
discriminant ranking models results in a small im-
provement to the inter-annotator agreement, with
the best agreement achieved by each annotator us-
ing the model trained with their own annotation
records. These numbers are comforting in that the
annotation quality is not damaged by our new way
to present the linguistic decisions.

Note that the relatively low inter-annotator
agreement in this experiment is due to the fact that
we used a dataset which involves non-trivial lin-
guistic phenomena that are on average more dif-
ficult than the texts in the WSJ corpus. Another
fact is that these annotations were done under time
pressure. The annotators are not encouraged to go
backwards to check and correct the previous sen-
tences during these sessions. On the entire WSJ,
we have recorded a stable and persistently higher

1459



agreement level at κ = 0.6. Given the highly de-
tailed linguistic annotations specified by the gram-
mar (over 260 rules and 800 lexical types), this
figure indicates a very substantial agreement be-
tween our annotators. Our further investigation
has shown that the agreement figure hits the ceil-
ing at around κ = 0.65. Further training and dis-
cussion is not rewarded with sustainable improve-
ment of annotation quality.

Apart from the numerical evaluation, we also
interview our annotators for subjective feelings
about the various ranking models. There is gen-
erally a very positive attitude towards all the rank-
ing models over the baseline. An easily decid-
able discriminant is usually found within the top-3
with very few exceptions, which leads to a self-
noticeable speed-up that confirms our numeric
findings. It is also interesting to note that, de-
spite the substantial difference between the statis-
tical models, the difference is hardly noticed by
the annotators. And the results only show small
variations in both the annotation speed, as well as
the inter-annotator agreement.

The annotators also claim that the speed-up
is somewhat diminished over the “rejected” sen-
tences, for which none of the candidate trees are
acceptable. In such cases, the annotators still have
to go through a long sequence of discriminants,
and sometimes have to redo the previous steps in
fear of the chain-effect of wrong decisions. How
to compensate for the psychological insatisfaction
of rejecting all analyses while maintaining good
annotation speed and quality is a new topic for our
future research.

6 Conclusion & Future Work

We propose to use a statistical ranking model to
assist the discriminant-based treebank annotation.
Our experiment shows that such a model, trained
on annotation history, brings a huge efficiency im-
provement together with slightly improved inter-
annotator agreement.

Although the reported experiments were car-
ried out on the specific HPSG treebank, we be-
lieve that the proposed ranked discriminant-based
annotation method can be applied in annotation
tasks concerning different linguistic frameworks,
or even different layers of linguistic representa-

tion. Apart from the specific features presented
in Section 3.3, the model itself does not assume a
phrase-structure tree annotation, and the discrimi-
nants can take various forms. Assuming a “gram-
mar” produces a number of candidate analyses,
the annotators can rely on the ranking model to ef-
ficiently pick relevant discriminants, and focus on
making linguistically relevant decisions. This is
especially suitable for large annotation tasks aim-
ing for parallel rich annotation by multiple anno-
tators, where fully manual annotation is not fea-
sible and high inter-annotator agreement hard to
achieve.

The ranking model is based on annotation his-
tory and influences the future progress of tree-
banking. It can be dynamically integrated into the
treebank development cycles in which the anno-
tation habit evolves over time. Such a model can
also shorten the training period for new annota-
tors, which is an interesting aspect for our future
investigation.

From a different point of view, the rankings of
the discriminants show annotators’ confidence on
various ambiguities. The clearly uneven distri-
bution over discriminants can also provide gram-
mar writers with interesting feedback, helping
with the improvement of the linguistic analysis.
We would also like to integrate confidence mea-
sures into the computer-assisted treebank annota-
tion process, which could potentially help annota-
tors make difficult decisions, such as whether to
reject all trees for a sentence.
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Abstract

An important task of opinion mining is 
to extract people’s opinions on features 
of an entity. For example, the sentence, 
“I love the GPS function of Motorola 
Droid” expresses a positive opinion on 
the “GPS function” of the Motorola 
phone. “GPS function” is the feature. 
This paper focuses on mining features. 
Double propagation is a state-of-the-art 
technique for solving the problem. It 
works well for medium-size corpora. 
However, for large and small corpora, it 
can result in low precision and low re-
call. To deal with these two problems, 
two improvements based on part-whole
and “no” patterns are introduced to in-
crease the recall. Then feature ranking is 
applied to the extracted feature candi-
dates to improve the precision of the 
top-ranked candidates. We rank feature 
candidates by feature importance which 
is determined by two factors: feature re-
levance and feature frequency. The 
problem is formulated as a bipartite 
graph and the well-known web page 
ranking algorithm HITS is used to find 
important features and rank them high. 
Experiments on diverse real-life datasets 
show promising results. 

1 Introduction 

In recent years, opinion mining or sentiment 
analysis (Liu, 2010; Pang and Lee, 2008) has 
been an active research area in NLP. One task is 
to extract people’s opinions expressed on 
features of entities (Hu and Liu, 2004). For 
example, the sentence, “The picture of this 
camera is amazing”, expresses a positive 
opinion on the picture of the camera. “picture”
is the feature. How to extract features from a 
corpus is an important problem. There are 
several studies on feature extraction (e.g., Hu 
and Liu, 2004, Popescu and Etzioni, 2005, 
Kobayashi et al., 2007, Scaffidi et al., 2007, 
Stoyanov and Cardie. 2008, Wong et al., 2008, 
Qiu et al., 2009). However, this problem is far 
from being solved.  

Double Propagation (Qiu et al., 2009) is a 
state-of-the-art unsupervised technique for 
solving the problem. It mainly extracts noun 
features, and works well for medium-size 
corpora. But for large corpora, this method can 
introduce a great deal of noise (low precision), 
and for small corpora, it can miss important 
features. To deal with these two problems, we 
propose a new feature mining method, which 
enhances that in (Qiu et al., 2009). Firstly, two 
improvements based on part-whole patterns and 
“no” patterns are introduced to increase recall. 
Part-whole or meronymy is an important 
semantic relation in NLP, which indicates that 
one or more objects are parts of another object. 
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For example, the phrase “the engine of the car”
contains the part-whole relation that “engine” is 
part of “car”. This relation is very useful for 
feature extraction, because if we know one 
object is part of a product class, this object 
should be a feature. “no” pattern is another 
extraction pattern. Its basic form is the word 
“no” followed by a noun/noun phrase, for 
instance, “no noise”. People often express their 
short comments or opinions on features using 
this pattern. Both types of patterns can help find 
features missed by double propagation. As for 
the low precision problem, we present a feature 
ranking approach to tackle it. We rank feature 
candidates based on their importance which 
consists of two factors: feature relevance and 
feature frequency. The basic idea of feature 
importance ranking is that if a feature candidate 
is correct and frequently mentioned in a corpus, 
it should be ranked high; otherwise it should be 
ranked low in the final result. Feature frequency 
is the occurrence frequency of a feature in a 
corpus, which is easy to obtain. However, 
assessing feature relevance is challenging. We 
model the problem as a bipartite graph and use 
the well-known web page ranking algorithm 
HITS (Kleinberg, 1999) to find important 
features and rank them high. Our experimental 
results show superior performances. In practical 
applications, we believe that ranking is also 
important for feature mining because ranking 
can help users to discover important features 
from the extracted hundreds of fine-grained 
candidate features efficiently. 

2 Related work 

Hu and Liu (2004) proposed a technique based 
on association rule mining to extract product 
features. The main idea is that people often use 
the same words when they comment on the 
same product features. Then frequent itemsets 
of nouns in reviews are likely to be product fea-
tures while the infrequent ones are less likely to 
be product features. This work also introduced 
the idea of using opinion words to find addi-
tional (often infrequent) features.
   Popescu and Etzioni (2005) investigated the 
same problem. Their algorithm requires that the 
product class is known. The algorithm deter-
mines whether a noun/noun phrase is a feature 
by computing the pointwise mutual information 

(PMI) score between the phrase and class-
specific discriminators, e.g., “of xx”, “xx has”,
“xx comes with”, etc., where xx is a product 
class. This work first used part-whole patterns 
for feature mining, but it finds part-whole based 
features by searching the Web. Querying the 
Web is time-consuming. In our method, we use 
predefined part-whole relation patterns to ex-
tract features in a domain corpus. These patterns 
are domain-independent and fairly accurate.  
   Following the initial work in (Hu and Liu 
2004), several researchers have further explored 
the idea of using opinion words in product fea-
ture mining. A dependency based method was 
proposed in (Zhuang et al., 2006) for a movie 
review analysis application. Qiu et al. (2009) 
proposed a double propagation method, which 
exploits certain syntactic relations of opinion 
words and features, and propagates through 
both opinion words and features iteratively. The 
extraction rules are designed based on different 
relations between opinion words and features, 
and among opinion words and features them-
selves. Dependency grammar was adopted to 
describe these relations. In (Wang and Wang, 
2008), another bootstrapping method was pro-
posed. In (Kobayashi et al. 2007), a pattern min-
ing method was used. The patterns are relations 
between feature and opinion pairs (they call as-
pect-evaluation pairs). The patterns are mined 
from a large corpus using pattern mining. Statis-
tics from the corpus are used to determine the 
confidence scores of the extraction.  

In general information extraction, there are 
two approaches: rule-based and statistical. Early 
extraction systems are mainly based on rules 
(e.g., Riloff, 1993). In statistical methods, the 
most popular models are Hidden Markov Mod-
els (HMM) (Rabiner, 1989), Maximum Entropy 
Models (ME) (Chieu et al., 2002) and Condi-
tional Random Fields (CRF) (Lafferty et al., 
2001). CRF has been shown to be the most ef-
fective method. It was used in (Stoyanov et al., 
2008). However, a limitation of CRF is that it 
only captures local patterns rather than long 
range patterns. It has been shown in (Qiu et al., 
2009) that many feature and opinion word pairs 
have long range dependencies. Experimental 
results in (Qiu et al., 2009) indicate that CRF 
does not perform well.  

Other related works on feature extraction 
mainly use topic modeling to capture topics in 
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reviews (Mei et al., 2007). In (Su et al., 2008), 
the authors also proposed a clustering based 
method with mutual reinforcement to identify 
features. However, topic modeling or clustering 
is only able to find some general/rough features, 
and has difficulty in finding fine-grained or pre-
cise features, which is more related to informa-
tion extraction.  

3 The Proposed Method 

As discussed in the introduction section, our 
proposed method deals with the problems of 
double propagation. So let us give a short ex-
planation why double propagation can cause 
problems in large or small corpora. 

 Double propagation assumes that features are 
nouns/noun phrases and opinion words are ad-
jectives. It is shown that opinion words are 
usually associated with features in some ways. 
Thus, opinion words can be recognized by iden-
tified features, and features can be identified by 
known opinion words. The extracted opinion 
words and features are utilized to identify new 
opinion words and new features, which are used 
again to extract more opinion words and fea-
tures. This propagation or bootstrapping process 
ends when no more opinion words or features 
can be found. The biggest advantage of the me-
thod is that it requires no additional resources 
except an initial seed opinion lexicon, which is 
readily available (Wilson et al., 2005, Ding et 
al., 2008). Thus it is domain independent and 
unsupervised, avoiding laborious and time-
consuming work of labeling data for supervised 
learning methods. It works well for medium–
size corpora. But for large corpora, this method 
may extract many nouns/noun phrases which 
are not features. The precision of the method 
thus drops. The reason is that during propaga-
tion, adjectives which are not opinionated will 
be extracted as opinion words, e.g., “entire” and 
“current”. These adjectives are not opinion 
words but they can modify many kinds of 
nouns/noun phrases, thus leading to extracting 
wrong features. Iteratively, more and more 
noises may be introduced during the process. 
The other problem is that for certain domains, 
some important features do not have opinion 
words modifying them. For example, in reviews 
of mattresses, a reviewer may say “There is a 
valley on my mattress”, which implies a nega-

tive opinion because “valley” is undesirable for 
a mattress. Obviously, “valley” is a feature, but 
“valley” may not be described by any opinion 
adjective, especially for a small corpus. Double 
propagation is not applicable in this situation.  
   To deal with the problem, we propose a novel 
method to mine features, which consists of two 
steps: feature extraction and feature ranking. 
For feature extraction, we still adopt the double 
propagation idea to populate feature candidates. 
But two improvements based on part-whole re-
lation patterns and a “no” pattern are made to 
find features which double propagation cannot 
find. They can solve part of the recall problem. 
For feature ranking, we rank feature candidates 
by feature importance.        
     A part-whole pattern indicates one object is 
part of another object. For the previous example 
“There is a valley on my mattress”, we can find 
that it contains a part-whole relation between 
“valley” and “mattress”. “valley” belongs to 
“mattress”, which is indicated by the preposi-
tion “on”. Note that “valley” is not actually a 
part of mattress, but an effect on the mattress. It 
is called a pseudo part-whole relation. For sim-
plicity, we will not distinguish it from an actual 
part-whole relation because for our feature min-
ing task, they have little difference. In this case, 
“noun1 on noun2” is a good indicative pattern 
which implies noun1 is part of noun2. So if we 
know “mattress” is a class concept, we can infer 
that “valley” is a feature for “mattress”. There 
are many phrase or sentence patterns 
representing this type of semantic relation 
which was studied in (Girju et al, 2006). Beside 
part-whole patterns, “no” pattern is another im-
portant and specific feature indicator in opinion 
documents. We introduce these patterns in de-
tail in Sections 3.2 and 3.3. 
   Now let us deal with the first problem: noise. 
With opinion words, part-whole and “no” pat-
terns, we have three feature indicators at hands, 
but all of them are ambiguous, which means 
that they are not hard rules. We will inevitably 
extract wrong features (also called noises) by 
using them. Pruning noises from feature candi-
dates is a hard task. Instead, we propose a new 
angle for solving this problem: feature ranking. 
The basic idea is that we rank the extracted fea-
ture candidates by feature importance. If a fea-
ture candidate is correct and important, it should 
be ranked high. For unimportant feature or 
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noise, it should be ranked low in the final result. 
Ranking is also very useful in practice. In a 
large corpus, we may extract hundreds of fine-
grained features. But the user often only cares 
about those important ones, which should be 
ranked high. We identified two major factors 
affecting the feature importance: one is feature 
relevance and the other is feature frequency. 

Feature relevance: it describes how possible 
a feature candidate is a correct feature. We find 
that there are three strong clues to indicate fea-
ture relevance in a corpus. The first clue is that 
a correct feature is often modified by multiple 
opinion words (adjectives or adverbs). For ex-
ample, in the mattress domain, “delivery” is 
modified by “quick” “cumbersome” and “time-
ly”. It shows that reviewers put emphasis on the 
word “delivery”.  Thus we can infer that “deli-
very” is a possible feature. The second clue is 
that a feature could be extracted by multiple 
part-whole patterns. For example, in the car 
domain, if we find following two phrases, “the
engine of the car” and “the car has a big en-
gine”, we can infer that “engine” is a feature for 
car, because both phrases contain part-whole 
relations to indicate “engine” is a part of “car”. 
The third clue is the combination of opinion 
word modification, part-whole pattern extrac-
tion and “no” pattern extraction. That is, if a 
feature candidate is not only modified by opi-
nion words but also extracted by part-whole or 
“no” patterns, we can infer that it is a feature 
with high confidence. For example, for sentence 
“there is a bad hole in the mattress”, it strongly 
indicates that “hole” is a feature for a mattress 
because it is modified by opinion word “bad”
and also in the part-whole pattern. What is 
more, we find that there is a mutual enforce-
ment relation between opinion words, part-
whole and “no” patterns, and features. If an ad-
jective modifies many correct features, it is 
highly possible to be a good opinion word. Si-
milarly, if a feature candidate can be extracted 
by many opinion words, part-whole patterns, or 
“no” pattern, it is also highly likely to be a cor-
rect feature. This indicates that the Web page 
ranking algorithm HITS is applicable.  

Feature frequency: This is another important 
factor affecting feature ranking. Feature fre-
quency has been considered in (Hu and Liu, 
2004; Blair-Goldensohn et al., 2008). We con-
sider a feature f1 to be more important than fea-

ture f2 if f1 appears more frequently than f2 in 
opinion documents. In practice, it is desirable to 
rank those frequent features higher than infre-
quent features. The reason is that missing a fre-
quently mentioned feature in opinion mining is 
bad, but missing a rare feature is not a big issue.  
   Combining the above factors, we propose a 
new feature mining method. Experiments show 
good results on diverse real-life datasets. 

3.1 Double Propagation 

As we described above, double propagation is 
based on the observation that there are natural 
relations between opinion words and features 
due to the fact that opinion words are often used 
to modify features. Furthermore, it is observed 
that opinion words and features themselves have 
relations in opinionated expressions too (Qiu et 
al., 2009). These relations can be identified via 
a dependency parser (Lin, 1998) based on the 
dependency grammar. The identification of the 
relations is the key to feature extraction. 

Dependency grammar: It describes the de-
pendency relations between words in a sentence. 
After parsed by a dependency parser, words in a 
sentence are linked to each other by a certain 
relation. For a sentence, “The camera has a 
good lens”, “good” is the opinion word and 
“lens” is the feature of camera. After parsing, 
we can find that “good” depends on “lens” with 
relation mod. Here mod means that “good” is 
the adjunct modifier for “lens”. In some cases, 
an opinion word and a feature are not directly 
dependent, but they directly depend on a same 
word. For example, from the sentence “The lens 
is nice”, we can find that both feature “lens” and 
opinion word “nice” depend on the verb “is”
with the relation s and pred respectively. Here s
means that “lens” is the surface subject of “is”
while pred means that “nice” is the predicate of 
the “is” clause.    
   In (Qiu et al., 2009), it defines two categories 
of dependency relations to summarize all types 
of dependency relations between two words, 
which are illustrated in Figure 1. Arrows are 
used to represent dependencies. 

Direct relations: It represents that one word 
depends on the other word directly or they both 
depend on a third word directly, shown in (a) 
and (b) of Figure 1. In (a), B depends on A di-
rectly, and in (b) they both directly depend on D.
    Indirect relation: It represents that one word 
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depends on the other word through other words 
or they both depend on a third word indirectly. 
For example, in (c) of Figure 1, B depends on A
through D; in (d) of Figure 1, A depends on D
through I1 while B depends on D through I2. For 
some complicated situations, there can be more 
than one I1 or I2.    

Fig.1 Different relations between A and B 
    
      Parsing indirect relations is error-prone for 
Web corpora. Thus we only use direct relation 
to extract opinion words and feature candidates 
in our application. For detailed extraction rules, 
please refer to the paper (Qiu et al., 2009). 

3.2 Part-whole relation 

As we discussed above, a part-whole relation is 
a good indicator for features if the class concept 
word (the “whole” part) is known. For example, 
the compound nominal “car hood” contains the 
part-whole relation. If we know “car” is the 
class concept word, then we can infer that 
“hood” is a feature for car. Part-whole patterns 
occur frequently in text and are expressed by a 
variety of lexico-syntactic structures (Girju et 
al, 2006; Popescu and Etzioni, 2005). There are 
two types of lexico-syntactic structures convey-
ing part-whole relations: unambiguous structure 
and ambiguous structure. The unambiguous 
structure clearly indicates a part-whole relation. 
For example, for sentences “the camera consists 
of lens, body and power cord.” and “the bed 
was made of wood”. In these cases, the detec-
tion of the patterns leads to the discovery of real 
part-whole relations. We can easily find features 
of the camera and the bed. Unfortunately, this 
kind of patterns is not very frequent in a corpus. 

However, there are many ambiguous expres-
sions that are explicit but convey part-whole 
relations only in some contexts. For example, 
for two phrases “valley on the mattress” and 
“toy on the mattress”, “valley” is a part of “mat-
tress” whereas “toy” is not a part of “mattress”.
Our idea is to use both the unambiguous and 
ambiguous patterns. Although ambiguous pat-
terns may bring some noise, we can rank them 
low in the ranking procedure. The following 
two kinds of patterns are what we have utilized 
for feature extraction.

3.2.1 Phrase pattern 

In this case, the part-whole relation exists in a 
phrase.

NP + Prep + CP:  noun/noun phrase (NP) 
contains the part word and the class concept 
phrase (CP) contains the whole word. They are 
connected by the preposition word (Prep). For 
example, “battery of the camera” is an instance 
of this pattern where NP (battery) is the part
noun and CP (camera) is the whole noun. For 
our application, we only use three specific pre-
positions: “of”, “in” and “on”.  

CP + with + NP:   likewise, CP is the class 
concept phrase, and NP is the noun/noun phrase. 
They are connected by the word “with”. Here 
NP is likely to be a feature. For example, in a 
phrase, “mattress with a cover”, “cover” is a 
feature for mattress.

NP CP or CP NP: noun/noun phase (NP) 
and class concept phrase (CP) forms a com-
pound word. For example, “mattress pad”. Here 
“pad” is a feature of “mattress”. 

3.2.2 Sentence pattern 

In these patterns, the part-whole relation is indi-
cated in a sentence. The patterns contain specif-
ic verbs. The part word and the whole word can 
be found inside noun phrases or prepositional 
phrases which contain specific prepositions. We 
utilize the following patterns in our application. 
   “CP Verb NP”:  CP is the class concept 
phrase that contains the whole word, NP is the 
noun phrase that contains the part word and the 
verb is restricted and specific. For example, in a 
sentence, “the phone has a big screen”, we can 
infer that “screen” is a feature for “phone”,
which is a class concept. In sentence patterns, 
verbs play an important role. We use indicative 
verbs to find part-whole relations in a sentence, 
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i.e., “has”, “have” “include” “contain” “consist”, 
“comprise” and so on (Girju et al, 2006). 

It is worth mentioning that in order to use 
part-whole relations, the class concept word for 
a corpus is needed, which is fairly easy to find 
because the noun with the most frequent occur-
rences in a corpus is always the class concept 
word based on our experiments.  

3.3 “no” Pattern 

Besides opinion word and part-whole relation, 
“no” pattern is also an important pattern indicat-
ing features in a corpus. Here “no” represents 
word no.  The basic form of the pattern is “no” 
word followed by noun/noun phrase. This sim-
ple pattern actually is very useful to feature ex-
traction. It is a specific pattern for product re-
views and forum posts. People often express 
their comments or opinions on features by this 
short pattern. For example, in a mattress domain, 
people always say that “no noise” and “no in-
dentation”. Here “noise” and “indentation” are 
all features for the mattress. We discover that 
this pattern is frequently used in corpora and a 
very good indicator for features with a fairly 
high precision. But we have to take care of the 
some fixed “no” expression, like “no problem”
“no offense”. In these cases, “problem” and “of-
fense” should not be regarded as features. We 
have a list of such words, which are manually 
compiled.    

3.4 Bipartite Graph and HITS Algorithm 

Hyperlink-induced topic search (HITS) is a link 
analysis algorithm that rates Web pages. As 
discussed in the introduction section, we can 
apply the HITS algorithm to compute feature 
relevance for ranking.  
   Before illustrating how HITS can be applied 
to our scenario, let us first give a brief 
introduction to HITS. Given a broad search 
query q, HITS sends the query to a search 
engine system, and then collects k (k = 200 in 
the original paper) highest ranked pages, which 
are assumed to be highly relevant to the search 
query. This set is called the root set R; then it 
grows R by including any page pointed to a 
page in R, then forms a base set S. HITS then 
works on the pages in S. It assigns every page in 
S an authority score and a hub score. Let the 
number of pages to be studied be n. We use G = 
(V, E) to denote the (directed) link graph of S. V

is the set of pages (or nodes) and E is the set of 
directed edges (or links). We use L to denote the 
adjacency matrix of the graph.  

                 (1) 

Let the authority score of the page i be A(i), and 
the hub score of page i be H(i). The mutual rein-
forcing relationship of the two scores is 
represented as follows: 

                              (2)    

                                 (3)

We can write them in a matrix form. We use A
to denote the column vector with all the authori-
ty scores, A = (A(1), A(2), …, A(n))T, and use H
to denote the column vector with all the hub 
scores, H = (H(1), H(2), …, H(n))T,

                                                      (4) 
                                                         (5)

To solve the problem, the widely used method 
is power iteration, which starts with some ran-
dom values for the vectors, e.g., A0 = H0 = (1, 1, 
1, …1,). It then continues to compute iteratively 
until the algorithm converges.  
   From the formulas, we can see that the author-
ity score estimates the importance of the content 
of the page, and the hub score estimates the val-
ues of its links to other pages. An authority 
score is computed as the sum of the scaled hub 
scores that point to that page. A hub score is the 
sum of the scaled authority scores of the pages 
it points to. The key idea of HITS is that a good 
hub points to many good authorities and a good 
authority is pointed by many good hubs. Thus, 
authorities and hubs have a mutual reinforce-
ment relationship. 
   For our scenario, we have three strong clues 
for features in a corpus: opinion words, part-
whole patterns, and the “no” pattern. Although 
all these three clues are not hard rules, there 
exist mutual enforcement relations between 
them. If an adjective modify many features, it is 
highly likely to be a good opinion word. If a 
feature candidate is modified by many opinion 
words, it is likely to be a genuine feature. The 
same goes with part-whole patterns, the “no” 
pattern, or the combination for these three clues. 
This kind of mutual enforcement relation can be 
naturally modeled in the HITS framework.  
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Applying the HITS algorithm: Based on the 
key idea of HITS algorithm and feature indica-
tors, we can apply the HITS algorithm to obtain 
the feature relevance ranking. Features act as 
authorities and feature indicators act as hubs. 
Different from the general HITS algorithm, fea-
tures only have authority scores and feature in-
dicators only have hub scores in our case. They 
form a directed bipartite graph, which is illu-
strated in Figure 2. We can run the HITS algo-
rithm on this bipartite graph. The basic idea is 
that if a feature candidate has a high authority 
score, it must be a highly-relevant feature. If a 
feature indicator has a high hub score, it must be 
a good feature indicator. 

Fig. 2 Relations between feature indicators and 
features 

3.5 Feature Ranking 

Although the HITS algorithm can rank features 
by feature relevance, the final ranking is not 
only determined by relevance. As we discussed 
before, feature frequency is another important 
factor affecting the final ranking. It is highly 
desirable to rank those correct and frequent 
features at top because they are more important 
than the infrequent ones in opinion mining (or 
even other applications). With this in mind, we 
put everything together to present the final 
algorithm that we use. We use two steps: 

Step 1:  Compute feature score using HITS 
without considering frequency. Initially, we use 
three feature indicators to populate feature 
candidates, which form a directed bipartite 
graph. Each feature candidate acts as an 
authority node in the graph; each feature 
indicator acts as a hub node. For node s in the 
graph, we let  be the hub score and  be the 
authority score. Then, we initialize  and  to 
1 for all nodes in the graph. We update the 
scores of  and  until they converge using 
power iteration. Finally, we normalize  and 
compute the score S for a feature.

Step 2: The final score function considering 
the feature frequency is given in Equation (6).  

                       (6)

where  is the frequency count of 
ture , and S(f) is the authority score of the can-
didate feature f. The idea is to push the frequent 
candidate features up by multiplying the log of 
frequency. Log is taken in order to reduce the 
effect of big frequency count numbers.    

4 Experiments

This section evaluates the proposed method. We 
first describe the data sets, evaluation metrics 
and then the experimental results. We also com-
pare our method with the double propagation
method given in (Qiu et al., 2009).  

4.1 Data Sets 

We used four diverse data sets to evaluate our 
techniques. They were obtained from a com-
mercial company that provides opinion mining 
services. Table 1 shows the domains (based on 
their names) and the number of sentences in 
each data set (“Sent.” means the sentence). The 
data in “Cars” and “Mattress” are product re-
views extracted from some online review sites. 
“Phone” and “LCD” are forum discussion posts 
extracted from some online forum sites. We 
split each review/post into sentences and the 
sentences are POS-tagged using the Brill’s tag-
ger (Brill, 1995). The tagged sentences are the 
input to our system.  

Data  Sets Cars Mattress Phone LCD 
# of Sent. 2223 13233 15168 1783 

                 Table 1.  Experimental data sets 

4.2 Evaluation Metrics 

Besides precision and recall, we adopt the pre-
cision@N metric for experimental evaluation 
(Liu, 2006). It gives the percentage of correct 
features that are among the top N feature candi-
dates in a ranked list. We compare our method’s 
results with those of double propagation which 
ranks extracted candidates only by occurrence 
frequency.  

4.3 Experimental Results 

We first compare our results with double propa-

    Feature Indicators                      Features 
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gation on recall and precision for different cor-
pus sizes. The results are presented in Tables 2, 
3, and 4 for the four data sets. They show the 
precision and recall of 1000, 2000, and 3000 
sentences from these data sets. We did not try 
more sentences because manually checking the 
recall and precision becomes prohibitive. Note 
that there are less than 3000 sentences for “Cars” 
and “LCD” data sets. Thus, the columns for 
“Cars” and “LCD” are empty in Table 4. In the 
Tables, “DP” represents the double propagation 
method; “Ours” represents our proposed method; 
“Pr” represents precision, and “Re” represents 
recall. 
    

 Cars Mattress Phone LCD 
Pr Re Pr Re Pr Re Pr Re 

DP 0.79 0.55 0.79 0.54 0.69 0.23 0.68 0.43
Ours 0.78 0.56 0.77 0.64 0.68 0.44 0.66 0.55

Table 2. Results of 1000 sentences 

 Cars Mattress Phone LCD 
Pr Re Pr Re Pr Re Pr Re

DP 0.70 0.65 0.70 0.58 0.67 0.42 0.64 0.52
Ours 0.66 0.69 0.70 0.66 0.70 0.50 0.62 0.56

Table 3. Results of 2000 sentences  

 Cars Mattress Phone LCD
Pr Re Pr Re 

DP 0.65 0.59 0.64 0.48
Ours 0.66 0.67 0.62 0.51

Table 4. Results of 3000 sentences  

From the tables, we can see that for corpora in 
all domains, our method outperforms double 
propagation on recall with only a small loss in 
precision. In data sets for “Phone” and “Mat-
tress”, the precisions are even better. We also 
find that with the increase of the data size, the 
recall gap between the two methods becomes 
smaller gradually and the precisions of both me-
thods also drop. However, in this case, feature 
ranking plays an important role in discovering 
important features. 
   Ranking comparison between the two me-
thods is shown in Tables 5, 6, and 7, which give 
the precisions of top 50, 100 and 200 results 
respectively. Note that the experiments reported 
in these tables were run on the whole data sets. 
There were no more results for the “LCD” data 
beyond top 200 as there were only a limited 
number of features discussed in the data. So the 
column for “LCD” in Table 7 is empty. We rank 

the extracted feature candidates based on fre-
quency for the double propagation method (DP). 
Using occurrence frequency is the natural way 
to rank features. The more frequent a feature 
occurs in a corpus, the more important it is. 
However, frequency-based ranking assumes the 
extracted candidates are correct features. The 
tables show that our proposed method (Ours) 
outperforms double propagation considerably. 
The reason is that some highly-frequent feature 
candidates extracted by double propagation are 
not correct features. Our method considers the 
feature relevance as an important factor. So it 
produces much better rankings.  

 Cars Mattress Phone LCD 
DP 0.84 0.81 0.64 0.68 

Ours 0.94 0.90 0.76 0.76 
Table 5. Precision at top 50

 Cars Mattress Phone LCD 
DP      0.82      0.80      0.65      0.68 

Ours      0.88      0.85      0.75      0.73 
Table 6. Precision at top 100

 Cars Mattress Phone LCD 
DP      0.75      0.71      0.70  

Ours      0.80      0.79      0.76  
Table 7. Precision at top 200 

5 Conclusion

Feature extraction for entities is an important 
task for opinion mining. The paper proposed a 
new method to deal with the problems of the 
state-of-the-art double propagation method for 
feature extraction. It first uses part-whole and 
“no” patterns to increase recall. It then ranks the 
extracted feature candidates by feature impor-
tance, which is determined by two factors: fea-
ture relevance and feature frequency. The Web 
page ranking algorithm HITS was applying to 
compute feature relevance. Experimental results 
using diverse real-life datasets show promising 
results. In our future work, apart from improv-
ing the current methods, we also plan to study 
the problem of extracting features that are verbs 
or verb phrases.
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Abstract

Given the increasing need to process mas-
sive amounts of textual data, efficiency of
NLP tools is becoming a pressing concern.
Parsers based on lexicalised grammar for-
malisms, such as TAG and CCG, can be
made more efficient using supertagging,
which for CCG is so effective that every
derivation consistent with the supertagger
output can be stored in a packed chart.
However, wide-coverage CCG parsers still
produce a very large number of deriva-
tions for typical newspaper or Wikipedia
sentences. In this paper we investigate
two forms of chart pruning, and develop a
novel method for pruning complete cells
in a parse chart. The result is a wide-
coverage CCG parser that can process al-
most 100 sentences per second, with lit-
tle or no loss in accuracy over the baseline
with no pruning.

1 Introduction

Many NLP tasks and applications require the pro-
cessing of massive amounts of textual data. For
example, knowledge acquisition efforts can in-
volve processing billions of words of text (Cur-
ran, 2004). Also, the increasing need to process
large amounts of web data places an efficiency
demand on existing NLP tools. TextRunner, for
example, is a system that performs open infor-
mation extraction on the web (Lin et al., 2009).
However, the text processing that is performed by
TextRunner, in particular the parsing, is rudimen-
tary: finite-state shallow parsing technology that

is now decades old. TextRunner uses this technol-
ogy largely for efficiency reasons.

Many of the popular wide-coverage parsers
available today operate at around one newspa-
per sentence per second (Collins, 1999; Charniak,
2000; Petrov and Klein, 2007). There are de-
pendency parsers that operate orders of magni-
tude faster, by exploiting the fact that accurate
dependency parsing can be achieved by using a
shift-reduce linear-time process which makes a
single decision at each point in the parsing pro-
cess (Nivre and Scholz, 2004).

In this paper we focus on the Combinatory Cat-
egorial Grammar (CCG) parser of Clark and Cur-
ran (2007). One advantage of the CCG parser is
that it is able to assign rich structural descriptions
to sentences, from a variety of representations,
e.g. CCG derivations, CCG dependency structures,
grammatical relations (Carroll et al., 1998), and
first-order logical forms (Bos et al., 2004). One
of the properties of the grammar formalism is
that it is lexicalised, associating CCG lexical cate-
gories, or CCG supertags, with the words in a sen-
tence (Steedman, 2000). Clark and Curran (2004)
adapt the technique of supertagging (Bangalore
and Joshi, 1999) to CCG, using a standard max-
imum entropy tagger to assign small sets of su-
pertags to each word. The reduction in ambiguity
resulting from the supertagging stage results in a
surprisingly efficient parser, given the rich struc-
tural output, operating at tens of newspaper sen-
tences per second.

In this paper we demonstrate that the CCG

parser can be made more than twice as fast, with
little or no loss in accuracy. A noteworthy feature
of the CCG parser is that, after the supertagging
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stage, the parser builds a complete packed chart,
storing all sentences consistent with the assigned
supertags and the parser’s CCG combinatory rules,
with no chart pruning whatsoever. The use of
chart pruning techniques, typically some form of
beam search, is essential for practical parsing us-
ing Penn Treebank parsers (Collins, 1999; Petrov
and Klein, 2007; Charniak and Johnson, 2005), as
well as practical parsers based on linguistic for-
malisms, such as HPSG (Ninomiya et al., 2005)
and LFG (Kaplan et al., 2004). However, in the
CCG case, the use of the supertagger means that
enough ambiguity has already been resolved to al-
low the complete chart to be represented.

Despite the effectiveness of the supertagging
stage, the number of derivations stored in a packed
chart can still be enormous for typical newspa-
per sentences. Hence it is an obvious question
whether chart pruning techniques can be prof-
itably applied to the CCG parser. Some previous
work (Djordjevic et al., 2007) has investigated this
question but with little success.

In this paper we investigate two types of chart
pruning: a standard beam search, similar to that
used in the Collins parser (Collins, 1999), and a
more aggressive strategy in which complete cells
are pruned, following Roark and Hollingshead
(2009). Roark and Hollingshead use a finite-state
tagger to decide which words in a sentence can
end or begin constituents, from which whole cells
in the chart can be removed. We develop a novel
extension to this approach, in which a tagger is
trained to infer the maximum length constituent
that can begin or end at a particular word. These
lengths can then be used in a more agressive prun-
ing strategy which we show to be significantly
more effective than the basic approach.

Both beam search and cell pruning are highly
effective, with the resulting CCG parser able to
process almost 100 sentences per second using
a single CPU, for both newspaper and Wikipedia
data, with little or no loss in accuracy.

2 The CCG Parser

The parser is described in detail in Clark and Cur-
ran (2007). It is based on CCGbank, a CCG ver-
sion of the Penn Treebank developed by Hocken-
maier and Steedman (2007).

The stages in the parsing pipeline are as fol-
lows. First, a POS tagger assigns a single POS tag
to each word in a sentence. Second, a CCG su-
pertagger assigns lexical categories to the words
in the sentence. Third, the parsing stage combines
the categories, using CCG’s combinatory rules,
and builds a packed chart representation contain-
ing all the derivations which can be built from
the lexical categories. Finally, the Viterbi algo-
rithm finds the highest scoring derivation from
the packed chart, using the normal-form log-linear
model described in Clark and Curran (2007).

Sometimes the parser is unable to build an anal-
ysis which spans the whole sentence. When this
happens the parser and supertagger interact us-
ing the adaptive supertagging strategy described
in Clark and Curran (2004): the parser effectively
asks the supertagger to provide more lexical cate-
gories for each word. This potentially continues
for a number of iterations until the parser does
create a spanning analysis, or else it gives up and
moves to the next sentence.

The parser uses the CKY algorithm (Kasami,
1965; Younger, 1967) described in Steedman
(2000) to create a packed chart. The CKY al-
gorithm applies naturally to CCG since the gram-
mar is binary. It builds the chart bottom-up, start-
ing with two-word constituents (assuming the su-
pertagging phase has been completed), incremen-
tally increasing the span until the whole sentence
is covered. The chart is packed in the standard
sense that any two equivalent constituents created
during the parsing process are placed in the same
equivalence class, with pointers to the children
used in the creation. Equivalence is defined in
terms of the category and head of the constituent,
to enable the Viterbi algorithm to efficiently find
the highest scoring derivation.1 A textbook treat-
ment of CKY applied to statistical parsing is given
in Jurafsky and Martin (2000).

3 Data and Evaluation Metrics

We performed efficiency and accuracy tests on
newspaper and Wikipedia data. For the newspa-
per data, we used the standard test sections from

1Use of the Viterbi algorithm in this way requires the fea-
tures in the parser model to be local to a single rule applica-
tion; Clark and Curran (2007) has more discussion.
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(ncmod num hundred 1 Seven 0)
(conj and 2 sixty-one 3)
(conj and 2 hundred 1)
(dobj in 6 total 7)
(ncmod made 5 in 6)
(aux made 5 were 4)
(ncsubj made 5 and 2 obj)
(passive made 5)

Seven hundred and sixty-one were made in
total.

Figure 1: Example Wikipedia test sentence anno-
tated with grammatical relations.

CCGbank. Following Clark and Curran (2007) we
used the CCG dependencies for accuracy evalua-
tion, comparing those output by the parser with
the gold-standard dependencies in CCGbank. Un-
like Clark and Curran, we calculated recall scores
over all sentences, including those for which the
parser did not find an analysis. For the WSJ data
the parser fails on a small number of sentences
(less than 1%), but the chart pruning has the effect
of reducing this failure rate further, and we felt
that this should be factored into the calculation of
recall and hence F-score.

In order to test the parser on Wikipedia text,
we created two test sets. The first, Wiki 300, for
testing accuracy, consists of 300 sentences man-
ually annotated with grammatical relations (GRs)
in the style of Briscoe and Carroll (2006). An
example sentence is given in Figure 1. The data
was created by manually correcting the output of
the parser on these sentences, with the annotation
being performed by Clark and Rimell, including
checks on a subset of these cases to ensure con-
sistency across the two annotators. For the ac-
curacy evaluation, we calculated precision, recall
and balanced F-measure over the GRs in the stan-
dard way.

For testing speed on Wikipedia, we used a cor-
pus of 2500 randomly chosen sentences, Wiki
2500. For all speed tests we measured the num-
ber of sentences per second, using a single CPU

and standard hardware.

4 Beam Search

The beam search approach used in our exper-
iments prunes all constituents in a cell having
scores below a multiple (β) of the score of the

β Speed Gain F-score Gain
Baseline 43.0 85.55

0.001 48.6 13% 85.82 0.27
0.002 54.2 26% 85.88 0.33
0.005 59.0 37% 85.73 0.18
0.01 66.7 55% 85.53 -0.02

Table 1: Accuracy and speed results using differ-
ent beam values β.

δ Speed Gain F-score Gain
Baseline 43.0 85.55

10 60.1 39% 85.55 0.00
20 70.6 64% 85.66 0.11
30 72.3 68% 85.65 0.10
40 76.4 77% 85.63 0.08
50 76.7 78% 85.62 0.07
60 74.5 73% 85.71 0.16
80 68.4 59% 85.71 0.16

100 62.0 44% 85.73 0.18
None 59.0 37% 85.73 0.18

Table 2: Accuracy and speed results for different
values of δ where β = 0.005.

highest scoring constituent for that cell.2 The
scores for a constituent are calculated using the
same model used to find the highest scoring
derivation. We consider two scores: the Viterbi
score, which is the score of the highest scoring
sub-derivation for that constituent; and the inside
score, which is the sum over all sub-derviations
for that constituent. We investigated the follow-
ing: the trade-off between the aggressiveness of
the beam search and accuracy; the comparison be-
tween the Viterbi and inside scores; and whether
applying the beam to only certain cells in the chart
can improve performance.

Table 1 shows results on Section 00 of CCG-
bank, using the Viterbi score to prune. As ex-
pected, the parsing speed increases as the value
of β increases, since more constituents are pruned
with a higher β value. The pruning is effective,
with a β value of 0.01 giving a 55% speed increase
with neglible loss in accuracy.3

2One restriction we apply in practice is that only con-
stituents resulting from the application of a CCG binary rule,
rather than a unary rule, are pruned.

3The small accuracy increase for some β values could be
attributable to two factors: one, the parser may select a lower
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Speed F-score
Dataset Baseline Beam Gain Baseline Beam Gain
WSJ 00 43.0 76.4 77% 85.55 85.63 0.08

WSJ 02-21 53.4 99.4 86% 93.61 93.27 -0.34
WSJ 23 55.0 107.0 94% 87.12 86.90 -0.22

Wiki 300 35.5 80.3 126% 84.23 85.06 0.83
Wiki 2500 47.6 90.3 89%

Table 4: Beam search results on WSJ 00, 02-21, 23 and Wikipedia texts with β = 0.005 and δ = 40.

β δ Speed F-score
Baseline 24.7 85.55

inside scores

0.01 37.7 85.52
0.001 25.3 85.79
0.005 10 33.4 85.54
0.005 20 39.5 85.64
0.005 50 42.9 85.58

Viterbi scores

0.01 38.1 85.53
0.001 28.2 85.82
0.005 10 33.6 85.55
0.005 20 39.4 85.66
0.005 50 43.1 85.62

Table 3: Comparison between using Viterbi scores
and inside scores as beam scores.

We also studied the effect of the beam search
at different levels of the chart. We applied a selec-
tive beam in which pruning is only applied to con-
stituents of length less than or equal to a threshold
δ. For example, if δ = 20, pruning is applied only
to constituents spanning 20 words or less. The re-
sults are shown in Table 2. The selective beam
is also highly effective, showing speed gains over
the baseline (which does not use a beam) with no
loss in F-score. For a δ value of 50 the speed in-
crease is 78% with no loss in accuracy.

Note that for δ greater than 50, the speed re-
duces. We believe that this is due to the cost
of calculating the beam scores and the reduced
effectiveness of pruning for cells with longer
spans (since pruning shorter constituents early in
the chart-parsing process prevents the creation of
many larger, low-scoring constituents later).

Table 3 shows the comparison between the in-

scoring but more accurate derivation; and two, a possible in-
crease in recall, discussed in Section 3, can lead to a higher
F-score.

side and Viterbi scores. The results are similar,
with Viterbi marginally outperforming the inside
score in most cases. The interesting result from
these experiments is that the summing used in cal-
culating the inside score does not improve perfor-
mance over the max operator used by Viterbi.

Table 4 gives results on Wikipedia text, com-
pared with a number of sections from CCGbank.
(Sections 02-21 provide the training data for the
parser which explains the high accuracy results
on these sections.) Despite the fact that the prun-
ing model is derived from CCGbank and based on
WSJ text, the speed improvements for Wikipedia
were even greater than for WSJ text, with param-
eters β = 0.005 and δ = 40 leading to almost a
doubling of speed on the Wiki 2500 set, with the
parser operating at 90 sentences per second.

5 Cell Pruning

Whole cells can be pruned from the chart by tag-
ging words in a sentence. Roark and Hollingshead
(2009) used a binary tagging approach to prune a
CFG CKY chart, where tags are assigned to input
words to indicate whether they can be the start or
end of multiple-word constituents. We adapt their
method to CCG chart pruning. We also show the
limitation of binary tagging, and propose a novel
tagging method which leads to increased speeds
and accuracies over the binary taggers.

5.1 Binary tagging

Following Roark and Hollingshead (2009), we as-
sign the binary begin and end tags separately us-
ing two independent taggers. Given the input
“We like playing cards together”, the pruning ef-
fects of each type of tag on the CKY chart are
shown in Figure 2. In this chart, rows repre-
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Figure 2: The pruning effect of begin (top) and
end (bottom) tags; X indicates a removed cell.

sent consituent sizes and columns represent initial
words of constituents. No cell in the first row of
the chart is pruned, since these cells correspond
to single words, and are necessary for finding a
parse. The begin tag for the input word “cards” is
0, which means that it cannot begin a multi-word
constituent. Therefore, no cell in column 4 can
contain any constituent. The pruning effect of a
binary begin tag is to cross out a column of chart
cells (ignoring the first row) when the tag value
is zero. Similarly, the end tag of the word “play-
ing” is 0, which means that it cannot be the end
of a multi-word constituent. Consequently cell (2,
2), which contains constituents for “like playing”,
and cell (1, 3), which contains constituents for
“We like playing”, must be empty. The pruning
effect of a binary end tag is to cross out a diagonal
of cells (ignoring the first row) when the tag value
is zero.

We use a maximum entropy trigram tagger
(Ratnaparkhi, 1996; Curran and Clark, 2003) to

Model Speed F-score
baseline 25.10 84.89
begin only 27.49 84.71
end only 30.33 84.56
both 33.90 84.60
oracle 33.60 85.67

Table 5: Accuracy and speed results for the binary
taggers on Section 00 of CCGbank.

assign the begin and end tags. Features based on
the words and POS in a 5-word window, plus the
two previously assigned tags, are extracted from
the trigram ending with the current tag and the
five-word window with the current word in the
middle. In our development experiments, both the
begin and the end taggers gave a per-word accu-
racy of around 96%, similar to the accuracy re-
ported in Roark and Hollingshead (2009).

Table 5 shows accuracy and speed results for
the binary taggers.4 Using begin or end tags alone,
the parser achieved speed increases with a small
loss in accuracy. When both begin and end tags
are applied, the parser achieved further speed in-
creases, with no loss in accuracy compared to the
end tag alone. Row “oracle” shows what happens
using the perfect begin and end taggers, by using
gold-standard constituent information from CCG-
bank. The F-score is higher, since the parser is
being guided away from incorrect derivations, al-
though the speed is no higher than when using au-
tomatically assigned tags.

5.2 Level tagging

A binary tag cannot take effect when there is any
chart cell in the corresponding column or diagonal
that contains constituents. For example, the begin
tag for the word “card” in Figure 3 cannot be 0 be-
cause “card” begins a two-word constituent “card
games”. Hence none of the cells in the column can
be pruned using the binary begin tag, even though
all the cells from the third row above are empty.
We propose what we call a level tagging approach
to address this problem.

Instead of taking a binary value that indicates
4The baseline differs slightly to the previous section be-

cause gold-standard POS tags were used for the beam-search
experiments.
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Figure 3: The limitation of binary begin tags.

whether a whole column or diagonal of cells can
be pruned, a level tag (begin or end) takes an in-
teger value which indicates the row from which
a column or diagonal can be pruned in the up-
ward direction. For example, a level begin tag
with value 2 allows the column of chart cells for
the word “card” in Figure 3 to be pruned from the
third row upwards. A level tag (begin or end) with
value 1 prunes the corresponding row or diago-
nal from the second row upwards; it has the same
pruning effect as a binary tag with value 0. For
convenience, value 0 for a level tag means that the
corresponding word can be the beginning or end
of any constituent, which is the same as a binary
tag value 1.

A comparison of the pruning effect of binary
and level tags for the sentence “Playing card
games is fun” is shown in Figure 4. With a level
begin tag, more cells can be pruned from the col-
umn for “card”. Therefore, level tags are poten-
tially more powerful for pruning.

We now need a method for assigning level tags
to words in a sentence. However, we cannot
achieve this with a straighforward classifier since
level tags are related; for example, a level tag (be-
gin or end) with value 2 implies level tags with
values 3 and above. We develop a novel method
for calculating the probability of a level tag for
a particular word. Our mechanism for calculat-
ing these probabilities uses what we call maxspan
tags, which can be assigned using a maximum en-
tropy tagger.

Maxspan tags take the same values as level tags.
However, the meanings of maxspan tags and level
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XX
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5
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Playing card games is fun

X

XX

X

Playing card games is fun

1 2 3 4 5
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Figure 4: The pruning effect of binary (top) and
level (bottom) tags.

tags are different. While a level tag indicates the
row from which a column or diagonal of cells is
pruned, a maxspan tag represents the size of the
largest constituent a word begins or ends. For ex-
ample, in Figure 3, the level end tag for the word
“games” has value 3, since the largest constituent
this words ends spans “playing card games”.

We use the standard maximum entropy trigram
tagger for maxspan tagging, where features are
extracted from tag trigrams and surrounding five-
word windows, as for the binary taggers. Parse
trees can be turned directly into training data for
a maxspan tagger. Since the level tag set is fi-
nite, we a require a maximum value N that a level
tag can take. We experimented with N = 2 and
N = 4, which reflects the limited range of the
features used by the taggers.5

During decoding, the maxspan tagger uses the
forward-backward algorithm to compute the prob-
ability of maxspan tag values for each word in the

5Higher values of N did not lead to improvements during
development experiments.
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Model Speed F-score
baseline 25.10 84.89
binary 33.90 84.60
binary oracle 33.60 85.67
level N = 2 32.79 84.92
level N = 4 34.91 84.95
level N = 4 oracle 47.45 86.49

Table 6: Accuracy and speed results for the level
taggers on Section 00 of CCGbank.

input. Then for each word, the probability of its
level tag tl having value x is the sum of the prob-
abilities of its maxspan tm tag having values 1..x:

P (tl = x) =
x∑

i=1

P (tm = i)

Maxspan tag values i from 1 to x represent dis-
joint events in which the largest constituent that
the corresponding word begins or ends has size i.
Summing the probabilities of these disjoint events
gives the probability that the largest constituent
the word begins or ends has a size between 1 and
x, inclusive. That is also the probability that all
the constituents the word begins or ends are in the
range of cells from rows 1 to row x in the corre-
sponding column or diagonal. And therefore that
is also the probability that the chart cells above
row x in the corresponding column or diagonal
do not contain any constituents, which means that
the column and diagonal can be pruned from row
x upward. Therefore, it is also the probability of a
level tag with value x.

The probability of a level tag having value x
increases as x increases from 1 to N . We set a
probability threshold Q and choose the smallest
level tag value x with probability P (tl = x) ≥ Q
as the level tag for a word. If P (tl = N) < Q, we
set the level tag to 0 and do not prune the column
or diagonal. The threshold value determines a bal-
ance between pruning power and accuracy, with a
higher value pruning more cells but increasing the
risk of incorrectly pruning a cell. During devel-
opment we arrived at a threshold value of 0.8 as
providing a suitable compromise between pruning
power and accuracy.

Table 6 shows accuracy and speed results for
the level tagger, using a threshold value of 0.8.

Model Speed F-score
baseline 36.64 84.23
binary gold 49.59 84.36
binary self 40K 48.79 83.64
binary self 200K 51.51 83.71
binary self 1M 47.78 83.75
level gold 58.23 84.12
level self 40K 54.76 83.83
level self 200K 48.57 83.39
level self 1M 52.54 83.71

Table 7: Accuracy tests on Wiki 300 comparing
gold training (gold) with self training (self) for
different sizes of parser output for self-training.

We compare the effect of the binary tagger and
level taggers with N = 2 and N = 4. The accu-
racies with the level taggers are higher than those
with the binary tagger; they are also higher than
the baseline parsing accuracy. The parser achieves
the highest speed and accuracy when pruned with
the N = 4 level tagger. Comparing the oracle
scores, the level taggers lead to higher speeds than
the binary tagger, reflecting the increased pruning
power of the level taggers compared with the bi-
nary taggers.

5.2.1 Final experiments using gold training
and self training

In this section we report our final tests using
Wikipedia data. We used two methods to derive
training data for the taggers. The first is the stan-
dard method, which is to transform gold-standard
parse trees into begin and end tag sequences. This
method is the method that we used for all previ-
ous experiments, and we call it “gold training”.
In addition to gold training, we also investigate
an alternative method, which is to obtain training
data for the taggers from the output of the parser
itself, in a form of self-training (McClosky et al.,
2006). The intuition is that the tagger will learn
what constituents a trained parser will eventually
choose, and as long as the constituents favoured
by the parsing model are not pruned, no reduction
in accuracy can occur. There is the potential for
an increase in speed, however, due to the pruning
effect.

For gold training, we used sections 02-21 of
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Model Speed
baseline 47.6
binary gold 80.8
binary 40K 75.5
binary 200K 77.4
binary 1M 78.6
level gold 93.7
level 40K 92.8
level 200K 92.5
level 1M 96.6

Table 8: Speed tests with gold and self-training on
Wiki 2500.

CCGBank (which consists of about 40K training
sentences) to derive training data. For self train-
ing, we trained the parser on sections 02-21 of
CCGBank, and used the parser to parse 40 thou-
sand, 200 thousand and 1 million sentences from
Wikipedia, respectively. Then we derive three sets
of self training data from the three sets of parser
outputs. We then used our Wiki 300 set to test the
accuracy, and the Wiki 2500 set to test the speed
of the parser.

The results are shown in Tables 7 and 8, where
each row represents a training data set. Rows “bi-
nary gold” and “level gold” represent binary and
level taggers trained using gold training. Rows
“binary self X” and “level self X” represent bi-
nary and level taggers trained using self training,
with the size of the training data being X sen-
tences.

It can be seen from the Tables that the accuracy
loss with self-trained binary or level taggers was
not large (in the worst case, the accuracy dropped
from 84.23% to 83.39%), while the speed was
significantly improved. Using binary taggers, the
largest speed improvement was from 47.6 sen-
tences per second to 80.8 sentences per second
(a 69.7% relative increase). Using level taggers,
the largest speed improvement was from 47.6 sen-
tences per second to 96.6 sentences per second (a
103% relative increase).

A potential advantage of self-training is the
availability of large amounts of training data.
However, our results are somewhat negative in
this regard, in that we find training the tagger on
more than 40,000 parsed sentences (the size of

CCGbank) did not improve the self-training re-
sults. We did see the usual speed improvements
from using the self-trained taggers, however, over
the baseline parser with no pruning.

6 Conclusion

Using our novel method of level tagging for prun-
ing complete cells in a CKY chart, the CCG parser
was able to process almost 100 Wikipedia sen-
tences per second, using both CCGbank and the
output of the parser to train the taggers, with little
or no loss in accuracy. This was a 103% increase
over the baseline with no pruning.

We also demonstrated that standard beam
search is highly effective in increasing the speed
of the CCG parser, despite the fact that the su-
pertagger has already had a significant pruning
effect. In future work we plan to investigate the
gains that can be achieved from combining the
two pruning methods, as well as other pruning
methods such as the self-training technique de-
scribed in Kummerfeld et al. (2010) which re-
duces the number of lexical categories assigned
by the supertagger (leading to a speed increase).
Since these methods are largely orthogonal, we
expect to achieve further gains, leading to a re-
markably fast wide-coverage parser outputting
complex linguistic representations.
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Abstract 

Metaphorical and contextual affect de-

tection from open-ended text-based di-

alogue is challenging but essential for 

the building of effective intelligent user 

interfaces. In this paper, we report up-

dated developments of an affect detec-

tion model from text, including affect 

detection from one particular type of 

metaphorical affective expression and 

affect detection based on context. The 

overall affect detection model has been 

embedded in an intelligent conversa-

tional AI agent interacting with human 

users under loose scenarios. Evaluation 

for the updated affect detection compo-

nent is also provided. Our work contri-

butes to the conference themes on sen-

timent analysis and opinion mining and 

the development of dialogue and con-

versational agents. 

1 Introduction 

Affect sensing from open-ended text-based 

natural language input is a rising research area. 

Zhang et al. (2008a) reported an affect detection 

component on detecting simple and complex 

emotions, meta-emotions, value judgments etc 

from literal expressions. Recently, metaphorical 

language has drawn researchers‟ attention since 

it has been widely used to provide effective 

vivid description. Fainsilber and Ortony (1987) 

commented that “an important function of 

metaphorical language is to permit the 

expression of that which is difficult to express 

using literal language alone”. In Wallington et 

al‟s work (2008), several metaphorical affective 

expressions (such as animal metaphor (“X is a 

rat”) and affects as external entities metaphor 

(“joy ran through me”)) have been intensively 

studied and affect has been derived from some 

simple animal metaphorical expressions.    

The work presented here reports develop-

ments on affect detection from one particular 

comparatively complex metaphorical phenome-

non with affect implication, i.e. the cooking me-

taphor (“the lawyer grilled the witness on the 

stand”, “I knew I was cooked when the teacher 

showed up at the door”) 

(http://knowgramming.com/cooking_metaphors.

htm). Since context plays an important role in 

the interpretation of the affect conveyed by the 

user during the interaction, we have used lin-

guistic contextual analysis and cognitive emo-

tional modeling based on Markov chain model-

ing and a dynamic algorithm to interpret affect 

from context in our application. 

Our developments have been incorporated in-

to an affect detection component, which can 

detect affect and emotions from literal text input 

and has been embedded in an intelligent conver-

sational agent, engaged in a drama improvisa-

tion with human users under loose scenarios 

(school bullying and Crohn‟s disease). The con-

versational AI agent also provides appropriate 

responses based on the detected affect from us-

ers‟ input in order to stimulate the improvisa-

tion. In both scenarios, the AI agent plays a mi-

nor role in drama improvisation. E.g. it plays a 

close friend of the bullied victim (the leading 

role) in school bullying scenario, who tries to 

stop the bullying. 

We have also analyzed affect detection per-

formance based on previously collected (other) 

transcripts from user testing by calculating 

agreements via Cohen‟s Kappa between two 

human judges and between human judges and 

the AI agent with and without the new devel-
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opment respectively in order to verify the effi-

ciency of the metaphorical and contextual affect 

sensing.   

The content is arranged as follows. We report 

relevant work in section 2 and the new devel-

opments on affect detection from the cooking 

metaphor in section 3. Contextual affect sensing 

is discussed in section 4. System evaluation and 

conclusion are presented in section 5. 

2 Related Work 

There is well-known research work in the re-

lated fields. ConceptNet (Liu and Singh, 2004) 

is a toolkit to provide practical textual reasoning 

for affect sensing for six basic emotions, text 

summarization and topic extraction. Shaikh et 

al. (2007) provided sentence-level textual affect 

sensing to recognize evaluations (positive and 

negative). They adopted a rule-based domain-

independent approach, but they haven‟t made 

attempts to recognize different affective states 

from open-ended text input.   

Although Façade (Mateas, 2002) included 

shallow natural language processing for charac-

ters‟ open-ended utterances, the detection of 

major emotions, rudeness and value judgements 

is not mentioned. Zhe and Boucouvalas (2002) 

demonstrated an emotion extraction module 

embedded in an Internet chatting environment. 

It used a part-of-speech tagger and a syntactic 

chunker to detect the emotional words and to 

analyze emotion intensity for the first person 

(e.g. „I‟). The detection focused only on emo-

tional adjectives and first-person emotions, and 

did not address deep issues such as figurative 

expression of emotion. There is also work on 

general linguistic cues useful for affect detec-

tion (e.g. Craggs and Wood, 2004). 

In addition, there is well-known research 

work on the development of emotional conver-

sational agents. Egges et al. (2003) provided 

virtual characters with conversational emotional 

responsiveness. Aylett et al. (2006) also focused 

on the development of affective behavior plan-

ning for their synthetic characters. Cavazza et 

al. (2008) reported on a conversational agent 

embodied in a wireless robot to provide sugges-

tions for users on a healthy living life-style. 

Hierarchical Task Networks (HTN) planner and 

semantic interpretation have been used in this 

work. The cognitive planner plays an important 

role in assisting with dialogue management. The 

user‟s response has also been considered for the 

generation of a new plan. However, the system 

will hesitate when open-ended user input going 

beyond the planner‟s knowledge has been used 

intensively during interaction. The system we 

present here intends to deal with such challenge. 

Our work focuses on the following aspects: 

(1) affect detection from metaphorical expres-

sions; (2) real-time affect sensing for basic and 

complex emotions in improvisational role-play 

situations; (3) affect detection for second and 

third person cases (e.g. „you‟, „she‟); and (4) 

affect interpretation based on context profiles. 

3 Further Development on Metaphori-

cal Affect Detection 

Without pre-defined constrained scripts, our 

original system has been developed for 14-16 

year old school students to conduct creative im-

provisation within highly emotionally charged 

scenarios. Various metaphorical expressions 

were used to convey emotions (Kövecses, 

1998), which are theoretically and practically 

challenging and draw our attention. 

Metaphorical language can be used to convey 

emotions implicitly and explicitly, which also 

inspires cognitive semanticists (Kövecses, 

1998). In our previous study (Zhang et al. 

2008b; 2009), we detected affect from several 

comparatively simple metaphorical affective 

phenomena. Another type of comparatively 

complex metaphor has also drawn our attention, 

i.e. the cooking metaphor. Very often, the agent 

himself/herself would become the victim of 

slow or intensive cooking (e.g. grilled, cooked). 

Or one agent can perform cooking like actions 

towards another agent to realize punishment or 

torture. Examples are as follows, “he basted her 

with flattery to get the job”, “she knew she was 

fried when the teacher handed back her paper”.  

In these examples, the suffering agents have 

been figuratively conceptualized as food. They 

bear the results of intensive or slow cooking. 

Thus, these agents who suffer from such cook-

ing actions carried out by other agents tend to 

feel pain and sadness, while the „cooking per-

forming‟ agents may take advantage of such 

actions to achieve their intentions, such as per-

suasion, punishment or even enjoyment. The 

syntactic structures of some of the above exam-
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ples also indicate the submissive stance of the 

suffering agents. E.g. in the instances, passive 

sentences (“he knew he was cooked when he 

saw his boss standing at the door”) have been 

used to imply unwillingness and victimization 

of the subject agents who are in fact the objects 

of the cooking actions described by the verb 

phrases (“X + copular form + passive cooking 

action”). In other examples, the cooking actions 

have been explicitly performed by the subject 

agents towards the object agents to imply the 

former‟s potential willingness and enjoyment 

and the latter‟s potential suffering and pain (“A 

+ [cooking action] + B”).  

Thus in our application, we focus on the 

above two particular types of expressions. We 

use Rasp (Briscoe & Carroll, 2002) to recognize 

user input with such syntactic structures („A + 

copular form + VVN‟, „A + VV0/VVD/VVZ 

(verb) + B‟). Many sentences could possess 

such syntactic structures (e.g. “Lisa was bul-

lied”, “he grills Lisa”, “I was hit by a car”, “Li-

sa was given the task to play the victim role”, “I 

steamed it” etc), but few of them are cooking 

metaphors. Therefore we need to resort to se-

mantic profiles to recognize the metaphorical 

expressions. Rasp has also provided a syntactic 

label for each word in the user input. Thus the 

main verbs were identified by their correspond-

ing syntactic labels (e.g. „given‟ labeled as „past 

participle form of lexical verbs (VVN)‟, „likes‟ 

and „grills‟ labeled as „-s form of lexical verbs 

(VVZ)‟) and the semantic interpretation for 

their base forms is discovered from WordNet 

(Fellbaum, 1998). Since WordNet has provided 

hypernyms (Y is a hypernym of X if every X is 

a (kind of) Y) for the general noun and verb 

lexicon, „COOK‟ has been derived as the 

hypernym of the verbs‟ described cooking ac-

tions. E.g. „boil‟, „grill‟, „steam‟, and „simmer‟ 

are respectively interpreted as one way to 

„COOK‟. „Toast‟ is interpreted as one way to 

„HEAT UP‟ while „cook‟ is interpreted as one 

way to „CREAT‟, or „CHEAT‟ etc. One verb 

may recover several hypernyms and in our ap-

plication, we collect all of them. Another evalu-

ation resource (Esuli and Sebastiani, 2006) is 

resorted to in order to recover the evaluation 

values of all the hypernyms for a particular 

verb. If some hypernyms are negative (such as 

„CHEAT‟) and the main object of the overall 

input refers to first/third person cases or singu-

lar proper nouns („him‟, „her‟, or „Lisa‟), then 

the user input (e.g. “he basted her with flattery 

to get the job”) conveys potential negative af-

fect (e.g. pain and sadness) for the human ob-

jects and potential positive affect (e.g. persua-

sion or enjoyment) for the subjects. If the evalu-

ation dictionary fails to provide any evaluation 

value for any hypernyms (such as „COOK‟ and 

„HEAT UP‟) of the main verbs, then we still 

assume that „verbs implying COOK/HEAT UP 

+ human objects‟ or „human subjects + copular 

form + VVN verbs implying COOK/HEAT UP‟ 

may indicate negative emotions both for the 

human objects in the former and the human sub-

jects in the latter. E.g. for the input “I was fried 

by the head teacher”, the processing is as fol-

lows: 

1. Rasp identifies the input has the following 

structure: „PPIS1 (I) + copular form (was) + 

VVN (fried)‟; 

2. „Fry‟ (base form of the main verb) is sent 

to WordNet to obtain its hypernyms, which in-

clude „COOK‟, „HEAT‟ and „KILL‟;  

3. The input has the following syntactic se-

mantic structure: „PPIS1 (I) + copular form 

(was) + VVN (Hypernym: COOK)‟, thus it is 

recognized as a cooking metaphor; 

4. The three hypernyms are sent to the evalu-

ation resource to obtain their evaluation values. 

„KILL‟ is labeled as negative while others can‟t 

obtain any evaluation values from the profile; 

5. The input is transformed into: „„PPIS1 (I) 

+ copular form (was) + VVN (KILL: negative)‟ 

6. The subject is a first person case, then the 

input indicates the user who is speaking suf-

fered from a negative action and may have a 

„negative‟ emotional state. 

Although our processing is limited to the 

verb metaphor examples and hasn‟t considered 

other instances like “tasty tidbits of informa-

tion”, it points out promising directions for fi-

gurative language processing. After our inten-

tion to improve the performance of affect sens-

ing from individual turn-taking input, we focus 

on improvement of the performance using con-

text profiles. In future work, we intend to use a 

metaphor ontology to recognize metaphors.  

4 Affect Sensing from Context Profiles 

Our previous affect detection (Zhang et al. 

2008a) has been performed solely based on in-

1482



dividual turn-taking input. Thus the context in-

formation has been ignored. However, the con-

textual and character profiles may influence the 

affect implied in the current input. In this sec-

tion, we will discuss relationships between cha-

racters, linguistic contextual indicators, cogni-

tive emotion simulation from a communication 

context and our approach developed based on 

these features to interpret affect from context.  

4.1 Relationship Interpretation 

Relationships between characters in drama im-

provisation are very crucial for the contextual 

affect interpretation for the emotionally ambi-

guous users‟ input. During the improvisation of 

each scenario, like any other drama progression, 

normally the recorded transcripts for creative 

roleplays are composed of three main improvi-

sational sections, including the starting of the 

drama, the climax and the final ending. Rela-

tionships in these three drama progression stag-

es between characters are different from one 

another. E.g. in the climax of the improvisation 

of the school bullying scenario, we normally 

expect very negative relationships between the 

bully and the bullied victim (Lisa) & her friends 

since the big bully is very aggressive at Lisa and 

her friends who try to stop the bullying. Moreo-

ver, in nearly the end of the improvisational ses-

sion, sometimes the big bully feels sorry for his 

behavior and is cared by Lisa and her friends 

since he is abused by his uncle. The intense 

negative relationships between the big bully and 

Lisa & her friends are changed to those with at 

least less negativity or even normal relation-

ships. Because of the creative nature of the im-

provisation, sometimes the bully and the victim 

may even have a positive relationship towards 

the ending of the drama improvisation.  

However in our current study, we only as-

sume consistent negative relationships between 

the bully and the bullied victim & her friends 

throughout the improvisation to simplify the 

processing. We will report our work on relation-

ship interpretation using fuzzy logic to dynami-

cally capture the changing relationships be-

tween characters as the drama progresses in the 

near future. 

4.2 Linguistic Contextual Indicators   

In our study, we noticed some linguistic indica-

tors for contextual communication in the rec-

orded transcripts. One useful indicator is (i) im-

peratives, which are often used to imply nega-

tive or positive responses to the previous speak-

ing characters, such as “shut up”, “go on then”, 

“let‟s do it” and “bring it on”. Other useful con-

textual indicators are (ii) prepositional phrases 

(e.g. “by who?”), semi-coordinating conjunc-

tions (e.g. “so we are good then”), subordinating 

conjunctions (“because Lisa is a dog”) and 

coordinating conjunctions („and‟, „or‟ and 

„but‟). These indicators are normally used by 

the current „speaker‟ to express further opinions 

or gain further confirmation. 

In addition, (iii) short phrases for questions 

are also used frequently in the transcripts to gain 

further communication based on context, e.g. 

“where?”, “who is Dave” or “what”. (iv) Cha-

racter names are also normally used in the user 

input to indicate that the current input is in-

tended for particular characters, e.g. “Dave go 

away”, “Mrs Parton, say something”, “Dave 

what has got into you?” etc. Very often, such 

expressions have been used to imply potential 

emotional contextual communication between 

the current speaking character and the named 

character. Therefore the current speaking cha-

racters may imply at least „approval‟ or „disap-

proval‟ towards the opinions/comments pro-

vided by the previous named speaking charac-

ters. Finally there are also (v) some other well 

known contextual indicators in Internet relay 

chat such as „yeah/yes followed by a sentence 

(“yeah, we will see”)‟, “I think so”, „no/nah fol-

lowed by a sentence‟, “me too”, “exactly”, 

“thanks”, “sorry”, “grrrr”, “hahahaha”, etc. 

Such expressions are normally used to indicate 

affective responses to the previous input.  

Since natural language is ambiguous and 

there are cases in which contextual information 

is required in order to appropriately interpret the 

affect conveyed in the input (e.g. “go on then”), 

our approach reported in the following inte-

grates the above contextual linguistic indicators 

with cognitive contextual emotion prediction to 

uncover affect conveyed in emotionally ambi-

guous input.  

4.3 Emotion Modeling in Communication 

Context 

There are also other aspects which may influ-

ence the affect conveyed in the communication 

context. E.g. in our application, the affect con-
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veyed by the speaking character himself/herself 

in the recent several turn-taking, the „improvisa-

tional mood‟ that the speaking character is 

created, and emotions expressed by other cha-

racters, especially by the contradictory ones 

(e.g. the big bully), have great potential to influ-

ence the affect conveyed by the current speak-

ing character (e.g. the bullied victim). Some-

times, the story themes or topics also have po-

tential impact to emotions or feelings expressed 

by characters. For example, people tend to feel 

„happy‟ when involved in discussions on posi-

tive topics such as harvest or raising salary, 

while people tend to feel „sad‟ when engaged in 

the discussions on negative themes such as 

economy breakdown, tough examination etc. 

In our application, although the hidden story 

sub-themes used in the scenarios are not that 

dramatic, they are still highly emotionally 

charged and used as the signals for potential 

changes of emotional context for each character. 

E.g. In the school bullying scenario (which is 

mainly about the bully, Mayid, is picking on the 

new comer to the school, Lisa. Lisa‟s friends, 

Elise and Dave, are trying to stop the bullying. 

The school teacher, Mrs Parton, also tries to 

find out what is going on), the director mainly 

provided interventions based on several main 

sub-themes of the story to push the improvisa-

tion forward, i.e. “Mayid starts bullying Lisa”, 

“why Lisa is crying”, “why Mayid is so nasty/a 

bully”, “how Mayid feels when his uncle finds 

out about his behavior” etc. From the inspection 

of the recorded transcripts, when discussing the 

topic of “why Lisa is crying”, we noticed that 

Mayid (the bully) tends to be really aggressive 

and rude, while Lisa (the bullied victim) tends 

to be upset and other characters (Lisa‟s friends 

and the school teacher) are inclined to show 

anger at Mayid. For the improvisation of the 

hidden story sub-theme “why Mayid is so nas-

ty/a bully”, the big bully changes from rude and 

aggressive to sad and embarrassed (e.g. because 

he is abused by his uncle), while Lisa and other 

characters become sympathetic (and sometimes 

caring) about Mayid. Usually all characters are 

trying to create the „improvisational mood‟ ac-

cording to the guidance of the hidden story sub-

themes (provided via director‟s intervention). 

Therefore, the story sub-themes could be used 

as the indicators for potential emotional context 

change. The emotion patterns expressed by each 

character within the improvisation of each story 

sub-theme could be very useful for the predic-

tion of the affect shown in a similar topic con-

text, although the improvisation of the charac-

ters is creative within the loose scenario. It will 

improve the performance of the emotional con-

text prediction if we allow more emotional pro-

files for each story sub-theme to be added to the 

training data to reflect the creative improvisa-

tion (e.g. some improvisations went deeper for a 

particular topic). 

Therefore, a Markov chain is used to learn 

from the emotional context shown in the rec-

orded transcripts for each sub-theme and for 

each character, and generate other possible rea-

sonable unseen emotional context similar to the 

training data for each character. Markov chains 

are usually used for word generation. In our ap-

plication, they are used to record the frequencies 

of several emotions showing up after one par-

ticular emotion. A matrix has been constructed 

dynamically for neutral and the 12 most com-

monly used emotions in our application (caring, 

arguing, disapproving, approving, grateful, hap-

py, sad, threatening, embarrassed, angry/rude, 

scared and sympathetic) with each row 

representing the previous emotion followed by 

the subsequent emotions in columns. The Mar-

kov chains employ roulette wheel selection to 

ensure to produce a greater probability to select 

emotions with higher frequencies than emotions 

with lower occurrences. This will allow the 

generation of emotional context to probabilisti-

cally follow the training data, which may reflect 

the creative nature of the improvisation.  

Then a dynamic algorithm is used to find the 

most resembling emotional context for any giv-

en new situation from the Markov chain‟s train-

ing and generated emotional contexts. I.e. by 

using the algorithm, a particular series of emo-

tions for a particular story sub-theme has been 

regarded as the most resembling context to the 

test emotional situation and an emotional state 

is recommended as the most probable emotion 

for the current user input. Since the most recent 

affect histories of other characters and relation-

ships between characters may also have an im-

pact on the affect conveyed by the speaking 

character, the recommended affect will be fur-

ther evaluated (e.g. a most recent „insulting‟ 

input from Mayid could make Lisa „angry‟).   
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At the training stage, first of all, the school 

bullying transcripts collected from previous user 

testing have been divided into several topic sec-

tions with each of them belonging to one of the 

story sub-themes. The classification of the sub-

themes is mainly based on the human director‟s 

intervention which was recorded in the tran-

scripts. Then we used two human annotators to 

mark up the affect of every turn-taking input in 

the transcripts using context inference. Thus, for 

each character, we have summarized a series of 

emotions expressed throughout the improvisa-

tion of a particular story sub-theme. Since the 

improvisation is creative under the loose scena-

rio, some of the sub-themes (e.g. “why Mayid is 

so nasty”) have been suggested for improvisa-

tion for one than once in some transcripts and 

some of the topics (e.g. “why Lisa is crying”) 

are only shown in a few of the collected tran-

scripts. We made attempts to gather as many 

emotional contexts as possible for each charac-

ter for the improvisation of each sub-theme in 

order to enrich the training data. 

The following is a small portion of one rec-

orded transcript used for the training of the 

Markov chain. The human annotators have 

marked up the affect expressed in each turn-

taking input.  

DIRECTOR: why is Lisa crying? 

Elise Brown [caring]: lisa stop cryin 

Lisa Murdoch [disagree]: lisa aint crying!!!!  

Dave Simons [caring]: i dunno! y u cryin li-

sa? 

Mayid Rahim [rude]: cuz she dnt realise she 

is lucky to b alive  

Elise Brown [angry]: beat him up! itss onlii 

fat..he'll go down straight away 

Mayid Rahim [insulting]: lisa, y u crying? u 

big baby! 

Mrs Parton [caring]: lisa, r u ok? 

For example, the emotional context for May-

id from the above example is: „rude‟ and „insult-

ing‟ (we use one letter to represent each emo-

tional label, thus in this example, i.e. „R I‟), and 

in the similar way, the emotional contexts for 

other characters have been derived from the 

above example, which are used as the training 

data for the Markov chain for the topic “why 

Lisa is crying”. We have summarized the emo-

tional context for each story sub-theme for each 

character from 4 school bullying transcripts and 

used them for the training of the Markov chain. 

The topics considered at the training stage in-

clude: “Mayid starts bullying”, “why is Lisa 

crying”, “why is Mayid nasty/a bully” and “how 

does Mayid feel if his uncle knew about his be-

havior?” 

At the test stage, our affect detection compo-

nent, EMMA, is integrated with an AI agent and 

detects affect for each user input solely based on 

the analysis of individual turn-taking input it-

self. The above algorithms for context-based 

affect sensing will be activated when the affect 

detection component recognizes „neutral‟ from 

the current input during the emotionally charged 

proper improvisation after all the characters 

have known each other and went on the virtual 

drama stage. First of all, the linguistic indicators 

are used to identify if the input with „neutral‟ 

implication is a contextual-based input. E.g. we 

mainly focus on the checking of the five contex-

tual implications we mentioned previously, in-

cluding imperatives, prepositional phrases, con-

junctions, simplified question sentences, charac-

ter names, and other commonly used contextual 

indicators (e.g. “yeah”, “I think so”). If any of 

the above contextual indicators exists, then we 

further analyze the affect embedded in the input 

with contextual emotion modeling reported 

here. 

For example, we have collected the following 

transcript for testing. Normally the director in-

tervened to suggest a topic change (e.g. “find 

out why Mayid is a bully”). Thus for a testing 

situation for a particular character, we use the 

emotion context attached with his/her user input 

starting right after the most recent director‟s 

intervention and ending at his/her last second 

input, since such a context may belong to one 

particular topic. 

DIRECTOR: U R IN THE PLAYGROUND 

(indicating bullying starts) 

1. Lisa Murdoch: leave me alone! [angry] 

2. Mayid Rahim: WAT U GONNA DU? 

[neu] -> [angry] 

3. Mayid Rahim: SHUT UR FAT MOUTH 

[angry] 

4. Elise Brown: grrrrr [angry] 

5. Elise Brown: im telin da dinna lady! 

[threatening] 

6. Mayid Rahim: go on den [neutral] -> [an-

gry] 

7. Elise Brown: misssssssssssssssss [neu] 

8. Elise Brown: lol [happy] 
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9. Lisa Murdoch: mayid u gna gt banned 

[threatening] 

10. Mayid Rahim: BY HU [neu] -> [angry] 

The affect detection component detected that 

Lisa was „angry‟ by saying “leave me alone!”. It 

also sensed that Mayid was „neutral‟ by saying 

“WAT U GONNA DU (what are you going to 

do)?” without consideration of context. From 

Rasp, we obtained that the input is a simplified 

question sentence (a linguistic contextual indi-

cator). Thus, it implies that it could be an emo-

tional situation caused by the previous context 

(e.g. previous input from Lisa) and the further 

processing for emotion prediction is activated. 

Since we don‟t have an emotional context yet at 

this stage for Mayid (the very first input from 

Mayid after the director‟s intervention), we 

cannot resort to the Markov chain and the dy-

namic algorithm currently to predict the affect. 

However, we could use the emotional context of 

other characters to predict the affect for Mayid‟s 

current input since we believe that an emotional 

input from a character, especially from an op-

ponent character, has great potential to affect 

the emotions expressed by the current speaking 

character.  

In the most recent chat history, there is only 

one input from Lisa after the director‟s interven-

tion, which implied „anger‟. Since Lisa and 

Mayid have a negative relationship (pre-defined 

by character profiles), then we predict Mayid 

currently experiences negative emotion. Since 

capitalizations have been used in Mayid‟s input, 

we conclude that the affect implied in the input 

could be „angry‟. However, EMMA could be 

fooled if the affect histories of other characters 

fail to provide any useful indication for predic-

tion (e.g. if Lisa implied „neutral‟ in the most 

recent input, the interpretation of the affect con-

veyed by Mayid would be still „neutral‟).  

EMMA also detected affect for the 3rd, 4th, 

and 5th user input in the above example (based 

on individual turn-taking) until it detected „neu-

tral‟ again from the 6th input “go on den (go on 

then)” from Mayid. Since it is an imperative 

mood sentence (a linguistic contextual indica-

tor), the input may imply a potential (emotional) 

response to the previous speaking character. 

Since we couldn‟t obtain the affect embedded in 

the imperative purely based on the analysis of 

the input itself, the contextual processing is re-

quired. Thus the emotional context profile for 

Mayid is retrieved, i.e. [angry (the 2nd input) 

and angry (the 3rd input)]. The Markov chain is 

used to produce the possible emotional context 

based on the training data for each sub-theme 

for Mayid.  

The following are generated example emo-

tional profiles for the sub-theme “Mayid starts 

bullying” for the Mayid character: 

1. T A A N A A [„threatening, angry, angry, 

neutral, angry and angry‟]  

2. N A A A [„neutral, angry, angry, and an-

gry‟] 

3. D A I A A A N A [„disapproval, angry, in-

sulting, angry, angry, angry, neutral, and an-

gry‟] 

4. I A A N [„insulting, angry, angry and neu-

tral‟] 

The dynamic algorithm is used to find the 

smallest edit distance between the test emotion-

al context [angry and angry] and the training 

and generated emotional context for the Mayid 

character for each sub-theme. In the above ex-

ample, the second and fourth emotional se-

quences have the smallest edit distance (dis-

tance = 2) to the test emotional context and the 

former suggests „angry‟ as the affect conveyed 

in the current input (“go on den”) while the lat-

ter implies „neutral‟ expressed in the current 

input. Thus we need to resort to the emotional 

context of other characters to justify the rec-

ommended affects. From the chatting log, we 

find that Lisa was „angry‟ in her most recent 

input (the 1st input) while Elise was „threaten-

ing‟ in her most recent input (the 5th input). 

Since the bully, Mayid, has a negative relation-

ships with Lisa (being „angry‟) and Elise (being 

„threatening‟), the imperative input (“go on 

den”) may indicate „angry‟ rather than „neutral‟. 

Therefore our processing adjusts the affect from 

„neutral‟ to „angry‟ for the 6th input.  

In this way, by considering the linguistic con-

textual indicators, the potential emotional con-

text one character was in, relationships with 

others and recent emotional profiles of other 

characters, our affect detection component has 

been able to inference emotion based on context 

to mark up the rest of the above test example 

transcript (e.g. Mayid being „angry‟ for the 10th 

input). However our processing could be fooled 

easily by various diverse ways for affective ex-

pressions and creative improvisation (test emo-

tional patterns not shown in the training and 
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generated sets). We intend to adopt better emo-

tion simulation tools, more linguistic hints, psy-

chological (context-based) emotional theories 

for further improvements. Also, our processing 

currently only focused on the school bullying 

scenario. We are on our way to extend the con-

text-based affect sensing to the Crohn‟s disease 

scenario to further evaluate its efficiency. 

5 Evaluation and Conclusion 

We carried out user testing with 220 secondary 

school students from Birmingham and Darling-

ton schools for the improvisation of school bul-

lying and Crohn‟s disease scenarios. Generally, 

our previous statistical results based on the col-

lected questionnaires indicate that the involve-

ment of the AI character has not made any sta-

tistically significant difference to users‟ en-

gagement and enjoyment with the emphasis of 

users‟ notice of the AI character‟s contribution 

throughout. Briefly, the methodology of the 

testing is that we had each testing subject have 

an experience of both scenarios, one including 

the AI minor character only and the other in-

cluding the human-controlled minor character 

only. After the testing sessions, we obtained 

users‟ feedback via questionnaires and group 

debriefings. Improvisational transcripts were 

automatically recorded during the testing so that 

it allows further evaluation of the performance 

of the affect detection component.  

Therefore, we produce a new set of results for 

the evaluation of the updated affect detection 

component with metaphorical and context-based 

affect detection based on the analysis of some 

recorded transcripts of school bullying scenario. 

Generally two human judges (not engaged in 

any development stage) marked up the affect of 

150 turn-taking user input from the recorded 

another 4 transcripts from school bullying sce-

nario (different from those used for the training 

of Markov chains). In order to verify the effi-

ciency of the new developments, we provide 

Cohen‟s Kappa inter-agreements for EMMA‟s 

performance with and without the new devel-

opments for the detection of the most common-

ly used 12 affective states. In the school bully-

ing scenario, EMMA played a minor bit-part 

character (Lisa‟s friend: Dave). The agreement 

for human judge A/B is 0.45. The inter-

agreements between human judge A/B and 

EMMA with and without the new developments 

are presented in Table 1.  

 
 Human 

Judge A 

Human 

Judge B 

EMMA (pre-

vious version) 

0.38 0.30 

EMMA (new 

version) 

0.40 0.32 

 

Table 1: Inter-agreements between human 

judges and EMMA with and without the new 

developments 

Although further work is needed, the new de-

velopments on metaphorical and contextual af-

fect sensing have improved EMMA‟s perfor-

mance of affect detection in the test transcripts 

comparing with the previous version. 

The evaluation results indicated that most of 

the improvements (approximately 80%) are ob-

tained for negative affect detection based on the 

inference of context information. But there are 

still some cases: when the two human judges 

both believed that user inputs carried negative 

affective states (such as angry, threatening, dis-

approval etc), EMMA regarded them as neutral. 

One most obvious reason is that some of the 

previous pipeline processing (such as dealing 

with mis-spelling, acronyms etc, and syntactic 

processing from Rasp etc) failed to recover the 

standard user input or recognize the complex 

structure of the input which led to less interest-

ing and less emotional context and may affect 

the performance of contextual affect sensing. 

(The work of Sproat et al. (2001) can point out 

helpful directions on this aspect.) Currently we 

achieved 69% average accuracy rate for the 

contextual affect sensing for the emotion inter-

pretation of all the human controlled characters 

in school bullying scenario. We also aim to ex-

tend the evaluation of the context-based affect 

detection using transcripts from other scenarios. 

Moreover, some of the improvements (nearly 

20%) in the updated affect sensing component 

are made by the metaphorical processing. How-

ever, since the test transcripts contained a very 

small number of metaphorical language pheno-

mena comparatively, we intend to use other re-

sources (e.g. The Wall Street Journal and other 

metaphorical databases (such as ATT-Meta, 

2008)) to further evaluate the new development 

on metaphorical affect sensing.   
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Abstract

We propose an event-enriched model to 
alleviate the semantic deficiency 
problem in the IR-style text processing 
and apply it to sentence ordering for 
multi-document news summarization.
The ordering algorithm is built on event 
and entity coherence, both locally and 
globally. To accommodate the event-
enriched model, a novel LSA-integrated 
two-layered clustering approach is 
adopted. The experimental result shows 
clear advantage of our model over 
event-agonistic models.

1 Introduction

One of the crucial steps in multi-document 
summarization (MDS) is information ordering, 
right after content selection and before sentence 
realization (Jurafsky and Martin, 2009:832–
834). Problems with this step are the culprit for 
much of the dissatisfaction with automatic 
summaries. While textual order may guide the 
ordering in single-document summarization, no 
such guidance is available for MDS ordering. 

A sensible solution is ordering sentences by 
enhancing coherence since incoherence is the 
source of disorder. Recent researches in this 
direction mostly focus on local coherence by 
studying lexical cohesion (Conroy et al., 2006) 
or entity overlap and transition (Barzilay and 
Lapata, 2008). But global coherence, i.e., 
coherence between sentence groups with the 
whole text in view, is largely unaccounted for 
and few efforts are made at levels higher than 
entity or word in measuring sentence coherence.

On the other hand, event as a high-level 
construct has proved useful in MDS content 
selection (Filatova and Hatzivassiloglou, 2004; 

Li et al., 2006). But the potential of event in 
summarization has not been fully gauged and 
few publications report using event in MDS 
information ordering. We will argue that event 
is instrumental for MDS information ordering, 
especially multi-document news summarization 
(MDNS). Ordering algorithms based on event 
and entity information outperform those based 
only on entity information.

After related works are surveyed in section 2, 
we will discuss in section 3 the problem of 
semantic deficiency in IR-based text processing, 
which motivates building event information into 
sentence representation. The details of such 
representation are provided in section 4. In 
section 5, we will explicate the ordering 
algorithms, including layered clustering and 
cluster-based ordering. The performance of the 
event-enriched model will be extensively 
evaluated in section 6. Section 7 will conclude 
the work with directions to future work.

2 Related Work

In MDS, information ordering is often realized 
on the sentence level and treated as a coherence 
enhancement task. A simple ordering criterion 
is the chronological order of the events 
represented in the sentences, which is often 
augmented with other ordering criteria such as 
lexical overlap (Conroy et al., 2006), lexical
cohesion (Barzilay et al., 2002) or syntactic 
features (Lapata 2003).

A different way to capture local coherence in 
sentence ordering is the Centering Theory (CT, 
Grosz et al. 1995)-inspired entity-transition 
approach, advocated by Barzilay and Lapata 
(2005, 2008). In their entity grid model, 
syntactic roles played by entities and transitions 
between these syntactic roles underlie the 
coherence patterns between sentences and in the 
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whole text. An entity-parsed corpus can be used 
to train a model that prefers the sentence 
orderings that comply with the optimal entity 
transition patterns.

Another important clue to sentence ordering 
is the sentence positional information in a 
source document, or “precedence relation”, 
which is utilized by Okazaki et al. (2004) in 
combination with topical clustering.

Those works are all relevant to the current 
work because we seek ordering clues from 
chronological order, lexical cohesion, entity 
transition, and sentence precedence. But we also 
add an important member to the panoply – event.  

Despite its intuitive and conceptual appeal, 
event is not as extensively used in 
summarization as term or entity. Filatova and 
Hatzivassiloglou (2004) use “atomic events” as 
conceptual representations in MDS content 
selection, followed by Li et al. (2006) who treat 
event terms and named entities as graph nodes 
in their PageRank algorithm. Yoshioka and 
Haraguchi (2004) report an event reference-
based approach to MDS content selection for 
Japanese articles. Although “sentence 
reordering” is a component of their model, it 
relies merely on textual and chronological order. 
Few published works report using event 
information in MDS sentence ordering.

Our work will represent text content at two 
levels: event vectors and sentence vectors. This 
is close in spirit to Bromberg’s (2006) enriched 
LSA-coherence model, where both sentence and 
word vectors are used to compute a centroid as 
the topic of the text. 

3 Semantic Deficiency in IR-Style Text 
Processing

As automatic summarization traces its root to 
Information Retrieval (IR), it inherits the vector 
space model (VSM) of text representation,
according to which a sentence is treated as a bag 
of words or stoplist-filtered terms. The order or 
relation among the terms is ignored. For 
example,

1a) The storm killed 120,000 people in Jamaica 
and five in the Dominican Republic before moving 
west to Mexico.

1b) [Dominican, Mexico, Jamaica, Republic, five,
kill, move, people, storm, west]

1c) [Dominican Republic, Mexico, Jamaica,
people, storm]

1b) and 1c) are the term-based and entity-
based representations of 1a) respectively. They
only indicate what the sentence is about (i.e., 
some happening, probably a storm, in some 
place that affects people), but “aboutness” is a 
far cry from informativeness. For instance, no 
message about “people in which place, Mexico 
or Jamaica, are affected” or “what moves to 
where” can be gleaned from 1b) although such 
message is clearly conveyed in 1a). In other 
words, the IR-style text representation is 
semantically deficient. 

We argue that a natural text, especially a 
news article, is not only about somebody or 
something. It also tells what happened to 
somebody or something in a temporal-spatial 
manner. A natural approach to meeting the 
“what happened” requirement is to introduce 
event.

4 Event-Enriched SentenceRepresentation 

In summarization, an event is an activity or 
episode associated with participants, time, place, 
and manner. Conceptually, event bridges 
sentence and term/entity and partially fills the 
semantic gap in the sentence representation.

4.1 Event Structure and Extraction

Following (Li et al. 2006), we define an event E
as a structured semantic unit consisting of one 
event term Term(E) and a set of event entities 
Entity(E). In the news domain, event terms are 
typically action verbs or deverbal nouns. Light 
verbs such as “take”, “give”, etc. (Tan et al.,
2006) are removed.

Event entities include named entities and 
high-frequency entities. Named entities denote 
people, locations, organizations, dates, etc. 
High-frequency entities are common nouns or 
NPs that frequently participate in news events. 
Filatova and Hatzivassiloglou (2004) take the 
top 10 most frequent entities and Li et al. (2006)
take the entities with frequency > 10. Rather 
than using a fixed threshold, we reformulate 
“high-frequency” as relative statistics based on 
(assumed) Gaussian distribution of the entities 
and consider those with z-score > 1 as candidate 
event entities. 

Event extraction begins with shallow parsing 
and named entity recognition, analyzing each 
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sentence S into ordered lists of event terms {t1,
t2, …}. Low-frequency common entities are 
removed. If a noun is decided to be an event 
term, it cannot be (the head noun of) an entity.

The next step is to identify events with event 
terms and entities. Filatova and 
Hatzivassiloglou (2003) treat events as triplets 
with two event entities sandwiching one 
connector (event term). But the number 
restriction on entities is counterintuitive and is 
dropped in our method. We first identify n + 1
Segi segmented by n event terms tj.

… t1 … … tj-1 … tj … tj+1 … … tn …

Figure 1. Segments among Event Terms

For each tj, the corresponding event Ej are 
extracted by taking tj and the event entities in its 
nearest entity-containing Segp and Segq.

Ej = [tj, Entity(Segp) Entity(Segq)]            (Eq. 1)
where p = argmax ( ) and q
= argmin ( ) if such p and q
exist. 1d) is the event-extracted result of 1a).

1d) {[killed, [storm, people, Jamaica, Dominican
Republic]], [moving, [people, Jamaica, Dominican
Republic, west, Mexico]]}

From this representation, it is easy to identify 
the two events in sentence 1a) led by the event 
terms “killed” and “moving”. Unlike the triplets 
(two named entities and one connector) in 
(Filatova and Hatzivassiloglou 2003), an event 
in our model can have an unlimited number of 
event entities, as is often the real case. 
Moreover, we can tell that the “killing” involves
“people”, “storm”, “Jamaica”, etc. and the 
“moving” involves “Jamaica”, “Dominique 
Republic”, etc.

The shallow parsing-based approach is 
admittedly coarse-grade (e.g., “storm” is 
missing from the “moving” event), but the 
extracted event-enriched representations help to 
alleviate the semantic deficiency problem in IR.

4.2 Event Relations

The relations between two events include event 
term relation and event entity relation. Two 
events are similar if their event terms are similar 
and/or their event entities are similar. Such
similarities are in turn defined on the word level. 
For event terms, we first find the root verbs of 
deverbal nouns and then measure verb similarity 

by using the fine-grained relations provided by 
VerbOcean (Chklovski and Pantel, 2004), 
which has proved useful in summarization (Liu 
et al., 2007). But unlike (Liu et al., 2007), we 
count in all the verb relations except antonymy
because considering two antonymous verbs as 
similar is counterintuitive. The other four 
relations – similarity, strength, enablement,
before – are all considered in our measurement 
of verb similarity. If we denote the normalized 
score of two verbs on relation i as VOi(V1, V2)
with i = 1, 2, 3, 4 corresponding to the above 
four relations, the term similarity of two events

t(E1, E2) is defined as in Eq. 2, where is a 
small number to suppress zeroes. = 0.01 if
VOi(V1, V2) = 1 and otherwise = 0.

t(E1, E2) = t(Term(E1), Term(E2)) = 1 –
(1 ( ( ), ( )) + ) (Eq. 2)

Entity similarity is measured by the shared 
entities between two events. Li et al. (2006) 
define entity similarity as the number of shared 
entities, which may unfairly assign high scores 
to events with many entities in our model. So 
we decide to use the normalized result as shown 
in Eq. 3, where e(E1, E2) denotes the event 
entity-based similarity between events E1 and E2.

e(E1, E2) = | ( ) ( )|

| ( ) ( )|
(Eq. 3)

(E1, E2), the score of event similarity, is a 
linear combination of t(E1, E2) and e(E1, E2).

(E1, E2) = 1 t(E1, E2) + (1 – 1) e(E1, E2) (Eq. 4)

4.3 Statistical Evidence for News Events

In this work, we introduce events as a middle-
layer representation between words and 
sentences under the assumptions that 1) events 
are widely distributed in a text and that 2) they 
are natural clusters of salient information in a 
text. They guarantee the relevance of event to 
our task – summaries are condensed collections 
of salient information in source documents.

In order to confirm them, we scan the whole 
dataset in our experiment, which consists of 42 
200w human extracts and 39 400w human 
extracts for the DUC 02 multi-document extract 
task. Detailed information about the dataset can 
be found in Section 6. Table 1 lists the statistics.

200w 400w 200w +
400w

Source
Docs

Entity/Sent 8.78 8.48 8.47 6.01
Entity/Word 0.34 0.33 0.33 0.30
Event/Sent 2.43 2.26 2.28 1.42

SegnSegj-1 SegjSeg0
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Event/Word 0.09 0.09 0.09 0.07
Sents with
events/Sents 86.9% 85.1% 84.6% 71.3%

Table 1. Statistics from DUC 02 Dataset

There are on average 1.42 events per sentence 
in the source documents, and more than 70% of 
all the sentences contain events. The high event 
density confirms our first assumption about the 
distribution of events. For the 200w+400w 
category consisting of all the human-selected 
sentences, there are on average 2.28 events per
sentence, a 60% increase from the same ratio in 
the source documents. The proportion of event-
containing sentences reaches 84.6%, 13% 
higher than that in the source documents. Such 
is evidence that events count into the extract-
worthiness of sentences, which confirms our 
second assumption about the relevance of 
events to summarization. The data also show 
higher entity density in the extracts than in the 
source documents. As entities are still reliable 
and domain-independent clues of salient content,
we will consider both event and entity in the 
following ordering algorithm.

5 MDS Sentence Ordering with Event 
and Entity Coherence

In this section, we discuss how event can 
facilitate MDS sentence ordering with layered 
clustering on the event and sentence levels and 
then how event and entity information can be 
integrated in a coherence-based algorithm to 
order sentences based on sentence clusters.

5.1 Two-layered Clustering

After sentences are represented as collections of 
events, we need to vectorize events and 
sentences to facilitate clustering and cluster-
based sentence ordering. 

For a document set, event vectorization 
begins with aggregating all the event terms and 
entities in a set of event units (eu). Given m
distinct event terms, n distinct named entities, 
and p distinct high-frequency common entities, 
the m + n + p eu’s are a concatenation of the 
event terms and entities such that eui is an event 
term for 1 i m, a named entity for m + 1 i

m + n, and a high-frequency entity for m + n +
1 i m + n + p. The eu’s define the m + n + p

dimensions of an event vector in an eu-by-event 
matrix E = [eij], as shown in Figure 2.

, ,

, ,

Figure 2. eu-by-Event Matrix

We further define EntityN(Ej) and EntityH(Ej)
to be the set of named entities and set of high-
frequency entities of Ej. Then,

( , ( )) 1 i m

eij =
( , )( )

( )
m + 1 i m + n

( , )( )

( )
m + n + 1 i

m + n + p (Eq. 5)
                     2 w1 is identical to w2

n(w1, w2) =  1 w1 (w2) is a part of w2 (w1) or they 
are in a hypernymy / holonymy 
relationship

             0 otherwise                          (Eq. 6)
1 w1 is identical to w2

h(w1, w2) = 0.5 w1 are w2 are synonyms

0 otherwise                       (Eq. 7)
In Eq. 5, t(w1, w2) is defined as in Eq. 2.

Both the entity-based n(w1, w2) and h(w1, w2)
are measured in terms of total equivalence 
(identity) and partial equivalence. For named 
entities, partial equivalence applies to structural 
subsumption (e.g., “Britain” and “Great Britain”) 
and hypernymy/holonymy (e.g., “South Africa” 
and “Zambia”). For common entities, it applies 
to synonymy (e.g., “security” and “safety”). 
Partial equivalence is considered because of the 
lexical variations frequently employed in 
journalist writing. The named entity scores are 
doubled because they represent the essential 
elements of a news story.

Since the events are represented as vectors, 
sentence vectorization based on events is not as 
straightforward as on entities or terms. In this 
work we propose a novel approach of two-
layered clustering for the purpose. The basic 
idea is clustering events at the first layer and 
then using event clusters as a feature to 
vectorize and cluster sentences at the second 

E1, E2, … Eq

eu1
…
eum
…
eum+n
...
eum+n+p
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layer. Hard clustering of events, such as K-
means, not only results in binary values in event 
vectors and data sparseness but also is 
inappropriate. For example, if EC1 clusters 
events all with event terms similar to t* and EC2
clusters events all with event entity sets similar 
to e* (a set), what about event {t*, e*}? 
Assigning it to either EC1 or EC2 is problematic
as it is partially similar to both. So we decide to 
do soft clustering at the first layer.

A well-studied soft clustering technique is the 
Expectation-Maximization (EM) algorithm 
which iteratively estimates the unknown 
parameters in a probability mixture model. We 
assume a Gaussian mixture model for the q
event vectors V1, V2, …, Vq, with hidden 
variables Hi, initial means Mi, priors i, and 
covariance matrix Ci. The E-step is to calculate 
the hidden variables for each Vt and the M-
step re-estimates the new priors i

’, means Mi
’,

and covariance matrix Ci
’. We iterate the two 

steps until the log-likelihood converges within a 
threshold = 10-6. The performance of the EM 
algorithm is sensitive to the initial means, which 
are pre-computed by a conventional K-means.

In a preliminary study, we found that the 
event vectors display pronounced sparseness. A 
solution to this problem in an effort to leverage 
the latent “event topics” among eu’s is the 
Latent Semantic Analysis (LSA, Landauer and 
Dumais, 1997) approach. We apply LSA-style 
dimensionality reduction to the eu-by-event 
matrix E by doing Singular Value 
Decomposition (SVD). A problem is with the 
number h of the largest singular values, which 
affects the performance of dimensionality 
reduction. In this work, we adopt a utility-based 
metric to find the best h* by maximizing intra-
cluster similarity ( h) and minimizing inter-
cluster similarity ( h) corresponding to the h-
dimensionality reduction

h* = argmax                               (Eq. 8)
h is defined as the mean of average cluster 

similarities measured by cosine distance and h
is the mean of cluster centroid similarities. 
Because the EM clustering assigns a probability 
to every event vector, we also take those 
probabilities into account when calculating h
and h.

Based on the EM clustering of events, we 
vectorize a sentence by summing up the 
probabilities of its constituent event vectors 

over all event clusters (ECs) and obtaining an 
EC-by-sentence (Sn) matrix S = [sij].

                     

Figure 3. EC-by-Sentence Matrix

sij = P( )where is Er’s vector.
At the sentence layer, hard clustering is 

sufficient because we need definitive, not 
probabilistic, membership information for the 
next step – sentence ordering. We use K-means 
for the purpose. The LSA-style dimensionality 
reduction is still in order as possible 
performance gain is expected from the 
discovery of latent EC “topics”. The decision of 
the best dimensionality is the same as before,
except that no probabilities are included.

5.2 Coherence-Based Sentence Ordering

Our ordering algorithm is based on sentence 
clusters, which is designed on the observation
that human writers and summarizers organize 
sentences by blocks (paragraphs). Sentences 
within a block are conceptually close to each 
other and adjacent sentences cohere with each 
other. Local coherence is thus realized within 
blocks. On the other hand, blocks are not 
randomly ordered. Two blocks are put next to 
each other if their contents are close enough to 
ensure text-level coherence. So text-level, or 
global coherence is realized among blocks. 

We believe in MDNS, the block-style 
organization is a sensible strategy taken by 
human extractors to sort sentences from 
different sources. Sentence clusters are 
simulations of such blocks and our ordering 
algorithm will be based on local coherence and 
global coherence described above. 

First we have to pinpoint the leading sentence 
for an extract. Using the heuristic of time and 
textual precedence, we first generate a set of 
possible leading sentences L = {Li} as the 
intersection of the document-leading extract 
sentence set LDoc and the time-leading sentence 
set LTime. Note that |LDoc| = the number of 
documents, LTime is in fact a sentence collection 
of time-leading documents, and LDoc LTime .

S1, S2, … Sn

EC1
…
ECm

1493



If L is a singleton, finding the leading 
sentence SL is trivial. If not, SL is decided to be 
the sentence in L most similar to all the other 
sentences in the extract sentence set P so that it 
qualifies as a good topic sentence.

SL = argmax ( , )\{ } (Eq. 9)
where ( , ) is the similarity between S1

and S2 in terms of their event similarity (S1, S2)
and entity similarity (S1, S2). (S1, S2) is an 
extended version of (E1, E2) (Eq. 4) by 
averaging the t(Ei, Ej) and e(Ei, Ej) for all (Ei,
Ej) pairs in S1 S2.

(S1, S2) = 2

( , ),

| ( )× ( )|
+

(1 – 2)
( , ),

| ( )× ( )|
              (Eq. 10)

where Event(S) is the set of all events in S. Next, 
(S1, S2) is the cosine similarity between their 

entity vectors and with entity weights 
constructed according to Eq. 6 and 7. Then,

( , ) = 3 (S1, S2) +(1 – 3) (S1, S2) (Eq. 11)
After the leading sentence is determined, we 

identify the leading cluster it belongs to and our 
local coherence-based ordering starts with this 
cluster. We adopt a greedy algorithm, which 
selects each time from the unordered sentence 
set a sentence that best coheres with the 
sentence just selected, called anchor sentence.

Matching each candidate sentence with the 
anchor sentence only in terms of would 
assume that the sentences are isolated and 
decontextualized. But the anchor sentence did 
not come from nowhere and in order to find its 
best successor, we should also seek clues from 
its source context, which is inspired by the 
“sentence precedence” by Okazaki et al. (2004).

More formally, given an anchor sentence Si at 
the end of the ordered sentence list, we select 
the next best sentence Si+1 according to their 
associative similarity and substitutive 
similarity, two crucial measures invented by us.

Associative similarity SimASS(Si, Sj) measures 
how Si and Sj associate with each other in terms 
of their event and entity coherence, which 
almost is , . But to better capture the 
transition between entities and the flow of topic, 
we also consider a topic-continuity score tc(Si,
Sj) according to the Centering Theory. If the 
topic continuity is measured in terms of entity 
change, local coherence can be captured by the 
centering transitions (CB and CP) in adjacent 

sentences. Based on (Taboada and Wiesemann,
2009), we assign 0.2 to the Establish and 
Continue transitions, 0.1 to Smooth Shift and 
Retain, and 0 to other centering transitions.

Since tc(Si, Sj) only applies to entities, it is 
treated as a bonus affiliated to (Si, Sj).

, = 4 (Si, Sj) + (1 – 4) (Si, Sj)
(1 + tc(Si, Sj))                                                 (Eq. 12)
Substitutive similarity accommodates what 

we earlier emphasized about the “source context”
of the extracted sentences by measuring to what 
degree Si and Sj resemble each other’s relevant 
source context. More formally, let LC(Si) and 
RC(Si) be the left and right source contexts of Si
respectively, and the substitutive similarity 
SimSUB(Si, Sj) is defined as follows.

, S = , ( ) +
( ), S                                       (Eq. 13)

In this work, we simply take LC(Si) and RC(Si)
to be the left adjacent sentence and right 
adjacent sentence of Si in the source document. 
Note that tc(Si, Sj) does not apply here. In view 
of the chronological order widely accepted in 
MDS ordering, a time penalty, tp(Si, Sj), is used 
to discount the score by 0.8 if Si’s document 
date is later than Sj’s document date. Finally, Eq.
14 summarizes our intra-cluster ordering 
method in a sentence cluster SCk.

Si+1 = argmax \{ } × , +

(1 ) × , × ( , ) (Eq. 14)
After all the sentences in the current sentence 

cluster are ordered, we move on by considering 
the similarity of sentence clusters. Given a 
processed sentence cluster SCi, the next best 
sentence cluster SCi+1 is the one that maximizes 
the cluster similarity SimCLU(SCi, SCj) among 
the set of all clusters U. Since clusters are 
collections of sentences, their similarity is the 
mean of cross-cluster pairwise sentence 
similarities, each calculated according to Eq. 14.
Eq. 15 shows how SCi+1 is computed.

SCi+1=argmax \{ } ( , ) (Eq. 15)
This is how we incorporate (block-style) 

global coherence into MDS sentence ordering. 
Starting from the second chosen sentence 
cluster, we choose the first sentence in the 
current cluster with reference to the last 
sentence in the previous processed cluster and 
apply Eq. 14. We continue the whole process 
until all the extract sentences are ordered.
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6 Evaluation

In this section, we report the experimental result 
on the DUC 02 dataset.

6.1 Data

We use the dataset of the DUC 02 
summarization track for MDS because it 
includes an extraction task for which model 
extracts are provided. For every document set, 2 
model extracts are provided each for the 200w 
and 400w length categories. We use 1 randomly 
chosen model extract per document set per 
length category as the gold standard.

We intended to use all the 59 document sets 
on DUC 02 but found that for some categories, 
both model extracts contain material from 
sections such as the title, lead, or even byline.
Those extracts are incompatible with our design 
tailored for news body extracts. Therefore we 
have to filter them and retain only those extracts 
with all units selected from the news body. As a 
result, we collect 42 200w extracts and 39 400w 
extracts as our experimental dataset.

6.2 Peer Orderings

We evaluate the role played by various key 
elements in our approach, including event, topic 
continuity, time penalty, and LSA-style 
dimensionality reduction. In addition, we 
produce a random ordering and a baseline 
ordering according to chronological and textual 
order only. Table 2 lists the 9 peer orderings to 
be evaluated, with their codes.

A Random
B Baseline (time order + textual order)
C Entity only (no LSA)
D Event only (no LSA)
E Entity + Event – topic continuity (no LSA)
F Entity + Event – time penalty (no LSA)
G Entity + Event (no LSA)
H Entity + Event (event clustering LSA)
I Entity + Event (event + sentence clustering LSA)

Table 2. Peer Orderings

6.3 Metrics

A popular metric used in sequence evaluation 
is Kendall’s (Lapata, 2006), which measures 
ordering differences in terms of the number of 
adjacent sentence inversions necessary to 
convert a test ordering to the reference ordering.

= 4m/(n(n – 1))             (Eq. 16)

where m is the number of inversions described 
above and n is the total number of sentences.

The second metric we use is the Average 
Continuity (AC) developed by Bollegala et al.
(2006), which captures the intuition that the 
ordering quality can be estimated by the number 
of correctly arranged continuous sentences.

= exp( log( + )               (Eq. 17)
where k is the maximum number of continuous 
sentences, is a small value in case Pn = 1. Pn,
the proportion of continuous sentences of length 
n in an ordering, is defined as m/(N – n + 1) 
where m is the number of continuous sentences 
of length n in both the test and reference 
orderings and N is the total number of sentences. 
We set k = 4 and = 0.01.

6.4 Result

We empirically determine all the parameters ( i)
and produce all the peer orderings. Table 3 lists
the result, where we also show the statistical 
significance between the full model peer
ordering “I” and all other versions, marked by * 
(p < .05) and ** (p < .01) on a two-tailed t-test.
Peer 
Code

200w 400w
Kendall’s AC Kendall’s AC

A 0.014** 0.009** -0.019** 0.004**
B 0.387 0.151* 0.259** 0.151*
C 0.369* 0.128* 0.264* 0.156*
D 0.380 0.163 0.270* 0.158*
E 0.375* 0.156* 0.267* 0.157*
F 0.388 0.159* 0.264* 0.157*
G 0.385 0.158* 0.269* 0.162
H 0.384 0.164 0.292* 0.170
I 0.395 0.170 0.350 0.176

Table 3. Evaluation Result

Almost all versions with entity and event 
information outperform the baseline. The LSA-
style dimensionality reduction proves effective 
for our task, as the full model (Peer I) ranks first 
and significantly beats versions without event
information, topic continuity, or LSA. Applying
LSA to both event and sentence clustering is 
better than applying it only to event clustering
(Peer H), which produces unstable results and is 
sometimes outperformed by no-LSA versions
(Peer G).

Event (Peer D) proves to be more valuable 
than entity (Peer C) as the event-only versions 
outperform the entity-only version in all 
categories, which is predicable because events

1495



are high-level constructs that incorporate most 
of the document-level important entities.

When entity is used, extra bonus can be 
gained from topic continuity concerns from CT
(Peer E vs. Peer G) because the centering 
transition effectively captures the coherence 
pattern between adjacent sentences. The effect 
of the chronological order seems less clear (Peer 
F vs. P) as removing it hurts longer extracts 
rather than short extracts. Therefore
chronological clues are more valuable for 
arranging more sentences from the same source 
document.

Our ordering algorithm achieves even better 
result with long extracts because the importance 
of order and coherence grows with text length. 
Measured by Kendall’s , the full model 
ordering in the 400w category is significantly
better than all other orderings.

For a qualitative evaluation, we select the 
200w extract d080ae and list all the sentences in 
Figure 4. The event terms are boldfaced and the 
event entities are underlined.

Limited by space, let’s focus on the baseline
(1 2 3 4 5 6), entity-only (3 5 2 4 6 1), and full-
model versions (3 5 4 2 1 6). The news extract 
is about the acquitting of child molesters. Both 
the “acquitting” and “molesting” events are 
found in 1) and 3) but only the latter qualifies as
the topic sentence because it contains important 
event entities. Choosing 3) instead of 1) as the 
leading sentence shows the advantage of our 
event-enriched model over the baseline. The
same choice is made by the entity-only version 
because 3) happens to be also entity-intensive. 
In order to see the advantage of the full model 
over the entity-only model, let’s consider 2) and 
4). 2) is chosen by the entity-only model after 5) 

because of the heavy entity overlap between 5) 
a

because of the heavy entity overlap between 5) 
and 2). But semantically, 2) is not as close to 5) 
as 4) because only 4) contains entities for both 
the “acquitting” (“juror”) and “molesting”
(“children”) events and intuitively, 4) continues 
the main trial-acquittal event topic but 2) 
supplies only secondary information. We
examined the sentence clusters before the 
ordering and found that 3), 5), and 4) are 
clustered together only by the full model,
leading to better coherence, locally and globally.

7 Conclusion and Future Work

We set out by realizing the semantic deficiency 
of IR and propose a low-cost approach of 
building event semantics into sentence 
representation. Event extraction relies on 
shallow parsing and external knowledge sources. 
Then we propose a novel approach of two-
layered clustering to use event information,
coupled with LSA-style dimensionality
reduction. MDS sentence ordering is guided by 
local and global coherence to simulate the 
block-style writing and is realized by a greedy 
algorithm. The evaluation shows clear 
advantage of our event-enriched model over
baseline and event-agonistic models, 
quantitatively and qualitatively.

The extraction approach can be refined by 
deep parsing and rich verb (frame) semantics. In 
a follow-up project, we will expand our dataset 
and experiment with more data and incorporate 
human evaluation in comparative tasks.
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1) Thursday's acquittals in the McMartin Pre-School molestation case outraged parents who said prosecutors botched it, 
while those on the defense side proclaimed a triumph of justice over hysteria and hype.
2) Originally, there were seven defendants, including Raymond Buckey's sister, Peggy Ann Buckey, and Virginia McMartin, 
the founder of the school, mother of Mrs. Buckey and grandmother of Raymond Buckey.
3) Seven jurors who spoke with reporters in a joint news conference after acquitting Raymond Buckey and his mother, 
Peggy McMartin Buckey, on 52 molestation charges Thursday said they felt some children who testified may have been 
molested _ but not at the family-run McMartin Pre-School.
4) ``The children were never allowed to say in their own words what happened to them,'' said juror John Breese.
5) Ray Buckey and his mother, Peggy McMartin Buckey, were found not guilty Thursday of molesting children at the 
family-run McMartin Pre-School in Manhattan Beach, a verdict which brought to a close the longest and costliest criminal 
trial in history .
6) As it becomes apparent that McMartin cases will stretch out for years to come, parents and the former criminal defendants
alike are trying to resign themselves to the inevitability that the matter may be one they can never leave behind.

Figure 4. Extract sentences of d80ae, 200w
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Abstract 

Temporal expressions in texts contain 
significant temporal information. Under-
standing temporal information is very 
useful in many NLP applications, such as 
information extraction, documents sum-
marization and question answering. 
Therefore, the temporal expression nor-
malization which is used for transform-
ing temporal expressions to temporal in-
formation has absorbed many research-
ers’ attentions. But previous works, 
whatever the hand-crafted rules-based or 
the machine-learnt rules-based, all can 
not address the actual problem about 
temporal reference in real texts effective-
ly. More specifically, the reference time 
choosing mechanism employed by these 
works is not adaptable to the universal 
implicit times in normalization. Aiming 
at this issue, we introduce a new refer-
ence time choosing mechanism for tem-
poral expression normalization, called 
reference time dynamic-choosing, which 
assigns the appropriate reference times to 
different classes of implicit temporal ex-
pressions dynamically when normalizing. 
And then, the solution to temporal ex-
pression defuzzification by scenario de-
pendences among temporal expressions 
is discussed. Finally, we evaluate the 
system on a substantial corpus collected 
by Chinese news articles and obtained 
more promising results than compared 
methods. 

1 Introduction 

Temporal expression normalization is very im-
portant for temporal information processing be-
cause it is in charge of transforming temporal 
expressions in surface texts to temporal informa-
tion behind surface texts. Temporal information 
is defined as the knowledge about time or dura-
tion, which can be abstracted into some objects 
defined as temporal attributes in TIMEX2 Stan-
dard [Ferro et al., 2005]. Human being can take 
temporal relation reasoning and anchor events 
on the time line with this information. Mean-
while, temporal expressions are defined as 
chunks of texts which convey explicit or implicit 
temporal information. So TERN evaluation plan1 
gives the task of temporal expression normaliza-
tion that is annotating the appropriate temporal 
attributes for each temporal expression in texts. 
For example, a simple temporal expression, 
“May 1, 2009”, can be normalized as <TIMEX2 
VAL = “2009-05-01”> May 1, 2009 
</TIMEX2>. 

Unfortunately, temporal expressions in real 
texts are more complicated because they contain 
a large number of Implicit Times besides Expli-
cit Times. Here, 

(1) Explicit Time: Explicit Time can directly 
be laid in the timeline. Basically, it is a direct 
entry in the timeline and need not to be trans-
formed. E.g., “May 1, 2009”. 

(2) Implicit Time: Implicit Time can be 
mapped as an entry in the timeline with help of 
real contexts and some predefined knowledge 
and need to be transformed. E.g., “May 1”, “to-
morrow” and “two day ago”. 

Consequently, temporal expression normali-
zation is mainly aiming at Implicit Times that 

                                                 
1 http://timex2.mitre.org/tern.html 
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need to be transformed with referring to some 
specific times. However, the previous works on 
temporal expression normalization which basi-
cally adopt two mechanisms for choosing refer-
ence time, static time-value [Mani and Wilson, 
2000; Wu et al., 2005; Wu et al., 2005] and stat-
ic choosing-rules [Vozov, 2001; Jang et al., 2004; 
Lin et al., 2008], are not compatible with the real 
texts. The static time-value mechanism refers to 
taking the report time or publication time of the 
document as the fixed reference time for the 
whole text when normalizing. And the static 
choosing-rules mechanism means that the ma-
chine always uses fixed rules by contexts to 
choose reference time for each Implicit Time 
whatever its temporal semantics is. The rule 
based on the nearest narrative time [Lin et al., 
2008] is the most typical and effective one, 
which uses the nearest narrative time in text 
above as the reference time all the while. But 
actually the context-free assumption or the rote 
operation is unsuitable for universal Implicit 
Times. For example, a news report is as Figure 1 
shows: 

(Beijing, May 6, 2009) B company took over A company 
totally on March 8, 2000. After one week, B company 
listed in Hong Kong, and became the first listed company 
in that industry. However, owing to the decision-making 
mistakes in the leadership and the company later poor 
management, B company got into debt for several hun-
dred million dollars, and was forced to announce bank-
ruptcy this Monday. 

Figure 1. Example of news reports 
For these two Implicit Times in the text, “after 

one week” and “this Monday”, obviously there 
will be critical conflicts when using these two 
mechanisms referred above to choose reference 
time. The static time-value is unsuited for the 
“after one week”, and “this Monday” makes 
mistakes when taking the nearest narrative time 
(i.e., “after one week”) as the reference time to 
normalize according to the static choosing-rules. 

Motivated by this issue, we propose a new ref-
erence time choosing mechanism for temporal 
expression normalization. Firstly, we segment 
the Implicit Time into two parts, modifier and 
temporal noun, and then train a classifier with 
referential features of these two parts to classify 
Implicit Times. As a result, we choose the cor-
responding reference time for each temporal ex-
pression depending on its class when normaliz-
ing. Meanwhile an acceptable defuzzification 

solution is introduced to normalize fuzzy times 
in our method. And the contributions of this pa-
per are: 

(1) We introduce a simple but effective refer-
ence time choosing method, called dynamic-
choosing mechanism, which can choose the ap-
propriate reference times automatically for uni-
versal Implicit Times as well as be compatible 
with the dynamically changeable contexts. 

(2) Going beyond traditional normalization 
approaches, we develop a new way to deal with 
the defuzzification in order to figure out the 
fuzzy reference time (the reference time is vague 
or has imprecise start and end in timeline), 
which makes the normalization robust and im-
prove the accuracy of reference times. 

The rest of this paper is organized as follows. 
Section 2 discusses related works. In section 3 
we describe the reference time dynamic-
choosing mechanism. The temporal expression 
normalization is presented in section 4. Section 5 
gives the description about experiments and 
evaluations. Finally, conclusion and future work 
are presented in section 6. 

2 Related Work 

In general, several research works on 
normalizing temporal expressions, which are 
involved in English [Mani and Wilson, 2000], 
French [Vozov, 2001], Spanish [Saquete et al., 
2002], Korean [Jang et al., 2004] and Chinese 
[Wu et al., 2005; Lin et al., 2008], have been 
reported in recent years. Among them, the hand-
crafted rules-based methods [Saquete et al., 2002; 
Schilder and Habel, 2001; Mani and Wilson, 
2000] can deal with various temporal 
expressions, but the procedure to build a robust 
rules system is quite time-consuming. With 
regard to the machine learning for normalization 
[Jang et al., 2004; Wu et al., 2005; Vicente-Diez 
et al., 2008], the potential task is the 
classification which is deciding one explanation 
of a temporal expression from several 
alternatives. 

However, these works on temporal expression 
normalization do not give an effective reference 
time choosing method for Implicit Times in real 
texts. More specifically, the pioneer work by 
Lacarides [1992] investigated various contextual 
effects on different temporal-reference relations. 
Then Hitzeman et al. [1995] discussed the refer-
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ence-choosing taking into account the effects of 
tense, aspect, temporal adverbials and rhetorical 
relations. Dorr and Gaasterland [2002] presented 
the enhanced one in addition considering the 
connecting words. But they are theoretical in 
nature and heavily dependent on languages. Cur-
rently, the static time-value mechanism [Mani 
and Wilson, 2000; Wu et al., 2005; Wu et al., 
2005] and the static choosing-rules mechanism 
[Vozov, 2001; Jang et al., 2004; Lin et al., 2008] 
for reference time choosing are applied into 
some systems widely. Nevertheless, as the dis-
cussion in section 1, these two ways are not 
adaptable to universal Implicit Times. In addi-
tion, Vicente-Diez et al. [2008; 2009] discussed 
the reference date for relative times, but the al-
ternative rules are not effective in experiments. 
Lin et al. [2008] considered the condition that 
there is no report time or publication time when 
choosing reference time. 

Referring to the defuzzification, TIMEX2 
Standard [Ferro et al., 2005] takes the X place-
holder to express fuzzy times’ value, so the re-
lated works [Jang et al., 2004; Lin et al., 2008; 
Vicente-Diez and Martinez, 2009] almost follow 
this vague expressing way. However, this me-
thod can not address the actual situation that the 
fuzzy time is referred to by other times. Based 
on the human cognitive psychology, Anderson et 
al. [1983] presented a classical scenario-time 
shifting model that discussed the time includes 
the fuzzy time is the clue to scenario shifting 
when people reading. Inspired by this issue and 
based on our experiments, we find all times in a 
same scenario own strong dependences in tem-
poral granularity, which can effectively help us 
determine granularity in defuzzification. And 
more details are discussed in section 4.2. 

Aiming at solving these challenges above, we 
establish a temporal expression normalization 
system for real texts, which improves the accu-
racy of temporal reference normalization re-
markably by the dynamic-choosing mechanism. 

3 Reference Time Dynamic-choosing 
Mechanism 

3.1 Referential feature in Implicit Time 

In this paper, we define the Implicit Time con-
sists of the modifier and the temporal noun 
which is modified by modifiers. And here we 

extend the modifier based on the TIMEX2 Stan-
dard, which include verb, conjunction, adverb 
and preposition that quantify or modify temporal 
nouns. For example, “ten days” is a temporal 
noun, but “ten days ago” is modified after add-
ing the modifier “ago”. 

Meanwhile we find no matter how long or 
how many modifiers modify the temporal noun, 
the whole temporal expression holds the original 
temporal reference inferred from the temporal 
noun. Moreover, the key point of normalizing 
temporal expressions is choosing the appropriate 
reference time according to the real context ra-
ther than deciding the right direction or compu-
ting the measurable offset. For instance, with 
regard to these two Implicit Times in Figure 1, 
“after one week” and “this Monday”, we can 
achieve the referential direction easily from the 
modifiers through some mapping rules. Mean-
while, the offsets are able to be understood di-
rectly by machine with pattern matching. But for 
the reference time, we must build the context-
depending reference reasoning to trace it. The 
reference link is described as Figure 2 shows. 

 
Figure 2. Example of reference link 

From the reference reasoning, we can see the 
full temporal reference comes from two parts: 
modifier reference and temporal noun reference. 
Because the former is inferred from the latter, 
the temporal noun reference reasoning plays 
more important roles in normalization. In other 
words, the reference reasoning of the whole Im-
plicit Time strongly depends on the temporal 
noun. Furthermore, in the practical operation, we 
indeed take the report time or the nearest narra-
tive time in text above as the reference time of 
the temporal noun when normalizing a whole 
Implicit Time. Therefore, we consider the classi-
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fication of the Implicit Time based on the classes 
of temporal noun’s reference time. Basically we 
tag the Implicit Time as the same class as its 
temporal noun’s under classifying temporal 
nouns into two classes according to the referen-
tial feature. 

(1) Global Temporal Noun: Global Temporal 
Noun takes the report time or publication time of 
the document as the reference time when norma-
lizing. Basically, it is independent of the local 
context. 

(2) Local Temporal Noun: Local Temporal 
Noun makes reference to the nearest narrative 
time in text above in normalization due to de-
pending on the local context. 

Table 1 and 2 give some examples of Global 
Temporal Noun and Local Temporal Noun in 
real texts. 

Consequently, here we denote the Implicit 
Time consists of the Global Temporal Noun and 
the modifier(s) by Global Time or GT, and ac-
cordingly the Local Temporal Noun corresponds 
to Local Time or LT. 

Class Sub-class Examples 

Global Temporal 
Noun 

year last year 
month next month 

day this Friday 
hour tonight 
fuzzy lately2 

Table 1. Common Global Temporal Noun ex-
pressions 

Class Sub-class Examples 

Local Temporal 
Noun 

year that year 
month October 

day the second day 
hour morning 
fuzzy then 

duration one month 
Table 2. Common Local Temporal Noun expres-

sions 

3.2 Naïve Bayesian Classifier 

A variety of machine learning classifiers are de-
signed to resolve the classification problem, 
such as SVM classifier, ME classifier and the 
Decision Tree family. But the performance of 
these classifiers is greatly depending on the fea-
tures selection. Based on the observation and 
analysis in our experiments, we find the referen-
                                                 
2 Some single temporal adverbs are taken as temporal noun, 
e.g. recently, currently and so on. 

tial feature holds in the temporal noun is hard to 
express with some explicit denotations. For ex-
ample, “that year” and “this year” are nearly 
identical in surface feature, but the former is lo-
cally context-depending while the latter is local-
ly context-free. So the Naïve Bayesian Classifier 
that assumes independence among feature deno-
tations is suitable to be applied to our method. 

We take the single word in the temporal noun 
as the object attribute ix after removing the Ex-
plicit Time in the whole text. Given the class 
label c , the classifier learns the conditional prob-
ability of each attribute ix from training data. 
Meanwhile, achieving the practical instance 
of X , classification is then performed by apply-
ing Bayes rules to compute the probability of c , 
and then predicting the class with the highest 
posterior probability. 
 1 2arg max ( | , , , )o n i

c

c grade c x x x x X= ∈L  (1) 
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1 2

1 2
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Applying Bayes rules to (2), we have: 
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Actually, we estimate ( | )ip x c and ( | )ip x c by 
Maximum Likelihood Estimation (MLE) from 
training data with Dirichlet Smoothing method 
[Li et al., 2004]. 
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3.3 Reference Time Choosing 

In our approach, there is a reference time table is 
used to hold full reference times for the whole 
text, and we need to update and maintain it dy-
namically after each normalizing processing. 
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The time table consists of two parts: Global Ref-
erence Time and Local Reference Time. 

(1) Global Reference Time: Global Reference 
Time (GRT) is a type of reference time which is 
referred to by the Global Time. Specifically, it is 
the report time or the publication time of the 
document. 

(2) Local Reference Time: Local Reference 
Time (LRT) is made reference to by the Local 
Time. It will be updated dynamically after each 
normalizing. 

Figure 3 shows a sample of the interaction be-
tween reference times and target times. 

 
Figure 3. Interaction between reference times 

and target times 
In Figure 3, we notice that different classes of 

time dynamically and automatically choose ref-
erences based on their respective classes rather 
than do it using the fixed value or the inconside-
rate rule under the static mechanism. And the 
reference time table is updated in real time fi-
nishing each normalizing, which makes the tem-
poral situation compliable with dynamically 
changeable contexts. 

4 Temporal Expression Normalization 

4.1 Basic Normalizing Algorithm 

In the beginning, we need to achieve the report 
time (RT) or the publication time (PT) of the 
document to initialize the GRT and LRT. Addi-
tionally, the fuzzy time can be referred to by 
other times in the normalization, but we must 
solve the defuzzification problem before taking 
it as the reference time. With respect to this issue, 
we will discuss it in the next section. Conse-
quently, the practical normalizing algorithm is as 
follows. 
Algorithm: TimeNormalize 
Input: temporal expression ti in text 
Output: regular time list TList 
Begin 

//initialize the GRT and LRT with RT or PT of this  

document 
    GRT ՚ Initialize (RT|PT) 
    LRT ՚ Initialize (RT|PT) 

for each ti in text do 
    //segment ti into modifier and temporal noun 
    ti’՚ SegmentTemporal ሺtiሻ 
    if IsExplicitTime (ti) is true 
        //update the time table with ti 
        LRT ՚ UpdateTime ሺtiሻ 
         //insert ti into regular time list directly 
        TList ՚ InsertList (ti) 
    else 
        if IsLocalTime ሺti’ሻ is true 

//retrieve the latest LRT from time table and then 
normalize ti’ 

            Ti ՚ RegularizeTemporal ሺti’ , LRTሻ 
        else 

//retrieve GRT from time table and then  
normalize ti’ 

            Ti ՚ RegularizeTemporal ሺti’ , GRTሻ 
        LRT ՚ UpdateTime ሺTiሻ 
        end if 
    TList ՚ InsertList (Ti) 
    end if 
return TList 

End Begin 

4.2 Temporal Expression Defuzzification 

In general, the defuzzification for fuzzy times 
faces two problems: deciding granularity and 
choosing offset. Here we introduce some know-
ledge on the human cognitive psychology and 
the empirical method to figure out these two is-
sues respectively. Based on the scenario-time 
shifting model referred in related works, we get 
the conclusion that once the scenario is shifting, 
the time is shifting. More specifically, the time 
shifting is reflected in the temporal granularity 
between two different scenarios. So referring to 
writers, they will choose a few temporal expres-
sions own the same granularity to render the co-
herent temporal dimensionality in one scenario 
in order to avoid generating improper scenario 
shifting for readers. Figure 4 describes the varia-
tion process of the temporal granularity between 
two different scenarios through scenario-time 
shifting. 
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Figure 4. Variation process of temporal granu-

larity 
As conveyed in Figure 4, temporal expressions 

in the same scenario are constrained by the sce-
nario depending. Hence fuzzy times should keep 
pace with scenario-correlative times in granu-
larity. For example, two sentences in different 
scenarios: 
“He was in Hong Kong yesterday, but now he is 
in Beijing.” 
“He was in Hong Kong last year, but now he is 
in Beijing.” 

Obviously, the first “now” means “today” in 
that scenario, and it has the same temporal gra-
nularity with “yesterday”. Meanwhile it will be 
more appropriate for the second “now” choosing 
“year” as the temporal granularity than choosing 
“day” because of the dependence to the scena-
rio-correlative time. In narrative, the paragraph 
is normally considered as the minimum unit of 
the scenario, so scenario-correlative relations 
should stand on the one paragraph at least.  

But for the first temporal expression in the pa-
ragraph, we need to think about two specific 
conditions: when it appears in the first paragraph 
and in the non-first paragraph if it is a fuzzy time. 
Because there is no scenario shifting to the first 
paragraph, we employ a dictionary to initialize 
the algorithm when the first time included in the 
first paragraph is fuzzy time. The defuzzification 
process is outlined as follows. 
Algorithm: TempGranuarityDefuzzify
Input: temporal expression ti in text 
Output: precise-granularity time ti’ 
Begin 
    //obtain the granularity of ti 

granularity ՚ GetGranularity (ti) 
//decide whether ti is a fuzzy time 
if granularity is not null 
     ti’ ՚ ti 
else 
    if ti is not first temporal expression in current para-

graph 
        //assign the former’s granularity to the ti 

        granularity ՚ GetGranularity (ti-1) 
    else 
        if ti is not included in first paragraph 
            //decide which granularity is assigned to ti be-

tween ti-1 and ti+1 
            if IsSameGranularity (GetGranularity 

(ti-1), GetGranularity (ti+1)) is not true 
                granularity ՚ GetGranularity (Coar-

serCompare (ti-1, ti+1)) 
            else 
                granularity ՚ GetGranularity (ti+1) 
            end if 
        else 
            //retrieve default granularity from dictionary 
            granularity ՚ FindGranularityInDict (ti)
        end if 
    end if 
//retrieve default offset from dictionary 
offset ՚ FindOffsetInDict (ti) 
//update and intact all temporal attributes of ti 
ti’ ՚ ModifyTimeAttribute (ti, granularity, offset) 
end if 
return ti’ 

End Begin 

It’s possible for the first temporal expression 
to correlate with forenamed times in last para-
graph in real texts, so we choose the coarser gra-
nularity for the fuzzy time when appearing con-
flicts in granularity between the last temporal 
expression and the next temporal expression. 
Additionally, an empirical fuzzy time dictionary 
is constructed as the default in order to figure 
out the offset problem. For example, “lately” is 
denoted in dictionary as below. 
Lately 
Common synonyms: recently, latterly, late, of late 
Default granularity: day 
Default offset: 7 units 

Finishing the defuzzification for the whole text, 
the basic normalizing algorithm is evoked then. 
In the experiments, we find that the temporal 
expression defuzzified can clearly improve the 
accuracy of reference times besides discovering 
the implicit temporal information much more. 

5 Evaluation 

5.1 Setup 

Because the normalization for temporal expres-
sions is independent of the language [Wilson et 
al., 2001], we take the formal Chinese news3 as 

                                                 
3 People’s Daily news corpus (January, 1998), supported by 
Institute of Computational Linguistics (ICL), Peking Uni-
versity. 
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the experimental corpus, which consist of 3148 
Chinese news articles. The data collection con-
tains 2,816,612 characters/967,884 words and 
21,176 manually annotated temporal nouns. 
Among this corpus, 2518 articles (80%) include 
13,835 temporal expressions are used as training 
data for the classification, and the rest (20%) as 
test data. Then the whole corpus is tested for the 
normalization. Event-anchored expressions are 
relevant with a specific event and it is hard to 
represent the exact meaning of them, so in our 
system, event-anchored expressions are not 
normalized. 

5.2 Results 

Results on Implicit Times classification: We 
firstly choose some temporal expressions classi-
fied in advance by crafted, and manually extend 
them in expressing patterns as the original train-
ing samples. For example, “last month” will ex-
tend to “this month” and “next month”, which 
all belong to Global Times. Actually there are 
only 16,104 temporal expressions in our experi-
ment because integrated temporal expressions in 
corpus are segmented into several parts, and we 
combine them together again before operating. 
Using classifier trained by training data, we get 
2,264 Global Times and 998 Local Times from 
testing collections, where there are 1,705 Global 
Times and 804 Local Times are correct respec-
tively by manual statistics. Table 3 gives the de-
tails of classification.  

From the experiment data, we find the preci-
sion and the recall almost below 80%, and the 
classification performance is not expected. The 
reason is that we do not consider some special 
application situations beforehand, which result 
in classifying errors. For example, the Global 
Time should be taken as the Local Time when it 
appears in the dialog or speech that marks boun-
daries by a pair of quotation marks. So we intro-
duce some revising patches shown in Table 4 to 
deal with this issue. Here the second and the 
fourth patches make corresponding temporal 
expressions be treated as non-target times that 
need not be processed. In addition, Time Set and 
Non-Specific are taken as the other classes ex-
cept the Implicit Time and the Explicit Time. 
The final results with revising patches are shown 
in Table 5. Obviously, revising patches make the 

classification be more adapted for the real texts, 
and the performance evaluation is promising. 

Class #Correct Precision 
(%) 

Recall 
(%) 

F-
meas
ure 
(%) 

Global Time 1705 75.31 78.64 76.94
Local Time 804 80.56 79.45 80.00

Sum/Average 2509 77.94 79.05 78.47
Table 3. Results of classification 

ID Patch Type Patterns Operations
1 Dialog/Speech “XXX” Time ՜ LT

2 Book/Movie 《XXX》

XXX Be omitted 

3 Time Set quantifier + 
XXX 

Time ՜ oth-
ers 

4 Proper Noun e.g. October 
Revolution Be omitted 

5 Non-Specific e.g. child-
hood 

Time ՜ oth-
ers 

Table 4. Revising patches for classification 

Class #Correct Precision 
(%) 

Recall 
(%) 

F-
meas-

ure 
(%) 

Global Time 1879 88.69 86.67 87.67
Local Time 918 90.55 90.71 90.63

Sum/Average 2797 89.62 88.69 89.15
Table 5. Results of classification with revising 

patches 

Results on temporal expression normalization: 
For evaluating our algorithm objectively, we 
compare the experiment result with other two 
methods on the same testing corpus. The first 
compared method which is adopted in many tra-
ditional systems [Li et al., 2004; Wu et al., 2005] 
applies the static time-value mechanism to de-
termine the reference time. The nearest narrative 
time [Lin et al., 2008; Vicente-Diez and Marti-
nez, 2009] that represents the static choosing-
rules mechanism is taken as the second com-
pared method. Table 6 presents the results. 

Method

Average 
referent 

updating/ 
article 

Accuracy 
(%) 

Errors 

Referent 
(%) 

Others
(%) 

STVM 0 68.42 22.84 8.74 
SCRM 7.8 76.19 11.25 12.56 

Our 
method 4.2 83.55 7.33 9.12 

*STVM: Static Time-Value Mechanism 
SCRM: Static Choosing-Rules Mechanism 

Table 6. Results of normalization 
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The data shows that our method exceeds the 
compared ones evidently. The accuracy increas-
es by 15.13% at most, and the errors by referent 
decreases by 3.92% at least. In contrast to the 
SCRM, we avoid the limitation that SCRM only 
concentrates on the nearest distance for choosing 
referent. Meanwhile, because the SCRM pays no 
attention to the normalization for fuzzy temporal 
expressions, the error by others (e.g. granularity) 
is greater than ours. Additionally, the STVM 
method applies the report time or the publication 
time of the document as the reference time for 
the whole text, so there is no referent updating in 
process. We mark all errors as referent errors as 
long as they involve with false reference time in 
results analysis, therefore, the STVM gets the 
highest referent errors ratio. 

With respect to the defuzzification, we eva-
luate it on fuzzy times separately. All defuzzi-
fied fuzzy times are assessed by human, and 
then decided whether they are acceptable to the 
context. The evaluation results are shown in Ta-
ble 7. 

Type #Acceptable Acceptable 
ratio (%) 

As refe-
rent (%)

Global Time 687 80.14 18.39 
Local Time 159 92.61 6.43 

Sum/Average 846 86.38 12.41 
Table 7. Evaluations on temporal expression 

defuzzification 
For the fuzzy temporal expression in Local 

Time, it is much fewer and easier than the one in 
Global Time in number and expression respec-
tively, so the defuzzification in Local Times 
achieves more expected results. On the other 
hand, the fuzzy time in Global Time is often the 
first temporal expression in the first paragraph, 
and the corresponding dictionary-based method 
certainly affects the experiment results. Accord-
ing to the percentages that the temporal expres-
sions defuzzified successfully account for in the 
all reference times, it demonstrates that the de-
fuzzification makes contributions to the referen-
tial normalization besides discovering the inter-
nal temporal information in the fuzzy time. 

6 Conclusion 

In this paper, we present an approach to auto-
matically normalizing temporal expressions un-
der the reference time dynamic-choosing me-
chanism. The referential feature in temporal 

nouns is applied to classify Implicit Times. 
Based on this, different classes of times can be 
normalized according to their respective classes. 
Meanwhile, we introduce the scenario-time 
shifting model to deal with the defuzzification 
problem. The experiment shows that our ap-
proach achieves more promising evaluation re-
sults, and makes the automatic normalization 
more adaptable to real texts than the prior works. 
However, the neglect on the event-anchored ex-
pression certainly restricts the whole system in 
applications, so the event-anchored expression 
will be our research focus in future. 
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Abstract

Existing works indicate that the absence
of explicit discourse connectives makes
it difficult to recognize implicit discourse
relations. In this paper we attempt to
overcome this difficulty for implicit rela-
tion recognition by automatically insert-
ing discourse connectives between argu-
ments with the use of a language model.
Then we propose two algorithms to lever-
age the information of these predicted
connectives. One is to use these pre-
dicted implicit connectives as additional
features in a supervised model. The other
is to perform implicit relation recognition
based only on these predicted connectives.
Results on Penn Discourse Treebank 2.0
show that predicted discourse connectives
help implicit relation recognition and the
first algorithm can achieve an absolute av-
erage f-score improvement of 3% over a
state of the art baseline system.

1 Introduction

Discourse relation analysis is to automatically
identify discourse relations (e.g., explanation re-
lation) that hold between arbitrary spans of text.
This analysis may be a part of many natural lan-
guage processing systems, e.g., text summariza-
tion system, question answering system. If there
are discourse connectives between textual units
to explicitly mark their relations, the recognition
task on these texts is defined as explicit discourse
relation recognition. Otherwise it is defined as im-
plicit discourse relation recognition.

Previous study indicates that the presence of
discourse connectives between textual units can
greatly help relation recognition. In Penn Dis-
course Treebank (PDTB) corpus (Prasad et al.,
2008), the most general senses, i.e., Comparison
(Comp.), Contingency (Cont.), Temporal (Temp.)
and Expansion (Exp.), can be disambiguated in
explicit relations with more than 90% f-scores
based only on the discourse connectives explicitly
used to signal the relation (Pitler and Nenkova.,
2009b).

However, for implicit relations, there are no
connectives to explicitly mark the relations, which
makes the recognition task quite difficult. Some of
existing works attempt to perform relation recog-
nition without hand-annotated corpora (Marcu
and Echihabi, 2002), (Sporleder and Lascarides,
2008) and (Blair-Goldensohn, 2007). They use
unambiguous patterns such as [Arg1, but Arg2]
to create synthetic examples of implicit relations
and then use [Arg1, Arg2] as an training example
of an implicit relation. Another research line is
to exploit various linguistically informed features
under the framework of supervised models, (Pitler
et al., 2009a) and (Lin et al., 2009), e.g., polarity
features, semantic classes, tense, production rules
of parse trees of arguments, etc.

Our study on PDTB test data shows that the av-
erage f-score for the most general 4 senses can
reach 91.8% when we simply mapped the ground
truth implicit connective of each test instance to
its most frequent sense. It indicates the impor-
tance of connective information for implicit rela-
tion recognition. However, so far there is no previ-
ous study attempting to use such kind of connec-
tive information for implicit relation. One possi-
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ble reason is that implicit connectives do not ex-
ist in unannotated real texts. Another evidence
of the importance of connectives for implicit re-
lations is shown in PDTB annotation. The PDTB
annotation consists of inserting a connective ex-
pression that best conveys the inferred relation by
the readers. Connectives inserted in this way to
express inferred relations are called implicit con-
nectives, which do not exist in real texts. These
evidences inspire us to consider two interesting re-
search questions:
(1) Can we automatically predict implicit connec-
tives between arguments?
(2) How to use the predicted implicit connectives
to build an automatic discourse relation analysis
system?

In this paper we address these two questions as
follows: (1) We insert appropriate discourse con-
nectives between two textual units with the use of
a language model. Here we train the language
model on large amount of raw corpora without
the use of any hand-annotated data. (2) Then we
present two algorithms to use these predicted con-
nectives for implicit relation recognition. One is
to use these connectives as additional features in a
supervised model. The other is to perform relation
recognition based only on these connectives.

We performed evaluation of the two algorithms
and a baseline system on PDTB 2.0 corpus. Ex-
perimental results showed that using predicted
discourse connectives as additional features can
significantly improve the performance of implicit
discourse relation recognition. Specifically, the
first algorithm achieved an absolute average f-
score improvement of 3% over a state of the art
baseline system.

The rest of this paper is organized as follows.
Section 2 describes the two algorithms for implicit
discourse relation recognition. Section 3 presents
experiments and results on PDTB data. Section
4 reviews related work. Section 5 concludes this
work.

2 Our Algorithms for Implicit Discourse
Relation Recognition

2.1 Prediction of implicit connectives

Explicit discourse relations are easily identifiable
due to the presence of discourse connectives be-
tween arguments. (Pitler and Nenkova., 2009b)
showed that in PDTB corpus, the most general
senses, i.e., Comparison (Comp.), Contingency
(Cont.), Temporal (Temp.) and Expansion (Exp.),
can be disambiguated in explicit relations with
more than 90% f-scores based only on discourse
connectives.

But for implicit relations, there are no connec-
tives to explicitly mark the relations, which makes
the recognition task quite difficult. PDTB data
provides implicit connectives that are inserted be-
tween paragraph-internal adjacent sentence pairs
not marked by any of explicit connectives. The
availability of ground-truth implicit connectives
makes it possible to evaluate the contribution of
these connectives for implicit relation recognition.
Our initial study on PDTB data show that the av-
erage f-score for the most general 4 senses can
reach 91.8% when we obtained the sense of each
test example by mapping each ground truth im-
plicit connective to its most frequent sense. We
see that connective information is an important
knowledge source for implicit relation recogni-
tion. However these implicit connectives do not
exist in real texts. In this paper we overcome this
difficulty by inserting a connective between two
arguments with the use of a language model.

Following the annotation scheme of PDTB, we
assume that each implicit connective takes two ar-
guments, denoted as Arg1 and Arg2. Typically,
there are two possible positions for most of im-
plicit connectives1, i.e., the position before Arg1
and the position between Arg1 and Arg2. Given a
set of possible implicit connectives {ci}, we gen-
erate two synthetic sentences, ci+Arg1+Arg2 and
Arg1+ci+Arg2 for each ci, denoted as Sci,1 and
Sci,2. Then we calculate the perplexity (an intrin-
sic score) of these sentences with the use of a lan-
guage model, denoted as PPL(Sci,j). According

1For parallel connectives, e.g., if . . . then. . . , the two con-
nectives will take the two arguments together, so there is only
one possible combination for connectives and arguments.
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to the value of PPL(Sci,j) (the lower the better),
we can rank these sentences and select the con-
nectives in top N sentences as implicit connec-
tives for this argument pair. The language model
may be trained on large amount of unannotated
corpora that can be cheaply acquired, e.g., North
American News corpus.

2.2 Using predicted implicit connectives as
additional features

We predict implicit connectives on both training
set and test set. Then we can use the predicted
implicit connectives as additional features for su-
pervised implicit relation recognition. Previous
works exploited various linguistically informed
features under the framework of supervised mod-
els. In this paper, we include 9 types of features
in our system due to their superior performance
in previous studies, e.g., polarity features, seman-
tic classes of verbs, contextual sense, modality,
inquirer tags of words, first-last words of argu-
ments, cross-argument word pairs, ever used in
(Pitler et al., 2009a), production rules of parse
trees of arguments used in (Lin et al., 2009), and
intra-argument word pairs inspired by the work of
(Saito et al., 2006).

Here we provide the details of the 9 features,
shown as follows:

Verbs: Similar to the work in (Pitler et al.,
2009a), the verb features consist of the number of
pairs of verbs in Arg1 and Arg2 if they are from
the same class based on their highest Levin verb
class level (Dorr, 2001). In addition, the average
length of verb phrase and the part of speech tags
of main verb are also included as verb features.

Context: If the immediately preceding (or fol-
lowing) relation is an explicit, its relation and
sense are used as features. Moreover, we use an-
other feature to indicate if Arg1 leads a paragraph.

Polarity: We use the number of positive,
negated positive, negative and neutral words in ar-
guments and their cross product as features. For
negated positives, we locate the negated words in
text span and then define the closely behind posi-
tive word as negated positive.

Modality: We look for modal words including
their various tenses or abbreviation forms in both
arguments. Then we generate a feature to indicate

the presence or absence of modal words in both
arguments and their cross product.

Inquirer Tags: Inquirer Tags extracted from
General Inquirer lexicon (Stone et al., 1966) con-
tains positive or negative classification of words.
In fact, its fine-grained categories, such as Fall
versus Rise, or Pleasure versus Pain, can indi-
cate the relation between two words, especially
for verbs. So we choose the presence or absence
of 21 pair categories with complementary relation
in Inquirer Tags as features. We also include their
cross production as features.

FirstLastFirst3: We choose the first and last
words of each argument as features, as well as the
pair of first words, the pair of last words, and the
first 3 words in each argument. In addition, we ap-
ply Porter’s Stemmer (Porter, 1980) to each word
before preparation of these features.

Production Rule: According to (Lin et al.,
2009), we extract all the possible production rules
from arguments, and check whether the rules ap-
pear in Arg1, Arg2 and both arguments. We re-
move the rules occurring less than 5 times in train-
ing data.

Cross-argument Word Pairs: We perform the
Porter’s stemming (Porter, 1980), and then group
all words from Arg1 and Arg2 into two sets W1

and W2 respectively. Then we generate any possi-
ble word pair (wi, wj) (wi ∈ W1, wj ∈ W2). We
remove the word pairs with less than 5 times.

Intra-argument Word Pairs: Let
Q1 = (q1, q2, . . . , qn) be the word se-
quence of Arg1. The intra-argument word
pairs for Arg1 is defined as WP1 =
((q1, q2), (q1, q3), . . . , (q1, qn), (q2, q3), . . . ,
(qn−1, qn)). We extract all the intra-argument
word pairs from Arg1 and Arg2 and remove word
pairs appearing less than 5 times in training data.

2.3 Relation recognition based only on
predicted implicit connectives

After the prediction of implicit connectives, we
can address the implicit relation recognition task
with the methods for explicit relation recogni-
tion due to the presence of implicit connectives,
e.g., sense classification based only on connec-
tives (Pitler and Nenkova., 2009b). The work of
(Pitler and Nenkova., 2009b) showed that most
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of connectives are unambiguous and it is possible
to obtain high performance in prediction of dis-
course sense due to the simple mapping relation
between connectives and senses. Given two ex-
amples:
(E1) She paid less on her dress, but it is very nice.
(E2) We have to harry up because the raining is
getting heavier and heavier.
The two connectives, i.e., but in E1 and because
in E2, convey Comparison and Contingency sense
respectively. In most cases, we can easily recog-
nize the relation sense by the appearance of dis-
course connective since it can be interpreted in
only one way. That means, the ambiguity of the
mapping between sense and connective is quite
few.

We count the frequency of sense tags for each
possible connective on PDTB training data for im-
plicit relation. Then we build a sense recognition
model by simply mapping each connective to its
most frequent sense. Here we do not perform con-
nective prediction on training data. During test-
ing, we use the language model to insert implicit
connectives into each test argument pair. Then we
perform relation recognition by mapping each im-
plicit connective to its most frequent sense.

3 Experiments and Results

3.1 Experiments
3.1.1 Data sets

In this work we used the PDTB 2.0 corpus for
evaluation of our algorithms. Following the work
of (Pitler et al., 2009a), we used sections 2-20 as
training set, sections 21-22 as test set, and sec-
tions 0-1 as development set for parameter opti-
mization. For comparison with the work of (Pitler
et al., 2009a), we ran four binary classification
tasks to identify each of the main relations (Cont.,
Comp., Exp., and Temp.) from the rest. For each
relation, we used equal numbers of positive and
negative examples as training data2. The negative
examples were chosen at random from sections 2-
20. We used all the instances in sections 21 and
22 as test set, so the test set is representative of

2Here the numbers of training and test instances for Ex-
pansion relation are different from those in (Pitler et al.,
2009a). The reason is that we do not include instances of
EntRel as positive examples.

the natural distribution. The numbers of positive
and negative instances for each sense in different
data sets are listed in Table 1.

Table 1: Statistics of positive and negative sam-
ples in training, development and test sets for each
relation.

Relation Train Dev Test
Pos/Neg Pos/Neg Pos/Neg

Comp. 1927/1927 191/997 146/912
Cont. 3375/3375 292/896 276/782
Exp. 6052/6052 651/537 556/502
Temp. 730/730 54/1134 67/991

In this work we used LibSVM toolkit to con-
struct four linear SVM models for a baseline sys-
tem and the system in Section 2.2.

3.1.2 A baseline system
We first built a baseline system, which used 9

types of features listed in Section 2.2.
We tuned the numbers of firstLastFirst3, cross-

argument word pair, intra-argument word pair on
development set. Finally we set the frequency
threshold at 3, 5 and 5 respectively.

3.1.3 Prediction of implicit connectives
To predict implicit connectives, we adopt the

following two steps:(1) train a language model;
(2) select top N implicit connectives.

Step 1: We used SRILM toolkit to train the lan-
guage models on three benchmark news corpora,
i.e., New York part in the BLLIP North Ameri-
can News, Xin and Ltw parts of English Gigaword
(4th Edition). We also tried different values for
n in n-gram model. The parameters were tuned
on the development set to optimize the accuracy
of prediction. In this work we chose 3-gram lan-
guage model trained on NY corpus.

Step 2: We combined each instance’s Arg1 and
Arg2 with connectives extract from PDTB2 (100
in all). There are two types of connectives, sin-
gle connective (e.g. because and but) and paral-
lel connective (such as “not only . . . , but also”).
Since discourse connectives may appear not only
ahead of the Arg1, but also between Arg1 and
Arg2, we considered this case. Given a set of pos-
sible implicit connectives {ci}, for single connec-
tive {ci}, we constructed two synthetic sentences,
ci+Arg1+Arg2 and Arg1+ci+Arg2. In case of
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parallel connective, we constructed one synthetic
sentence like ci1+Arg1+ci2+Arg2.

As a result, we can get 198 synthetic sentences
for each argument pair. Then we converted all
words to lower cases and used the language model
trained in the above step to calculate perplexity
on sentence level. The perplexity scores were
ranked from low to high. For example, we got the
perplexity (ppl) for two sentences as follows:
(1) but this is an old story, we’re talking about
years ago before anyone heard of asbestos having
any questionable properties.
ppl= 652.837
(2) this is an old story, but we’re talking about
years ago before anyone heard of asbestos having
any questionable properties.
ppl= 583.514

We considered the combination of connectives
and their position as final features like mid but,
first but, where the features are binary, that is, the
presence and absence of the specific connective.

According to the value of PPL(Sci,j) (the
lower the better), we selected the connectives in
top N sentences as implicit connectives for this
argument pair. In order to get the optimal N value,
we tried various values of N on development set
and selected the minimum value of N so that the
ground-truth connectives appeared in top N con-
nectives. The final N value is set to 60 based on
the trade-off between performance and efficiency.

3.1.4 Using predicted connectives as
additional features

This system combines the predicted implicit
connectives as additional features and the 9 types
of features in an supervised framework. The 9
types of features are listed as shown in Section 2.2
and tuned on development set.

We combined predicted connectives with the
best subset features from the development data set
with respect to f-score. In our experiment of se-
lecting best subset features, single features rather
than the combination of several features achieved
much higher scores. So we combine single fea-
tures with predicted connectives as final features.

3.1.5 Using only predicted connectives for
implicit relation recognition

We built two variants for the algorithm in Sec-
tion 2.3. One is to use the data for explicit re-
lations in PDTB sections 2-20 as training data.
The other is to use the data for implicit relations
in PDTB sections 2-20 as training data. Given
training data, we obtained the most frequent sense
for each connective appearing in the training data.
Then given test data, we recognized the sense of
each argument pair by mapping each predicted
connective to its most frequent sense. In this
work we conducted another experiment to see the
upper-bound performance of this algorithm. Here
we performed recognition based on ground-truth
implicit connectives and used the data for implicit
relations as training data.

3.2 Results

3.2.1 Result of baseline system
Table 2 summarizes the best performance

achieved by the baseline system in compari-
son with previous state-of-the-art performance
achieved in (Pitler et al., 2009a). The first two
lines in the table show their best results using sin-
gle feature and using combined feature subset. It
indicates that the performance of using combined
feature subset is higher than that using single fea-
ture alone.

From this table, we can find that our base-
line system has a comparable result on Contin-
gency and Temporal. On Comparison, our system
achieved a better performance around 9% f-score
higher than their best result. However, for Expan-
sion, they expanded both training and testing sets
by including EntRel relation as positive examples,
which makes it impossible to perform direct com-
parison. Generally, our baseline system is reason-
able and thus the consequent experiments on it are
reliable.

3.2.2 Result of algorithm 1: using predicted
connectives as additional features

Table 3 summarizes the best performance
achieved by the baseline system and the first al-
gorithm (i.e., baseline + Language Model) on test
set. The second and third column show the best
performance achieved by the baseline system and
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Table 2: Performance comparison of the baseline system with the system of (Pitler et al., 2009a) on test
set.

System Comp. vs. Not Cont. vs. Other Exp. vs. Other Temp. vs. Other
F1 (Acc) F1 (Acc) F1 (Acc) F1 (Acc)

Using the best single feature (Pitler et al., 2009a) 21.01(52.59) 36.75(62.44) 71.29(59.23) 15.93(61.20)
Using the best feature subset (Pitler et al., 2009a) 21.96(56.59) 47.13(67.30) 76.42(63.62) 16.76(63.49)
The baseline system 30.72(78.26) 45.38(40.17) 65.95(57.94) 16.46(29.96)

the first algorithm using predicted connectives as
additional features.

Table 3: Performance comparison of the algo-
rithm in Section 2.2 with the baseline system on
test set.

Rela- Features Baseline Baseline+LM
tion F1 (Acc) F1 (Acc)
Comp. Production Rule 30.72(78.26) 31.08(68.15)

Context 24.66(42.25) 27.64(53.97)
InquirerTags 23.31(73.25) 27.87(55.48)
Polarity 21.11(40.64) 23.64(52.36)
Modality 17.25(80.06) 26.17(55.20)
Verbs 25.00(53.50) 31.79(58.22)

Cont. Prodcution Rule 45.38(40.17) 47.16(48.96)
Context 37.61(44.70) 34.74(48.87)
Polarity 35.57(50.00) 43.33(33.74)
InquirerTags 38.04(41.49) 42.22(36.11)
Modality 32.18(66.54) 35.26(55.58)
Verbs 40.44(54.06) 42.04(32.23)

Exp. Context 48.34(54.54) 68.32(53.02)
FirstLastFirst3 65.95(57.94) 68.94(53.59)
InquirerTags 61.29(52.84) 68.49(53.21)
Modality 64.36(56.14) 68.9(52.55)
Polarity 49.95(50.38) 68.62(53.40)
Verbs 52.95(53.31) 70.11(54.54)

Temp. Context 13.52(64.93) 16.99(79.68)
FirstLastFirst3 15.75(66.64) 19.70(64.56)
InquirerTags 8.51(83.74) 19.20(56.24)
Modality 16.46(29.96) 19.97(54.54)
Polarity 16.29(51.42) 20.30(55.48)
Verbs 13.88(54.25) 13.53(61.34)

From this table, we found that this additional
feature obtained from language model showed
significant improvements in almost four relations.
Specifically, the top two improvements are on Ex-
pansion and Temporal relations, which improved
4.16% and 3.84% in f-score respectively. Al-
though on Comparison relation there is only a
slight improvement (+1.07%), our two best sys-
tems both got around 10% improvements of f-
score over a state-of-the-art system in (Pitler et al.,
2009a). As a whole, the first algorithm achieved
3% improvement of f-score over a state of the art
baseline system. All these results indicate that
predicted implicit connectives can help improve

the performance.

3.2.3 Result of algorithm 2: using only
predicted connectives for implicit
relation recognition

Table 4 summarizes the best performance
achieved by the second algorithm in comparison
with the baseline system on test set.

The experiment showed that the baseline sys-
tem using just gold-truth implicit connectives can
achieve an f-score of 91.8% for implicit relation
recognition. It once again proved that implicit
connectives make significant contributions for im-
plicit relation recognition. This also encourages
our future work on finding the most suitable con-
nectives for implicit relation recognition.

From this table, we found that, using only pre-
dicted implicit connectives achieved an compara-
ble performance to (Pitler et al., 2009a), although
it was still a bit lower than our best baseline. But
we should bear in mind that this algorithm only
uses 4 features for implicit relation recognition
and these 4 features are easy computable and fast
run, which makes the system more practical in ap-
plication. Furthermore, compared with other al-
gorithms which require hand-annotated data for
training, the performance of this second algorithm
is acceptable if we take into account that no la-
beled data is used for model training.

3.3 Analysis
Experimental results on PDTB showed that using
the predicted implicit connectives significantly
improves the performance of implicit discourse
relation recognition. Our first algorithm achieves
an average f-score improvement of 3% over a
state of the art baseline system. Specifically, for
the relations: Comp., Cont., Exp., Temp., our
first algorithm can achieve 1.07%, 1.78%, 4.16%,
3.84% f-score improvements over a state of the
art baseline system. Since (Pitler et al., 2009a)

1512



Table 4: Performance comparison of the algorithm in Section 2.3 with the baseline system on test set.
System Comp. vs. Other Cont. vs. Other Exp. vs. Other Temp. vs. Other

F1 (Acc) F1 (Acc) F1 (Acc) F1 (Acc)
The baseline system 30.72(78.26) 45.38(40.17) 65.95(57.94) 16.46(29.96)
Our algorithm with training data for explicit relation 26.02(52.17) 35.72(51.70) 64.94(53.97) 13.76(41.97)
Our algorithm with training data for implicit relation 24.55(63.99) 16.26(70.79) 60.70(53.50) 14.75(70.51)
Sense recognition using gold-truth implicit connectives 94.08(98.30) 98.19(99.05) 97.79(97.64) 77.04(97.07)

used different selection of instances for Expan-
sion sense3, we cannot make a direct compari-
son. However, we achieve the best f-score around
70%, which provide 5% improvements over our
baseline system. On the other hand, the second
proposed algorithm using only predicted connec-
tives still achieves promising results for each rela-
tion. Specifically, the model for the Comparison
relation achieves an f-score of 26.02% (5% over
the previous work in (Pitler et al., 2009a)). Fur-
thermore, the models for Contingency and Tem-
poral relation achieve 35.72% and 13.76% f-score
respectively, which are comparable to the previ-
ous work in (Pitler et al., 2009a). The model for
Expansion relation obtains an f-score of 64.95%,
which is only 1% less than our baseline system
which consists of ten thousands of features.

4 Related Work

Existing works on automatic recognition of dis-
course relations can be grouped into two cat-
egories according to whether they used hand-
annotated corpora.

One research line is to perform relation recog-
nition without hand-annotated corpora.

(Marcu and Echihabi, 2002) used a pattern-
based approach to extract instances of discourse
relations such as Contrast and Elaboration from
unlabeled corpora. Then they used word-pairs be-
tween two arguments as features for building clas-
sification models and tested their model on artifi-
cial data for implicit relations.

There are other efforts that attempt to extend the
work of (Marcu and Echihabi, 2002). (Saito et al.,
2006) followed the method of (Marcu and Echi-
habi, 2002) and conducted experiments with com-
bination of cross-argument word pairs and phrasal

3They expanded the Expansion data set by adding ran-
domly selected EntRel instances by 50%, which is consid-
ered to significantly change data distribution.

patterns as features to recognize implicit relations
between adjacent sentences in a Japanese corpus.
They showed that phrasal patterns extracted from
a text span pair provide useful evidence in the re-
lation classification. (Sporleder and Lascarides,
2008) discovered that Marcu and Echihabi’s mod-
els do not perform as well on implicit relations as
one might expect from the test accuracies on syn-
thetic data. (Blair-Goldensohn, 2007) extended
the work of (Marcu and Echihabi, 2002) by re-
fining the training and classification process using
parameter optimization, topic segmentation and
syntactic parsing.

(Lapata and Lascarides, 2004) dealt with tem-
poral links between main and subordinate clauses
by inferring the temporal markers linking them.
They extracted clause pairs with explicit temporal
markers from BLLIP corpus as training data.

Another research line is to use human-
annotated corpora as training data, e.g., the RST
Bank (Carlson et al., 2001) used by (Soricut and
Marcu, 2003), adhoc annotations used by (?),
(Baldridge and Lascarides, 2005), and the Graph-
Bank (Wolf et al., 2005) used by (Wellner et al.,
2006).

Recently the release of the Penn Discourse
TreeBank (PDTB) (Prasad et al., 2008) bene-
fits the researchers with a large discourse anno-
tated corpora, using a comprehensive scheme for
both implicit and explicit relations. (Pitler et al.,
2009a) performed implicit relation classification
on the second version of the PDTB. They used
several linguistically informed features, such as
word polarity, verb classes, and word pairs, show-
ing performance increases over a random classi-
fication baseline. (Lin et al., 2009) presented an
implicit discourse relation classifier in PDTB with
the use of contextual relations, constituent Parse
Features, dependency parse features and cross-
argument word pairs.
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In comparison with existing works, we investi-
gated a new knowledge source, implicit connec-
tives, for implicit relation recognition. Moreover,
our two models can exploit both labeled and un-
labeled data by training a language model on un-
labeled data and then using this language model
to generate implicit connectives for recognition
models trained on labeled data.

5 Conclusions

In this paper we use a language model to auto-
matically generate implicit connectives and then
present two methods to use these connectives for
recognition of implicit relations. One method is to
use these predicted implicit connectives as addi-
tional features in a supervised model and the other
is to perform implicit relation recognition based
only on these predicted connectives. Results on
Penn Discourse Treebank 2.0 show that predicted
discourse connectives help implicit relation recog-
nition and the first algorithm achieves an absolute
average f-score improvement of 3% over a state of
the art baseline system.
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Abstract 

This paper presents a novel semi-

supervised learning algorithm called Ac-

tive Deep Networks (ADN), to address 

the semi-supervised sentiment classifica-

tion problem with active learning. First, 

we propose the semi-supervised learning 

method of ADN. ADN is constructed by 

Restricted Boltzmann Machines (RBM) 

with unsupervised learning using labeled 

data and abundant of unlabeled data. 

Then the constructed structure is fine-

tuned by gradient-descent based super-

vised learning with an exponential loss 

function. Second, we apply active learn-

ing in the semi-supervised learning 

framework to identify reviews that 

should be labeled as training data. Then 

ADN architecture is trained by the se-

lected labeled data and all unlabeled data. 

Experiments on five sentiment classifica-

tion datasets show that ADN outper-

forms the semi-supervised learning algo-

rithm and deep learning techniques ap-

plied for sentiment classification. 

1 Introduction 

In recent years, sentiment analysis has received 

considerable attentions in Natural Language 

Processing (NLP) community (Blitzer et al., 

2007; Dasgupta and Ng, 2009; Pang et al., 2002). 

Polarity classification, which determine whether 

the sentiment expressed in a document is posi-

tive or negative, is one of the most popular tasks 

of sentiment analysis (Dasgupta and Ng, 2009). 

Sentiment classification is a special type of text 

categorization, where the criterion of classifica-

tion is the attitude expressed in the text, rather 

than the subject or topic. Labeling the reviews 

with their sentiment would provide succinct 

summaries to readers, which makes it possible to 

focus the text mining on areas in need of im-

provement or on areas of success (Gamon, 2004) 

and is helpful in business intelligence applica-

tions, recommender systems, and message filter-

ing (Pang, et al., 2002). 

While topics are often identifiable by key-

words alone, sentiment classification appears to 

be a more challenge task (Pang, et al., 2002). 

First, sentiment is often conveyed with subtle 

linguistic mechanisms such as the use of sar-

casm and highly domain-specific contextual 

cues (Li et al., 2009). For example, although the 

sentence “The thief tries to protect his excellent 

reputation” contains the word “excellent”, it tells 

us nothing about the author’s opinion and in fact 

could be well embedded in a negative review. 

Second, sentiment classification systems are typ-

ically domain-specific, which makes the expen-

sive process of annotating a large amount of data 

for each domain and is a bottleneck in building 

high quality systems (Dasgupta and Ng, 2009). 

This motivates the task of learning robust senti-

ment models from minimal supervision (Li, et 

al., 2009).  

Recently, semi-supervised learning, which 

uses large amount of unlabeled data together 

with labeled data to build better learners (Raina 

et al., 2007; Zhu, 2007), has drawn more atten-

tion in sentiment analysis (Dasgupta and Ng, 

2009; Li, et al., 2009). As argued by several re-

searchers (Bengio, 2007; Salakhutdinov and 

Hinton, 2007), deep architecture, composed of 

multiple levels of non-linear operations (Hinton 

et al., 2006), is expected to perform well in 

semi-supervised learning because of its capabili-

ty of modeling hard artificial intelligent tasks. 

Deep Belief Networks (DBN) is a representative 
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deep learning algorithm achieving notable suc-

cess for semi-supervised learning (Hinton, et al., 

2006).  Ranzato and Szummer (2008) propose an 

algorithm to learn text document representations 

based on semi-supervised auto-encoders that are 

combined to form a deep network. 

Active learning is another way that can mi-

nimize the number of required labeled data 

while getting competitive result. Usually, the 

training set is chosen randomly. However, active 

learning choose the training data actively, which 

reduce the needs of labeled data (Tong and 

Koller, 2002). Recently, active learning had 

been applied in sentiment classification 

(Dasgupta and Ng, 2009). 

Inspired by the study of semi-supervised 

learning, active learning and deep architecture, 

this paper proposes a novel semi-supervised po-

larity classification algorithm called Active 

Deep Networks (ADN) that is based on a repre-

sentative deep learning algorithm Deep Belief 

Networks (DBN) (Hinton, et al., 2006) and ac-

tive learning (Tong and Koller, 2002). First, we 

propose the ADN architecture, which utilizes a 

new deep architecture for classification, and an 

exponential loss function aiming to maximize 

the separability of the classifier. Second, we 

propose the ADN algorithm. It firstly identifies a 

small number of manually labeled reviews by an 

active learner, and then trains the ADN classifier 

with the identified labeled data and all of the 

unlabeled data.  

Our paper makes several important contribu-

tions: First, this paper proposes a novel ADN 

architecture that integrates the abstraction ability 

of deep belief nets and the classification ability 

of backpropagation strategy. It improves the ge-

neralization capability by using abundant unla-

beled data, and directly optimizes the classifica-

tion results in training dataset using back propa-

gation strategy, which makes it possible to 

achieve attractive classification performance 

with few labeled data. Second, this paper pro-

poses an effective active learning method that 

integrates the labeled data selection ability of 

active learning and classification ability of ADN 

architecture. Moreover, the active learning is 

also based on the ADN architecture, so the la-

beled data selector and the classifier are based 

on the same architecture, which provides an uni-

fied framework for semi-supervised classifica-

tion task. Third, this paper applies semi-

supervised learning and active learning to senti-

ment classification successfully and gets com-

petitive performance. Our experimental results 

on five sentiment classification datasets show 

that ADN outperforms previous sentiment clas-

sification methods and deep learning methods. 

The rest of the paper is organized as follows. 

Section 2 gives an overview of sentiment classi-

fication. The proposed semi-supervised learning 

method ADN is described in Section 3. Section 

4 shows the empirical validation of ADN by 

comparing its classification performance with 

previous sentiment classifiers and deep learning 

methods on sentiment datasets. The paper is 

closed with conclusion. 

2 Sentiment Classification 

Sentiment classification can be performed on 

words, sentences or documents, and is generally 

categorized into lexicon-based and corpus-based 

classification method (Wan, 2009). The detailed 

survey about techniques and approaches of 

sentiment classification can be seen in the book 

(Pang and Lee, 2008). In this paper we focus on 

corpus-based classification method. 

Corpus-based methods use a labeled corpus to 

train a sentiment classifier (Wan, 2009). Pang et 

al. (2002) apply machine learning approach to 

corpus-based sentiment classification firstly. 

They found that standard machine learning tech-

niques outperform human-produced baselines. 

Pang and Lee (2004) apply text-categorization 

techniques to the subjective portions of the sen-

timent document. These portions are extracted 

by efficient techniques for finding minimum cuts 

in graphs. Gamon (2004) demonstrate that using 

large feature vectors in combination with feature 

reduction, high accuracy can be achieved in the 

very noisy domain of customer feedback data. 

Xia et al. (2008) propose the sentiment vector 

space model to represent song lyric document, 

assign the sentiment labels such as light-hearted 

and heavy-hearted. 

Supervised sentiment classification systems 

are domain-specific and annotating a large scale 

corpus for each domain is very expensive 

(Dasgupta and Ng, 2009). There are several so-

lutions for this corpus annotation bottleneck.   

The first type of solution is using old domain 

labeled examples to new domain sentiment clas-
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sification. Blitzer et al. (2007) investigate do-

main adaptation for sentiment classifiers, which 

could be used to select a small set of domains to 

annotate and their trained classifiers would 

transfer well to many other domains. Li and 

Zong (2008) study multi-domain sentiment clas-

sification, which aims to improve performance 

through fusing training data from multiple do-

mains. 

The second type of solution is semi-

supervised sentiment classification. Sindhwani 

and Melville (2008) propose a semi-supervised 

sentiment classification algorithm that utilizes 

lexical prior knowledge in conjunction with un-

labeled data. Dasgupta and Ng (2009) firstly 

mine the unambiguous reviews using spectral 

techniques, and then exploit them to classify the 

ambiguous reviews via a novel combination of 

active learning, transductive learning, and en-

semble learning. 

The third type of solution is unsupervised sen-

timent classification. Zagibalov and Carroll 

(2008) describe an automatic seed word selec-

tion for unsupervised sentiment classification of 

product reviews in Chinese. 

However, unsupervised learning of sentiment 

is difficult, partially because of the prevalence of 

sentimentally ambiguous reviews (Dasgupta and 

Ng, 2009). Using multi-domain sentiment cor-

pus to sentiment classification is also hard to 

apply, because each domain has a very limited 

amount of training data, due to annotating a 

large corpus is difficult and time-consuming (Li 

and Zong, 2008). So in this paper we focus on 

semi-supervised approach to sentiment classifi-

cation. 

3 Active Deep Networks 

In this part, we propose a semi-supervised 

learning algorithm, Active Deep Networks 

(ADN), to address the sentiment classification 

problem with active learning. Section 3.1 

formulates the ADN problem. Section 3.2 

proposes the semi-supervised learning of ADN 

without active learning. Section 3.3 proposes the 

active learning method of ADN. Section 3.4 

gives the ADN procedure. 

3.1 Problem Formulation 

There are many review documents in the dataset. 

We preprocess these reviews to be classified, 

which is similar with Dasgupta and Ng (2009).  

Each review is represented as a vector of uni-

grams, using binary weight equal to 1 for terms 

present in a vector. Moreover, the punctuations, 

numbers, and words of length one are removed 

from the vector. Finally, we sort the vocabulary 

by document frequency and remove the top 

1.5%. It is because that many of these high doc-

ument frequency words are stopwords or domain 

specific general-purpose words. 

After preprocess, every review can be 

represented by a vector. Then the dataset can be 

represented as a matrix: 

 

1 2

1 1 1

1 2

1 2 2 2 2

1 2

, , ,

, , ,
, , , 1

, , ,

, , ,

R T

R T

R T

R T

D D D

x x x

x x x

x x x









 
 
      
 
  

X x x x






   



 

where R is the number of training samples, T is 

the number of test samples, D is the number of 

feature words in the dataset. Every column of X 

corresponds to a sample x, which is a representa-

tion of a review. A sample that has all features is 

viewed as a vector in 
D
, where the i

th
 coordi-

nate corresponds to the i
th
 feature. 

The L labeled samples are chosen randomly 

from R training samples, or chosen actively by 

active learning, which can be seen as: 

   1 2, [ , ,..., ] 1 2L R

L is s s s R   X X S S  

where S is the index of selected training reviews 

to be labeled manually. 

Let Y be a set of labels corresponds to L la-

beled training samples and is denoted as: 
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where C is the number of classes. Every column 

of Y is a vector in 
C
, where the j

th
 coordinate 

corresponds to the j
th
 class.  
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For example, if a review x is positive, y=[1, -

1]’; else, y = [-1, 1]’. 

We intend to seek the mapping function 
L LX Y  using the L labeled data and R+T-L 

unlabeled data. After training, we can determine 

y by the trained ADN while a new sample x is 

fed. 
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3.2 Semi-Supervised Learning 

To address the problem formulated in section 3.1, 

we propose a novel deep architecture for ADN 

method, as show in Figure 1. The deep architec-

ture is a fully interconnected directed belief nets 

with one input layer h
0
, N hidden layers h

1
, 

h
2
, …, h

N
, and one label layer at the top. The 

input layer h
0 
has D units, equal to the number of 

features of sample data x. The label layer has C 

units, equal to number of classes of label vector 

y. The numbers of units for hidden layers, cur-

rently, are pre-defined according to the expe-

rience or intuition. The seeking of the mapping 

function L LX Y , here, is transformed to the 

problem of finding the parameter space W={w
1
, 

w
2
,…,w

N
} for the deep architecture. 

The semi-supervised learning method based 

on ADN architecture can be divided into two 

stages: First, AND architecture is constructed by 

greedy layer-wise unsupervised learning using 

RBMs as building blocks. All the unlabeled data 

together with L labeled data are utilized to find 

the parameter space W with N layers. Second, 

ADN architecture is trained according to the ex-

ponential loss function using gradient descent 

method. The parameter space W is retrained by 

an exponential loss function using L labeled data.  

 

x1 x2 xD

… … … … …

… … … …

RBM

h
0

h
1

w
1

… … …h
2

RBMw
2

…
 

…
 

…
 

… …h
N

f(hN(x), y)

… …

y1 y2 yC

labels

Minimize 
Loss

Figure 1. Architecture of Active Deep Networks 

 

For unsupervised learning, we define the 

energy of the state (h
k-1

, h
k
) as: 

 

 

1

1

1

1 1

1 1

1 1

, ;

5

k k

k k

D D
k 1 k k k k

st s t

s t

D D
k k k k

s s t t

s t

E w h h

b h c h






 

 

 

 

 

 



 

h h

where  cbw ,,  are the model parameters: 
k

stw is the symmetric interaction term between 

unit s in the layer h
k-1

 and unit t in the layer h
k
, k 

=1,…, N-1. 1k

sb  is the s
th
 bias of layer h

k-1 
and k

tc  

is the t
th
 bias of layer h

k
. Dk is the number of unit 

in the k
th
 layer.  

The probability that the model assigns to h
k-1

 

is: 

 
 

    1 11
; exp , ; 6

k

k k kP E
Z

 


  
h

h h h
 

      
1

1exp , ; 7
k k

k kZ E 


 
h h

h h
 

where  Z  denotes the normalizing constant. 

The conditional distributions over h
k
 and h

k-1
 are: 

     1 1| | 8k k k k

t

t

p p h h h h  

     1 1| | 9k k k k

s

s

p p h h h h  

the probability of turning on unit t is a logistic 

function of the states of h
k-1

 and k

stw : 

   1 11| sigm 10k k k k k

t t st s

s

p h c w h  
   

 
h  

the probability of turning on unit s is a logistic 

function of the states of h
k
 and k

stw : 

    1 11| sigm 11k k k k k

s s st t

t

p h b w h  
   

 
h  

where the logistic function is: 

   sigm 1 1 12e     

The derivative of the log-likelihood with re-

spect to the model parameter w
k 
can be obtained 

by the CD method (Hinton, 2002): 

 
0

1
1 1log ( )

13
M

k
k k k k

s t s t
P P

st

p
h h h h

w


 

 


h  

where 
0P

 denotes an expectation with respect to 

the data distribution and  
MP

 denotes a distribu-

tion of samples from running the Gibbs sampler 

initialized at the data, for M full steps. 

The above discussion is based on the training 

of the parameters between two hidden layers 

with one sample data x. For unsupervised learn-

ing, we construct the deep architecture using all 

labeled data with unlabeled data by inputting 

them one by one from layer h
0
, train the parame-

ter between h
0 
and h

1
. Then h

1 
is constructed, we 
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can use it to construct the up one layer h
2
. The 

deep architecture is constructed layer by layer 

from bottom to top, and in each time, the para-

meter space w
k
 is trained by the calculated data 

in the k-1
th
 layer. 

According to the w
k
 calculated above, the 

layer h
k
 can be got as below when a sample x is 

fed from layer h
0
: 

 

 

1

1

1

( ) sigm( )    1, ,

1, , 1 14

kD
k k k k

t t st s k

s

h c w h t D

k N







  

 

x x 



（ ）  

The parameter space w
N
 is initialized random-

ly, just as backpropagation algorithm. Then 

ADN architecture is constructed. The top hidden 

layer is formulated as: 

 
1

1

1

( ) 1, , 15
ND

N N N N

t t st s N

s

h c w h t D






  x x （ ）  

For supervised learning, the ADN architecture 

is trained by L labeled data. The optimization 

problem is formulized as: 

    
h

arg min f h , 16
N

N L L
X Y  

where 

       
1 1

f h , T h 17
L C

N L L N i i

j j

i j

y
 

X Y x   

and the loss function is defined as 

 T( ) exp( ) 18r r   

In the supervised learning stage, the stochastic 

activities are replaced by deterministic, real va-

lued probabilities. We use gradient-descent 

through the whole deep architecture to retrain 

the weights for optimal classification. 

3.3 Active Learning 

Semi-supervised learning allows us to classify 

reviews with few labeled data. However, anno-

tating the reviews manually is expensive, so we 

want to get higher performance with fewer la-

beled data. Active learning can help to choose 

those reviews that should be labeled manually in 

order to achieving higher classification perfor-

mance with the same number of labeled data. 

For such purpose, we incorporate pool-based 

active learning with the ADN method, which 

accesses to a pool of unlabeled instances and 

requests the labels for some number of them 

(Tong and Koller, 2002). 

Given an unlabeled pool X
R
 and a initial la-

beled data set X
L 

(one positive, one negative), 

the ADN architecture h
N  

will decide which in-

stance in X
R
 to query next. Then the parameters 

of h
N 

are adjusted after new reviews are labeled 

and inserted into the labeled data set. The main 

issue for an active learner is the choosing of next 

unlabeled instance to query. In this paper, we 

choose the reviews whose labels are most uncer-

tain for the classifier. Following previous work 

on active learning for SVMs (Dasgupta and Ng, 

2009; Tong and Koller, 2002), we define the 

uncertainty of a review as its distance from the 

separating hyperplane. In other words, reviews 

that are near the separating hyperplane are cho-

sen as the labeled training data.  

After semi-supervised learning, the parame-

ters of ADN are adjusted. Given an unlabeled 

pool X
R
, the next unlabeled instance to be que-

ried are chosen according to the location of 

h
N
(X

R
). The distance of a point h

N
(x

i
) and the 

classes separation line 
1 2

N Nh h is: 

     1 2 2 19i N i N ih h d x x  

The selected training reviews to be labeled 

manually are given by:  

    : min 20js j d d  

We can select a group of most uncertainty re-

views to label at each time.  

The experimental setting is similar with 

Dasgupta & Ng (2009). We perform active 

learning for five iterations and select twenty of 

the most uncertainty reviews to be queried each 

time. Then the ADN is re-trained on all of la-

beled and unlabeled reviews so far with semi-

supervised learning. At last, we can decide the 

label of reviews x according to the output h
N
(x) 

of the ADN architecture as below: 

    

    
 

1    if max
21

-1  if max

N N

j

j
N N

j

h
y

h

 
 



x h x

x h x

 

As shown by Tong and Koller (2002), the Ba-

lanceRandom method, which randomly sample 

an equal number of positive and negative in-

stances from the pool, has much better perfor-

mance than the regular random method. So we 

incorporate this “Balance” idea with ADN me-

thod. However, to choose equal number of posi-

tive and negative instances without labeling the 

entire pool of instances in advance may not be 

practicable. So we present a simple way to ap-

proximate the balance of positive and negative 

reviews. At first, count the number of positive 

and negative labeled data respectively. Second, 
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for each iteration, classify the unlabeled reviews 

in the pool and choose the appropriate number of 

positive and negative reviews to let them equally. 

3.4 ADN Procedure 

The procedure of ADN is shown in Figure 2. For 

the training of ADN architecture, the parameters 

are random initialized with normal distribution. 

All the training data and test data are used to 

train the ADN with unsupervised learning. The 

training set X
R
 can be seen as an unlabeled pool. 

We randomly select one positive and one nega-

tive review in the pool to input as the initial la-

beled training set that are used for supervised 

learning. The number of units in hidden layer 

D1﹍DN and the number of epochs Q are set ma-

nually based on the dimension of the input data 

and the size of training dataset. The iteration 

times I and the number G of active choosing da-

ta for each iteration can be set manually based 

on the number of labeled data in the experiment. 

For each iteration, the ADN architecture is 

trained by all the unlabeled data and labeled data 

in existence with unsupervised learning and su-

pervised learning firstly. Then we choose G re-

views from the unlabeled pool based on the dis-

tance of these data from the separating line. At 

last, label these data manually and add them to 

the labeled data set. For the next iteration, the 

ADN architecture can be trained on the new la-

beled data set. At last, ADN architecture is re-

trained by all the unlabeled data and existing 

labeled data. After training, the ADN architec-

ture is tested based on Equation (21). 

The proposed ADN method can active choose 

the labeled data set and classify the data with the 

same architecture, which avoid the barrier be-

tween choosing and training with different archi-

tecture. More importantly, the parameters of 

ADN are trained iteratively on the label data se-

lection process, which improve the performance 

of ADN. For the ADN training process: in unsu-

pervised learning stage, the reviews can be ab-

stracted; in supervised learning stage, ADN is 

trained to map the samples belong to different 

classes into different regions. We combine the 

unsupervised and supervised learning, and train 

parameter space of ADN iteratively. The proper 

data that should be labeled are chosen in each 

iteration, which improves the classification per-

formance of ADN. 

 
 

Figure 2. Active Deep Networks Procedure. 

4 Experiments 

4.1 Experimental Setup 

We evaluate the performance of the proposed 

ADN method using five sentiment classification 

datasets. The first dataset is MOV (Pang, et al., 

2002), which is a widely-used movie review da-

taset. The other four dataset contain reviews of 

four different types of products, including books 

(BOO), DVDs (DVD), electronics (ELE), and 

kitchen appliances (KIT) (Blitzer, et al., 2007; 

Dasgupta and Ng, 2009). Each dataset includes 

1,000 positive and 1,000 negative reviews. 

Similar with Dasgupta and Ng (2009), we di-

vide the 2,000 reviews into ten equal-sized folds 

randomly and test all the algorithms with cross-

validation. In each folds, 100 reviews are ran-

dom selected as training data and the remaining 

100 data are used for test. Only the reviews in 

the training data set are used for the selection of 

labeled data by active learning.   

The ADN architecture has different number of 

hidden units for each hidden layer. For greedy 

Active Deep Networks Procedure 

 

Input:  data X 

number of units in every hidden layer D1﹍DN   

number of epochs Q 
number of training data R 

number of test data T 

number of iterations I 
number of active choose data for every iteration G 

Initialize: W = normally distributed random numbers 

                  XL = one positive and one negative reviews 
 

for i = 1 to I 

Step 1. Greedy layer-wise training hidden layers using RBM 
for  n = 1 to N-1 

for  q = 1 to Q 

    for k = 1 to R+T 
      Calculate the non-linear positive and negative phase 

according to (10) and (11). 

        Update the weights and biases by (13). 

    end for 

end for  

end for  

Step 2. Supervised learning the ADN with gradient descent  

Minimize f(hN(X),Y) on labeled data set XL, update the  

parameter space W according to (16). 
Step 3. Choose instances for labeled data set 

Choose G instances which near the separating line by (20) 

Add  G instances into the labeled data set XL 

end 
Train ADN with Step 1 and Step 2. 

 
Output: ADN  hN(x) 
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layer-wise unsupervised learning, we train the 

weights of each layer independently with the 

fixed number of epochs equal to 30 and the 

learning rate is set to 0.1. The initial momentum 

is 0.5 and after 5 epochs, the momentum is set to 

0.9. For supervised learning, we run 10 epochs, 

three times of linear searches are performed in 

each epoch.  

We compare the classification performance of 

ADN with five representative classifiers, i.e., 

Semi-supervised spectral learning (Spectral) 

(Kamvar et al., 2003), Transductive SVM 

(TSVM), Active learning (Active) (Tong and 

Koller, 2002), Mine the Easy Classify the Hard 

(MECH) (Dasgupta and Ng, 2009), and Deep 

Belief Networks (DBN) (Hinton, et al., 2006). 

Spectral learning, TSVM, and Active learning 

method are three baseline methods for sentiment 

classification. MECH is a new semi-supervised 

method for sentiment classification (Dasgupta 

and Ng, 2009). DBN (Hinton, et al., 2006) is the 

classical deep learning method proposed recent-

ly.  

4.2 ADN Performance 

For MOV dataset, the ADN structure used in 

this experiment is 100-100-200-2, which 

represents the number of units in output layer is 

2, in 3 hidden layers are 100, 100, and 200 re-

spectively. For the other four data sets, the ADN 

structure is 50-50-200-2. The number of unit in 

input layer is the same as the dimensions of each 

datasets. All theses parameters are set based on 

the dimension of the input data and the scale of 

the dataset. Because that the number of vocabu-

lary in MOV dataset is more than other four da-

tasets, so the number of units in previous two 

hidden layers for MOV dataset are more than 

other four datasets. We perform active learning 

for 5 iterations. In each iteration, we select and 

label 20 of the most uncertain points, and then 

re-train the ADN on all of the unlabeled data  

and labeled data annotated so far. After 5 itera-

tions, 100 labeled data are used for training. 

The classification accuracies on test data in 

cross validation for five datasets and six me-

thods are shown in Table 1. The results of pre-

vious four methods are reported by Dasgupta 

and Ng (2009). For ADN method, the initial two 

labeled data are selected randomly, so we repeat 

thirty times for each fold and the results are av-

eraged. For the randomness involved in the 

choice of labeled data, all the results of other 

five methods are achieved by repeating ten times 

for each fold and then taking average on results.  

Through Table 1, we can see that the perfor-

mance of DBN is competitive with MECH. 

Since MECH is the combination of spectral clus-

tering, TSVM and Active learning, DBN is just a 

classification method based on deep neural net-

work, this result proves the good learning ability 

of deep architecture. ADN is a combination of 

semi-supervised learning and active learning 

based on deep architecture, the performance of 

ADN is better than all other five methods on five 

datasets. This could be contributed by: First, 

ADN uses a new architecture to guide the output 

vector of samples belonged to different regions 

of new Euclidean space, which can abstract the 

useful information that are not accessible to oth-

er learners; Second, ADN use an exponential 

loss function to maximize the separability of 

labeled data in global refinement for better dis-

criminability; Third, ADN fully exploits the em-

bedding information from the large amount of 

unlabeled data to improve the robustness of the 

classifier; Fourth, ADN can choose the useful 

training data actively, which also improve the 

classification performance. 

 

Type MOV KIT ELE BOO DVD 

Spectral 67.3 63.7 57.7 55.8 56.2 

TSVM 68.7 65.5 62.9 58.7 57.3 

Active 68.9 68.1 63.3 58.6 58.0 

MECH 76.2 74.1 70.6 62.1 62.7 

DBN 71.3 72.6 73.6 64.3 66.7 

ADN 76.3 77.5 76.8 69.0 71.6 

 

Table 1. Test Accuracy with 100 Labeled Data 

for Five Datasets and Six Methods. 

4.3 Effect of Active Learning 

To test the performance of our proposed active 

learning method, we conduct following addi-

tional experiments.  

Passive learning: We random select 100 re-

views from the training fold and use them as 

labeled data. Then the proposed semi-supervised 
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learning method of ADN is used to train and test 

the performance. Because of randomness, we 

repeat 30 times for each fold and take average 

on results. The test accuracies of passive learn-

ing for five datasets are shown in Table 2. In 

comparison with ADN method in Table 1, we 

can see that the proposed active learning method 

yields significantly better results than randomly 

chosen points, which proves effectiveness of 

proposed active learning method. 

Fully supervised learning: We train a fully 

supervised classifier using all 1,000 training re-

views based on the ADN architecture, results are 

also shown in Table 2. Comparing with the 

ADN method in Table 1, we can see that em-

ploying only 100 active learning points enables 

us to almost reach fully-supervised performance 

for three datasets. 

 

Type MOV KIT ELE BOO DVD 

Passive 72.2 75.0 75.0 66.0 67.9 

Supervised 77.2 79.4 79.1 69.3 72.1 

 

Table 2. Test Accuracy of ADN with different 

experiment setting for Five Datasets. 

4.4 Semi-Supervised Learning with Va-

riance of Labeled Data 

To verify the performance of semi-supervised 

learning with different number of labeled data, 

we conduct another series of experiments on five 

datasets and show the results on Figure 3. We 

run ten-fold cross validation for each dataset. 

Each fold is repeated ten times and the results 

are averaged. 

We can see that ADN can also get a relative 

high accuracy even by using just 20 labeled re-

views for training. For most of the sentiment 

datasets, the test accuracy is increasing slowly 

while the number of labeled review is growing. 

This proves that ADN reaches good performance 

even with few labeled reviews. 

5 Conclusions  

This paper proposes a novel semi-supervised 

learning algorithm ADN to address the senti-

ment classification problem with a small number 

of  labeled  data.   ADN  can  choose  the  proper  
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Figure 3. Test Accuracy of ADN with Different 

Number of Labeled Reviews for Five Datasets. 

 

training data to be labeled manually, and fully 

exploits the embedding information from the 

large amount of unlabeled data to improve the 

robustness of the classifier. We propose a new 

architecture to guide the output vector of sam-

ples belong to different regions of new Eucli-

dean space, and use an exponential loss function 

to maximize the separability of labeled data in 

global refinement for better discriminability. 

Moreover, ADN can make the right decision 

about which training data should be labeled 

based on existing unlabeled and labeled data. By 

using unsupervised and supervised learning ite-

ratively, ADN can choose the proper training 

data to be labeled and train the deep architecture 

at the same time. Finally, the deep architecture is 

re-trained using the chosen labeled data and all 

the unlabeled data. We also conduct experiments 

to verify the effectiveness of ADN method with 

different number of labeled data, and demon-

strate that ADN can reach very competitive clas-

sification performance just by using few labeled 

data. This results show that the proposed ADN 

method, which only need fewer manual labeled 

reviews to reach a relatively higher accuracy, 

can be used to train a high performance senti-

ment classification system. 
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Abstract 

The field of information retrieval still 

strives to develop models which allow 

semantic information to be integrated in 

the ranking process to improve perform-

ance in comparison to standard bag-of-

words based models. A conceptual 

model has been adopted in general-

purpose retrieval which can comprise a 

range of concepts, including linguistic 

terms, latent concepts and explicit 

knowledge concepts. One of the draw-

backs of this model is that the computa-

tional cost is significant and often in-

tractable in modern test collections. 

Therefore, approaches utilising concept-

based models for re-ranking initial re-

trieval results have attracted a consider-

able amount of study. This method en-

joys the benefits of reduced document 

corpora for semantic space construction 

and improved ranking results. However, 

fitting such a model to a smaller collec-

tion is less meaningful than fitting it into 

the whole corpus. This paper proposes a 

dual-space model which incorporates 

external knowledge to enhance the space 

produced by the latent concept method. 

This model is intended to produce 

global consistency across the semantic 

space: similar entries are likely to have 

the same re-ranking scores with respect 

to the latent and manifest concepts. To 

illustrate the effectiveness of the pro-

posed method, experiments were con-

ducted using test collections across dif-

ferent languages. The results demon-

strate that the method can comfortably 

achieve improvements in retrieval per-

formance. 

1 Introduction 

Information retrieval often suffers from the so 

called “vocabulary mismatch” problem. A 

document may be semantically relevant to a 

query despite the fact that the specific query 

terms used and the terms found in the document 

completely or partially differ (Furnas et al., 

1987). Consequently, overlap with respect to 

linguistic terms should not be a necessary con-

dition in query-document similarity and meth-

ods relying on the bag-of-words model can dis-

play poor performance as a result. In order to 

overcome the vocabulary mismatch problem, 

several solutions have been suggested which 

exploit semantic relations between text units. 

Among these methods, the latent model, the 

explicit model and the mixed model are com-

monly employed.  

The latent model (Landauer et al., 1998; Blei 

et al., 2003) tries to directly model the internal 

structure of “topics” or “concepts” in the text 

data, thus building meaningful groups beyond 

single words. Typically some form of dimen-

sion reduction (Fodor, 2002) is applied to the 

data matrix to find such latent dimensions 

which correspond to concepts. In contrast, the 

explicit model (Gabrilovich and Markovitch, 

2007) indexes texts according to an external 

knowledge base. Typically the meaning of a 

piece of text is represented as a weighted vector 

of knowledge-based concepts derived from ex-
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ternal resources such as ODP
1
 or Wikipedia

2
 

articles. The mixed model (Serban et al., 2005) 

extends the bag-of-words vector by adding ex-

ternal categories derived from WordNet or simi-

lar thesaurus. Based upon these definitions, the 

explicit model and the mixed model are similar 

in nature but differ in their use of external 

knowledge sources.  

Models such as those described above, how-

ever, have well documented drawbacks. Firstly, 

these methods are very computationally com-

plex. In the latent model, complexity grows 

linearly with the number of dimensions and the 

number of documents. For example, the compu-

tational cost of singular value decomposition 

(SVD) is significant; no successful experiment 

has been reported with over one million docu-

ments (Manning et al., 2008). This has been the 

biggest obstacle to the widespread adoption of 

this kind of method. For the explicit and mixed 

model, the dimensions of projecting documents 

into the external knowledge space are often lim-

ited to ten thousand (Potthast et al., 2008) in 

order to facilitate the large size of the test col-

lections used. Another problem with the explicit 

model is that the documents are often distrib-

uted over thousands of dimensions in which the 

semantic relatedness will degrade dramatically. 

For example, in (Sorg and Cimiano, 2008) when 

the whole Wikipedia collection is adopted to 

build the space, one document is mapped to ten 

thousand dimensions, in which it may only have 

very few truly semantically related dimensions. 

The means of identifying these dimensions is 

not reported and this may significantly influence 

the retrieval performance.  

Therefore, researchers started to consider in-

tegrating the aforementioned models into 

smaller, controlled document collections to 

overcome these shortcomings and assist the re-

trieval process. (Zhou and Wade, 2009b) pro-

posed a Latent Dirichlet Allocation (LDA)-

based method to model the latent structure of 

“topics” deduced from the initial retrieval re-

sults. The scores obtained from this process are 

then combined with initial ranking scores to 

produce a re-ranked list of results that are supe-

rior to original ordering.  The method also en-

joys the benefits of fast and tractable latent se-

                                                 
1
 http://www.dmoz.org/ 

2
 http://www.wikipedia.org/ 

mantic computation and successfully avoids the 

incremental build problem (Landauer et al., 

1998) which commonly exists in latent semantic 

analysis (LSA) techniques.  

There is an important factor, however, that 

needs to be taken into account when applying 

this method. Due to the smaller corpus size, fit-

ting a latent model into this corpus is less mean-

ingful than fitting the same model into a large, 

web-scale corpus. This means that some form of 

justification has to be applied to achieve better 

performance. A simple approach to address this 

problem is to directly apply the explicit or 

mixed model into a controlled corpus to im-

prove ranking performance. A similar problem 

will arise in the latent model in this single se-

mantic space, resulting in limited improvements.  

To address the challenges described above, 

this paper proposes a dual-space model which 

incorporates external knowledge to enhance the 

semantic space produced by the latent concept 

method. This model is intended to produce 

global consistency across the semantic space: 

similar entries are likely to have the same re-

ranking scores with respect to the latent and 

manifest concepts. In other words: in this model, 

if a group of documents deal with the same 

topic induced from a dual semantic space which 

shares a strong similarity with a query, the 

documents will get allocated similar ranking as 

they are more likely to be relevant to the query. 

In the experiments carried out in this paper, 

the dual-space model is applied to ad-hoc 

document retrieval and compared with the ini-

tial language model-based ranker and single-

space model exploiting latent and explicit fea-

tures. The results show that the explicit model 

could only bring minor improvements over the 

initial ranker. The latent model delivered more 

significant improvements than the explicit 

model. Both, however, are outperformed by the 

dual-space model.  

The main contribution of this paper is to pro-

pose a dual-space semantic model for the re-

ranking problem, which aims to improve preci-

sion, especially of the most highly ranked re-

sults. Other contributions of the paper include 

proposing a novel way of applying the explicit 

model to the re-ranking problem, and perform-

ing a systematic comparison between different 

models.  
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The rest of this paper is organised as follows. 

Related work on re-ranking and concept-based 

methods is briefly summarised in Section 2. 

Section 3 describes the latent space model and 

explicit space model used in the framework de-

veloped by this research, Section 4 presents de-

tails of how to build the dual-space model. In 

Section 5 a report is provided on a series of ex-

periments performed over three different test 

collections written in English, French and Ger-

man. This report includes details of the results 

obtained. Finally, Section 6 concludes the paper 

and speculates on future work. 

2 Related Work 

There exist several strands of related work in 

the areas of re-ranking and concept-based 

document retrieval. 

A family of work on the structural re-ranking 

paradigm over different sized document corpora 

was proposed to refine initial ranking scores. 

Kurland and Lee performed re-ranking based on 

measures of centrality in the graph formed by 

the generation of links induced by language 

model scores, through a weighted version of the 

PageRank algorithm (Kurland and Lee, 2005) 

and a HITS-style cluster-based approach 

(Kurland and Lee, 2006). Zhang et al. (Zhang et 

al., 2005) proposed a similar method to improve 

web search based on a linear combination of 

results from text search and authority ranking. 

The graph, which they named an “affinity 

graph”, shares strong similarities with Kurland 

and Lee’s work where the links are induced by a 

modified version of cosine similarity using the 

vector space model. Diaz (Diaz, 2005) used 

score regularisation to adjust document retrieval 

rankings from an initial retrieval by a semi-

supervised learning method. Deng et al. (Deng 

et al., 2009) further developed this method by 

building a latent space graph based on content 

and explicit link information. Unlike their ap-

proach this research attempts to model the ex-

plicit information directly.  

The latent concept retrieval model has a long 

history in information retrieval. (Dumais, 1993; 

Dumais, 1995) conducted experiments with la-

tent semantic indexing (LSI) on TREC
3
 docu-

ments and tasks. These experiments achieved 

                                                 
3
 http:// trec.nist.gov 

precision at, or above, that of the median TREC 

participant. On about 20% of TREC topics this 

system was the top scorer, and reportedly 

slightly better than average results in compari-

son to standard vector spaces for LSI at about 

350 dimensions. (Hofmann, 1999) provides an 

initial probabilistic extension of the basic latent 

semantic indexing technique. A more satisfac-

tory formal basis for a probabilistic latent vari-

able model for dimensionality reduction is the 

LDA model (Blei et al., 2003), which is genera-

tive and assigns probabilities to documents out-

side of the training set. Wei and Croft (Wei and 

Croft, 2006) presented the first large-scale 

evaluation of LDA, finding it to significantly 

outperform the query likelihood model. (Zhou 

and Wade, 2009b; Zhou and Wade, 2009a) suc-

cessfully applied this method to document re-

ranking and achieved significant improvement 

over language model-based ranking and various 

graph-based re-ranking methods.  

The explicit concept model has recently at-

tracted much attention in the information re-

trieval community. Notably, explicit semantic 

analysis (ESA) has been proposed as an ap-

proach to computing semantic relatedness be-

tween words and thus, has a natural application 

in this field (Gabrilovich and Markovitch, 2007). 

In essence, ESA indexes documents with re-

spect to the Wikipedia article space, indicating 

how strongly a given word in the document is 

associated to a specific Wikipedia article. In this 

model, each article is regarded as a concept, an 

analogical unit used in the latent model. As in 

the latent model, two words or texts can be se-

mantically related in spite of not having any 

words in common. Specifically, this method has 

been widely adopted in cross-language informa-

tion retrieval (CLIR) as an approach to resolv-

ing  an extreme case of the vocabulary mis-

match problem, where queries and documents 

are written in different languages (Potthast et al., 

2008). (Anderka et al., 2009) showed that this 

approach has comparable performance to lin-

guistic matching methods. (Cimiano et al., 2009) 

compared this method with a latent concept 

model based on LSI/LDA and concluded that it 

will outperform the latent model if trained on 

Wikipedia articles.  
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3 Latent and Explicit Models 

In this section, an overview of the problem ad-

dressed by this paper is presented and the latent 

and explicit document re-ranking models are 

described in more detail. This section also dem-

onstrates how these models can be used in a re-

ranking setting. 

3.1 Problem Definition 

Let 𝔻 = {𝑑1 , 𝑑2 , … , 𝑑𝑛}  denote the set of 

documents to be retrieved. Given a query 𝑞, a 

set of initial results 𝔻𝑖𝑛𝑖𝑡 ∈ 𝔻 of top documents 

are returned by a standard information retrieval 

model (initial ranker). However, typically the 

performance of the initial ranker can be im-

proved upon. The purpose of the re-ranking 

method developed by this research is to re-order 

a set of documents  𝔻𝑖𝑛𝑖𝑡
′  so as to improve re-

trieval accuracy at the most highly ranked re-

sults.  

3.2 Latent Concept Model 

The specific method used here is borrowed from 

(Zhou and Wade, 2009b), which is based on the 

LDA model. The topic mixture is drawn from a 

conjugate Dirichlet prior that remains the same 

for all documents. The process of generating a 

document corpus is as follows: 

1) Pick a multinomial distribution 𝜑  𝑧  for each 

topic 𝑘  from a Dirichlet distribution with 

hyperparameter 𝛽 . 
2) For each document 𝑑 , pick a multinomial 

distribution 𝜃 𝑑 , from a Dirichlet distribution 

with hyperparameter 𝛼 . 

3) For each word token 𝑤 in document 𝑑, pick 

a topic 𝑧 ∈ {1…𝑘}  from the multinomial 

distribution 𝜃 𝑑 . 

4) Pick word 𝑤 from the multinomial distribu-

tion 𝜑  𝑧 . 

    LDA possesses fully consistent generative 

semantics by treating the topic mixture distribu-

tion as a 𝑘-parameter hidden random variable.  

LDA offers a new and interesting framework to 

model a set of documents. The documents and 

new text sequences (for example, queries) can 

easily be connected by “mapping” them to the 

topics in the corpus.  

    In a re-ranking setting, the probability that a 

document 𝑑  generates 𝑤  is estimated using a 

mixture model LDA. It uses a convex combina-

tion of a set of component distributions to 

model observations. In this model, a word  𝑤 is 

generated from a convex combination of some 

hidden topics 𝑧: 

𝐿𝐷𝐴𝑑 𝑤 =  𝑝 𝑤 𝑧 𝑝(𝑧|𝑑)

𝑘

𝑧=1

 

where each mixture model 𝑝(𝑤|𝑧)  is a multi-

nomial distribution over terms that correspond 

to one of the latent topics 𝑧. This could be gen-

erated to give a distribution on a sequence of 

text: 

𝐿𝐷𝐴𝑑(𝑤1𝑤2 …𝑤𝑛) ≝  𝐿𝐷𝐴𝑑(𝑤𝑗 )

𝑛

𝑗=1

 

    Then the distance between a query and a 

document based on this model can be obtained. 

The method used here adopts the KL divergence 

(Baeza-Yates and Ribeiro-Neto, 1999) between 

the query terms and document terms to compute 

a Re-Rank score 𝑅𝑆𝐿𝐷𝐴
𝐾𝐿 : 

𝑅𝑆𝐿𝐷𝐴
𝐾𝐿 = −𝐷(𝑀𝐿𝐸𝑞(∙)||𝐿𝐷𝐴𝑑 ∙ ) 

    The final score is then obtained through a 

linear combination of the re-ranking scores 

based on the initial ranker and the latent docu-

ment re-ranker, shown as follows: 

𝑅𝑆𝐿𝑎𝑡𝑒𝑛𝑡
𝐿𝐷𝐴 = 𝜆 ∙ 𝑂𝑆 + (1 − 𝜆) ∙ 𝑅𝑆𝐿𝐷𝐴

𝐾𝐿  

where 𝑂𝑆  denotes original scores returned by 

the initial ranker and 𝜆 is a parameter that can 

be tuned with 𝜆 = 1 meaning no re-ranking is 

performed.  

Another well-known approach to the latent 

model is the LSI method. It is based on SVD, a 

technique from linear algebra. This method has 

not been reported anywhere previously for re-

ranking purposes. It has been included here to 

compare the effectiveness of different latent 

approaches. As a full SVD is a loss-free decom-

position of a matrix 𝑀, which is decomposed 

into two orthogonal matrices 𝑈 and 𝑉 and a di-

agonal matrix Σ. Estimating less singular values 

and their corresponding singular vectors leads to 

reduced dimensions resembling latent concepts 

so that documents are no longer represented by 

terms but by concepts. New documents (que-

ries) are represented in terms of concepts by 

folding them into the LSI model. Next, cosine 

similarities may be used to compute the similar-

ity between a query and a document to obtain 

𝑅𝑆𝐿𝑆𝐼
𝐶𝑂𝑆  and combine it with the original score to 

produce the final re-ranking score: 
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𝑅𝑆𝑙𝑎𝑡𝑒𝑛𝑡
𝐿𝑆𝐼 = 𝜆′ ∙ 𝑂𝑆 + (1 − 𝜆′) ∙ 𝑅𝑆𝐿𝑆𝐼

𝐶𝑂𝑆  

3.3 Explicit Concept Model 

As an example of explicit concept model 

(Gabrilovich and Markovitch, 2007), explicit 

semantic analysis attempts to index or classify a 

given text 𝑡 with respect to a set of explicitly 

given external categories. The basic idea is to 

take as input a document 𝑑 and map it to a high-

dimensional, real-valued vector space. This 

space is spanned by a Wikipedia database 

𝑊𝑙 = {𝑎1 , … , 𝑎𝑛}.This mapping is given by the 

following function: 

Φ𝑙 : 𝑇 → ℝ|𝑊𝑙| 

Φ𝑙 𝑡 ≔  𝑣1 , … , 𝑣|𝑊𝑙|
  

Where |𝑊𝑙 |  is the number of articles in 

Wikipedia 𝑊𝑙  corresponding to language 𝑙. The 

value 𝑣𝑖  in the vector 𝑡 expresses the strength of 

association between 𝑡 and the Wikipedia article 

𝑎𝑖  and is defined as the cosine similarity: 

𝑅𝑆𝐸𝑆𝐴
𝐶𝑂𝑆 =

 𝑡, 𝑎𝑖 

∥ 𝑡 ∥∥ 𝑎𝑖 ∥
 

As pointed out in section 1, documents are 

often distributed over thousands of dimensions 

in which the semantic relatedness will degrade 

dramatically. The main purpose is to find the 

most relevant dimensions with respect to que-

ries. To apply this method to re-ranking, 𝑊𝑙  is 

limited to the number of highly relevant docu-

ments for a given query. In other words, the en-

tire set of Wikipedia articles in language 𝑙  is 

retrieved, and only return a specific number of 

documents as in 𝑊𝑙 . This modification will also 

lead to fast computation of scores compared to 

scanning through the whole Wikipedia collec-

tion.  

 Similar to the latent model described above, 

the final ranking score is defined as: 

𝑅𝑆𝐸𝑥𝑝𝑙𝑖𝑐𝑖𝑡
𝐸𝑆𝐴 = 𝜇 ∙ 𝑂𝑆 + (1 − 𝜇) ∙ 𝑅𝑆𝐸𝑆𝐴

𝐶𝑂𝑆  

4 Dual space model 

Armed with the latent and explicit models, the 

dual-space model proposed by this paper is now 

described. In order to make a direct connection 

between the two models, the key point is to 

make the dimensions comparable across differ-

ent models. The detail presented on the latent 

and explicit concept models in the previous sec-

tion did not describe how to define a specific 

number of dimensions. A simple assumption is 

taken here in the dual-space model: the number 

of dimensions produced by the explicit model 

has to correspond to the number of dimensions 

induced by the latent model. As the same group 

of documents are being mapped into two differ-

ent semantic spaces, it is assumed that the con-

cepts induced by the latent model reflect the 

hidden structures in this document collection. 

Therefore, the same phenomenon should be ob-

served when applying the explicit model and 

vice-versa. Based on this assumption, the dual-

space model could be conducted so as to make a 

constraint: 

 𝑊𝑙 = 𝑘 
and the final ranking score for this dual 

space is: 

𝑅𝑆𝑑𝑢𝑎𝑙
𝐿𝐷𝐴 = 𝜍 ∙ 𝑂𝑆 +  1 − 𝜍 − 𝜏 ∙ 𝑅𝑆𝐿𝐷𝐴

𝐾𝐿

+ 𝜏 ∙ 𝑅𝑆𝐸𝑆𝐴
𝐶𝑂𝑆

 
or 

𝑅𝑆𝑑𝑢𝑎𝑙
𝐿𝑆𝐼 = 𝜍 ∙ 𝑂𝑆 +  1 − 𝜍 − 𝜏 ∙ 𝑅𝑆𝐿𝑆𝐼

𝐶𝑂𝑆

+ 𝜏 ∙ 𝑅𝑆𝐸𝑆𝐴
𝐶𝑂𝑆

 

4 Experiments and Results 

In this section, an empirical study of the effec-

tiveness of the dual-space model over three data 

collections written in English, French and Ger-

man is presented. 

Collection Contents Language Num of docs Size Queries 

BL 

(CLEF2009) 

British Library 

Data 

English 

(Main) 

1,000,100 1.2 GB 50 

BNF 

(CLEF2009) 

Bibliothèque Na-

tionale de France 

French 

(Main) 

1,000,100 1.3 GB 50 

ONB 

(CLEF2009) 

Austrian National 

Library 

German 

(Main) 

869,353 1.3 GB 50 

Table 1. Statistics of test collections 
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4.1 Experimental Setup 

The text corpus used in the experiment de-

scribed below consisted of elements of the 

CLEF-2008
4
 and CLEF-2009 European Library 

(TEL) collections
5
 written in English, French 

and German. These collections are described in 

greater detail in Table 1. All of the documents 

in the experiment were indexed using the Ter-

rier toolkit
6
. Prior to indexing, Porter's stemmer 

and a stopword list
7
 were used for the English 

documents. A French and German analyser
8
 is 

used to analyse French and German documents.  

   It is worth noting that the CLEF TEL data is 

actually multilingual: all collections to a greater 

or lesser extent contain records pointing to 

documents in other languages. However this is 

not a major problem because the majority of 

documents in the test collection are written in 

the primary language of those test collections 

(BL-English, BNF-French, ONB-German). 

Please refer to (Ferro and Peters, 2009) for a 

more detailed discussion about this data. These 

collections were chosen to test the scalability of 

the proposed method in different settings and 

over different languages.  

   The CLEF-2008 and CLEF-2009 query sets 

were also used. Both query sets consist of 50 

topics in each language being tested. The 

CLEF-2008 queries written in English were 

used in training the parameters and all of the 

CLEF-2009 queries were used in the experiment 

for testing purposes. Each topic is composed of 

several parts, including: Title, Description and 

Narrative. Title+Description combinations 

were chosen as queries. The queries are proc-

essed similarly to the treatment of the test col-

lections. The relevance judgments are taken 

from the judged pool of top retrieved documents 

by various participating retrieval systems from 

previous CLEF workshops. The initial ranker 

used in this study is the classic vector space 

model. This was selected to facilitate the LSI 

and ESA models used and the main purpose of 

the experiments is to compare different models 

                                                 
4
 The test collections used in CLEF-2008 and CLEF-

2009 are in fact identical. 
5
 http://www.clef-campaign.org 

6
 http://terrier.org 

7
 ftp://ftp.cs.cornell.edu/pub/smart/ 

8
 http://lucene.apache.org/ 

in addition to demonstrating the effectiveness of 

the dual-space model. 

A Wikipedia database in English, French and 

German was used as an explicit concept space. 

Only those articles that are connected via cross-

language links between all three Wikipedia da-

tabases were selected. A snapshot was obtained 

on the 29/11/2009, which contained an aligned 

collection of 220,086 articles in all three lan-

guages. 

The following evaluation metrics were cho-

sen to measure the effectiveness of the various 

approaches: mean average precision (MAP), the 

precision of the top 5 documents (Prec@5), the 

precision of the top 10 documents (Prec@10), 

normalised discounted cumulative gain (NDCG) 

and Bpref. Statistically-significant differences 

in performance were determined using a paired 

t-test at a confidence level of 95%. 

4.2 Parameter Tuning 

Three primary categories of parameter combina-

tions need to be determined in the experiments. 

For the latent re-ranking experiments, the pa-

rameters 𝜆, 𝜆′  must be defined. For the explicit 

model the parameter 𝜇 must be chosen. For both 

models, the weights 𝜍, 𝜏 have to be determined. 

In addition, the number of dimensions |𝑊𝑙 | and 

𝑘 must be specified. Settings for these parame-

ters were optimised with respect to MAP over 

the BL collection using CLEF-2008 English 

queries and were applied to all three collections. 

This optimisation was not conducted for the 

other metrics used. 

    The search ranges for these two parameters 

were: 

𝜆, 𝜆′ , 𝜇, 𝜍, 𝜏:     0.1, 0.2, …, 0.9 

  𝑊𝑙  , 𝑘:     5, 10, 15, …, 40 

Note that parameters 𝜍 and 𝜏 are the weights 

assigned to the latent model and the explicit 

model in the dual-space model. The choice of 

one will have direct influence over another. As 

it turned out, for many instances, the optimal 

value of 𝜆, 𝜆′  with respect to MAP was either 

0.3 or 0.4, suggesting the initial retrieval scores 

still contain valuable information. In contrast, 

parameter 𝜇 shows no obvious difference in per-

formance when the value is above 0.1. With this 

observation, when setting the parameters 𝜍 and 

𝜏 more weight is assigned to the latent model 

rather than the explicit model. The optimal 
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Dual space build upon LDA and ESA Dual space build upon LSI and ESA 

BL BL 

initial 

ranker 

latent 

space 

explicit 

space 

dual 

space 

initial 

ranker 

latent 

space 

explicit 

space 

dual 

space 

Precision@5 0.508 0.528 0.514 0.54* 0.508 0.54* 0.508 0.556* 

Precision@10 0.468 0.498* 0.47 0.508* 0.468 0.51* 0.48 0.512* 

Precision@20 0.408 0.424 0.41 0.435* 0.408 0.408 0.407 0.409 

NDCG 0.4053 0.4137* 0.4053 0.416* 0.4053 0.4145* 0.4055 0.4213* 

MAP 0.2355 0.2433* 0.2358 0.2499* 0.2355 0.2478* 0.236 0.2499* 

R-Precision 0.316 0.3243 0.3165 0.3248 0.316 0.3173 0.3202* 0.3232 

bpref 0.271 0.2746 0.2725 0.2812 0.271 0.2836* 0.2714 0.2879* 

 

BNF BNF 

initial 

ranker 

latent 

space 

explicit 

space 

dual 

space 

initial 

ranker 

latent 

space 

explicit 

space 

dual 

space 

Precision@5 0.376 0.368 0.372 0.376 0.376 0.376 0.376 0.384* 

Precision@10 0.346 0.352* 0.35 0.352 0.346 0.348 0.35 0.354* 

Precision@20 0.297 0.297 0.297 0.3* 0.297 0.303 0.299 0.3* 

NDCG 0.3162 0.3158 0.3156 0.3163 0.3162 0.317 0.3164 0.3178 

MAP 0.1621 0.1622 0.162 0.1634 0.1621 0.1629 0.1622 0.1624 

R-Precision 0.2274 0.2279 0.2211 0.2285 0.2274 0.2278 0.2264 0.2277 

bpref 0.1897 0.1899 0.1887 0.19 0.1897 0.1914 0.1892 0.1918 

 

ONB ONB 

initial 

ranker 

latent 

space 

explicit 

space 

dual 

space 

initial 

ranker 

latent 

space 

explicit 

space 

dual 

space 

Precision@5 0.38 0.388 0.36 0.404* 0.38 0.4 0.364 0.412* 

Precision@10 0.308 0.322 0.302 0.332* 0.308 0.324 0.302 0.324 

Precision@20 0.246 0.252 0.252 0.259* 0.246 0.247 0.251 0.252 

NDCG 0.3042 0.304 0.3059 0.3101 0.3042 0.3152* 0.3062 0.3154* 

MAP 0.1482 0.1524 0.1509 0.1567* 0.1482 0.1567* 0.1494 0.1578* 

R-Precision 0.2115 0.2152 0.2137 0.2175 0.2115 0.212 0.2106 0.2128 

bpref 0.1778 0.1871 0.1799 0.1896 0.1778 0.1833 0.1788 0.1832 

Table 2. Experimental Results. For each evaluation setting, statistically significant differences 

between different methods and the initial ranker are indicated by star. Bold highlights the best 

results over all algorithms. 

value of 𝑘 was between 25 and 35 for the LDA 

based model and between 5 and 15 for the LSI 

based model. Although this demonstrates a rela-

tively large variance, the differences in terms of 

MAP have remained small and statistically in-

significant. 𝔻𝑖𝑛𝑖𝑡  is set to 50 in all results re-

ported. 

4.3 Results 

Primary Evaluation The main experimental 

results, which describe the performance of the 

different re-ranking algorithms on the CLEF 

document collection, are shown in Table 2. The 

first four rows in each test collection specify the 

most important measurements because this re-

search is particularly interested in performance 

over the most highly ranked results. As illus-
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trated by the data, the initial ranker was always 

the lowest performer in terms of nearly all 

measurements. This indicates the need for re-

ranking. Using the method computed by the 

explicit space always led to an improvement in 

retrieval effectiveness. But this improvement is 

only minor in comparison to the other two mod-

els and the results are often statistically insig-

nificant. When the re-ranking score was calcu-

lated using the latent model, retrieval effective-

ness always exceeded initial ranker and the ex-

plicit model. There was a noticeable improve-

ment in retrieval effectiveness in the English 

collection (BL, statistically significant results 

were often observed), but a modest increase for 

the other two collections (BNF and ONB). 

The empirical results obtained using the dual 

space model are very promising. Pleasingly, 

both the LDA+ESA and LSI+ESA models out-

performed the basic latent and explicit space 

model in the majority of retrieval runs, with the 

best scores relating to the LSI-based models. An 

important phenomenon is that statistically sig-

nificant improvements are always recorded in 

the metrics which measure the most highly 

ranked results. An even more exciting observa-

tion is that in many cases, the dual-space model, 

even though tuned for MAP, can outperform 

various baselines and other models for all the 

evaluation metrics, with statistically significant 

improvements in many runs. 

Another observation that can be drawn from 

Table 2 is that the relative performance tends to 

be stable across test collections written in dif-

ferent languages. This indicates a promising 

future for studying document structure with re-

spect to latent and explicit semantic space for 

re-ranking purposes.   

 

The Comparison of Latent Methods  Table 2 

also shows a side-by-side comparison of the 

various performance measurements between the 

latent model used in this research on the CLEF-

2009 BL test collection. The LSI-based method 

appeared to outscore the LDA-based method in 

the latent model in the vast majority of cases, 

while the difference between the various scor-

ings was fairly marginal as both methods de-

liver statistically significant results. For the 

dual-space model, similar results were ob-

served. A possible reason is that the initial 

ranker used was based on the vector space 

model and LSI is also vector based. It shows 

that more research with respect to the latent 

model selection will be necessary in the future.  

 

Effectiveness of Explicit Methods As part of 

experimental objectives of this research, it was 

also necessary to test the newly developed ex-

plicit model for re-ranking. In the parameter 

tuning section, the explicit model displayed no 

obvious difference in terms of combination ef-

fectiveness. However, some variations could be 

observed when applying different dimensions 

where statistically significant results often ap-

pear in lower dimensions. This confirms the 

need to find more relevant dimensions, both for 

performance and efficiency purposes. 

5 Conclusion and Future Work 

This paper proposed and evaluated a dual-space 

document re-ranking method for re-ordering the 

initial retrieval results. The key to refining the 

results is the global consistency over the seman-

tic space, which leverages latent and explicit 

semantic information and results in state-of-art 

performance. This paper also proposed a novel 

way to apply the explicit model to the re-

ranking problem, and performed a systematic 

comparison between different models. 

Further investigation is planned in many re-

search directions. It has been shown that the 

latent model-based retrieval is a promising 

method for ranking the whole corpus. There is a 

desire to call for a direct comparison between 

ranking and re-ranking using the proposed algo-

rithmic variations. Future work will also include 

identifying improvements upon linear combina-

tion for engineering different models. At the 

same time, there exist a sufficient number of 

latent and explicit semantic techniques which 

will be explored to compare their performance.  
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Abstract 

String-based metrics of automatic ma-
chine translation (MT) evaluation are 
widely applied in MT research. Mean-
while, some linguistic motivated me-
trics have been suggested to improve 
the string-based metrics in sentence-
level evaluation. In this work, we at-
tempt to change their original calcula-
tion units (granularities) of string-based 
metrics to generate new features. We 
then propose a powerful string-based 
automatic MT evaluation metric, com-
bining all the features with various 
granularities based on SVM rank and 
regression models. The experimental 
results show that i) the new features 
with various granularities can contri-
bute to the automatic evaluation of 
translation quality; ii) our proposed 
string-based metrics with multiple gra-
nularities based on SVM regression 
model can achieve higher correlations 
with human assessments than the state-
of-art  automatic metrics. 

1 Introduction 

The automatic machine translation (MT) eval-
uation has aroused much attention from MT 
researchers in the recent years, since the auto-
matic MT evaluation metrics can be applied to 
optimize MT systems in place of the expensive 
and time-consuming human assessments. The 
state-of-art strategy to automatic MT evalua-
tion metrics estimates the system output quali-

ty according to its similarity to human refer-
ences. To capture the language variability ex-
hibited by different reference translations, a 
tendency is to include deeper linguistic infor-
mation into machine learning based automatic 
MT evaluation metrics, such as syntactic and 
semantic information (Amigò et al., 2005; Al-
brecht and Hwa, 2007; Giménez and Màrquez, 
2008). Generally, such efforts may achieve 
higher correlation with human assessments by 
including more linguistic features. Neverthe-
less, the complex and variously presented lin-
guistic features often prevents the wide appli-
cation of the linguistic motivated metrics. 

Essentially, linguistic motivated metrics in-
troduce additional restrictions for accepting the 
outputs of translations (Amigó et al., 2009).  
With more linguistic features attributed, the 
model is actually capturing the sentence simi-
larity in a finer granularity. In this sense, the 
practical effect of employing various linguistic 
knowledge is changing the calculation units of 
the matching in the process of the automatic 
evaluation. 

Similarly, the classical string-based metrics 
can be changed in their calculation units direct-
ly. For example, the calculation granularity in 
BLEU (Papineni et al., 2002) metric is word: 
n-grams are extracted on the basis of single 
word as well as adjacent multiple words. And 
the calculation granularity in PosBLEU 
(Popović and Ney, 2009) metric is Pos tag, 
which correlate well with the human assess-
ments. Therefore, it is straight forward to apply 
the popular string-based automatic evaluation 
metrics, such as BLEU, to compute the scores 
of the systems outputs in the surface or linguis-
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tic tag sequences on various granularities le-
vels. 

In this paper, we attempt to change the orig-
inal calculation units (granularities) of string-
based metrics to generate new features. After 
that, we propose a powerful string-based au-
tomatic MT evaluation metric, combining all 
the features with various granularities based on 
SVM rank (Joachims, 2002) and regression 
(Drucker et al., 1996) models. Our analysis 
indicates that: i) the new features with various 
granularities can contribute to the automatic 
evaluation of translation quality; ii) our pro-
posed string-based metrics with multiple gra-
nularities based on SVM regression model can 
achieve higher correlations with human as-
sessments than the state-of-art automatic me-
trics . 

The remainder of this paper is organized as 
follows: Section 2 reviews the related re-
searches on automatic MT evaluation. Section 
3 describes some new calculation granularities 
of string-based metrics on sentence level. In 
Section 4, we propose string-based metrics 
with multiple granularities based on SVM rank 
and regression models. In Section 5, we 
present our experimental results on different 
sets of data. And conclusions are drawn in the 
Section 6. 

2 Related Work on Automatic Ma-
chine Translation Evaluation 

The research on automatic string-based ma-
chine translation (MT) evaluation is targeted at 
a widely applicable metric of high consistency 
to the human assessments. WER (Nießen et al., 
2000), PER (Tillmann et al., 1997), and TER 
(Snover et al., 2006) focuses on word error rate 
of translation output. GTM (Melamed et al., 
2003) and the variants of ROUGE (Lin and 
Och, 2004) concentrate on matched longest 
common substring and discontinuous substring 
of translation output according to the human 
references. BLEU (Papineni et al., 2002) and 
NIST (Doddington, 2002) are both based on 
the number of common n-grams between the 
translation hypothesis and human reference 
translations of the same sentence. BLEU and 
NIST are widely adopted in the open MT eval-
uation campaigns; however, the NIST MT 
evaluation in 2005 indicates that they can even 

error in the system level (Le and Przybocki, 
2005). Callison-Burch et al. (2006) detailed the 
deficits of the BLEU and other similar metrics, 
arguing that the simple surface similarity cal-
culation between the machines translations and 
the human translations suffers from morpho-
logical issues and fails to capture what are im-
portant for human assessments.  

In order to attack these problems, some me-
trics have been proposed to include more lin-
guistic information into the process of match-
ing, e.g., Meteor (Banerjee and Lavie, 2005) 
metric and MaxSim (Chan nad Ng, 2008) me-
trics, which improve the lexical level by the 
synonym dictionary or stemming technique. 
There are also substantial studies focusing on 
including deeper linguistic information in the 
metrics (Liu and Gildea, 2005; Owczarzak et 
al., 2006; Amigó et al., 2006; Mehay and Brew, 
2007; Giménez and Màrquez, 2007; Owczar-
zak et al., 2007; Popovic and Ney, 2007; 
Giménez and Màrquez, 2008b). 

A notable trend improving the string-based 
metric is to combine various deeper linguistic 
information via machine learning techniques in 
the metrics (Amigò et al., 2005; Albrecht and 
Hwa, 2007; Giménez and Màrquez, 2008). 
Such efforts are practically amount of intro-
ducing additional linguistic restrictions into the 
automatic evaluation metrics (Amigó et al, 
2009), achiving a higher performance at the 
cost of lower adaptability to other languages 
owing to the language dependent linguistics 
features. 

Previous work shows that including the new 
features into the evaluation metrics may bene-
fit to describe nature language accurately. In 
this sense, the string-based metrics will be im-
proved, if the finer calculation granularities are 
introduced into the metrics.  

Our study analyzes the role of the calcula-
tion granularities in the performance of metrics. 
We find that the new features with various 
granularities can contribute to the automatic 
evaluation of translation quality. Also we pro-
pose a powerful string based automatic MT 
evaluation metric with multiple granularities 
combined by SVM. Finally, we seek a finer 
feature set of metrics with multiple calculation 
granularities. 
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3 The New Calculation Granularities 
of String-based Metrics on Sentence 
Level  

The string-based metrics of automatic machine 
translation evaluation on sentence level adopt a 
common strategy: taking the sentences of the 
documents as plain strings. Therefore, when 
changing the calculation granularities of the 
string-based metrics we can simplify the in-
formation of new granularity with plain strings.  
In this work, five kinds of available calculation 
granularities are defined: “Lexicon”, “Letter”, 
“Pos”, “Constitute” and “Dependency”.  

Lexicon: The calculation granularity is 
common word in the sentences of the docu-
ments, which is popular practice at present. 

Letter: Split the granularities of “Lexical” 
into letters. Each letter is taken as a matching 
unit. 

Pos: The Pos tag of each “Lexicon” is taken 
as a matching unit in this calculation granulari-
ty. 

Constitute: Syntactic Constitutes in a tree 
structure are available through the parser tools. 
We use Stanford Parser (Klein and Manning, 
2003a; Klein and Manning, 2003b) in this 
work.  The Constitute tree is changed into 
plain string, travelling by BFS (Breadth-first 
search traversal) 1.  

Dependency: Dependency relations in a de-
pendency structure are also available through 
the parser tools. The dependency structure can 
also be formed in a tree, and the same 
processing of being changed into plain string is 
adopted as “Constitute”. 

The following serves as an example:  
Sentence:  

I have a dog 
Pos tag:  

I/PRON have/V a/ART dog/N 
Constitute tree:  

 

                                                 
1 We also attempt some other traversal algorithms, in-
cluding preorder, inorder and postorder traversal, the 
performance are proved to be similar.  

Dependency tree:  

 
Then, we can change the sentence into the 

plain string in multiple calculation granulari-
ties as follows: 

Lexicon string:  
I have a dog 

Letter string:  
I h a v e a d o g 

Pos string: 
PRON V ART N 

Constitute string:  
PRON V ART N NP NP VP S 

Dependency string: 
 a I dog have 

The translation hypothesis and human refer-
ence translations are both changed into those 
strings of various calculation granularities. The 
strings are taken as inputs of the string-based 
automatic MT evaluation metrics. The outputs 
of each metric are calculated on different 
matching units. 

4 String-based Metrics with Multiple 
Granularities Combined by SVM 

Introducing machine learning methods to es-
tablished MT evaluation metric is a popular 
trend. Our study chooses rank and regression 
support vector machine (SVM) as the learning 
model. Features are important for the SVM 
models. 

Plenty of scores can be generated from the 
proposed metrics. In fact, not all these features 
are needed. Therefore, feature selection should 
be a necessary step to find a proper feature set 
and alleviate the language dependency by us-
ing fewer linguistic features. 

Feature selection is an NP-Complete prob-
lem; therefore, we adopt a greedy selection 
algorithm called “Best One In” to find a local 
optimal feature set. Firstly, we select the fea-
ture among all the features which best corre-
lates with the human assessments.  Secondly, a 
feature among the rest features is added in to 
the feature set, if the correlation with the hu-
man assessments of the metric using new set is 
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the highest among all new metrics and higher 
than the previous metric in cross training cor-
pus. The cross training corpus is prepared by 
dividing the training corpus into five parts. 
Each four parts of the five are for training and 
the rest one for testing; then, we integrate 
scores of the five tests as scores of cross train-
ing corpus.  The five-fold cross training can 
help to overcome the overfitting. At the end, 
the feature selection stops, if adding any of the 
rest features cannot lead to higher correlation 
with human assessments than the current me-
tric.  

5 Experiments 

5.1 The Impact of the Calculation Granu-
larities on String-based Metrics 

In this section, we use the data from NIST 
Open MT 2006 evaluation (LDC2008E43), 
which is described in Table 1.  It consists of 
249 source sentences that were translated by 
four human translators as well as 8 MT sys-
tems. Each machine translated sentence was 
evaluated by human judges for their adequacy 
on a 7-point scale. 

 

 NIST 
2002  

NIST 
2003  

NIST 
Open 

MT 2006
LDC 

corpus 
LDC2003

T17 
LDC2006

T04 
LDC2008

E43 
Type Newswire Newswire Newswire

Source Chinese Chinese Arabic 
Target English English English 

# of  
sentences 878 919 249 

# of 
systems 3 7 8 

#  of 
references 4 4 4 

Score 
1-5, 

adequacy 
& fluency

1-5, 
adequacy 
& fluency 

1-7 
adequacy

Table 1: Description of LDC2006T04, 
LDC2003T17 and LDC2008E43 

 
To judge the quality of a metric, we com-

pute Spearman rank-correlation coefficient, 
which is a real number ranging from -1 (indi-
cating perfect negative correlations) to +1 (in-
dicating perfect positive correlations), between 

the metric’s scores and the averaged human 
assessments on test sentences. 

We select 21 features in “lexicon” calcula-
tion granularity and 11×4 in the other calcula-
tion granularities. We analyze the correlation 
with human assessments of the metrics in mul-
tiple calculation granularities.  Table 2 lists the 
optimal calculation granularity of the multiple 
metrics on sentence level in the data 
(LDC2008E43).  

 
Metric Granularity 

BLEU-opt Letter 
NIST-opt Letter 

GTM(e=1) Dependency 
TER Letter 
PER Lexicon 
WER Dependency 

ROUGE-opt Letter 
Table 2 The optimal calculation granularity of the 

multiple metrics 
 

The most remarkable aspect is that not all 
the best metrics are based on the “lexicon” cal-
culation granularities, such as the “letter” and 
“dependency”. In other words, the granulari-
ties-shifted string-based metrics are promising 
to contribute to the automatic evaluation of 
translation quality. 

5.2 Correlation with Human Assessments 
of String-based Metrics with Multiple 
Granularities Based on SVM Frame 

We firstly train the SVM rank and regression 
models on LDC2008E43 using all the features 
(21+11 × 4 species), without any selection. 
Secondly, the other two SVM rank and regres-
sion models are trained on the same data using 
the feature set via feature selection, which are 
described in Table 3. We have four string-
based evaluation metrics with multiple granu-
larities on rank and regression SVM frame 
“Rank_All, Regression_All, Rank_Select and 
Regression_Select”.  Then we apply the four 
metrics to evaluate the sentences of the test 
data (LDC2006T04 and LDC2003T17). The 
results of Spearman correlation with human 
assessments is summarized in Table 3. For 
comparison, the results from some state-of-art 
metrics (Papineni et al., 2002; Doddington, 
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2002; Melamed et al., 2003; Banerjee and La-
vie, 2005; Snover et al., 2006; Liu and Gildea, 
2005) and two machine learning methods (Al-
brecht and Hwa, 2007; Ding Liu and Gildea, 
2007) are also included in Table 3. Of the two 
machine learning methods, both trained on the 
data LDC2006T04. The “Albrecht, 2007” 
score reported a result of Spearman correlation 
with human assessments on the data 
LDC2003T17 using 53 features, while the 
“Ding Liu, 2007” score reported that under 
five-fold cross validation on the data 
LDC2006T04 using 31 features. 

 

 Feature 
number 

LDC
2003
T17 

LDC
2006
T04 

Rank_All 65 0.323 0.495
Regression_All 65 0.345 0.507
Rank_Select 16 0.338 0.491
Regression_Select 8 0.341 0.510
Albrecht, 2007 53 0.309 -- 
Ding Liu, 2007 31 -- 0.369
BLEU-opt2 -- 0.301 0.453
NIST-opt -- 0.219 0.417
GTM(e=1) -- 0.270 0.375
METEOR3 -- 0.277 0.463
TER -- -0.250 -0.302
STM-opt -- 0.205 0.226
HWCM-opt -- 0.304 0.377
 

Table 3: Comparison of Spearman correlations with 
human assessments of our proposed metrics and 

some start-of-art metrics and two machine learning 
methods 

“-opt” stands for the optimum values of the pa-
rameters on the metrics 

 
Table 3 shows that the string-based meta-

evaluation metrics with multiple granularities 
based on SVM frame gains the much higher 
Spearman correlation than other start-of-art 
metrics on the two test data and, furthermore, 
our proposed metrics also are higher than the 
machine learning metrics (Albrecht and Hwa, 
2007; Ding Liu and Gildea, 2007).  

The underlining is that our proposed metrics 
are more robust than the aforementioned two 

                                                 
2 The result is computed by mteval11b.pl.  
3 The result is computed by meteor-v0.7. 

machine learning metrics. As shown in Table 1 
the heterogeneity between the training and test 
data in our method is much more significant 
than that of the other two machine learning 
based methods.  

In addition, the “Regression_Select” metric 
using only 8 features can achieve a high corre-
lation rate which is close to the metric pro-
posed in “Albrecht, 2007” using 53 features, 
“Ding Liu, 2007” using 31 features, “Regres-
sion_All” and “Rank_All” metrics using  65 
features and “Rank_Select” metric using 16 
features. What is more, “Regression_Select” 
metric is better than “Albrecht, 2007”, and 
slightly lower than “Regression_All” on the 
data LDC2003T17; and better than both “Re-
gression_All” and “Rank_All” metrics on the 
data LDC2006T04. That confirms that a small 
cardinal of feature set can also result in a me-
tric having a high correlation with human as-
sessments, since some of the features represent 
the redundant information in different forms. 
Eliminating the redundant information is bene-
fit to reduce complexity of the parameter 
searching and thus improve the metrics per-
formance based on SVM models. Meanwhile, 
fewer features can relieve the language depen-
dency of the machine learning metrics. At last, 
our experimental results show that regression 
models perform better than rank models in the 
string-based metrics with multiple granularities 
based on SVM frame, since “Regres-
sion_Select” and “Regression_All” achieve 
higher correlations with human assessments 
than the others. 

5.3 Reliability of Feature Selection  

The motivation of feature selection is keeping 
the validity of the feature set and alleviating 
the language dependency. We also look for-
ward to the higher Spearman correlation on the 
test data with a small and proper feature set.  

We use SVM-Light (Joachims, 1999) to 
train our learning models using NIST Open 
MT 2006 evaluation data (LDC2008E43), and 
test on the two sets of data, NIST’s 2002 and 
2003 Chinese MT evaluations. All the data are 
described in Table 1. To avoid the bias in the 
distributions of the two judges’ assessments in 
NIST’s 2002 and 2003 Chinese MT evalua-
tions, we normalize the scores following (Blatz 
et al., 2003). 
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We trace the process of the feature selection. 
The selected feature set of the metric based on 
SVM rank includes 16 features and that of the 
metric based on SVM regression includes 8 
features. The selected features are listed in Ta-
ble 4. The values in Table 4 are absolute 
Spearman correlations with human assess-
ments of each single feature score.  The prefix-
es “C_”, “D_”, “L_”, “P_”, and “W_” 
represent “Constitute”, “Dependency”, “Let-
ter”, “Pos” and “Lexicon” respectively. 

 

Rank spear-
man Regression spear-

man
C_PER .331 C_PER .331

C_ROUGE-W .562 C_ROUGE-W .562
D_NIST9 .479 D_NIST9 .479

D_ROUGE-W .679 D_ROUGE-L .667
L_BLEU6 .702 L_BLEU6 .702
L_NIST9 .691 L_NIST9 .691

L_ROUGE-W .634 L_ROUGE-W .634
P_PER .370 P_ROUGE-W .683

P_ROUGE-W .616  
W_BLEU1_ind .551  

W_BLEU2 .659  
W_GTM .360  

W_METEOR .693  
W_NIST5 .468  

W_ROUGE1 .642  
W_ROUGE-W .683  

 
Table 4: Feature sets of SVM rank and regression 

 
Table 4 shows that 8 features are selected 

from 65 features in the process of feature se-
lection based on SVM regression while 16 fea-
tures based on SVM rank. Fewer features 
based on SVM regression are selected than 
SVM rank. Only one feature in feature set 
based on SVM regression does not occur in 
that based on SVM rank. The reason is that 
there are more complementary advantages be-
tween the common selected features.  

Next, we will verify the reliability of our 
feature selection algorithm. Figure 1 and Fig-
ure 2 show the Spearman correlation values 
between our SVM-based metrics (regression 
and rank) and the human assessments on both 
training data (LDC2008E43) and test data 
(LDC2006T04 and LDC2003T17).  

 

 
 
Figure 1: The Spearman correlation values between 
our SVM rank metrics and the human assessments 
on both training data and test data with the exten-

sion of the feature sets 
 

 
 
Figure 2: The Spearman correlation values between 

our SVM regression metrics and the human as-
sessments on both training data and test data with 

the extension of the feature sets 
 

From Figure 1 and Figure 2, with the exten-
sion of the feature sets, we can find that the 
tendency of correlation obtained by each me-
tric based on SVM rank or regression roughly 
the same on both the training data and test data. 
Therefore, the two feature sets of SVM rank 
and regression models are reliable. 

6 Conclusion 

In this paper we propose an integrated platform 
for automatic MT evaluation by improving the 
string based metrics with multiple granularities. 
Our proposed metrics construct a novel inte-
grated platform for automatic MT evaluation 
based on multiple features. Our  key contribu-
tion consists of two parts: i) we suggest a strat-
egy  of changing the various complex features 
into plain string form. According to the strate-
gy, the automatic MT evaluation frame are 
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much more clarified, and the computation of 
the similarity is much more simple, since the 
various linguistic features may express in the 
uniform strings with multiple calculation gra-
nularities. The new features have the same 
form and are dimensionally homogeneous; 
therefore, the consistency of the features is 
enhanced strongly. ii) We integrate the features 
with machine learning and proposed an effec-
tive approach of feature selection. As a result, 
we can use fewer features but obtain the better 
performance. 

In this framework, on the one hand, string-
based metrics with multiple granularities may 
introduce more potential features into automat-
ic evaluation, with no necessarily of new simi-
larity measuring method, compared with the 
other metrics. On the other hand, we succeed 
in finding a finer and small feature set among 
the combinations of plentiful features, keeping 
or improving the performance. Finally, we 
proposed a simple, effective and robust string-
based automatic MT evaluation metric with 
multiple granularities. 

Our proposed metrics improve the flexibility 
and performance of the metrics based on the 
multiple features; however, it still has some 
drawbacks: i) some potential features are not 
yet considered, e.g. the semantic roles; and ii) 
the loss of information exists in the process of 
changing linguistic information into plain 
strings. For example, the dependency label in 
the calculation granularity “Dependency” is 
lost when changing information into string 
form. Though the final results obtain the better 
performance than the other linguistic metrics, 
the performance is promising to be further im-
proved if the loss of information can be prop-
erly dealt with. 
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Abstract

In this paper, we focus on the challenge
of automatically converting a constituency
treebank (source treebank) to fit the stan-
dard of another constituency treebank (tar-
get treebank). We formalize the conver-
sion problem as aninformed decoding
procedure: information from original an-
notations in a source treebank is incorpo-
rated into the decoding phase of a parser
trained on a target treebank during the
parser assigning parse trees to sentences in
the source treebank. Experiments on two
Chinese treebanks show significant im-
provements in conversion accuracy over
baseline systems, especially when training
data used for building the parser is small
in size.

1 Introduction

Recent years have seen extensive applications of
machine learning methods to natural language
processing problems. Typically, increase in the
scale of training data boosts the performance of
machine learning methods, which in turn en-
hances the quality of learning-based NLP systems
(Banko and Brill, 2001). However, annotating
data by human is time consuming and labor inten-
sive. For this reason, human-annotated corpora
are considered as the most valuable resource for
NLP.

In practice, there often exist more than one cor-
pus for the same NLP tasks. For example, for
constituent syntactic parsing (Collins, 1999; Char-
niak, 2000; Petrov et al., 2006) for Chinese, in ad-

dition to the most popular treebank Chinese Tree-
bank (CTB) (Xue et al., 2002), there are also
other treebanks such as Tsinghua Chinese Tree-
bank (TCT) (Zhou, 1996). For the purpose of
full use of readily available human annotations
for the same tasks, it is significant if such cor-
pora can be used jointly. Such attempt is es-
pecially significant for some languages that have
limited size of labeled data. At first sight, a di-
rect combination of multiple corpora is a way to
this end. However, corpora created for the same
NLP tasks are generally built by different orga-
nizations. Thus such corpora often follow dif-
ferent annotation standards and/or even different
linguistic theories. We take CTB and TCT as
a case study. Although both CTB and TCT are
Chomskian-style treebanks, they have annotation
divergences in at least two dimensions: a) CTB
and TCT have dramatically different tag sets, in-
cluding parts-of-speech and grammar labels, and
the tags cannot be mapped one to one; b) CTB and
TCT have distinct hierarchical structures. For ex-
ample, the Chinese words “中国 (Chinese)传统
(traditional)文化 (culture)” are grouped as a flat
noun phrase according to the CTB standard (right
side in Fig. 1), but in TCT, the last two words are
instead grouped together beforehand (left side in
Fig. 1). The differences cause such treebanks of
different annotation standard to be generally used
independently.

In this paper, we focus on unifying multiple
constituency treebanks of distinct annotation stan-
dards through treebank conversion. The task of
treebank conversion is defined to be conversion of
annotations in one treebank (source treebank) to
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Figure 1: Example tree fragments with TCT (left)
and CTB (right) annotations

fit the standard of another treebank (target tree-
bank). To this end, we propose a language in-
dependent approach calledinformed decoding1,
in which a parser trained on a target treebank au-
tomatically assigns new parse trees to sentences
in a source treebank with the aid of informa-
tion derived from annotations in the source tree-
bank. We conduct experiments on two open Chi-
nese treebanks2: CTB and TCT. Experimental re-
sults show that our approach achieves significant
improvements over baseline systems, especially
when training data used for building the parser is
small in size.

The rest of the paper is structured as follows. In
Section 2 we describe previous work on treebank
conversion. In Section 3, we describe in detail the
informed decoding approach. Section 4 presents
experimental results which demonstrate the effec-
tiveness of our approach. Finally, Section 5 con-
cludes our work.

2 Related Work

Previous work on treebank conversion can be
grouped into two categories according to whether
grammar formalisms of treebanks are identical.
One type focuses on converting treebanks of dif-
ferent grammar formalisms. Collins et al. (1999)

1The terminologydecoding is referred to the parsing
phase of a parser.

2Note that although we use Chinese treebanks, our ap-
proach is language independent.

addressed constituent syntactic parsing on Czech
using a treebank converted from a Prague depen-
dency treebank, where conversion rules derived
from head-dependent pairs and heuristic rules are
applied. Xia and Palmer (2001) compared three
algorithms for conversion from dependency struc-
tures to phrase structures. The algorithms ex-
panded each node in input dependency structures
into a projection chain, and labeled the newly in-
serted node with syntactic categories. The three
algorithms differ only in heuristics adopted to
build projection chains. Xia et al. (2008) auto-
matically extracted conversion rules from a tar-
get treebank and proposed strategies to handle the
case when more than one conversion rule are ap-
plicable. Instead of using conversion rules, Niu
et al. (2009) proposed to convert a dependency
treebank to a constituency one by using a parser
trained on a constituency treebank to generate k-
best lists for sentences in the dependency tree-
bank. Optimal conversion results are selected
from the k-best lists. There also exists work in the
reverse direction: from a constituency treebank to
a dependency treebank (Nivre, 2006; Johansson
and Nugues, 2007).

Relatively few efforts have been put on conver-
sion between treebanks that have the same gram-
mar formalisms but follow different annotation
standards. Wang et al. (1994) applied a similar
framework as in (Niu et al., 2009) to convert from
a simple constituency treebank to a more infor-
mative one. The basic idea is to apply a parser
built on a target treebank to generate k-best lists
for sentences in the source treebank. Then, a
matching metric is defined on the number of iden-
tical bracketing spans between two trees. Such a
function computes a score for each parse tree in
a k-best list and its corresponding parse tree in
the source treebank. Finally, the parse tree with
the highest score in a k-best list is selected to be
the conversion result. The difference between our
work and (Wang et al., 1994) is that, instead of us-
ing trees from the source treebank to select parse
trees from k-best lists, we propose to use such
trees to guide the decoding phase of the parser
built on the target treebank. Making use of the
source treebank in such a novel way is believed to
be the major contribution of our work.
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3 Treebank Conversion via Informed
Decoding

The task of treebank conversion is defined to con-
vert parse trees in a source treebank to fit the stan-
dard of a target treebank. In the informed de-
coding approach, treebank conversion proceeds in
two steps: 1) build a parser on a target treebank;
2) apply the parser to decode sentences in a source
treebank with the aid of information derived from
the source treebank. For convenience, parse trees
in a source treebank are referred to assource trees
and corresponding, trees from a target treebank
are referred to astarget trees. Moreover, a parser
built on a target treebank is referred to astarget
parser. In the following sections, we first describe
motivation of our work and then present details of
the informed decoding approach.

3.1 Motivation

We use the example in Fig. 2 to illustrate why
original annotations in a source treebank can help
in treebank conversion. The figure depicts three
tree fragments for the Chinese words发 (pay)了
(already)一 (one)天 (day)的 (of)工资(salary),
among which Fig. 2(a) and Fig. 2(b) are tree frag-
ments of the CTB standard and Fig. 2(c) is a tree
fragment of the TCT standard. From the fig-
ure, we can see that these Chinese words actu-
ally have (at least) two plausible interpretations
of the meaning. In Fig. 2(a), the words mean
pay salary for one-day workwhile in Fig. 2(b),
the words meanspend one day on paying salary.
If Fig. 2(c) is a source tree to be converted into
the CTB standard, then Fig. 2(b) will be rejected
since it conflicts with Fig. 2(c) with respect to tree
structures. Note that structures reflect underlying
sentence meaning. On the other hand, although
Fig. 2(a) also has (minor) differences in tree struc-
tures from Fig. 2(c), it is preferred as the conver-
sion result3. From the example we can get in-
spired by the observation that original annotations
in a source treebank are informative and necessary
to converting parse trees in the source treebank.

In general, conversion like that from Fig. 2(c)

3Note that we don’t deny existence of annotation distinc-
tions between the treebanks, but we aim to make use of what
they both agree on. We assume that consensus is the major-
ity.

to Fig. 2(a) requires sentence-specific conversion
rules which are difficult to obtain in practice. In
order to make use of information provided by
original annotations in a source treebank, Wang
et al. (1994) proposed a selecting-from-k-best ap-
proach where source trees are used to select one
“optimal” parse tree from each k-best list gener-
ated by a target parser. In this paper, we instead in-
corporate information of original annotations into
the parsing phase. The underlying motivation is
two-fold:

• The decoding phase of a parser is essentially
a search process. Due to the extreme mag-
nitude of searching space, pruning of search
paths is practically necessary. If reliable in-
formation is provided to guide the pruning of
search paths, more efficient parsing and bet-
ter results are expected.

• Selecting-from-k-best works on the basis of
k-best lists. Unfortunately, we often see very
few variations in k-best lists. For exam-
ple, 50-best trees present only 5 to 6 varia-
tions (Huang, 2008). The lack of diversi-
ties in k-best lists makes information from
the source treebank less effective in selecting
parse trees. By contrast, incorporating such
information into decoding makes the infor-
mation affect the whole parse forest.

3.2 Formalization of Information from
Source Treebank

In this paper, information from a source treebank
translates into two strategies which help a target
parser to prune illegal partial parse trees and to
rank legal partial parse trees higher. Following are
the two strategies:

• Pruning strategy: despite distinctions exist-
ing between annotation standards of a source
treebank and a target treebank, a source tree-
bank indeed provides treebank conversion
with indicative information on bracketing
structures and grammar labels. So when a
partial parse tree is generated, it should be
examined against the corresponding source
tree. Unless the partial parse tree doesnot
conflict with any constituent in the source
tree, it should be pruned out.
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Figure 2: tree fragments of words发了一天的工资: (a) and (b) show two plausible tree fragments of
the words using the CTB standard; (c) shows a tree fragment ofthe TCT standard which has the same
interpretation as (a).

6

4

1

5

2 3

[1,3],[2,3],[1,1]

[1,1]

[2,3],[2,2],[3,3]

[1,1]

[2,2]

[3,3]

Figure 3: Constituent set of a synthetic parse tree

• Rescoring strategy: in practice, decoding is
often a local optimal search process. In some
cases even if a correct parse tree exits in the
parse forest, parsers may fail to rank it to the
top position. Rescoring strategy is used to
increase scores for partial parse trees which
are confidently thought to be valid.

3.2.1 Pruning Strategy

The pruning strategy used in this paper is based
on the concept ofconflictwhich is defined in two

dimensions: structures and grammar labels. Since
a tree structure can be equivalently represented
as its span (interval of word indices) set, we can
check whether two trees conflict by checking their
spans. See Fig. 3 for an illustration of spans of a
tree. Following are criteria determining whether
two trees conflict in their structures.

• If one node in tree A is raised to be a child
of the node’s grandfather in tree B, and the
grandfather has more than two children, then
tree A and tree B conflict in structures.

• If tree A has a span[a, b] and tree B has a
span[m,k] and these two spans satisfy the
condition of eithera < m ≤ b < k or m <
a ≤ k < b, then tree A and B conflict in
structures.

Fig. 4 illustrates criteria mentioned above, where
Fig. 4(a) is compatible (not conflict) with Fig. 4(b)
although they have different structures. But
Fig. 4(a) conflicts with Fig. 4(c) (according to cri-
terion 1; node 3 is raised) and (d) (according to
criterion 2).
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Figure 4: Illustrating example of the concept ofconflict: (a) and (b) are compatible (not conflict); (a)
conflicts with (c) (condition 1) and (d) (condition 2)

For the dimension of grammar labels, we manu-
ally construct a mapping between label sets (POS
tags excluded) of source and target treebanks.
Such a mapping is frequently a many-to-many
mapping. Two labels are said to be conflicting if
they are from different label sets and they cannot
be mapped.

By combining these two strategies, two parse
trees (of different standards) which yield the same
sentence are said to be conflicting if they conflict
in both structures and labels. Note that we de-
scribe pruning strategy for the case of two parse
trees. In informed decoding process, this strategy
is actually applied to every partial parse tree gen-
erated during decoding.

3.2.2 Rescoring Strategy

As mentioned above, despite that the pruning
strategy helps in improving conversion accuracy,
we are faced with the problem of how to rank
valid parse trees higher in a parse forest. To solve
the problem, we adjust the scores of those partial
parse trees that are considered to be confidently
“good”. The criteria which is used to judge “good-
ness” of a partial parse are listed as follows:

• The partial parse tree can find in the source
tree a constituent that has the same structure
as it.

• When the first criterion is satisfied, gram-
mar categories of this partial parse should not

conflict with the grammar categories of its
counterpart.

In practice, we use a parameterλ to adjust the
score.

Pnew(e) = λ ∗ P (e) (1)

Heree represents any partial tree that is rescored,
andP (e) andPnew(e) refer to original and new
scores, respectively.

3.3 Parsing Model

Theoretically all parsing models are applicable in
informed decoding, but we prefer to adopt a CKY-
style parser for two reasons: CKY style parsers
are dynamically bottom-up and always have edges
(or parsing items) belonging to the same span
stacked together in the same chart4 cell. The
property of CKY-style parsers being dynamically
bottom-up can make the pruning strategy efficient
by avoiding rechecking subtrees that have already
been checked. The property of stacking edges in
the same chart cell makes CKY-style parsers eas-
ily portable to the situaiton of informed decod-
ing. In this paper, Collins parser (Collins, 1999)
is used. Algorithm 1 presents the extended ver-
sion of the decoding algorithm used in Collins
parser. What the algorithm needs to do is to
generate edges for each span. And before edges
are allowed to enter the chart, pruning conditions

4Data structure used to store paring items that are not
pruned
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Algorithm 1 CKY-style decoding
Argument: a parsing decoder

a sentence to be parsed and corresponding
source tree

Begin
Steps:
1. initialization steps
2. for span from 2 to sentencelengthdo

for start from 1 to (sentencelength-span+1)do
end := (start + span - 1)
for each edgee for span [start, end]do

generate(e, start, end)
prune(e, start, end)
rescore(e, start, end)
add edge(e, start, end)

End

Subroutine:
generate: generates an edge which belongs to the

span [start, end].
prune: applypruning strategyto check whether the

edge should be pruned.
rescore: applyrescoring strategyto weight the edge.
add edge: add the edge intochart.

should be checked inprunesubroutine and rescor-
ing should be conducted inrescore subroutine
with respect to the corresponding source tree.

4 Experiments

4.1 Experimental Setup

In this paper, we conduct two groups of experi-
ments in order to evaluate 1) treebank conversion
accuracy and 2) how much newly generated data
can boost syntactic parsing accuracy. For the ex-
periments of treebank conversion, Penn Chinese
Treebank (CTB) 5.1 is used as the target treebank.
That is, the CTB standard is the one we are inter-
ested in. Following the conventional data split-
ting of CTB5.1, articles 001-270 and 400-1151
(18,100 sentences, 493,869 words) are used for
training, articles 271-300 (348 sentences, 8,008
words) are used as test data, and articles 301-325
(352 sentences, 6,821 words) are used as devel-
opment data5. Moreover, in order to directly
evaluate conversion accuracy, we randomly sam-
pled 150 sentences from the CTB test set and have
three annotators manually label sentences of these
parse trees according to the standard of Tsinghua
Chinese Treebank (TCT). Thus each of the 150
sentences has two parse trees, following the CTB

5Development set is not used in this paper.

and TCT standard, respectively. For convenience
of reference, the set of 150 parse trees of the
CTB standard is referred to asSample-CTBand
its counterpart which follows the TCT standard is
referred to asSample-TCT. In such setting, the ex-
periments of treebank conversion is designed to
use the informed decoding approach to convert
Sample-TCT to the standard of CTB and conver-
sion results are evaluated with respect to Sample-
CTB. The CTB training data (or portion of it) is
used as target training data on which parsers are
trained for conversion.

For the experiments of syntactic parsing, the
TCT corpus is used as the source treebank.
The TCT corpus contains 27,268 sentences and
587,298 words, which are collected from the lit-
erature and newswire domains. In this group of
experiments, the CTB training data is again used
as target training data and the whole TCT cor-
pus is converted using the informed decoding ap-
proach. The newly-gained parse trees are used as
additional training data for syntactic parsing on
the CTB test data. One thing worth noting in the
experiments is that, using Collins parser to con-
vert the TCT corpus requires Part-of-Speech tags
of the CTB standard be assigned to sentences in
TCT ahead of conversion being conducted. To this
end, instead of using POS taggers, we use thela-
bel correspondence learningmethod described in
(Zhu and Zhu, 2009) in order to get high POS tag-
ging accuracy.

For all the experiments in this paper,bracketing
F1 is used as the performance metric, provided by
the EVALB program6. λ in Eq.1 is set to 3.0 since
it provides best conversion results in our experi-
ments.

4.2 Experiments on Conversion

The setup of conversion experiments is described
above. In the experiments, we use two representa-
tive baseline systems. One, nameddirectly pars-
ing (DP) converts Sample-TCT by directly pars-
ing using Collins parser which is trained on tar-
get training data, and the other is the method pro-
posed in (Wang et al., 1994) (hereafter referred
to asWang94). For the latter baseline, we use
Berkeley parser (Petrov et al., 2006) instead of

6http://nlp.cs.nyu.edu/evalb
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Ratio 20% 40% 60% 80% 100%
DP 73.19 75.21 79.43 80.64 81.40

Wang94 75.00 76.82 78.08 81.50 82.47
This paper 82.71 83.00 83.37 84.80 84.34

Table 1: Conversion accuracy with varying size of
target training data

Collins parser. The reason is that we want to build
a strong baseline since Berkeley parser is able
to generate better k-best lists than Collins parser
does (Zhang et al., 2009). In detail, Wang94 pro-
ceeds in two steps: 1) use Berkeley parser to gen-
erate k-best lists for sentences in Sample-TCT; 2)
select a parse tree from each k-best list with re-
spect to original annotations in Sample-TCT. Here
we set k to 50. Table 1 reports F1 scores of the
baseline systems and our informed decoding ap-
proach with varying size of target training data.
The first row of the table represents fractions of
the CTB training data which are used as target
training data. For example,40% means 7,240
parse trees (of 18,100) in the CTB training data
are used. To relieve the effect of ordering, we
randomly shuffled parse trees in the CTB training
data.

From the table, we can see that our ap-
proach performs significantly better than DP and
Wang94. In detail, when100% CTB training data
is used as target training data,2.95% absolute im-
provement is achieved. When the size of target
training data decreases, absolute improvements of
our approach over baseline systems are further en-
larged. More interestingly, decreasing in target
training data only results in marginal decrement
in conversion accuracy of our approach. This is of
significant importance in the situation where tar-
get treebank is small in size.

In order to evaluate the accuracy of conversion
methods on different span lengths, we compare
the results of Wang94 and informed decoding pro-
duced by using100% CTB training data. Table 2
shows the statistics.

From the results we can see that our ap-
proach performs significantly better on long spans
and achieves marginally lower accuracy on small
ones. But notice that the informed decoding ap-
proach is implemented on the base of Collins

Span Length 2 4 6 8 10
Wang94 82.45 83.97 80.72 77.83 71.72

This paper 83.72 82.95 79.84 77.27 70.67
Span Length 12 14 16 18 20

Wang94 75.29 68.00 77.27 70.83 76.66
This paper 71.79 75.00 86.27 80.00 80.00

Table 2: Conversion accuracy on different span
lengths

Category ADJP VCD CP DNP ADVP
Wang94 79.62 57.14 65.43 84.76 91.73

This paper 88.00 66.67 71.60 88.31 93.44

Table 3: Conversion results with respect to differ-
ent grammar categories

parser and that Wang94 works on the basis of
Berkeley parser. Taking the performance gap of
Collins parser and Berkeley parser, we actually
can conclude that on small spans, our approach is
able to achieve results comparable with or even
better than Wang94. We can also infer from
the observation that our approach can outperform
Wang94 when converting parse trees which yield
long sentences.

Another line of analysis is to compare the
results of Wang94 and our approach, with re-
spect to different grammar categories. Table 3
lists five grammar categories in which our ap-
proach achieves most improvements. For cat-
egoriesNP and VP, absolute improvements are
1.1% and 1.4% respectively. Take into account
large amounts of instances ofNP andVP, the im-
provements are also quite significant.

4.3 Experiments on Parsing

Before doing the experiments of parsing, we first
converted the whole TCT corpus using100%
CTB training data as target training data. Us-
ing the newly-gained data only as training data
for Collins parser, we can get F1 score75.4%
on the CTB test data. We can see that the score
is much lower than the accuracy achieved by us-
ing the CTB training data (75.4% vs. 82.04%).
Possible reasons that result in lower accuracy in-
cludes: 1) divergences in word segmentation stan-
dards between TCT and CTB; 2) divergences of
domains of TCT and CTB; 3) conversions errors
in newly-gained data. Although the newly-gained

1547



data cannot replace the CTB training data thor-
oughly, we would like to use it as additional train-
ing data besides the CTB training data. Following
experiments aim to examine effectiveness of the
newly-gained data when used as additional train-
ing data.

In the first parsing experiment, the TCT cor-
pus is converted using portions of the CTB train-
ing data. As in the conversion experiments, parse
trees in the CTB training data are randomly or-
dered before splitting of the training set. For each
portion, newly-gained data together with the por-
tion of the CTB training data are used to train a
new parser. Evaluation results on the CTB test
data are presented in Table 4.

Ratio 20% 40% 60% 80% 100%
Collins 75.74 77.65 79.43 81.22 82.04

Collins+ 78.86 79.52 80.06 81.77 82.38

Table 4: Parsing accuracy with new data added in

Here in Table 4, the first row represents ratios
of parse trees from the CTB training data. For
example,40% means the first40% parse trees in
the CTB training data are used. TheCollins row
represents the results of only using portions of the
CTB training data, and theCollins+ row contains
the results achieved with enlarged training data.
From the results, we find that new data indeed
provides complementary information to the CTB
training data, especially when the training data is
small in size. But benefits of Collins parser gained
from additional training data level out with the in-
crement of the training data size. Actually if tech-
niques like corpus weighting (Niu et al., 2009) are
applied to weight differently training data and the
additional data, higher parsing accuracy is reason-
ably expected.

Another obversion from Table 4 is that the
parser trained on40% CTB training data plus
additional training data achieves higher accuracy
than using60% CTB training data. We incre-
mentally add labeled training data and automatic
training data respectively to40% CTB training
data. The purpose of this experiment is to see the
magnitude of automatic training data which can
achieve the same effect as labeled training data
does. The results are depicted in Table 5.

# of Added Data 2k 4k 6k 8k
Labeled Data 78.51 79.52 80.01 81.37

Auto Data 78.23 79.11 79.85 79.67

Table 5: Parsing accuracy with new data added in

From the results we see that accuracy gaps be-
tween using labeled data and using automatic data
get large with the increment of added data. One
possible reason is that more noise is taken when
more data is added. This observation further veri-
fies that refining techniques like corpus weighting
are necessary for using automatically-gained data.

5 Conclusions

In this paper we proposed an approach called in-
formed decoding for the task of conversion be-
tween treebanks which have different annotation
standards. Experiments which evaluate conver-
sion accuracy directly showed that our approach
significantly outperform baseline systems. More
interestingly we found that the size of target train-
ing data have limited effect on the conversion ac-
curacy of our approach. This is extremely impor-
tant for languages which lack enough treebanks in
whose standards we are interested.

We also added newly-gained data to target
training data to check whether new data can boost
parsing results. Experiments showed additional
training data provided by treebank conversion
could boost parsing accuracy.
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Abstract

This paper studies the problem of im-
posing a known hierarchical structure
onto an unstructured spoken document,
aiming to help browse such archives.
We formulate our solutions within a
dynamic-programming-based alignment
framework and use minimum error-
rate training to combine a number of
global and hierarchical constraints. This
pragmatic approach is computationally
efficient. Results show that it outperforms
a baseline that ignores the hierarchical
and global features and the improvement
is consistent on transcripts with different
WERs. Directly imposing such hierar-
chical structures onto raw speech without
using transcripts yields competitive
results.

1 Introduction

Though speech has long served as a basic method
of human communication, revisiting and brows-
ing speech content had never been a possibility
before human can record their own voice. Re-
cent technological advances in recording, com-
pressing, and distributing such archives have led
to the consistently increasing availability of spo-
ken content.

Along with this availability comes a demand for
better ways to browse such archives, which is in-
herently more difficult than browsing text. In re-
lying on human beings’ ability to browse text, a
solution is therefore to reduce the speech brows-
ing problem to a text browsing task through tech-
nologies that can automatically convert speech to

text, i.e., the automatic speech recognition (ASR).
Research along this line has implicitly changed
the traditional speaking-for-hearing and writing-
for-reading construals: now speech can beread
through its transcripts, though it was not originally
intended for this purpose, which in turn raises a
new set of problems.

The efficiency and convenience of reading spo-
ken documents are affected by at least two facts.
First, the quality of transcripts can impair brows-
ing efficiency, e.g., as shown in (Stark et al., 2000;
Munteanu et al., 2006), though if the goal is only
to browse salient excerpts, recognition errors on
the extracts can be reduced by considering the
confidence scores assigned by ASR (Zechner and
Waibel, 2000; Hori and Furui, 2003).

Even if transcription quality is not a problem,
browsing transcripts is not straightforward. When
intended to be read, written documents are al-
most always presented as more than uninterrupted
strings of text. Consider that for many writ-
ten documents, e.g., books, indicative structures
such as section/subsection headings and tables-of-
contents are standard constituents created manu-
ally to help readers. Structures of this kind, how-
ever, are rarely aligned with spoken documents.

In this paper, we are interested in addressing
the second issue: adding hierarchical browsable
structures to speech transcripts. We define a hi-
erarchical browsable structure as a set of nested
labelled bracketing which, when placed in text,
partition the document into labeled segments. Ex-
amples include the sequence of numbered sec-
tion headings in this paper, or the hierarchical
slide/bullet structure in the slides of a presenta-
tion.
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An ideal solution to this task would directly in-
fer both the hierarchical structure and the labels
from unstructured spoken documents. However,
this is a very complex task, involving the analysis
of not only local but also high-level discourse over
large spans of transcribed speech. Specifically for
spoken documents, spoken-language characteris-
tics as well as the lack of formality and thematic
boundaries in transcripts violate many conditions
that a reliable algorithm (Marcu, 2000) relies on
and therefore make the task even harder.

In this paper, we aim at a less ambitious but
naturally occurring problem: imposing a known
hierarchical structure, e.g., presentation slides,
onto the corresponding document, e.g., presenta-
tion transcripts. Given an ordered, nested set of
topic labels, we must place the labels so as to
correctly segment the document into appropriate
units. Such an alignment would provide a useful
tool for presentation browsing, where a user could
easily navigate through a presentation by clicking
on bullets in the presentation slides. The solution
to this task should also provide insights and tech-
niques that will be useful in the harder structure-
inference task, where hierarchies and labels are
not given.

We present a dynamic-programming-based
alignment framework that considers global docu-
ment features and local hierarchical features. This
pragmatic approach is computationally efficient
and outperforms a baseline alignment that ignores
the hierarchical structure of bullets within slides.
We also explore the impact of speech recognition
errors on this task. Furthermore, we study the
feasibility of directly aligning a structure to raw
speech, as opposed to a transcript.

2 Related work

Topic/slide boundary detection The previous
work most directly related to ours is research that
attempts to findflat structures of spoken docu-
ments, such as topic and slide boundaries. For
example, the work of (Chen and Heng, 2003;
Ruddarraju, 2006; Zhu et al., 2008) aims to find
slide boundaries in the corresponding lecture tran-
scripts. Malioutov et al. (2007) developed an ap-
proach to detecting topic boundaries of lecture

recordings by finding repeated acoustic patterns.
None of this work, however, has involved hierar-
chical structures that exist at different levels of a
document.

In addition, researchers have also analyzed
other multimedia channels, e.g., video (Liu et al.,
2002; Wang et al., 2003; Fan et al., 2006), to de-
tect slide transitions. Such approaches, however,
are unlikely to find semantic structures that are
more detailed than slide transitions, e.g., the bullet
hierarchical structures that we are interested in.

Building tables-of-contents on written text A
notable effort going further than topic segmenta-
tion is the work by Branavan et al. (2007), which
aims at the ultimate goal of building tables-of-
contents for written texts. However, the authors
assumed the availability of the hierarchical struc-
tures and the corresponding text spans. Therefore,
their problem was restricted to generating titles for
each span. Our work here can be thought of as the
inverse problem, in which the title of each section
is known, but the corresponding segments in the
spoken documents are unknown. Once the corre-
spondence is found, an existing hierarchical struc-
ture along with its indicative titles is automatically
imposed on the speech recordings. Moreover, this
paper studies spoken documents instead of writ-
ten text. We believe it is more attractive not only
because of the necessity of browsing spoken con-
tent in a more efficient way but also the general
absence of helpful browsing structures that are of-
ten available in written text, as we have already
discussed above.

Rhetoric analysis In general, analyzing dis-
course structures can provide thematic skeletons
(often represented as trees) of a document as well
as relationship between the nodes in the trees. Ex-
amples include the widely known discourse pars-
ing work by Marcu (2000). However, when the
task involves the understanding of high-level dis-
course, it becomes more challenging than just
finding local discourse conveyed on small spans of
text; e.g., the latter is more likely to benefit from
the presence of discourse markers. Specifically
for spoken documents, spoken-language charac-
teristics as well as the absence of formality and
thematic boundaries in transcripts pose additional
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difficulty. For example, the boundaries of sen-
tences, paragraphs, and larger text blocks like sec-
tions are often missing. Together with speech
recognition errors as well as other speech charac-
teristics such as speech disfluences, they will im-
pair the conditions on which an effective and reli-
able algorithm of discourse analysis is often built.

3 Problem formulation

We are given a speech sequenceU =
u1, u2, ..., um, where ui is an utterance. De-
pending on the application,ui can either stand
for the audio or transcript of the utterance. We
are also given a corresponding hierarchical struc-
ture. In our work, this is a sequence of lecture
slides containing a set of slide titles and bullets,
B = {b1, b2, ..., bn}, organized in a tree structure
T (ℜ,ℵ,Ψ), whereℜ is the root of the tree that
concatenates all slides of a lecture; i.e., each slide
is a child of the rootℜ and each slide’s bullets
form a subtree. In the rest of this paper, the word
bullet means both the title of a slide (if any) and
any bullet in it. ℵ is the set of nodes of the tree
(both terminal and non-terminals, excluding the
root ℜ), each corresponding to a bulletbi in the
slides.Ψ is the edge set. With the definitions, our
task is herein to find the triple(bi, uk, ul), denot-
ing that a bulletbi starts from thekth utterance
uk and ends at thelth. Constrained by the tree
structure, the text span corresponding to an an-
cestor bullet contains those corresponding to its
descendants; i.e., if a bulletbi is the ancestor of
another bulletbj in the tree, the acquired bound-
ary triples(bi, uk1, ul1) and (bj , uk2, ul2) should
satisfyuk1 ≤ uk2 andul1 ≥ ul2. In implemen-
tation, we only need to find the starting point of a
bullet, i.e., a pair(bi, uk), since we know the tree
structure in advance and therefore we know that
the starting position of the next sibling bullet is
the ending boundary for the current bullet.

4 Our approaches

Our task is to find the correspondence between
slide bullets and a speech sequence or its tran-
scripts. Research on finding correspondences be-
tween parallel texts pervades natural language
processing. For example, aligning bilingual sen-

tence pairs is an essential step in training ma-
chine translation models. In text summarization,
the correspondence between human-written sum-
maries and their original texts has been identified
(Jing, 2002), too. In speech recognition, forced
alignment is applied to align speech and tran-
scripts. In this paper, we keep the general frame-
work of alignment in solving our problem.

Our solution, however, should be flexible to
consider multiple constraints such as those con-
veyed in hierarchical bullet structures and global
word distribution. Accordingly, the model pro-
posed in this paper depends on two orthogonal
strategies to ensure efficiency and richness of the
model. First of all, we formulate all our solutions
within a classic dynamic programming framework
to enforce computational efficiency (section 4.1).
On the other hand, we explore the approach to in-
corporating hierarchical and global features into
the alignment framework (Section 4.2). The as-
sociated parameters are then optimized with Pow-
ell’s algorithm (Section 4.3).

4.1 A pre-order walk of bullet trees

We formulate our solutions within the classic
dynamic-programming-based alignment frame-
work, dynamic time warping (DTW). To this end,
we need to sequentialize the given hierarchies,
i.e., bullet trees. We propose to do so through a
pre-order walk of a bullet tree; i.e., at any step
of a recursive traversal of the tree, the alignment
model always visits the root first, followed by its
children in a left-to-right order. This sequential-
ization actually corresponds to a reasonable as-
sumption: words appearing earlier on a given slide
are spoken earlier by the speaker. The pre-order
walk is also used by (Branavan et al., 2007) to
reduce the search space of their discriminative
table-of-contents generation. Our sequentializa-
tion strategy can be intuitively thought of as re-
moving indentations that lead each bullet. As
shown in Figure 1, the right panel is a bullet array
resulting from a pre-walk of the slide in the left
panel. In our baseline model, the resulted bullet
array is directly aligned with lecture utterances.

Other orders of bullet traversal could also be
considered, e.g., when speech does not strictly fol-
low bullet orders. In general, one can regard our
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task here as a tagging problem to allow further
flexibility on bullet-utterance correspondence, in
which bullets are thought of as tags. However,
considering the fact that bullets are created to or-
ganize speech and in most cases they correspond
to the development of speech content monotoni-
cally, this paper focuses on addressing the prob-
lem in the alignment framework.

Figure 1: A pre-order walk of a bullet tree.

4.2 Incorporating hierarchical and global
features

Our models should be flexible enough to consider
constraints that could be helpful, e.g., the hierar-
chical bullet structures and global word distribu-
tion. We propose to consider all these constraints
in the phase of estimating similarity matrices. To
this end, we use two levels of similarity matrices
to capture local tree constraints and global word
distributions, respectively.

First of all, information conveyed in the hierar-
chies of bullet trees should be considered, such as
the potentially discriminative nature between two
sibling bullets (Branavan et al., 2007) and the re-
lationships between ancestor and descendant bul-
lets. We incorporate them in the bullet-utterance
similarity matrices. Specifically, when estimating
the similarity between a bulletbi and an utterance
uj , we consider local tree constraints based on
where the nodebi is located on the slide. We do
so by accounting for first and second-order tree
features. Given a bullet,bi, we first represent it
as multiple vectors, one for each of the following:
its own words, the words appearing in its parent
bullet, grandparent, children, grandchildren, and
the bullets immediately adjacent tobi. That is,bi

is now represented as 6 vectors of words (we do
not discriminate between its left and right siblings
and put these words in the same vector). Simi-
larity between the bulletbi and an utteranceuj is
calculated by taking a weighted average over the
similarities between each of the 6 vectors and the
utteranceuj . A linear combination is used and the
weights are optimized on a development set.

Global property of word distributions could be
helpful, too. A general term often has less dis-
criminative power in the alignment framework
than a word that is localized to a subsection of
the document and is related to specific subtopics.
For example, in a lecture that teaches introductory
computer science topics, aligning a general term
“computer” should receive a smaller weight than
aligning some topic-specific terms such as “au-
tomaton.” The latter word is more likely to appear
in a more narrow text span. It is not straightfor-
ward to directly calculateidf scores unless a lec-
ture is split into smaller segments in some way.
Instead, in our models, the distribution property
of a word is considered in word-level similarity
matrices with the following formula.

sim(wi, wj) =

{
0 : i 6= j

1 − λ var(wi)
maxk(var(wk)) : i = j

Aligning different words receives no bonus,
while matching the same word between bullets
and utterances receives a score of 1 minus a dis-
tribution penalty, as shown in the formula above.
The functionvar(wi) calculates the standard vari-
ance of the positions where the wordwi appears.
Divided by the maximal standard variance of word
positions in the same lecture, the score is normal-
ized to [0,1]. This distribution penalty is weighted
by λ, which is tuned in a development set. Again,
a general term is expected to have a larger posi-
tional variance.

Once a word-level matrix is acquired, it is com-
bined with the bullet-utterance level matrix dis-
cussed above. Specifically, when measuring the
similarity between a word vector (one of the 6
vectors) and the transcripts of an utterance, we
sum up the word-level similarity scores of all
matching words between them, normalize the re-
sulted score by the length of the vector and ut-
terance, and then renormalize it to the range
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[0, 1] within the same spoken document. The
final bullet-utterance similarity matrix is incor-
porated into the pre-order-walk suquentialization
discussed above, when alignment is conducted.

4.3 Parameter optimization

Powell’s algorithm (Press et al., 2007) is used to
find the optimal weights for the constraints we in-
corporated above, to directly minimize the objec-
tive function, i.e., thePk and WindowDiff scores
that we will discuss later. As a summary, we have
7 weights to tune: a weight for each of the fol-
lowing: parent bullet, grandparent, adjacent sib-
lings, children, grandchildren, and the current bul-
let, plus the word distribution penaltyλ. The val-
ues of these weights are determined on a develop-
ment set.

Note that the model we propose here does not
exclude the use of further features; instead, many
other features, such as smoothed word similarity
scores, can be easily added to this model. We
are conservative on our model complexity here,
in terms of number of weights need to be tuned,
for the consideration of the size of data that we
can used to estimate these weights. Finally, with
all the 7 weights being determined, we apply the
standard dynamic time warping (DTW).

5 Experimental set-up

5.1 Data

We use a corpus of lectures recorded at a large
research university. The correspondence between
bullets and speech utterances are manually an-
notated in a subset of this lecture corpus, which
contains approximately 30,000 word tokens in
its manual transcripts. Intuitively, this roughly
equals a 120-page double-spaced essay in length.
The lecturer’s voice was recorded with a head-
mounted microphone with a 16kHz sampling rate
and 16-bit samples. Students’ comments and
questions were not recorded. The speech is split
into utterances by pauses longer than 200ms, re-
sulting in around 4000 utterances. There are 119
slides that are composed of 921 bullets. A sub-
set containing around 25% consecutive slides and
their corresponding speech/transcripts are used as
our development set to tune the parameters dis-

cussed earlier; the rest data are used as our test
set.

5.2 Evaluation metric

We evaluate our systems according to how well
the segmentation implied by the inferred bullet
alignment matches that of the manually anno-
tated gold-standard bullet alignment. Though one
may consider that different bullets may be of dif-
ferent importance, in this paper we do not use
any heuristics to judge this and we treat all bul-
lets equally in our evaluation. We evaluate our
systems with thePk and WindowDiff metrics
(Malioutov et al., 2007; Beeferman et al., 1999;
Pevsner and Hearst, 2002). Note that for both
metrics, the lower a score is, the better the per-
formance of a system is. ThePk score computes
the probability of a randomly chosen pair of words
being inconsistently separated. The WindowDiff
is a variant ofPk; it penalizes false positives and
near misses equally.

6 Experimental results

6.1 Alignment performance

Table 1 presents the results on automatic tran-
scripts with a 39% WER, a typical WER in realis-
tic and uncontrolled lecture conditions (Leeuwis
et al., 2003; Hsu and Glass, 2006). The tran-
scripts were generated with the SONIC toolkit
(Pellom, 2001). The acoustic model was trained
on the Wall Street Journal dictation corpus. The
language model was trained on corpora obtained
from the Web through searching the words ap-
pearing on slides as suggested by (Munteanu et
al., 2007).

Pk WindowDiff
UNI 0.481 0.545
TT 0.469 0.534
B-ALN 0.283 0.376
HG-ALN 0.266 0.359

Table 1: ThePk and WindowDiff scores of uni-
form segmentation (UNI), TextTiling (TT), base-
line alignment (B-ALN), and alignment with hier-
archical and global information (HG-ALN).

From Table 1, we can see that the model that
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utilizes the hierarchical structures of slides and
global distribution of words, i.e., the HG-ALN
model, reduces bothPk and WindowDiff scores
over the baseline model, B-ALN. As discussed
earlier, the baseline is a re-implementation of
standard dynamic time warping based only on a
pre-order walk of the slides, while the HG-ALN
model incorporates also hierarchical bullet con-
straints and global word distribution.

Table 1 also presents the performance of a
typical topic segmentation algorithm, TextTiling
(Hearst, 1997). Note that similar to (Malioutov et
al., 2007), we force the number of predicted topic
segments to be the target number, i.e., in our task,
the number of bullets. The results show that both
the Pk and WindowDiff scores of TextTiling are
significantly higher than those of the alignment al-
gorithms. Our manual analysis suggests that many
segments are as short as several utterances and the
difference between two consecutive segments is
too subtle to be captured by a lexical cohesion-
based method such as TextTiling. For compari-
son, We also present the results of uniform seg-
mentation (UNI), which simply splits the tran-
script of each lecture evenly into segments with
same numbers of words.

6.2 Performance under different WERs

Speech recognition errors within reasonable
ranges often have very small impact on many spo-
ken language processing tasks such as spoken lan-
guage retrieval (Garofolo et al., 2000) and speech
summarization (Christensen et al., 2004; Maskey,
2008; Murray, 2008; Zhu, 2010). To study the
impact of speech recognition errors on our task
here, we experimented with the alignment mod-
els on manual transcripts as well as on automatic
transcripts with different WERs, including a 39%
and a 46% WER produced by two real recogni-
tion systems. To increase the spectrum of our ob-
servation, we also overfit our ASR models to ob-
tain smaller WERs at the levels of 11%, 19%, and
30%.

From Figure 2, we can see that at all levels of
these different WERs, the HG-ALN model con-
sistently outperforms the B-ALN system (the AU-
DIO model will be discussed below). ThePk

and WindowDiff curves also show that the align-
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Figure 2: The impact of different WERs on the
alignment models. The performance of an audio-
based model (AUDIO) is also presented.

ment performance is sensitive to recognition er-
rors, particularly when the WER is in the range of
30%–45%, suggesting that the problem we study
here can benefit from the improvement of current
ASR systems in this range, e.g., the recent ad-
vance achieved in (Glass et al., 2007).

6.3 Imposing hierarchical structures onto
raw speech

We can actually impose hierarchical structures di-
rectly onto raw speech, through estimating the
similarity between bullets and speech. This en-
ables navigation through the raw speech by using
slides; e.g., one can hear different parts of speech
by clicking a bullet. We apply keyword spotting to
solve this problem, which detects the occurrences
of each bullet word in the corresponding lecture
audio.
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In this paper, we use a token-passing based al-
gorithm provided in the ASR toolkit SONIC (Pel-
lom, 2001). Since the slides are given in advance,
we manually add into the pronunciation dictio-
nary the words that appear in slides but not in
the pronunciation dictionary. To estimate sim-
ilarity between a word vector (discussed earlier
in Section 4.2) and an utterance, we sum up all
keyword-spotting confidence scores assigned be-
tween them, normalize the resulted score by the
length of the vector and the duration of the utter-
ance, and then renormalize it to the range [0, 1]
within the same spoken lecture.

We present the performance of our bullet-audio
alignment model (AUDIO) in Figure 2 so that one
can compare its effectiveness with the transcrip-
tion based methods. The figure shows that the
performance of the AUDIO model is comparable
to the baseline transcription-based model, i.e., B-
ALN, when the WERs of the transcripts are in the
range of 37%–39%. The performance is compara-
ble to the HG-ALN model when WERs are in the
range of 42%–44%. Also, this suggests that incor-
porating hierarchical and global features compen-
sates for the performance degradation of speech
recognition in this range when the WER is 4%-
6% higher.

Note that we did not observe that the perfor-
mance is different when incorporating hierarchi-
cal information and global word distributions into
the AUDIO model, so the AUDIO results in Fig-
ure 2 are the performance of both types of meth-
ods. The current keyword spotting component
yields a high false-positive rate; e.g., it incorrectly
reports many words that are acoustically similar to
parts of other words that really appear in an utter-
ance. This happened even when a high threshold
is set. The noise impairs the benefit of hierarchical
and distribution features.

7 Conclusions and discussions

This paper investigates the problem of imposing
a known hierarchical structure onto an unstruc-
tured spoken document. Results show that incor-
porating local hierarchical constraints and global
word distributions in the efficient dynamic pro-
gramming framework yields a better performance
over the baseline. Further experiments on a wide

range of WERs confirm that the improvement is
consistent, and show that both types of models
are sensitive to speech recognition errors, partic-
ularly when WER increases to 30% and above.
Moreover, directly imposing hierarchical struc-
tures onto raw speech through keyword spotting
achieves competitive performance.
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Abstract

We present a probabilistic, salience-based
approach to the interpretation of pointing
gestures together with spoken utterances.
Our mechanism models dependencies be-
tween spatial and temporal aspects of ges-
tures and features of utterances. For our
evaluation, we collected a corpus of re-
quests which optionally included point-
ing. Our results show that pointing infor-
mation improves interpretation accuracy.

1 Introduction

DORIS (Dialogue Oriented Roaming Interactive
System) is a spoken dialogue system designed for
a household robot. In (Zukerman et al., 2008),
we described Scusi? — a spoken language in-
terpretation module which considers multiple sub-
interpretations at different levels of the interpreta-
tion process, and estimates the probability of each
sub-interpretation at each level (Section 2). This
formalism is required for requests such as “Get
me the blue cup” in the context of the scene de-
picted in Figure 1, where possible candidates are
the three white cups, and the blue and purple tum-
blers, but it is unclear which is the intended object,
as none of the alternatives match the request per-
fectly.

In this paper, we integrate pointing gestures
into Scusi?’s probabilistic formalism. We adopt
a salience-based approach, where we take into ac-
count spatial and temporal information to estimate
the probability that a pointing gesture refers to an

Figure 1: Experimental Setup

object. To evaluate our formalism, we collected a
corpus of requests where people were allowed to
point (Section 4). Our results show that when peo-
ple point, our mechanism yields significant im-
provements in interpretation accuracy; and when
pointing was artificially added to utterances where
the people did not point, its effect on interpretation
accuracy was reduced.

This paper is organized as follows. Section 2
outlines the interpretation of a spoken request and
the estimation of the probability of an interpre-
tation. Section 3 describes how pointing affects
this probability. Our evaluation is detailed in Sec-
tion 4. Related research is discussed in Section 5,
followed by concluding remarks.

2 Interpreting Spoken Requests

Here we summarize our previous work on the in-
terpretation of single-sentence requests (Makalic
et al., 2008; Zukerman et al., 2008).
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Scusi? processes spoken input in three stages:
speech recognition, parsing and semantic inter-
pretation. First, Automatic Speech Recognition
(ASR) software (Microsoft Speech SDK 5.3) gen-
erates candidate hypotheses (texts) from a speech
signal. The ASR produces up to 50 texts for a
spoken utterance, where each text is associated
with a probability. In the parsing stage, the texts
are considered in descending order of probability.
Charniak’s probabilistic parser (ftp://ftp.cs.
brown.edu/pub/nlparser/) is applied to each
text, yielding up to 50 parse trees — each asso-
ciated with a probability.

During semantic interpretation, parse trees are
successively mapped into two representations
based on Concept Graphs (Sowa, 1984). First
Uninstantiated Concept Graphs (UCGs), and then
Instantiated Concept Graphs (ICGs). UCGs are
obtained from parse trees deterministically — one
parse tree generates one UCG. A UCG represents
syntactic information, where the concepts corre-
spond to the words in the parent parse tree, and
the relations are derived from syntactic informa-
tion in the parse tree and prepositions. Each UCG
can generate many ICGs. This is done by nomi-
nating different instantiated concepts and relations
from the system’s knowledge base as potential re-
alizations for each concept and relation in a UCG.
Instantiated concepts are objects and actions in the
domain (e.g., mug01, mug02 and cup01 are pos-
sible instantiations of the uninstantiated concept
“mug”), and instantiated relations are similar to
semantic role labels (Gildea and Jurafsky, 2002).
The interpretation process continues until a pre-
set number of sub-interpretations (including texts,
parse trees, UCGs and ICGs) has been generated
or all options have been exhausted.

Figure 2 illustrates a UCG and an ICG for the
request “get the large red folder on the table”. The
intrinsic features of an object (lexical item, colour
and size) are stored in the UCG node for this ob-
ject. Structural features, which involve two ob-
jects (e.g., “folder-on-table”), are represented as
sub-graphs of the UCG (and the ICG).

2.1 Estimating the probability of an ICG

Scusi? ranks candidate ICGs according to their
probability of being the intended meaning of a

Patient

get01

On

folder02

table01

get

object

SIZE          LARGE

LEX folder

 COLOUR  RED

on

LEX table

Utterance:

UCG

Get the large red folder on the table

ICG

Figure 2: UCG and ICG for a sample utterance

spoken utterance. Given a speech signal W and a
context C, the probability of an ICG I , Pr(I|W, C),
is proportional to
∑

Λ

Pr(T |W )·Pr(P |T )·Pr(U |P )·Pr(I|U, C) (1)

where T , P and U denote text, parse tree and
UCG respectively. The summation is taken over
all possible paths Λ = {P,U} from the speech
wave to the ICG, because a UCG and an ICG
can have more than one ancestor. As mentioned
above, the ASR and the parser return an esti-
mate of Pr(T |W ) and Pr(P |T ) respectively; and
Pr(U |P ) = 1, since the process of generating a
UCG from a parse tree is deterministic. The es-
timation of Pr(I|U, C) is described in (Zukerman
et al., 2008). Here we present the final equation
obtained for Pr(I|U, C), and outline the ideas in-
volved in its calculation.

Pr(I|U, C)≈
∏

k∈I
Pr(u|k, C) Pr(k|kp, kgp) Pr(k|C)

(2)
where u is a node in UCG U , k is the correspond-
ing instantiated node in ICG I , kp is k’s parent
node, and kgp is k’s grandparent node. For exam-
ple, On is the parent of table01, and folder02

the grandparent in the ICG in Figure 2.

• Pr(u|k) is the “match probability” between the
specifications for node u in UCG U and the in-
trinsic features of the corresponding node k in
ICG I , i.e., the probability that a speaker who
intended a particular object k gave the specifi-
cations in u.
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• Pr(k|kp, kgp) represents the structural proba-
bility of ICG I , where structural information
is simplified to node trigrams, e.g., whether
folder02 is On table01.

• Pr(k|C) is the probability of a concept in light
of the context, which includes information
about domain objects, actions and relations.

Scusi? handles three intrinsic features: lexical
item, colour and size; and two structural features:
ownership and several locative relations (e.g., on,
under, near). The match probability Pr(u|k) and
the structural probability Pr(k|kp, kgp) are esti-
mated using a distance function between the re-
quirements specified by the user and what is found
in reality — the closer the distance between the
specifications and reality, the higher the probabil-
ity (for details see (Makalic et al., 2008)).

3 Incorporating Pointing Gestures

Pointing affects the salience of objects and the
language used to refer to objects: objects in the
temporal and spatial vicinity of a pointing gesture
are more salient than objects that are farther away,
and pointing is often associated with demonstra-
tive determiners. Thus, the incorporation of point-
ing into Scusi? affects the following elements of
Equation 2 (Section 2.1).

• Pr(k|C) – the context-based probability of an
object (i.e., its salience) is affected by the time
of a pointing gesture and the space it encom-
passes. For instance, if the user says “Get the
cup” in the context of the scene in Figure 1,
pointing around the time s/he said “cup”, the
gesture most likely refers to an object that may
be called “cup”. Further, among the candidate
cups in Figure 1, those closer to the “pointing
vector” have a higher probability.1

• Pr(u|k, C) – when pointing, people often use
demonstrative determiners, e.g., “get me that
cup”. Also, people often use generic identifiers
in conjunction with demonstrative determiners

1At present, we assume that an utterance is associated
with at most one pointing gesture, and that pointing pertains
to objects. This assumption is supported by our user study
(Section 4.1).

to refer to unfamiliar objects, e.g., “that thing”
to refer to a vacuum tube (Figure 1).

These probabilities are estimated in Sec-
tions 3.1 and 3.2. Our calculations are based on
information returned by the gesture recognition
system described in (Li and Jarvis, 2009): gesture
type, time, probability and relevant parameters
(e.g., a vector for a pointing gesture). Since we fo-
cus on pointing gestures, we convert the probabil-
ities expected from Li and Jarvis’s system into the
probability of Pointing and that of Not Pointing,
which comprises all other gestures and no gesture
(these hypotheses are returned at the same time).2

3.1 Calculating salience from pointing
When pointing is taken into account, the probabil-
ity of object k is expressed as follows.

Pr(k|C) = Pr(k|P, C) · Pr(P|C) + (3)

Pr(k|¬P, C) · Pr(¬P|C)

where P designates Pointing, Pr(P|C) and its
complement are returned by the gesture recog-
nition system, and Pr(k|¬P, C) = 1

N (N is the
number of objects in the room, i.e., in the absence
of pointing, we assume that all the objects in the
room are equiprobable3).

As indicated above, we posit that pointing is
spatially correlated with an intended object, and
temporally correlated with a word referring to the
intended object. Hence, we separate Pointing into
two components: spatial (s) and temporal (t), ob-
taining 〈Ps,Pt〉. Thus

Pr(k|P, C) =
Pr(k,Pt,Ps, C)

Pr(P, C) (4)

=
Pr(Pt|k,Ps, C) · Pr(k|Ps, C) · Pr(Ps|C)

Pr(P|C)
We assume that given k, Pt is conditionally in-

dependent fromPs; and that Pr(Ps|C) = Pr(P|C),
i.e., the spatial probability of a pointing gesture is
the probability returned by the gesture system for
the entire pointing hypothesis (time and space).
This yields

Pr(k|P, C) = Pr(Pt|k, C) · Pr(k|Ps, C) (5)
2Owing to timing limitations of the gesture recognition

system (Section 4), we simulate its output.
3At present, we do not consider dialogue salience.
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Figure 3: Spatial pointing and occlusion

where Pr(k|Ps, C) and Pr(Pt|k, C) are estimated
as described in Section 3.1.1 and 3.1.2 respec-
tively. This equation is smoothed as follows (and
incorporated into Equation 3) to take into account
objects that are (spatially or temporally) excluded
from the pointing gesture.

Pr′(k|P, C) =
Pr(k|P, C) + 1

N

1 +
∑N

j=1 Pr(kj |P, C)
(6)

3.1.1 Estimating Pr(k|Ps, C)
Pr(k|Ps, C), the probability that the user in-

tended object k when pointing to a location, is es-
timated using a conic Gaussian density function
around PLine, the Pointing Line created by ex-
tending the pointing vector returned by the gesture
identification system (Figure 3(a)).4

Pr(k|Ps, C) =
αθk√

2πσPs(pd)
e
− d(k,PLine)2

2σ2
Ps

(pd) (7)

where α is a normalizing constant; σPs(pd) is the
standard deviation of the Gaussian cone as a func-
tion of pd(k,PLine), the projected distance be-
tween the user’s pointing hand and the projection
of object k on PLine; d(k,PLine) is the shortest
distance between the center of object k and PLine;
and θk is a factor that reduces the probability of
object k if it is (partially) occluded (Figure 3(b)).

The projected distance pd takes into account
the imprecision of pointing actions — a problem
that is exacerbated by the uncertainty associated
with sensing a pointing vector. A small angular

4Since this is a continuous density function, it does not
directly yield a point probability. Hence, it is normalized on
the basis of the largest possible returned value.

error in the detected pointing vector yields a dis-
crepancy in the distance between the pointing line
and candidate objects. This discrepancy increases
as pd(k,PLine) increases. To compensate for this
situation, we increase the variance of the Gaussian
distribution linearly with the projected distance
from the user’s hand (we start with a small stan-
dard deviation ofσ0 = 5 mm at the user’s fingers,
attributed to sensor error). This allows farther ob-
jects with a relatively high displacement from the
pointing vector to be encompassed in a pointing
gesture (e.g., the larger mug in Figure 3(a)), while
closer objects with the same displacement are ex-
cluded (e.g., the smaller mug). This yields the fol-
lowing equation for the variance.

σ2
Ps(pd) = σ2

0 +K · pd(k,PLine)

where K = 2.5 mm is an empirically determined
increase rate.

The occlusion factor θk reduces the probability
of objects as they become more occluded. We ap-
proximate θk by considering the objects that are
closer to the user than k, and estimating the extent
to which these objects occlude k (Figure 3(b)).
This estimate is a function of the position of these
objects and their size — the larger an intervening
object, the lower the probability that the user is
pointing at k. These factors are taken into account
as follows.

Pr(j occl k)=
γ√

2πσθ(pd)
e
− (d(j,OLine)− 1

2 dimmin(j))
2

2σ2
θ
(pd)

(8)
where γ is a normalizing constant; the numera-
tor of the exponent represents the maximum dis-
tance from the edge of object j to the line between
the user’s hand and object k, denoted Object Line
(OLine); and

σ2
θ(pd) =

1

2

(
σ2

0 +K · pd(j,OLine)
)

represents the variance of a cone from the user’s
hand to object k as a function of distance. In order
to represent the idea that object j must be close
to the Object Line to occlude object k, we use
half the variance of that used for the “pointing
cone”, which yields a thinner “occlusion cone”
(Figure 3(b)). θk is then estimated as 1 minus the
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maximum occlusion caused by the objects that are
closer to the user than k.

θk=1− max
∀j d(j,hand)<d(k,hand)

{Pr(j occl k)} (9)

3.1.2 Estimating Pr(Pt|k, C)
Pr(Pt|k, C) is obtained as follows.

Pr(Pt|k, C) =
n∑

i=1

Pr(Pt, k,Wi, C)
Pr(k, C) (10)

=
n∑

i=1

Pr(k|Pt, wi, C)·Pr(T (wi)|Pt, C)·Pr(Pt|C)
Pr(k|C)

where n is the number of nouns in the user’s utter-
ance, and Wi = 〈wi, T (wi)〉 is a tuple comprising
the ith noun and the mid point of the time when it
was uttered.

We make the following assumptions.

• Pr(Pt|C) = 1, as all the gesture hypotheses
are returned at the same time;

• given Pt, the timing of a word T (wi) is condi-
tionally independent of C; and

• given wi, k is conditionally independent of
the timing of the pointing gesture Pt, i.e.,
Pr(k|Pt, wi, C) = Pr(k|wi, C).

This probability is represented as

Pr(k|wi, C) =
Pr(wi|k) · Pr(k|C)

∑N
j=1 {Pr(wi|kj) · Pr(kj |C)}

where N is the number of objects.

These assumptions yield

Pr(Pt|k, C)=

n∑

i=1

Pr(wi|k) · Pr(T (wi)|Pt)∑N
j=1 {Pr(wi|kj)·Pr(kj |C)}

(11)
where Pr(T (wi)|Pt), the probability of the time
of word wi given the time of the pointing gesture,
is obtained from the following Gaussian time dis-
tribution for pointing.

Pr(T (wi)|Pt) =
β√

2πσPt
e
− (T(wi)−PTime)2

2σ2
Pt (12)

where β is a normalizing constant, PTime is the
time of the gesture, and σPt is the standard de-
viation of the Gaussian density function, which is
currently set to 650 msec (based on our corpus).

As in our previous work (Makalic et al.,
2008), we estimate Pr(wi|k) using the Leacock
and Chodorow (1998) WordNet similarity metric.
This metric also yields a match probability be-
tween most objects and generic words like “ob-
ject, thing, here, there”, enabling us to handle re-
quests such as “Get that thing over there”.

3.2 Calculating the probability of a referring
expression

As mentioned in Section 2, the intrinsic features
previously considered in Scusi? are lexical item,
colour and size (Makalic et al., 2008). Pointing
affects referring expressions in that people may
point instead of generating complex descriptions,
they may employ demonstrative determiners to-
gether with generic terms such as “thing” (espe-
cially when they are unfamiliar with the name of
an object), and they may use demonstrative pro-
nouns. The first two behaviours were exhibited in
our user study (Section 4), but none of our trial
participants used demonstrative pronouns.

To incorporate pointing into the calculation of
Pr(u|k, C), we add determiners to Scusi?’s for-
malism for intrinsic features, which yields

Pr(u|k, C) = Pr(ulex, udet, ucolr, usize|k, C)
After adding weights for the intrinsic features

(inspired by (Dale and Reiter, 1995)), and making
some simplifying assumptions, we obtain

Pr(u|k, C) = (13)

Pr(ulex|k, C)wlex · Pr(udet|k, C)wdet ·
Pr(ucolr|k)wcolr · Pr(usize|ulex, k)wsize

The estimation of Pr(ulex|k, C), Pr(ucolr|k) and
Pr(usize|ulex, k) is described in (Makalic et al.,
2008). Here we focus on Pr(udet|k, C).

3.2.1 Estimating Pr(udet|k, C)
Pr(udet|k, C) is estimated as follows.

Pr(udet|k, C) =
Pr(k|udet, C) · Pr(udet|C)

Pr(k|C) (14)

=
Pr(k|udet, C)

Pr(k|C)

[
Pr(udet|P, C) · Pr(P|C)+
Pr(udet|¬P, C) · Pr(¬P|C)

]
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where det = {def article, indef article, de-
monstr this, demonstr that}; Pr(P|C) and
Pr(¬P|C) are returned by the gesture system;
Pr(udet|P, C) and Pr(udet|¬P, C) are obtained
from our corpus; and for now we assume that
Pr(k|udet, C) = Pr(k|C).5 This yields

Pr(udet|k, C) = Pr(udet|P, C) · Pr(P|C) + (15)

Pr(udet|¬P, C) · Pr(¬P|C)

4 Evaluation

To obtain a corpus, we conducted a user study
whereby we set up a room with labeled objects
(Figure 1), and asked trial participants to request
12 selected items from DORIS (the room included
33 items in total, including distractors, and one of
the authors pretended to be DORIS). The objects
were selected and laid out in the room to reflect
a variety of conditions, e.g., common and rare
objects (e.g., vacuum tube); unique, non-unique
and similar objects (e.g., white cups); and objects
placed near each other and far from each other.

We divided our corpus of requests into two
parts: with and without pointing. Scusi?’s perfor-
mance was tested on input obtained from the ASR
and on textual input (perfect ASR). We consid-
ered two scenarios for each sub-corpus: Pointing,
where our pointing mechanism was activated on
the basis of a simulated pointing gesture,6 and No-
Pointing, where no pointing gesture was detected.
This was done in order to test two hypotheses:
(1) when people point, pointing information im-
proves interpretation performance; and (2) when
they do not point, even perfect pointing has little
effect on interpretation performance.

Scusi? was set to generate at most 300 sub-
interpretations in total (including texts, parse
trees, UCGs and ICGs) for each spoken request,
and at most 200 sub-interpretations for each tex-
tual request. On average, Scusi? takes 10 seconds
to go from texts to ICGs. An interpretation was

5In the future, we will incorporate distance from the user
to refine the probabilities of determiners.

6At present, we assume accurate pointing and gesture de-
tection, and precise information regarding the position of ob-
jects. In the near future, we will study the sensitivity of our
mechanism to pointing inaccuracies, and to errors in gesture
detection and scene analysis.

deemed successful if it correctly represented the
speaker’s intention, which was encoded in one or
more Gold ICGs. These ICGs were manually con-
structed on the basis of the requested objects and
the participants’ utterances. Multiple Gold ICGs
were allowed if there were several suitable actions
and objects.

4.1 The Corpus

19 people participated in the trial, generating a to-
tal of 276 requests, of which 136 involved point-
ing gestures (3 participants were asked to repeat
the experiment after it became clear that they were
refraining from pointing, as they erroneously as-
sumed they were not allowed to gesture). We fil-
tered out 64 requests, which included concepts
our system cannot yet handle, specifically “the
end of the table”, projective modifiers (e.g., “be-
hind/left”), ordinals (“first/second”), references to
groups of things (e.g., “six blue pens”), and zero-
and one-anaphora. This yielded 212 requests, of
which 105 involved pointing gestures.

In addition, the software we used has the fol-
lowing limitations: the gesture recognition sys-
tem (Li and Jarvis, 2009) requires users to hold
a gesture for 2 seconds, and the ASR system is
speaker dependent and cannot recognize certain
words (e.g., “mug”, “bowl” and “pen”). To cir-
cumvent these problems, each pointing gesture
was manually encoded into a time-stamped vec-
tor; and one of the authors read slightly sanitized
versions of participants’ utterances into the ASR:
“can you”, “please” and “DORIS” were omitted;
long prepositional phrases were shortened (e.g.,
“the thing with wires sticking out of it”); and
words that were problematic for the ASR were re-
placed (e.g., “pencil” was used instead of “pen”).

There was some difference in the length of re-
quests with and without pointing, but it wasn’t as
pronounced as reported in (Johnston et al., 2002):
requests with/without pointing had 5.84/6.27
words on average. ASR performance was worse
for the requests that had pointing, with the top
ASR interpretation being correct for only 46%
of these requests, compared to 57.5% for the re-
quests without pointing. This difference may be
attributed to the ASR having trouble with sen-
tence constructs associated with pointing. Overall
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% Gold ICGs in Avg adj rank % Not Avg adj rank % Not
top 1 top 3 (rank) found (rank) 20 found 20

Sub-corpus without pointing
Text, Scusi?-NoPointing 89.7 93.5 4.39 (0.78) 0.9 1.18 (0.13) 4.7
Text, Scusi?-Pointing 86.9 87.9 3.28 (1.89) 0.9 0.39 (0.35) 4.7
ASR, Scusi?-NoPointing 81.3 85.0 4.67 (0.83) 7.5 1.24 (0.17) 12.1
ASR, Scusi?-Pointing 79.4 81.3 5.00 (2.62) 5.6 0.46 (0.40) 12.1
Sub-corpus with pointing
Text, Scusi?-NoPointing 84.8 89.5 3.54 (0.59) 4.8 1.48 (0.20) 9.5
Text, Scusi?-Pointing 82.9 86.7 4.19 (1.63) 1.9 0.41 (0.29) 7.6
ASR, Scusi?-NoPointing 76.2 82.9 7.93 (0.95) 10.5 1.79 (0.27) 15.2
ASR, Scusi?-Pointing 73.3 81.0 8.65 (2.76) 8.6 0.68 (0.40) 14.3

Table 1: Scusi?’s interpretation performance

the ASR returned the correct interpretation, at any
rank, for 88% of the requests.

4.2 Results

Table 1 summarizes our results. Column 1 dis-
plays the test condition (sub-corpus with/without
pointing, text/ASR, and with/without Scusi?’s
pointing mechanism). Columns 2-3 show the per-
centage of utterances that had Gold ICGs whose
probability was among the top 1 and top 3, e.g.,
in the sub-corpus with pointing, when Scusi?-
Pointing was run on text, 82.9% of the utter-
ances had Gold ICGs with the highest probability
(top 1). The average adjusted rank (AR) and av-
erage rank of the Gold ICG appear in Column 4.
The rank of an ICG I is its position in a list sorted
in descending order of probability (starting from
position 0), such that all equiprobable ICGs are
deemed to have the same position. The adjusted
rank of an ICG I is the mean of the positions of
all ICGs that have the same probability as I . For
example, if we have 4 equiprobable ICGs in po-
sitions 0-3, each has a rank of 0, but an adjusted
rank of rbest+rworst

2 = 1.5. Column 5 shows the
percentage of utterances that didn’t yield a Gold
ICG. Column 6 shows the average AR for inter-
pretations with AR < 20 (and their average rank),
and Column 7 shows the percentage of utterances
that had AR ≥ 20 or were not found. We dis-
tinguish between Gold ICGs with ARs 0 to 19
and total Gold ICGs that were found, because a
dialogue manager is likely to inspect the promis-

ing options, i.e., those with AR < K (we assume
K = 20). In addition, there is normally a trade-
off between the number of Not Found Gold ICGs
and average AR. ICGs that are not found by one
approach but are found by another approach typi-
cally have a high (bad) rank when they are even-
tually found (Zukerman et al., 2008). Thus, an ap-
proach that fails to find such “difficult” ICGs usu-
ally yields a lower average AR than an approach
that finds these ICGs. Capping the ARs of the
found Gold ICGs at 20 clarifies the trade-off be-
tween average AR and Not Found.

Our results show that, as expected, the main
role of pointing is in referent disambiguation.
This is evident from the significant reduction in
average AR-20 (Column 6) for the pointing and
no-pointing sub-corpora, under the text/ASR in-
put conditions. All the differences are statistically
significant with p < 0.01.7 Nonetheless, the im-
provements in average AR-20 obtained by artifi-
cially introduced pointing in the no-pointing sub-
corpus are smaller for both text and ASR than the
improvements obtained with actual pointing. We
posit that this smaller impact is due to the fact that
utterances without pointing are more descriptive
than those with pointing, hence benefitting less
from the disambiguating effect of pointing.

The Pointing condition has a seemingly adverse
effect on the number of interpretations with top
ranks (Columns 2-3). This is explained by the fact

7The differences were calculated using a paired t-test for
all the Gold ICGs that were found in both configurations.
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that all equiprobable interpretations have the same
rank, which happens more often under the No-
Pointing condition than under the Pointing con-
dition (as pointing has a disambiguating effect).

Finally, under all conditions, the rank of the re-
quest at the 75%-ile is 0, which indicates cred-
itable performance. The larger number of Not
Found Gold ICGs for the ASR condition is ex-
pected, as the ASR failed to find 12% of the cor-
rect texts on average, performing worse for the
pointing sub-corpus. The other Not Found Gold
ICGs were mainly due to parsing preferences, and
multiple parses for some utterances that had the
word “thing” (which matched all objects).

5 Related Research

Gesture recognition systems endeavour to detect
the gesture being made. Common approaches in-
clude Hidden Markov Models, e.g., (Nickel and
Stiefelhagen, 2003), and Finite State Machines,
e.g., (Li and Jarvis, 2009). Systems that focus
on pointing also identify the target object, with-
out recognizing the type of this object (Nickel and
Stiefelhagen, 2003; Li and Jarvis, 2009).

Most of the research in gesture and speech in-
tegration focuses on pointing gestures, employ-
ing speech as the main input modality, and us-
ing semantic fusion to combine spoken input with
gesture. Different approaches are used for ges-
ture detection, e.g., vision (Stiefelhagen et al.,
2004; Brooks and Breazeal, 2006) and sensor
glove (Corradini et al., 2002); and for language
interpretation, e.g., dedicated grammars (Stiefel-
hagen et al., 2004; Brooks and Breazeal, 2006)
and keywords (Einstein and Christoudias, 2004).
Fusion is variously implemented using heuristics
based on temporal overlap (Bolt, 1980; Johnston
et al., 2002), querying a gesture-sensing module
when ambiguous referents are identified (Fransen
et al., 2007), or unification to determine which
elements can be merged (Corradini et al., 2002;
Stiefelhagen et al., 2004). These are some-
times combined with search techniques coupled
with penalties (Einstein and Christoudias, 2004;
Brooks and Breazeal, 2006). With the exception
of Bolt’s system, these systems were tested on ut-
terances that were quite short and constrained.

Our approach integrates spatial and temporal

aspects of gesture into our probabilistic formal-
ism (Zukerman et al., 2008), focusing on the ef-
fect of pointing on object salience. Other salience-
based approaches are described in (Einstein and
Christoudias, 2004; Huls et al., 1995). How-
ever, they are not directly comparable with our
approach, as they use salience to weigh the im-
portance of factors pertaining to gesture-speech
alignment, but there is no uncertainty associated
with the visual salience resulting from pointing.

Our use of a probabilistic parser enables us
to handle more complex utterances than those
considered by most speech-gesture systems (Sec-
tion 2). At the same time, we do not yet handle
speech disfluencies, which are currently handled
by (Einstein and Christoudias, 2004; Stiefelhagen
et al., 2004). Also, at present we do not consider
the challenges pertaining to the real-time synchro-
nization of the output of a gesture-sensing and
a speech-recognition system (Stiefelhagen et al.,
2004; Brooks and Breazeal, 2006).

6 Conclusion and Future Work

We have extended Scusi?, our spoken language in-
terpretation system, to incorporate pointing ges-
tures. Specifically, we have offered a formalism
that takes into account relationships between as-
pects of gesture and spoken language to integrate
information about pointing gestures into the es-
timation of the probability of candidate interpre-
tations of an utterance. Our empirical evaluation
shows that our formalism significantly improves
interpretation accuracy.

In the future, we propose to refine our model
of demonstrative determiners. We also intend to
perform sensitivity analysis regarding the accu-
racy of the vision system, and that of the gesture
recognition system. In addition, we will conduct
user studies to gain insights with respect to con-
ditions that influence the probability of pointing,
e.g., type of object and its position relative to the
speaker.
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