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Preface

You will find in this volume papers from the 23rd International Conference on Computational
Linguistics (COLING 2010) held in Beijing, China on August 23-27, 2010 under the auspices of
the International Committee on Computational Linguistics (ICCL), and organized by the Chinese
Information Processing Society (CIPS) of China. For this prestigious natural language processing
conference to be held in China is a significant event for computational linguistics and for colleagues in
China, demonstrating both the maturity of our field and the development of academic areas in China.

COLING started as a friendly gathering in New York in 1965, and has grown steadily since. Yet
COLINGS aspiration to be a different conference remains the same. COLING strives to maintain its
key qualities of embracing different theories and encouraging young scholars in spite of its growing
size. A new component introduced at COLING 2010 underlines this quality. A RefreshINGenious
(RING) session, organized by Aravind Joshi, our General Chair, allows new and un-orthodox ideas to
be presented before they are fully developed in order to generate more discussion and stimulate other
new ideas. We hope that this can become an important feature of COLING in the future.

The 155 oral papers included in the hardcopy proceedings published by Tsinghua University Press, as
well as the 334 papers included in the electronic proceedings (the same 155 oral papers plus 179 poster
papers) are selected from among 815 effective submissions among the more than 840 submissions
received. The very selective acceptance rate of 19.02% for oral presentations (155/815 submissions)
indicates the extremely high quality of the papers. An additional 21.96% (179/815) are selected for
poster presentations to bring the overall acceptance rate to 40.98% (334/815).

We would like to thank the program committee area chairs for their dedicated and efficient review
work, and our 738 reviewers for giving us very high quality reviews with a very short turnaround time,
allowing us to maintain both the review quality and schedule even given the extraordinary number of
submissions. Of course we thank the authors of the 840 papers for submitting their labor of love to
COLING. Although we were only able to accept a minority of the submitted papers, we do hope that all
authors and reviewers benefit from this process of indirect dialogue. We are especially grateful to the
incredibly hard-working team of Stanford volunteers Jenny Finkel, Adam Vogel, and Mengqiu Wang,
and HIT volunteers Sam Liang and Lemon Liu, who provided timely and efficient support for the two
program chairs at every step of the review and publication processes.

Last but not least, we would like to thank the people who made COLING 2010 and this volume possible.
We thank local arrangement committee co-chairs Professor Chengqing Zong and Professor Le Sun for
their tireless work which will make COLING-2010 a sure success. Our special appreciation goes to the
Chinese Information Processing Society (CIPS) and Professor Youqi Cao for their generous support as
the COLING 2010 organizer. Lastly, Professor Qin Lu and Professor Tiejun Zhao should be recognized
for their meticulous preparation for editing and publication, which brought this volume to reality.

Chu-Ren Huang and Dan Jurafsky,
COLING 2010 Program Committee Co-chairs

July 8, 2010
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Abstract

There exists a well-established and almost
unanimously adopted measure of tagger
performance, namely, accuracy. Although
it is perfectly adequate for small tagsets
and typical approaches to disambiguation,
we show that it is deficient when applied
to rich morphological tagsets and propose
various extensions designed to better cor-
relate with the real usefulness of the tag-
ger.

1 Introduction

Part-of-Speech (PoS) tagging is probably the
most common and best researched NLP task, the
first step in many higher level processing solu-
tions such as parsing, but also information re-
trieval, speech recognition and machine transla-
tion. There are also well established evaluation
measures, the foremost of which is accuracy, i.e.,
the percent of words for which the tagger assigns
the correct — in the sense of some gold standard
— interpretation.

Accuracy works well for the original PoS tag-
ging task, where each word is assumed to have ex-
actly one correct tag, and where the information
carried by a tag is limited roughly to the PoS of
the word and only very little morphosyntactic in-
formation, as in typical tagsets for English. How-
ever, there are two cases where accuracy becomes
less than adequate: the situation where the gold
standard and / or the tagging results contain mul-
tiple tags marked as correct for a single word, and
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the use of a rich morphosyntactic (or morphologi-
cal) tagset.

The first possibility is discussed in detail in
(Karwanska and Przepidrkowski, 2009), but the
need for an evaluation measure for taggers which
do not necessarily fully disambiguate PoS was al-
ready noted in (van Halteren, 1999), where the use
of standard information retrieval measures preci-
sion and recall (as well as their harmonic mean,
the F-measure) is proposed. Other natural gen-
eralisations of the accuracy measure, able to deal
with non-unique tags either in the gold standard!
or in the tagging results, are proposed in (Kar-
wanska and Przepiorkowski, 2009).

Standard accuracy is less than adequate also
in case of rich morphosyntactic tagsets, where
the full tag carries information not only about
PoS, but also about case, number, gender, etc.
Such tagsets are common for Slavic languages,
but also for Hungarian, Arabic and other lan-
guages. For example, according to one com-
monly used Polish tagset (Przepidérkowski and
Woliniski, 2003), the form uda has the follow-
ing interpretations: fin:sg:ter:perf (a fi-
nite singular 3rd person perfective form of the
verb UDAC ‘pretend’), subst :pl:nom:n and

"There are cases were it makes sense to manually assign
a number of tags as correct to a given word, as any decision
would be fully arbitrary, regardless of the amount of con-
text and world knowledge available. For example, in some
Slavic languages, incl. Polish, there are verbs which option-
ally subcategorise for an accusative or a genitive comple-
ment, without any variation in meaning, and there are nouns
which are syncretic between these two cases, so for such
“verb + noun,cc/gen” Sequences it is impossible to fully dis-
ambiguate case; see also (Oliva, 2001).
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subst:pl:acc:n (nominative or accusative
plural form of the neuter noun UDO ‘thigh’).
Now, assuming that the right interpretation in a
given context is subst:pl:acc:n, accuracy
will equally harshly penalise the other nominal in-
terpretation (subst :pl:nom:n), which shares
with the correct interpretation not only PoS, but
also the values of gender and number, and the
completely irrelevant verbal interpretation. A
more accurate tagger evaluation measure should
distinguish these two non-optimal assignments
and treat subst : pl:nom:n as partially correct.

Similarly, the Polish tagset mentioned above
distinguishes between nouns and gerunds, with
some forms actually ambiguous between these
two interpretations. For example, zadanie may be
interpreted as a nominative or accusative form of
the noun ZADANIE ‘task’, or a nominative or ac-
cusative form of the gerund derived from the verb
ZADAC ‘assign’. Since gerunds and nouns have
very similar distributions, any error in the assign-
ment of part of speech, noun vs. gerund, will most
probably not matter for a parser of Polish — it
will still be able to construct the right tree, pro-
vided the case is correctly disambiguated. How-
ever, the “all-or-nothing” nature of the accuracy
measure regards the tag differing from the correct
one only in part of speech or in case as harshly,
as it would regard an utterly wrong interpretation,
say, as an adverb.

In what follows we propose various evaluation
measures which differentiate between better and
worse incorrect interpretations, cf. § 2. The im-
plementation of two such measures is described
in § 3. Finally, § 4 concludes the paper.

2 Proposed Measures

2.1 Full Interpretations and PoS

The first step towards a better accuracy mea-
sure might consist in calculating two accu-
racy measures: one for full tags, and the
other only for fragments of tags represent-
ing parts of speech. Two taggers wrongly
assigning either fin:sg:ter:perf (Tl) or
subst :pl:nom:n (T2) instead of the correct
subst:pl:acc:n would fare equally well with
respect to the tag-level accuracy, but T2 would be

— rightly — evaluated as better with respect to
the PoS-level accuracy.

The second example given in § 1 shows, how-
ever, that the problem is more general and that a
tagger which gets the PoS wrong (say, gerund in-
stead of noun) but all the relevant categories (case,
number, gender) right may actually be more use-
ful in practice than the one that gets the PoS right
at the cost of confusing cases (say, accusative in-
stead of nominative).

2.2 Positional Accuracy

A generalisation of the idea of looking separately
at parts of speech is to split tags into their compo-
nents (or positions) and measure the correctness
of the tag by calculating the F-measure. For ex-
ample, if the (perfective, affirmative) gerundial in-
terpretation ger:sg:nom:n:perf:aff is as-
signed instead of the correct nominal interpreta-
tion subst : sg:nom:n, the tags agree on 3 po-
sitions (sg, nom, n), so the precision is %, the re-
call — %, which gives the F-measure of 0.6. Obvi-
ously, the assignment of the correct interpretation
results in F-measure equal 1.0, and the completely
wrong interpretation gives F-measure 0.0. Taking
these values instead of the “all-or-nothing” O or 1,
accuracy is reinterpreted as the average F-measure
over all tag assignments.

Note that while this measure, let us call it po-
sitional accuracy (PA), is more fine-grained than
the standard accuracy, it wrongly treats all com-
ponents of tags as of equal importance and dif-
ficulty. For example, there are many case syn-
cretisms in Polish, but practically no ambiguities
concerning the category of negation (see the value
af f above), so case is inherently much more diffi-
cult than negation, and also much more important
for syntactic parsing, and as such it should carry
more weight when evaluating tagging results.

2.3 Weighted Positional Accuracy

In the current section we make a simplifying as-
sumption that weights of positions are absolute,
rather than conditional, i.e., that the weight of, say,
case does not depend on part of speech, word or
context. Once the weights are attained, weighted
precision and recall may be used as in the follow-
ing example.



Assume that PoS, case, number and gender
have the same weight, say 2.0, which is 4 times
larger than that of any other category. Then, in
case ger:sg:nom:n:perf:aff is assigned
instead of the correct subst :sg:nom:n, pre-
cision and recall are given by:

p__ 3x20 2

4%x20+2x05 3’
_3x20 3
T 4x20 4

This results in a higher F-measure than in case of
non-weighted positional accuracy.

The following subsections propose various
ways in which the importance of particular gram-
matical categories and of the part of speech may
be estimated.

2.3.1 Average Ambiguity

The average number of morphosyntactic inter-
pretations per word is sometimes given as a rough
measure of the difficulty of tagging. For exam-
ple, tagging English texts with the Penn Treebank
tagset is easier than tagging Czech or Polish, as
the average number of possible tags per word is
2.32 in English (Haji¢, 2004, p. 171), while it is
3.65 (Haji¢ and Hladkd, 1997, p.113) and 3.32
(Przepidrkowski, 2008, p.44) for common tagsets
for Czech and Polish, respectively.

By analogy, one measure of the difficulty of as-
signing the right value of a given category or part
of speech is the average number of different val-
ues of the category per word.

2.3.2 Importance for Parsing

All measures mentioned so far are intrinsic (in
vitro) evaluation measures, independent — but
hopefully correlated with — the usefulness of the
results in particular applications. On the other
hand, extrinsic (in vivo) evaluation estimates the
usefulness of tagging in larger systems, e.g., in
parsers. Full-scale extrinsic evaluation is rarely
used, as it is much more costly and often requires
user evaluation of the end system.

In this and the next subsections we propose
evaluation measures which combine the advan-
tages of both approaches. They are variants of
the weighted positional accuracy (WPA) measure,

where weights correspond to the usefulness of a
given category (or PoS) for a particular task.

Probably the most common task taking advan-
tage of morphosyntactic tagging is syntactic pars-
ing. Here, weights should indicate to what extent
the parser relies on PoS and particular categories
to arrive at the correct parse. Such weights may
be estimated from an automatically parsed corpus
in the following way:

for each category (including PoS) ¢ do
count(c) =0 {Initialise counts. }
end for
for each sentence s do
for each rule r used in s do
for each terminal symbol (word) ¢ in the
RHS of r do
for each category c referred to by r in ¢
do
increase count(c)
end for
end for
end for
end for
{Use count(c)’s as weights. }

In prose: whenever a syntactic rule is used, in-
crease counts of all morphosyntactic categories
(incl. PoS) mentioned in the terminal symbols oc-
curring in this rule. These counts may be nor-
malised or used directly as weights.

We assume here that either the parser produces
a single parse for any sentence (assumption realis-
tic only in case of shallow parsers), or that the best
or at least most probable parse may be selected au-
tomatically, as in case of probabilistic grammars,
or that parses are disambiguated manually. In case
only a non-probabilistic deep parser is available,
and parses are not disambiguated manually, the
Expectation-Maximisation method may be used
to select a probable parse (Dgbowski, 2009) or all
parses might be taken into account.

Note that, once a parser is available, such
weights may be calculated automatically and used
repeatedly for tagger evaluation, so the cost of us-
ing this measure is not significantly higher than
the cost of intrinsic measures, while at the same
time the correlation of the evaluation results with
the extrinsic application is much higher.



2.3.3 Importance for Corpus Search

The final variant (many more are imagin-
able) of WPA that we would like to de-
scribe here concerns another application of tag-
ging, namely, for the annotation of corpora.
Various corpus search engines, including the
IMS Open Corpus Workbench (http://cwb.
sourceforge.net/)and Poligarp (http://
poligarp.sourceforge.net/) allow the
user to search for particular parts of speech and
grammatical categories. Obviously, the tagger
should maximise the quality of the disambigua-
tion of those categories which occur frequently
in corpus queries, i.e., the weights should corre-
spond to the frequencies of particular categories
(and PoS) in user queries. Note that the only re-
source needed to calculate weights are the logs of
a corpus search engine.

An experiment involving an implementation of
this measure is described in detail in § 3.

2.4 Conditional Weighted Positional
Accuracy

The importance and difficulty of a category may
depend on the part of speech. For example, af-
ter case syncretisms, gender ambiguity is one of
the main problems for the current taggers of Pol-
ish. But this problem concerns mainly pronouns
and adjectives, where the systematic gender syn-
cretism is high. On the other hand, nouns do not
inflect for gender, so only some nominal forms
are ambiguous with respect to gender. Moreover,
gerunds, which also bear gender, are uniformly
neuter, so here part of speech alone uniquely de-
termines the value of this category.

A straightforward extension of WPA capitalis-
ing on these observations is what we call con-
ditional weighted positional accuracy (CWPA),
where weights of morphosyntactic categories are
conditioned on PoS.

Note that not all variants of WPA may be easily
generalised to CWPA; although such an extension
is obvious for the average ambiguity (§ 2.3.1), it is
less clear for the other two variants. For parsing-
related WPA, we assume that, even if a given rule
does not mention the PoS of a terminal symbol,’

>For example, in unification grammars and constraint-
based grammars a terminal may be identified only by the

that PoS may be read off the parse tree, so the con-
ditional weights may still be calculated. On the
other hand, logs of a corpus search engine are typ-
ically not sufficient to calculate such conditional
weights; e.g., a query for a sequence of 5 genitive
words occurring in logs would have to be rerun
on the corpus again in order to find out parts of
speech of the returned 5-word sequences. For a
large number of queries on a large corpus, this is
a potentially costly operation.

It is also not immediately clear how to gener-
alise precision and recall from WPA to CWPA.
Returning to the example above, where ¢; =
ger:sg:nom:n:perf:aff is assigned in-
stead of the correct to = subst :sg:nom:n, we
note that the weights of number, case and gender
may now (and should, at least in case of gender!)
be different for the two parts of speech involved.
Hence, precision needs to be calculated with re-
spect to the weights for the automatically assigned
part of speech, and recall — taking into account
weights for the gold standard part of speech:

B 5tft§w(ﬁ) + D ety ta) Stergw(clty)

a w(ty) + Xeec ) wlclti) ’

Otz w(t3) + Xcec(ty o) Ststgw(c[ts)
w(t3) + Yooty w(clts) ’

R=

where t* is the PoS of tag t, w(p) is the weight
of the part of speech p, w(c|p) is the conditional
weight of the category ¢ for PoS p, C(t) is the set
of morphosyntactic categories of tag t, C'(t1,t2)
is the set of morphosyntactic categories common
to tags t and to, t¢ is the value of category c in
tag ¢, and J;; is the Kronecker delta (equal to 1 if
1 = 7, and to O otherwise). Hence, for the example
above, these formulas may be simplified to:

Zce{n,c,g} w(c|ger)
w(ger) + Zce{n,c,g,a,neg} w(c\ger) ’
Zce{n,c,g} w(c|subst)
~ w(subst) + Ycen,c,qr W(c[subst)’

pP=

where n, ¢, g, a and neg stand for number, case,
gender, aspect and negation.

values of some of its categories, as in the following simple
rule, specifying prepositional phrases as a preposition gov-
erning a specific case and a non-empty sequence of words

bearing that case: PPcase=c — Pcase=C Xj_ase:C'



3 Experiment

To evaluate behaviour of the proposed metrics, a
number of experiments were performed using the
manually disambiguated part of the IPI PAN Cor-
pus of Polish (Przepiérkowski, 2005). This sub-
corpus consists of 880000 segments. Two tag-
gers of Polish were tested. TaKIPI (Piasecki and
Godlewski, 2000) is a tagger which was used for
automatic disambiguation of the remaining part of
the aforementioned corpus. It is a statistical clas-
sifier based on decision trees combined with some
automatically extracted, hand-crafted rules. This
tagger by default sometimes assigns more than
one tag to a segment, what is consistent with the
golden standard. There is a setting which allows
this behaviour to be switched off. This tagger was
tested with both settings. The other tagger is a
prototype version of this Brill tagger, presented by
Acedanski and Gotuchowski in (Acedanski and
Gotuchowski, 2009).

For comparison, four metrics were used: stan-
dard metrics for full tags and only parts of speech,
as well as Positional Accuracy and Weighted Posi-
tional Accuracy. For the last measure, the weights
were obtained by analysing logs of user queries of
the Poliqarp corpus search engine. Occurrences
of queries involving particular grammatical cat-
egories were counted and used as weights. Ob-
tained results are presented in Table 1.

Table 1: Occurrences of particular grammatical
categories in query logs of the Poliqarp corpus
search engine.

Category # occurrences
POS 37771
CASE 14055
NUMBER 2074
GENDER 552
ASPECT 222
PERSON 186
DEGREE 81
ACCOMMODABILITY 25
POST-PREP. 8
NEGATION 7
ACCENTABILITY 5
AGGLUTINATION 4

3.1 Scored information retrieval metrics

In § 2 a number of methods of assigning a score
to a pair of tags were presented. From now on,
let name them scoring functions. One could use
them directly for evaluation, given that both the
tagger and the golden standard always assign a
single interpretation to each segment. This is not
the case for the corpus we use, hence we pro-
pose generalisation of standard information re-
trieval metrics (precision, recall and F-measure)
as well as strong and weak correctness (Kar-
warnska and Przepiérkowski, 2009) to account for
scoring functions.

Denote by T; and G the sets of tags assigned by
the tagger and the golden standard, accordingly,
to the i-th segment of the tagged text. The set of
all tags in the tagset is denoted by T. The scoring
function used is score: T x T — [0, 1]. Also, to
save up on notation, we define

t,A) = t,
score(t, A) grllgj‘(score(, )

Now, given the text has n segments, we take
>t Yoger, score(t, Gy)

P = —
ie1 | T3
i=1 deGi score(g, T;)
R = =
i1 |Gil
_2- PR
~ P+R
WO = Yoy maxer, score(t, Gy)
n
*  min({score(t,G;):t € T;}
SO — U {score(g, T;): g € Gi})

n

Intuitions for scored precision and recall are that
precision specifies the percent of tags assigned by
the tagger which have a high score with some cor-
responding golden tag. Analogously recall esti-
mates the percent of golden tags which have high
scores with some corresponding tag assigned by
the tagger. The definition of recall is slightly dif-
ferent than proposed by Ziétko et al. (Ziétko et
al., 2007) so that recall is never greater than one.>

3For example if the golden standard specifies a single tag
and the tagger determines two tags which all score 0.6 when

compared with the golden, then if we used equations from
Zidtko et al., we would get the recall of 1.2.



3.2 Evaluation results

Now the taggers were trained on the same data
consisting of 90% segments of the corpus and then
tested on the remaining 10%. Results were 10-
fold cross-validated. They are presented in Ta-
bles 2, 3, 4 and 5.

As expected, the values obtained with PA and
WPA fall between the numbers for standard met-
rics calculated with full tags and only the part of
speech. What is worth observing is that the use
of WPA makes values for scored precision and re-
call much closer together. This can be justified
by the fact that the golden standard relatively fre-
quently contains more than one interpretation for
some tags, which differ only in values of less im-
portant grammatical categories. WPA is resilient
to such situations.

One may argue that such scoring functions may
hide a large number of tagging mistakes occurring
in low-weighted categories. But this is not the
case as the clearly most common tagging errors
reported in both (Piasecki and Godlewski, 2006)
and (Acedanski and Gotuchowski, 2009) are for
CASE, GENDER and NUMBER. Also, the moti-
vation for weighting grammatical categories is to
actually ignore errors in not important ones. To
be fair, though, one should make sure that the
weights used for evaluation match the actual ap-
plication domain of the analysed tagger, and if no
specific domain is known, using a number of mea-
sures is recommended.

It should also be noted that for classic infor-
mation retrieval metrics, the result of weak cor-
rectness for TaKIPI is more similar to 92.55% re-
ported by the authors (Piasecki and Godlewski,
2006) than 91.30% shown in (Karwarnska and
Przepiérkowski, 2009) despite using the same test
corpus and very similar methodology* as the sec-
ond paper presents.

4 Conclusion

This paper stems from the observation that the
commonly used measure for tagger evaluation,
i.e., accuracy, does not distinguish between com-
pletely incorrect and partially correct interpreta-

“The only difference was not contracting the grammati-

cal category of ACCOMMODABILITY present for masculine
numerals in the golden standard.

tions, even though the latter may be sufficient for
some applications. We proposed a way of grad-
ing tag assignments, by weighting the importance
of particular categories (case, number, etc.) and
the part of speech. Three variants of the weighted
positional accuracy were presented: one intrin-
sic and two application-oriented, and an extension
of WPA to conditional WPA was discussed. The
variant of WPA related to the needs of the users
of a corpus search engine for the National Corpus
of Polish was implemented and its usefulness was
demonstrated. We plan to implement the parsing-
oriented WPA in the future.

We conclude that tagger evaluation is far from
being a closed chapter and the time has come to
adopt more subtle approaches than sheer accuracy,
approaches able to cope with morphological rich-
ness and oriented towards real applications.
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Table 2: Evaluation results — standard information retrieval metrics, full tags

Tagger C(%) | WC (%) | P(%) | R(%) | F (%)
TaKIPI — defaults 87.67% | 92.10% | 89.93% | 84.72% | 87.25%
TaKIPI — one tag per seg. | 88.68% | 91.06% | 90.94% | 83.78% | 87.21%
Brill 90.01% | 92.44% | 92.26% | 85.00% | 88.49%

Table 3: Evaluation results — standard information retrieval metrics, PoS only

Tagger C(%) | WC (%) | P(%) | R(%) | F (%)
TaKIPI — defaults 95.56% | 97.52% | 95.71% | 97.61% | 96.65%
TaKIPI — one tag per seg. | 96.53% | 96.54% | 96.58% | 96.71% | 96.65%
Brill 98.17% | 98.18% | 98.20% | 98.26% | 98.23%

Table 4: Evaluation results — scored metrics, Positional Accuracy

Tagger C(%) | WC ()| P(%) | R(%) | F (%)
TaKIPI — defaults 95.23% | 96.58% | 95.69% | 95.44% | 95.57%
TaKIPI — one tag per seg. | 95.69% | 96.10% | 96.12% | 95.00% | 95.56%
Brill 97.02% | 97.43% | 97.42% | 96.27% | 96.84%

Table 5: Evaluation results — scored metrics, Weighted PA, Poligarp weights

Tagger C %) | WC ()| P(%) | R(%) | F (%)
TaKIPI — defaults 95.20% | 96.62% | 95.34% | 96.56% | 95.95%
TaKIPI — one tag per seg. | 95.88% | 95.93% | 95.97% | 95.94% | 95.95%
Brill 97.34% | 97.40% | 97.41% | 97.34% | 97.38%
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Abstract

The use of semantic information to im-
prove IR is a long-standing goal. This pa-
per presents a novel Document Expansion
method based on a WordNet-based system
to find related concepts and words. Ex-
pansion words are indexed separately, and
when combined with the regular index,
they improve the results in three datasets
over a state-of-the-art IR engine. Consid-
ering that many IR systems are not robust
in the sense that they need careful fine-
tuning and optimization of their parame-
ters, we explored some parameter settings.
The results show that our method is spe-
cially effective for realistic, non-optimal
settings, adding robustness to the IR en-
gine. We also explored the effect of doc-
ument length, and show that our method
is specially successful with shorter docu-
ments.

1 Introduction

Since the earliest days of IR, researchers noted
the potential pitfalls of keyword retrieval, such
as synonymy, polysemy, hyponymy or anaphora.
Although in principle these linguistic phenom-
ena should be taken into account in order to ob-
tain high retrieval relevance, the lack of algo-
rithmic models prohibited any systematic study
of the effect of this phenomena in retrieval. In-
stead, researchers resorted to distributional se-
mantic models to try to improve retrieval rele-
vance, and overcome the brittleness of keyword
matches. Most research concentrated on Query
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Expansion (QE) methods, which typically ana-
lyze term co-occurrence statistics in the corpus
and in the highest scored documents for the orig-
inal query in order to select terms for expanding
the query terms (Manning et al., 2009). Docu-
ment expansion (DE) is a natural alternative to
QE, but surprisingly it was not investigated un-
til very recently. Several researchers have used
distributional methods from similar documents in
the collection in order to expand the documents
with related terms that do not actually occur in the
document (Liu and Croft, 2004; Kurland and Lee,
2004; Tao et al., 2006; Mei et al., 2008; Huang
et al., 2009). The work presented here is com-
plementary, in that we also explore DE, but use
WordNet instead of distributional methods.

Lexical semantic resources such as WordNet
(Fellbaum, 1998) might provide a principled and
explicit remedy for the brittleness of keyword
matches. WordNet has been used with success
in psycholinguistic datasets of word similarity and
relatedness, where it often surpasses distributional
methods based on keyword matches (Agirre et al.,
2009b). WordNet has been applied to IR before.
Some authors extended the query with related
terms (Voorhees, 1994; Liu et al., 2005), while
others have explicitly represented and indexed
word senses after performing word sense disam-
biguation (WSD) (Gonzalo et al., 1998; Stokoe
et al., 2003; Kim et al., 2004). More recently,
a CLEF task was organized (Agirre et al., 2008;
Agirre et al., 2009a) where queries and docu-
ments were semantically disambiguated, and par-
ticipants reported mixed results.

This paper proposes to use WordNet for docu-
ment expansion, proposing a new method: given
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a full document, a random walk algorithm over
the WordNet graph ranks concepts closely related
to the words in the document. This is in con-
trast to previous WordNet-based work which fo-
cused on WSD to replace or supplement words
with their senses. Our method discovers impor-
tant concepts, even if they are not explicitly men-
tioned in the document. For instance, given a doc-
ument mentioning virus, software and DSL, our
method suggests related concepts and associated
words such us digital subscriber line, phone com-
pany and computer. Those expansion words are
indexed separately, and when combined with the
regular index, we show that they improve the re-
sults in three datasets over a state-of-the-art IR en-
gine (Boldi and Vigna, 2005). The three datasets
used in this study are ResPubliQA (Pefias et al.,
2009), Yahoo! Answers (Surdeanu et al., 2008)
and CLEF-Robust (Agirre et al., 2009a).

Considering that many IR systems are not ro-
bust in the sense that they need careful fine-tuning
and optimization of their parameters, we decided
to study the robustness of our method, explor-
ing some alternative settings, including default pa-
rameters, parameters optimized in development
data, and parameters optimized in other datasets.
The study reveals that the additional semantic ex-
pansion terms provide robustness in most cases.

We also hypothesized that semantic document
expansion could be most profitable when docu-
ments are shorter, and our algorithm would be
most effective for collections of short documents.
We artificially trimmed documents in the Robust
dataset. The results, together with the analysis of
document lengths of the three datasets, show that
document expansion is specially effective for very
short documents, but other factors could also play
arole.

The paper is structured as follows. We first in-
troduce the document expansion technique. Sec-
tion 3 introduces the method to include the expan-
sions in a retrieval system. Section 4 presents the
experimental setup. Section 5 shows our main re-
sults. Sections 6 and 7 analyze the robustness and
relation to document length. Section 8 compares
to related work. Finally, the conclusions and fu-
ture work are mentioned.
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2 Document Expansion Using WordNet

Our key insight is to expand the document with
related words according to the background infor-
mation in WordNet (Fellbaum, 1998), which pro-
vides generic information about general vocabu-
lary terms. WordNet groups nouns, verbs, adjec-
tives and adverbs into sets of synonyms (synsets),
each expressing a distinct concept. Synsets are in-
terlinked with conceptual-semantic and lexical re-
lations, including hypernymy, meronymy, causal-
ity, etc.

In contrast with previous work, we select those
concepts that are most closely related to the doc-
ument as a whole. For that, we use a technique
based on random walks over the graph represen-
tation of WordNet concepts and relations.

We represent WordNet as a graph as fol-
lows: graph nodes represent WordNet concepts
(synsets) and dictionary words; relations among
synsets are represented by undirected edges; and
dictionary words are linked to the synsets asso-
ciated to them by directed edges. We used ver-
sion 3.0, with all relations provided, including the
gloss relations. This was the setting obtaining the
best results in a word similarity dataset as reported
by Agirre et al. (2009b).

Given a document and the graph-based repre-
sentation of WordNet, we obtain a ranked list of
WordNet concepts as follows:

1. We first pre-process the document to obtain
the lemmas and parts of speech of the open
category words.

We then assign a uniform probability distri-

bution to the terms found in the document.

The rest of nodes are initialized to zero.

. We  compute  personalized  PageR-
ank (Haveliwala, 2002) over the graph,
using the previous distribution as the reset
distribution, and producing a probability
distribution over WordNet concepts The
higher the probability for a concept, the
more related it is to the given document.

Basically, personalized PageRank is computed
by modifying the random jump distribution vec-
tor in the traditional PageRank equation. In our
case, we concentrate all probability mass in the
concepts corresponding to the words in the docu-



ment.

Let G be a graph with N vertices v1,...,Un
and d; be the outdegree of node i; let M be a N x
N transition probability matrix, where M;; = d%_
if a link from ¢ to j exists, and zero otherwise.
Then, the calculation of the PageRank vector Pr
over G is equivalent to resolving Equation (1).

Pr=cMPr+ (1 —-c)v (1)

In the equation, visa N x 1 vector and c is the
so called damping factor, a scalar value between
0 and 1. The first term of the sum on the equa-
tion models the voting scheme described in the
beginning of the section. The second term repre-
sents, loosely speaking, the probability of a surfer
randomly jumping to any node, e.g. without fol-
lowing any paths on the graph. The damping fac-
tor, usually set in the [0.85..0.95] range, models
the way in which these two terms are combined at
each step.

The second term on Eq. (1) can also be seen as a
smoothing factor that makes any graph fulfill the
property of being aperiodic and irreducible, and
thus guarantees that PageRank calculation con-
verges to a unique stationary distribution.

In the traditional PageRank formulation the
vector v is a stochastic normalized vector whose
element values are all %, thus assigning equal
probabilities to all nodes in the graph in case of
random jumps. In the case of personalized PageR-
ank as used here, v is initialized with uniform
probabilities for the terms in the document, and
0 for the rest of terms.

PageRank is actually calculated by applying an
iterative algorithm which computes Eq. (1) suc-
cessively until a fixed number of iterations are
executed. In our case, we used a publicly avail-
able implementation', with default values for the
damping value (0.85) and the number of iterations
(30). In order to select the expansion terms, we
chose the 100 highest scoring concepts, and get
all the words that lexicalize the given concept.

Figure 1 exemplifies the expansion. Given the
short document from Yahoo! Answers (cf. Sec-
tion 4) shown in the top, our algorithm produces
the set of related concepts and words shown in the

"http://ixa2.si.ehu.es/ukb/
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bottom. Note that the expansion produces syn-
onyms, but also other words related to concepts
that are not mentioned in the document.

3 Including Expansions in a Retrieval
System

Once we have the list of words for document ex-
pansion, we create one index for the words in the
original documents and another index with the ex-
pansion terms. This way, we are able to use the
original words only, or to also include the expan-
sion words during the retrieval.

The retrieval system was implemented using
MG4J (Boldi and Vigna, 2005), as it provides
state-of-the-art results and allows to combine sev-
eral indices over the same document collection.
We conducted different runs, by using only the in-
dex made of original words (baseline) and also by
using the index with the expansion terms of the
related concepts.

BM25 was the scoring function of choice. It is
one of the most relevant and robust scoring func-
tions available (Robertson and Zaragoza, 2009).

wpp = 2
o idf
B (1= 0) + 628 + tfy

where ¢ fp, is the term frequency of term ¢ in doc-
ument D, dlp is the document length, idf; is the
inverted document frequency (or more specifically
the RSJ weight, (Robertson and Zaragoza, 2009)),
and k; and b are free parameters.

The two indices were combined linearly, as fol-
lows (Robertson and Zaragoza, 2009):

3)

score(d, e, q) :=

g wgtM%—i-/\E wgthE’
tegnd tegne

where D and E are the original and expanded in-
dices, d, e and g are the original document, the
expansion of the document and the query respec-
tively, ¢ is a term, and ) is a free parameter for the
relative weight of the expanded index.



You should only need to turn off virus and anti-spy not uninstall.

done within each of the softwares themselves.

installing any DSL softwares.

And that’s

Then turn them back on later after

06566077-n — computer software, package, software, software package, software program, software system

03196990-n — digital subscriber line, dsl
01569566-v — instal, install, put in, set up

04402057-n — line, phone line, suscriber line, telephone circuit, telephone line

08186221-n — phone company, phone service, telco, telephone company, telephone service

03082979-n — computer, computing device, computing machine, data processor, electronic computer

Figure 1: Example of a document expansion, with original document on top, and some of the relevant
WordNet concepts identified by our algorithm, together with the words that lexicalize them. Words in
the original document are shown in bold, synonyms in italics, and other related words underlined.

4 Experimental Setup

We chose three data collections. The first is based
on a traditional news collection. DE could be
specially interesting for datasets with short docu-
ments, which lead our choice of the other datasets:
the second was chosen because it contains shorter
documents, and the third is a passage retrieval task
which works on even shorter paragraphs. Table 1
shows some statistics about the datasets.

One of the collections is the English dataset
of the Robust task at CLEF 2009 (Agirre et al.,
2009a). The documents are news collections from
LA Times 94 and Glasgow Herald 95. The top-
ics are statements representing information needs,
consisting of three parts: a brief title statement; a
one-sentence description; a more complex narra-
tive describing the relevance assessment criteria.
We use only the title and the description parts of
the topics in our experiments.

The Yahoo! Answers corpus is a subset of a
dump of the Yahoo! Answers web site? (Surdeanu
et al., 2008), where people post questions and
answers, all of which are public to any web user
willing to browse them. The dataset is a small
subset of the questions, selected for their linguis-
tic properties (for example they all start with how
{tol|do||did||does||can||would||could||should}”).
Additionally, questions and answers of obvious
low quality were removed. The document set was
created with the best answer of each question
(only one for each question).

2Yahoo! Webscope dataset “ydata-yanswers-manner-
questions-v1_0” http://webscope.sandbox.yahoo.com/
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docs length q.train Q. test
Robust 166,754 532 150 160
Yahoo! 89610 104 1000 88610
ResPubliQA | 1,379,011 20 100 500

Table 1: Number of documents, average docu-
ment length, number of queries for train and test
in each collection.

The other collection is the English dataset of
ResPubliQA exercise at the Multilingual Ques-
tion Answering Track at CLEF 2009 (Peiias et al.,
2009). The exercise is aimed at retrieving para-
graphs that contain answers to a set of 500 natu-
ral language questions. The document collection
is a subset of the JRC-Acquis Multilingual Paral-
lel Corpus, and consists of 21,426 documents for
English which are aligned to a similar number of
documents in other languages®. For evaluation,
we used the gold standard released by the orga-
nizers, which contains a single correct passage for
each query. As the retrieval unit is the passage,
we split the document collection into paragraphs.
We applied the expansion strategy only to pas-
sages which had more than 10 words (half of the
passages), for two reasons: the first one was that
most of these passages were found not to contain
relevant information for the task (e.g. “Article 2”
or “Having regard to the proposal from the Com-
mission”), and the second was that we thus saved
some computation time.

In order to evaluate the quality of our expansion
in practical retrieval settings, the next Section re-

*Note that Table 1 shows the number of paragraphs,
which conform the units we indexed.



base.  expa. A base.  expa. A
Robust MAP | 3781 .3835%%* | 1.43% Robust MAP | 3740 .3823%% | 2.20%
Yahoo! MRR | 2900 .2950%%* | 1.72% Yahoo! MRR | 3070 .3100%* | 0.98%
: P@1 | 2142 2183%* | 1.91% : P@1 | 2293 .2317% 1.05%
. MRR | 3931 .4077%%% | 3.72% . MRR | 4970 4942 0.56%
ResPubliQA  pa 1 | 2860 3000+ | 4.90% ResPubliQA  pa 1 | 3080 3940 -1.01%

Table 2: Results using default parameters.

port results with respect to several parameter set-
tings. Parameter optimization is often neglected
in retrieval with linguistic features, but we think it
is crucial since it can have a large effect on rele-
vance performance and therefore invalidate claims
of improvements over the baseline. In each setting
we assign different values to the free parameters in
the previous section, k1, b and A.

5 Results

The main evaluation measure for Robust is mean
Average Precision (MAP), as customary. In two of
the datasets (Yahoo! and ResPubliQA) there is a
single correct answer per query, and therefore we
use Mean Reciprocal Rank (MRR) and Mean Pre-
cision at rank 1 (P@1) for evaluation. Note that in
this setting MAP is identical to MRR. Statistical
significance was computed using Paired Random-
ization Test (Smucker et al., 2007). In the tables
throughout the paper, we use * to indicate statis-
tical significance at 90% confidence level, ** for
95% and *** for 99%. Unless noted otherwise,
base. refers to MG4J with the standard index, and
expa. refers to MG4J using both indices. Best
results per row are in bold when significant. A re-
ports relative improvement respect to the baseline.

5.1 Default Parameter Setting

The values for k1 and b are the default values as
provided in the w??2> implementation of MG4J,
1.2 and 0.5 respectively. We could not think of a
straightforward value for A\. A value of 1 would
mean that we are assigning equal importance to
original and expanded terms, which seemed an
overestimation, so we used 0.1. Table 2 shows
the results when using the default setting of pa-
rameters. The use of expansion is beneficial in all
datasets, with relative improvements ranging from
1.43% to 4.90%.
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Table 3: Results using optimized parameters.

Setting System | ki b A

base. 1.20  0.50 -
Default expa. | 120 050 0.100

Robust base. 1.80 0.64 -
expa. 1.66 0.55 0.075

Yahoo! basel. 099 0.82 -
’ expa. 0.84 0.87 0.146

Do base. 0.09 0.56 -
ResPubliQA o 0 1 013 065 0.090

Table 4: Parameters as in the default setting or as
optimized in each dataset. The A\ parameter is not
used in the baseline systems.

5.2 Optimized Parameter Setting

We next optimized all three parameters using the
train part of each collection. The optimization of
the parameters followed a greedy method called
“promising directions” (Robertson and Zaragoza,
2009). The comparison between the baseline and
expansion systems in Table 3 shows that expan-
sion helps in Yahoo! and Robust, with statistical
significance. The differences in ResPubliQA are
not significant, and indicate that expansion terms
were not helpful in this setting.

Note that the optimization of the parameters
yields interesting effects in the baseline for each
of the datasets. If we compare the results of the
baseline with default settings (Table 2) and with
optimized setting (Table 3), the baseline improves
MRR dramatically in ResPubliQA (26% relative
improvement), significantly in Yahoo! (5.8%) and
decreases MAP in Robust (-0.01%). This dis-
parity of effects could be explained by the fact
that the default values are often approximated us-
ing TREC-style news collections, which is exactly
the genre of the Robust documents, while Yahoo
uses shorter documents, and ResPubliQA has the
shortest documents.

Table 4 summarizes the values of the parame-
ters in both default and optimized settings. For k,
the optimization yields very different values. In
Robust the value is similar to the default value, but



base.  expa. A A train base.  expa. A

Rob MAP | 3781  .3881%** 2.64% | 0.18 def. MAP | 3781 .3835%%* 1.43%
v MRR | 2900  .2980%** 2.76% 027 Rob Rob. MAP | 3740 .3823%%* 2.20%

’ P@1 2142 2212%%* 3.27% : ’ Y! MAP | 3786 .3759 -0.72%
ResP. MRR | 3931  .4227%%=* 7.39% 061 Res. MAP | 3146 .3346%** 6.35%
7 P@1 | 2860  .3180%* 11.19% ’ def. MRR | 2900 .2950%** 1.72%

v Rob. MRR | 2920 .2920 0.0%

Table 5: Results obtained using the A\ optimized ' Y! MRR | 3070 .3100%* | 0.98%
. includine actual values of \ Res. MRR | .2600 .2750%*%** 5.77%
setting, including : def.  MRR | 3931 4077%F% | 3.72%
ResP. Rob. MRR | 3066 .3655%** | 19.22%

ToY! MRR | 3010 .3459%** | 14.93%

in ResPubliQA the optimization pushes it down Res. MRR | 4970 .4942 -0.56%

below the typical values cited in the literature
(Robertson and Zaragoza, 2009), which might ex-
plain the boost in performance for the baseline in
the case of ResPubliQA. When all three param-
eters are optimized together, the values A in the
table range from 0.075 to 0.146. The values of the
optimized A\ can be seem as an indication of the
usefulness of the expanded terms, so we explored
this farther.

5.3 Exploring A

As an additional analysis experiment, we wanted
to know the effect of varying A keeping k; and b
constant at their default values. Table 5 shows the
best values in each dataset, which that the weight
of the expanded terms and the relative improve-
ment are highly correlated.

5.4 Exploring Number of Expansion
Concepts

One of the free parameters of our system is the
number of concepts to be included in the docu-
ment expansion. We have performed a limited
study with the default parameter setting on the
Robust setting, using 100, 500 and 750 concepts,
but the variations were not statistically significant.
Note that with 100 concepts we were actually ex-
panding with 268 words, with 500 concepts we
add 1247 words and with 750 concepts we add
1831 words.

6 Robustness

The results in the previous section indicate that
optimization is very important, but unfortunately
real applications usually lack training data. In this
Section we wanted to study whether the param-
eters can be carried over from one dataset to the
other, and if not, whether the extra terms found by
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Table 6: Results optimizing parameters with train-
ing from other datasets. We also include default
and optimization on the same dataset for compar-
ison. Only MRR and MAP results are given.

DE would make the system more robust to those
sub-optimal parameters.

Table 6 includes a range of parameter set-
tings, including defaults, and optimized parame-
ters coming from the same and different datasets.
The values of the parameters are those in Table
4. The results show that when the parameters are
optimized in other datasets, DE provides improve-
ment with statistical significance in all cases, ex-
cept for the Robust dataset when using parameters
optimized from Yahoo! and vice-versa.

Opverall, the table shows that our DE method ei-
ther improves the results significantly or does not
affect performance, and that it provides robustness
across different parameter settings, even with sub-
optimal values.

7 Exploring Document Length

The results in Table 6 show that the perfor-
mance improvements are best in the collection
with shortest documents (ResPubliQA). But the
results for Robust and Yahoo! do not show any re-
lation to document length. We thus decided to do
an additional experiment artificially shrinking the
document in Robust to a certain percentage of its
original length. We create new pseudo-collection
with the shrinkage factors of 2.5%, 10%, 20% and
50%, keeping the first N% words in the document
and discarding the rest. In all cases we used the
same parameters, as optimized for Robust.

Table 7 shows the results (MAP), with some
clear indication that the best improvements are ob-



tained for the shortest documents.

length | base. expa. A

2.5% 13 | .0794 0851 7.18%
10% 53 | 1757 1833 4.33%
20% 107 | 2292 2329 1.61%
50% 266 | 3063 3098 1.14%
100% 531 | 3740 3823 2.22%

Table 7: Results (MAP) on Robust when arti-
ficially shrinking documents to a percentage of
their length. In addition to the shrinking rate we
show the average lengths of documents.

8 Related Work

Given the brittleness of keyword matches, most
research has concentrated on Query Expansion
(QE) methods. These methods analyze the user
query terms and select automatically new related
query terms. Most QE methods use statistical
(or distributional) techniques to select terms for
expansion. They do this by analyzing term co-
occurrence statistics in the corpus and in the high-
est scored documents of the original query (Man-
ning et al., 2009). These methods seemed to im-
prove slightly retrieval relevance on average, but
at the cost of greatly decreasing the relevance of
difficult queries. But more recent studies seem
to overcome some of these problems (Collins-
Thompson, 2009).

An alternative to QE is to perform the expan-
sion in the document. Document Expansion (DE)
was first proposed in the speech retrieval commu-
nity (Singhal and Pereira, 1999), where the task
is to retrieve speech transcriptions which are quite
noisy. Singhal and Pereira propose to enhance the
representation of a noisy document by adding to
the document vector a linearly weighted mixture
of related documents. In order to determine re-
lated documents, the original document is used as
a query into the collection, and the ten most rele-
vant documents are selected.

Two related papers (Liu and Croft, 2004; Kur-
land and Lee, 2004) followed a similar approach
on the TREC ad-hoc document retrieval task.
They use document clustering to determine simi-
lar documents, and document expansion is carried
out with respect to these. Both papers report sig-
nificant improvements over non-expanded base-
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lines. Instead of clustering, more recent work (Tao
et al., 2006; Mei et al., 2008; Huang et al., 2009)
use language models and graph representations of
the similarity between documents in the collec-
tion to smooth language models with some suc-
cess. The work presented here is complementary,
in that we also explore DE, but use WordNet in-
stead of distributional methods. They use a tighter
integration of their expansion model (compared to
our simple two-index model), which coupled with
our expansion method could help improve results
further. We plan to explore this in the future.

An alternative to statistical expansion methods
is to use lexical semantic knowledge bases such as
WordNet. Most of the work has focused on query
expansion and the use of synonyms from Word-
Net after performing word sense disambiguation
(WSD) with some success (Voorhees, 1994; Liu
et al., 2005). The short context available in
the query when performing WSD is an impor-
tant problems of these techniques. In contrast,
we use full document context, and related words
beyond synonyms. Another strand of WordNet
based work has explicitly represented and indexed
word senses after performing WSD (Gonzalo et
al., 1998; Stokoe et al., 2003; Kim et al., 2004).
The word senses conform a different space for
document representation, but contrary to us, these
works incorporate concepts for all words in the
documents, and are not able to incorporate con-
cepts that are not explicitly mentioned in the doc-
ument. More recently, a CLEF task was orga-
nized (Agirre et al., 2009a) where terms were se-
mantically disambiguated to see the improvement
that this would have on retrieval; the conclusions
were mixed, with some participants slightly im-
proving results with information from WordNet.
To the best of our knowledge our paper is the first
on the topic of document expansion using lexical-
semantic resources.

We would like to also compare our performance
to those of other systems as tested on the same
datasets. The systems which performed best in
the Robust evaluation campaign (Agirre et al.,
2009a) report 0.4509 MAP, but note that they de-
ployed a complex system combining probabilis-
tic and monolingual translation-based models. In
ResPubliQA (Pefias et al., 2009), the official eval-



uation included manual assessment, and we can-
not therefore reproduce those results. Fortunately,
the organizers released all runs, but only the first
ranked document for each query was included, so
we could only compute P@1. The P@1 of best
run was 0.40. Finally (Surdeanu et al., 2008) re-
port MRR figure around 0.68, but they evaluate
only in the questions where the correct answer
is retrieved by answer retrieval in the top 50 an-
swers, and is thus not comparable to our setting.

Regarding the WordNet expansion technique
we use here, it is implemented on top of publicly
available software*, which has been successfully
used in word similarity (Agirre et al., 2009b) and
word sense disambiguation (Agirre and Soroa,
2009). In the first work, a single word was in-
put to the random walk algorithm, obtaining the
probability distribution over all WordNet synsets.
The similarity of two words was computed as the
similarity of the distribution of each word, obtain-
ing the best results for WordNet-based systems on
the word similarity dataset, and comparable to the
results of a distributional similarity method which
used a crawl of the entire web. Agirre et al. (2009)
used the context of occurrence of a target word to
start the random walk, and obtained very good re-
sults for WordNet WSD methods.

9 Conclusions and Future Work

This paper presents a novel Document Expan-
sion method based on a WordNet-based system
to find related concepts and words. The docu-
ments in three datasets were thus expanded with
related words, which were fed into a separate in-
dex. When combined with the regular index we
report improvements over MG4J using w?M?2? for
those three datasets across several parameter set-
tings, including default values, optimized param-
eters and parameters optimized in other datasets.
In most of the cases the improvements are sta-
tistically significant, indicating that the informa-
tion in the document expansion is useful. Similar
to other expansion methods, parameter optimiza-
tion has a stronger effect than our expansion strat-
egy. The problem with parameter optimization is
that in most real cases there is no tuning dataset

‘http://ixa2.si.ehu.es/ukb
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available. Our analysis shows that our expansion
method is more effective for sub-optimal param-
eter settings, which is the case for most real-live
IR applications. A comparison across the three
datasets and using artificially trimmed documents
indicates that our method is particularly effective
for short documents.

As document expansion is done at indexing
time, it avoids any overhead at query time. It
also has the advantage of leveraging full document
context, in contrast to query expansion methods,
which use the scarce information present in the
much shorter queries. Compared to WSD-based
methods, our method has the advantage of not
having to disambiguate all words in the document.
Besides, our algorithm picks the most relevant
concepts, and thus is able to expand to concepts
which are not explicitly mentioned in the docu-
ment. The successful use of background informa-
tion such as the one in WordNet could help close
the gap between semantic web technologies and
IR, and opens the possibility to include other re-
sources like Wikipedia or domain ontologies like
those in the Unified Medical Language System.

Our method to integrate expanded terms using
an additional index is simple and straightforward,
and there is still ample room for improvement.
A tighter integration of the document expansion
technique in the retrieval model should yield bet-
ter results, and the smoothed language models of
(Mei et al., 2008; Huang et al., 2009) seem a
natural choice. We would also like to compare
with other existing query and document expan-
sion techniques and study whether our technique
is complementary to query expansion approaches.
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Abstract

Machine-learned ranking techniques au-
tomatically learn a complex document
ranking function given training data.
These techniques have demonstrated the
effectiveness and flexibility required of a
commercial web search. However, man-
ually labeled training data (with multiple
absolute grades) has become the bottle-
neck for training a quality ranking func-
tion, particularly for a new domain. In
this paper, we explore the adaptation of
machine-learned ranking models across
a set of geographically diverse markets
with the market-specific pairwise prefer-
ence data, which can be easily obtained
from clickthrough logs. We propose
a novel adaptation algorithm, Pairwise-
Trada, which is able to adapt ranking
models that are trained with multi-grade
labeled training data to the target mar-
ket using the target-market-specific pair-
wise preference data. We present results
demonstrating the efficacy of our tech-
nique on a set of commercial search en-
gine data.

1 Introduction

Web search algorithms provide methods for
ranking web scale collection of documents given
a short query. The success of these algorithms
often relies on the rich set of document prop-
erties or features and the complex relationships

between them. Increasingly, machine learn-
ing techniques are being used to learn these
relationships for an effective ranking function
(Liu, 2009). These techniques use a set of la-
beled training data labeled with multiple rele-
vance grades to automatically estimate parame-
ters of a model which directly optimizes a per-
formance metric. Although training data often
is derived from editorial labels of document rel-
evance, it can also be inferred from a careful
analysis of users’ interactions with a working
system (Joachims, 2002). For example, in web
search, given a query, document preference in-
formation can be derived from user clicks. This
data can then be used with an algorithm which
learns from pairwise preference data (Joachims,
2002; Zheng et al., 2007). However, automati-
cally extracted pairwise preference data is sub-
ject to noise due to the specific sampling meth-
ods used (Joachims et al., 2005; Radlinski and
Joachim, 2006; Radlinski and Joachim, 2007).

One of the fundamental problems for a web
search engine with global reach is the develop-
ment of ranking models for different regional
markets. While the approach of training a single
model for all markets is attractive, it fails to fully
exploit of specific properties of the markets. On
the other hand, the approach of training market-
specific models requires the huge overhead of
acquiring a large training set for each market.
As a result, techniques have been developed to
create a model for a small market, say a South-
east Asian country, by combining a strong model
in another market, say the United States, with a
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small amount of manually labeled training data
in the small market (Chen et al., 2008b). How-
ever, the existing Trada method takes only multi-
grade labeled training data for adaptation, mak-
ing it impossible to take advantage of the easily
harvested pairwise preference data. In fact, to
our knowledge, there is no adaptation algorithm
that is specifically developed for pairwise data.

In this paper, we address the development
market-specific ranking models by leveraging
pairwise preference data. The pairwise prefer-
ence data contains most market-specific train-
ing examples, while a model from a large mar-
ket may capture the common characteristics of
a ranking function. By combining them algo-
rithmically, our approach has two unique advan-
tages. (1) The biases and noises of the pairwise
preference data can be depressed by using the
base model from the large market. (2) The base
model can be tailored to the characteristics of the
new market by incorporating the market specific
pairwise training data. As the pairwise data has
the particular form, the challenge is how to ef-
fectively use pairwise data in adaptation. This
appeals to the following objective of many web
search engines: design algorithms which mini-
mize manually labeled data requirements while
maintaining strong performance.

2 Related Work

In recent years, the ranking problem is fre-
quently formulated as a supervised machine
learning problem, which combines different
kinds of features to train a ranking function.
The ranking problem can be formulated as learn-
ing a function with pair-wise preference data,
which is to minimize the number of contra-
dicting pairs in training data. For example,
RankSVM (Joachims, 2002) uses support vector
machines to learn a ranking function from pref-
erence data; RankNet (Burges et al., 2005a) ap-
plies neural network and gradient descent to ob-
tain a ranking function; RankBoost (Freund et
al., 1998) applies the idea of boosting to con-
struct an efficient ranking function from a set of
weak ranking functions; GBRank (Zheng et al.,
2007; Xia et al., 2008) using gradient descent in

function spaces, which is able to learn relative
ranking information in the context of web search.
In addition, Several studies have been focused
on learning ranking functions in semi-supervised
learning framework (Amini et al., 2008; Duh and
Kirchhoff, 2008), where unlabeled data are ex-
ploited to enhance ranking function. Another ap-
proach to learning a ranking function addresses
the problem of optimizing the list-wise perfor-
mance measures of information retrieval, such
as mean average precision or Discount Cumu-
lative Gain (Cao et al., 2007; Xu et al., 2008;
Wu et al., 2009; Chen et al., 2008c). The idea
of these methods is to obtain a ranking function
that is optimal with respect to some information
retrieval performance measure.

Model adaptation has previously been applied
in the area of natural language processing and
speech recognition. This approach has been suc-
cessfully applied to parsing (Hwa, 1999), tag-
ging (Blitzer et al., 2006), and language model-
ing for speech recognition (Bacchiani and Roark,
2003). Until very recently, several works have
been presented on the topic of model adaptation
for ranking (Gao et al., 2009; Chen et al., 2008b;
Chen et al., 2009), however, none of them target
the model adaptation with the pair-wise learn-
ing framework. Finally, multitask learning for
ranking has also been proposed as a means of
addressing problems similar to those we have
encountered in model adaptation (Chen et al.,
2008a; Bai et al., 2009; Geng et al., 2009).

3 Background

3.1 Gradient Boosted Decision Trees for
Ranking

Assume we have a training data set, D =
{<(CI> d)v y>1> Tt <(qa d)7 y>n}’ where <(CI> d)v t>i
encodes the labeled relevance, y, of a docu-
ment, d, given query, q. Each query-document
pair, (q,d), is represented by a set of features,
(q,d) = {x41, 22, T3, ..., Tim }. These features
include, for example, query-document match
features, query-specific features, and document-
specific features. Each relevance judgment, y,
is a relevance grade mapped (e.g. “relevant”,

“somewhat relevant”, ‘“non-relevant”) to a real
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Figure 1: An example of base tree, where x1, x2
and z3 are features and a1, as and ag are their
splitting values.

number. Given this representation, we can learn
a gradient boosted decision tree (GBDT) which
models the relationship between document fea-
tures, (¢, d), and the relevance score, y, as a de-
cision tree (Friedman, 2001). Figure 1 shows a
portion of such a tree. Given a new query docu-
ment pair, the GBDT can be used to predict the
relevance grade of the document. A ranking is
then inferred from these predictions. We refer to
this method as GBDTieg.

In the training phase, GBDT,, iteratively
constructs regression trees. The initial regres-
sion tree minimizes the Lo loss with respect to
the targets, y,

Lo(foy) = > (flg,d) —y)?

((g,d),y)

ey

As with other boosting algorithms, the subse-
quent trees minimize the Lo loss with respect to
the residuals of the predicted values and the tar-
gets. The final prediction, then, is the sum of the
predictions of the trees estimated at each step,

fz) =

where f*(z) is the prediction of the ith tree.

o)+ + () ©)

3.2 Pairwise Training

As alternative to the absolute grades in D,
we can also imagine assembling a data set
of relative judgments. In this case, as-
sume we have a training data set D™ =

{{(q,d),(q,d'), p)1,-- -, {(q,d), (q,d), p)n},

where ((q,d), (¢,d’), p); encodes the prefer-
ence, of a document, d, to a second document,
d', given query, q. Again, each query-document
pair is represented by a set of features. Each
preference judgment, p € {>, <}, indicates
whether document d is preferred to document d’
(d = d")ornot (d < d').

Preference data is attractive for several rea-
sons. First, editors can often more easily deter-
mine preference between documents than the ab-
solute grade of single documents. Second, rel-
evance grades can often vary between editors.
Some editors may tend to overestimate relevance
compared to another editor. As a result, judg-
ments need to be rescaled for editor biases. Al-
though preference data is not immune to inter-
editor inconsistency, absolute judgments intro-
duce two potential sources of noise: determin-
ing a relevance ordering and determining a rele-
vance grade. Third, even if grades can be accu-
rately labeled, mapping those grades to real val-
ues is often done in a heuristic or ad hoc manner.
Fourth, GBDT,; potentially wastes modeling
effort on predicting the grade of a document as
opposed to focusing on optimizing the rank order
of documents, the real goal a search engine. Fi-
nally, preference data can often be mined from a
production system using assumptions about user
clicks.

In order to support preference-based
training data, (Zheng et al., 2007) pro-
posed GBRANK based on GBDT,,. The
GBRANK training algorithm begins by con-
structing an initial tree which predicts a constant
score, ¢, for all instances. A pair is contra-
dicting if the ((q,d), (q,d’),>) and prediction
f(g,d) < f(q,d). At each boosting stage,
the algorithm constructs a set of contradicting
pairs, DZ,,;.- The GBRANK algorithm then
adjusts the response variables, f(q,d) and
f(g,d), so that f(q,d) > f(q,d'). Assume
that (¢,d) = (¢,d') and f(q,d) < f(q,d'). To
correct the order, we modify the target values,

fla.d) = f(g,d)+ 7
f(qad/> = f(q7 d/) -T

where 7 > 0 is a margin parameter that we

3)
“4)
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need to assign. In our experiments, we set 7 to
1. Note that if preferences are inferred from ab-
solute grades, D, minimizing the Ly to 0 also
minimizes the contradictions.

3.3 Tree Adaptation

Recall that we are also interested in using the
information learned from one market, which we
will call the source market, on a second market,
which we will call the target market. To this end,
the Trada algorithm adapts a GBDT,,; model
from the source market for the target market by
using a small amount of target market absolute
relevance judgments (Chen et al., 2008b). Let
the D, be the data in the source domain and
D, be the data in target domain. Assume we
have trained a model using GBDT,e;. Our ap-
proach will be to use the decision tree structure
learned from D; but to adapt the thresholds in
each node’s feature. We will use Figure 1 to il-
lustrate Trada. The splitting thresholds are a1, as
and as for rank features x1, o and x3. Assume
that the data set D, is being evaluated at the root
node v in Figure 1. We will split the using the
feature v, = x; but will compute a new thresh-
old v/, using D; and the GBDTyeg algorithm.
Because we are discussing the root node, when
we select a threshold b, D; will be partitioned
into two sets, D;* and D;° representing those
instances whose feature x; has a value greater
and lower than b. The response value for each
partition will be the uniform average of instances
in that partition,

1 ST >b
|Dt>b‘ ZdZED?b yZ lf dl c Dt

5
B Laenct Vi i di € D ©)
We would like to select a value for b which min-
imizes the Lo loss between y and f in Equation
5; equivalently, b can be selected to minimize the
variance of y in each partition. In our imple-
mentation, we compute the Lo loss for all pos-
sible values of the feature v/, and select the value
which minimizes the loss.

Once b is determined, the adaptation consists
of performing a linear interpolation between the
original splitting threshold v, and the new split-

ting threshold b as follows:

v = pva + (1 —p)b (6)
where p is an adaptation parameter which deter-
mines the scale of how we want to adapt the tree
to the new task. If there is no additional informa-
tion, we can select p according to the size of the
data set,

D5

P ] (7)
[Dse| + D]

p =
In practice, we often want to enhance the adapta-
tion scale since the training data of the extended
task is small. Therefore, we add a parameter 3
to boost the extended task as follows:

_ D5
[Dse| + BIDS)

P ®)

The value of 5 can be determined by cross-
validation. In our experiments, we set 3 to 1.
The above process can also be applied to ad-
just the response value of nodes as follows:
vp =pup+(1—p)f )
where U} is the adapted response at a node, vy is
its original response value of source model, and
f is the response value (Equation 5).

The complete Trada algorithm used in our ex-
periments is presented in Algorithm 1.

Algorithm 1 Tree Adaptation Algorithm

TRADA (v, Dy, p)

1 b < COMPUTE-THRESHOLD(vz, D;)
2 vl pug+ (1 —p)b
3 v} < pvy + (1 — p)MEAN-RESPONSE(Dy)

4 Dy« {ze€D:a; <}
5 L < TRADA(v<,Dj,p)

6 D)<+ {zxeDi:x; >}
7 vl < TRADA(vs, D/, p)

8 returnv’
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The Trada algorithm can be augmented with a
second phase which directly incorporates the tar-
get training data. Assume that our source model,
M, was trained using source data, Ds. Re-
call that Mg can be decomposed as a sum of
regression tree output, faq,(z) = fi, (x) +
eoo f/’f/ls(x). Additive tree adaptation refers
augmenting this summation with a set of regres-
sion trees trained on the residuals between the
model, M, and the target training data, D;.
That is, faq,(z) = f}ws(l‘) + ...+ f/]\“/ls (x) +
Ity ()R 4 g, (2)FHF . In order for us to
perform additive tree adaptation, the source and
target data must use the same absolute relevance
grades.

4 Pairwise Adaptation

Both GBRANK and Trada can be used
to reduce the requirement on editorial data.
GBRANK achieves the goal by leveraging pref-
erence data, while Trada does so by leveraging
data from a different search market. A natural
extension to these methods is to leverage both
sources of data simultaneously. However, no al-
gorithm has been proposed to do this so far in
the literature. We propose an adaptation method
using pairwise preference data.

Our approach shares the same intuition as
Trada: maintain the tree structure but adjust
decision threshold values against some target
value. However, an important difference is
that our adjustment of threshold values does not
regress against some target grade values; rather
its objective is to improve the ordering of doc-
uments. To make use of preference data in
the tree adaptation, we follow the method used
in GBRANK to adjust the target values when-
ever necessary to preserve correct document or-
der. Given a base model, Mg, and preference
data, Df , we can use Equations 3 and 4 to in-
fer target values. Specifically, we construct a set
DZnira from Dy and M. For each item (g, d)
in D7,..,» We use the value of f(g,d) as the tar-
get. These tuples, ((q,d), f(q,d)) along with
M are then are provided as input to Trada. Our
approach is described in Algorithm 2.

Compared to Trada, Pairwise-Trada has two

Algorithm 2 Pairwise Tree Adaptation Algo-
rithm

PAIRWISE-TRADA(M, Dy, p)

1 Deonira ¢~ FIND-CONTRADICTIONS (M, Dy)
2 Dt «— {<(Q)d)vf(Q7d)> : ((Ld) S Dcontra}

3 return TRADA(ROOT(My), D, p)

important differences. First, Pairwise-Trada can
use a source GBDT model trained either against
absolute or pairwise judgments. When an orga-
nization maintains a set of ranking models for
different markets, although the underlying mod-
eling method may be shared (e.g. GBDT), the
learning algorithm used may be market-specific
(e.g. GBRANK or GBDTyg). Unfortunately,
classic Trada relies on the source model being
trained using GBDTe,. Second, Pairwise-Trada
can be adapted using pairwise judgments. This
means that we can expand our adaptation data to
include click feedback, which is easily obtain-
able in practice.

5 Methods and Materials

The proposed algorithm is a straightforward
modification of previous ones. The question we
want to examine in this section is whether this
simple modification is effective in practice. In
particular, we want to examine whether pairwise
adaptation is better than the original adaptation
Trada using grade data, and whether the pairwise
data from a market can help improve the ranking
function on a different market.

Our experiments evaluate the performance of
Pairwise-Trada for web ranking in ten target
markets. These markets, listed in Table 1, cover
a variety of languages and cultures. Further-
more, resources, in terms of documents, judg-
ments, and click-through data, also varies across
markets. In particular, editorial query-document
judgments range from hundreds of thousands
(e.g. SEA)) to tens of thousands (e.g. SEAs).
Editors graded query-document pairs on a five-
point relevance scale, resulting in our data set D.
Preference labels, D™, are inferred from these
judgments.
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We also include a second set of experiments
which incorporate click data.! In these experi-
ments, we infer a preference from click data by
assuming the following model. The user is pre-
sented with ten results. Anitem ¢ > j if 7 the fol-
lowing conditions hold: ¢ is positioned below j,
1 receives a click, and j does not receive a click.

In our experiments, we tested the following
runs,

e GBDT\eg trained using only Dy or Dy
e GBRANK trained using only D7 or D}

e GBRANK trained using only D7, D}, and
Ct

e Trada with both GBDT; and GBRANKg,
adapted with D;.

e Pairwise-Trada with both GBDT; and
GBRANKg, adapted with D;” and C; at dif-
ferent ratios.

In the all experiments, we use 400 additive trees
when additive adaptation is used.

All models are evaluated using discounted cu-
mulative gain (DCG) at rank cutoff 5 (Jarvelin
and Kekildinen, 2002).

6 Results

6.1 Adaptation with Manually Labeled
Data

In Table 1, we show the results for all of our ex-
perimental conditions.

We can make a few observations about the
non-adaptation baselines. First, models trained
on the (limited) target editorial data, GBDT;
and GBRANKy, tend to outperform those trained
only on the source editorial data, GBDT, and
GBRANK;. The critical exception is SEAs, the
market with the fewest judgments. We believe
that this behavior is a result of similarity between
the United States source data and the SEA5 tar-
get market; both the source and target query pop-
ulations share the same language, a property not

"For technical reasons, this data set is slightly differ-
ent from the results we show with the purely editorial data.

Therefore the size of the training and testing sets are differ-
ent, but not to a significant degree.

exhibited in other markets. Notice that other
small markets such as LA, and LA3; see modest
improvements when using target-only runs com-
pared to source-only runs. Second, GBRANK
tends to outperform GBDT when only trained on
the source data. This implies that we should pre-
fer a base model which is based on GBRANK,
something that is difficult to combine with clas-
sic Trada. Third, by comparing GBRANK and
GBDT when only trained on the target data, we
notice that the effectiveness of GBRANK de-
pends on the amount of training data. For mar-
kets where there training data is plentiful (e.g.
SEA|), GBRANK outperforms GBDT. On the
other hand, for smaller markets (e.g. LAj),
GBDT outperforms GBRANK.

In general, the results confirm the hypothe-
sis that adaptation runs outperform all of non-
adaptation baselines. This is the case for both
Trada and Pairwise-Trada. As with the baseline
runs, the Australian market sees different perfor-
mance as a result of the combination of a small
target editorial set and a representative source
domain. This effect has been observed in pre-
vious results (Chen et al., 2009).

We can also make a few observations by com-
paring the adaptation runs. Trada works better
with a GBDT base model than with a GBRANK
base model. We We believe this is the case be-
cause the absolute regression targets are diffi-
cult to compare with the unbounded output of
GBRANK. Pairwise-Trada on the other hand
tends to perform better with a GBRANK base
model than with a GBDT base model. There
are a few exceptions, SEA; and LA,, where
Pairwise-Trada works better with a GBDT base
model. Comparing Trada to Pairwise-Trada, we
find that using preference targets tends to im-
prove performance for some markets but not all.
The underperformance of Pairwise-Trada tends
to occur in smaller markets such as LA, LA,,
and LAj3. This is similar to the behavior we ob-
served in the non-adaptation runs and suggests
that, in operation, a modeler may have to decide
on the training algorithm based on the amount of
data available.
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SEA, SEA; EU, SEA; EU, SEA4 LA, LA, LA; SEAs

training size 243,790 174,435 137,540 135,066 101,076 100,846 91,638 75,989 66,151 37,445
testing size 18,652 26,752 11,431 13,839 12,118 12,214 11,038 16,339 10,379 21,034
GBDT, 9.4483 8.1271 9.0018 10.0630 8.5339 5.9176 6.1699 11.4167  8.1416 10.5356
GBDT; 9.6011 8.6225 9.3310 10.7591 9.0323 6.4185 6.8441 11.8553  8.5702 10.4561
GBRANK ¢ 9.6059 8.1784 9.0775 10.2486 8.6248 6.1298 6.2614 11.5186  8.2851 10.5915
GBRANK; 9.6952 8.6225 9.3575 10.8595 9.0384 6.4620 6.8543 11.7086  8.4825 10.3469
Trada

GBDTs, D, 9.6718 8.6120 9.3086 10.8001 9.1024 6.3440 6.9444 119513  8.6519 10.6279

GBRANK, Dy 9.6116 8.5681 9.2125 10.7597 8.9675 6.4110 6.8286  11.7326  8.5498 10.6508
Pairwise-Trada

GBDTg, D, 9.7364 8.6261 9.3824 10.8549 9.0842 6.4705 6.9438  11.8255  8.5323 10.4655

GBRANK, Dy 9.7539 8.6538 9.4269 10.8362 9.1044 6.4716 6.9438 11.8034  8.6187 10.6564

Table 1: Adaptation using manually labeled traini
Latin America (LA) markets. Markets are sorted

ng data Southeast Asia (SEA), Europe (EU), and
by target training set size. Significance tests use

a t-test. Bolded numbers indicate statistically significant improvements over the respective source

model.
SEA, SEA; EU, SEA; EU, SEA4 LA LA, LA3 SEA;5
training size 194,114 166,396 136,829 161,663 94,875 96,642 73,977 108,350 64,481 71,549
testing size 15,655 11,844 11,028 11,839 11,118 5,092 10,038 12,246 10,201 7477
GBRANK ¢ 9.0159 8.5763 8.7119 11.4512 9.7641 6.5941 6.894 7.9366 8.058 10.7935
Pairwise-Trada
GBRANKg, D¢, Cy
editorial 9.3577 8.9205 8.901 12.2247 9.9531 6.7421 7.1455 8.2811 8.2503 10.7973
click 9.1149 8.7622 8.8187 11.9361 9.8818 6.7703  7.1812 8.264 8.2485 10.9042
editorial+click 9.4898 9.0177 8.945 12.3172 101156  6.8459  7.2414 8.4111 8.292 11.1407

Table 2: Adaptation incorporating click data. Bolded numbers indicate statistically significant im-

provements over the baseline. Markets ordered as

6.2 Incorporating Click Data

One of the advantages of Pairwise-Trada is the
ability to incorporate multiple sources of pair-
wise preference data. In this paper, we use the
heuristic rule approach which is introduced by
(Dong et al., 2009) to extract pairwise preference
data from the click log of the search engine. This
approach yields both skip-next and skip-above
pairs (Joachims et al., 2005), which are sorted
by confidence descending order respectively. In
these experiments, we combine manually gener-
ated preferences with those gathered from click
data. We present these results in Table 2.

We notice that no matter the source of prefer-
ence data, Pairwise-Trada outperforms the base-
line GBRANK model. The magnitude of the
improvement depends on the source data used.
Comparing the editorial-only to the click-only
models, we notice that click-only models outper-
form editorial-only models for smaller markets
(SEA4, LA, and SEA5). This is likely the case
because the relative quantity of click data with

in Table 1.

respect to editorial data is higher in these mar-
kets. This is despite the fact that the click data
may be noisier than the editorial data. The best
performance, though, comes when we combine
both editorial and click data.

6.3 Additive tree adaptation

Recall that Pairwise-Trada consists of two parts:
parameter adaptation and additive tree adapta-
tion. In this section, we examine the contri-
bution to performance each part is responsible
for. Figure 2 illustrates the adaptation results for
the LA; market. In this experiment, we use a
United States base model and 100K LA; edito-
rial judgments for adaptation. Pairwise-Trada is
performed on top of differently sized base mod-
els with 600, 900 and 1200 trees. The original
base model has 1200 trees; we selected the first
600, 900 or full 1200 trees for experiments. The
number of trees used in the additive tree adap-
tation step ranges up to 600 trees. From Fig-
ure 2 we can see that the additive adaptation can

24



7.0

6.8 —

6.6

DCG5

6.4 —

adaptation
additive (600)
additive (900)
additive (1200)
source model

T T T T T

1000 1500 2000

\\\\\\\\

6.2

6.0

number of trees

Figure 2: Illustration of additive tree adaptation
for LA;. The curves are average performance
over a range of parameter settings.

significantly increase DCG over simple parame-
ter adaptation and is therefore a critical step of
Pairwise-Trada. When the number of trees in
the additive tree adaptation step reaches roughly
400, the DCG plateaus.

7 Conclusion

We have proposed a model for adapting retrieval
models using preference data instead of abso-
lute relevance grades. Our experiments demon-
strate that, when much editorial data is present,
our method, Pairwise-Trada, may be preferable
to competing methods based on absolute rele-
vance grades. However, in real world systems,
we often have access to sources of preference
data beyond those resulting from editorial judg-
ments. We demonstrated that Pairwise-Trada can
exploit such data and boost performance signif-
icantly. In fact, if we omit editorial data alto-
gether we see performance improvements over
the baseline model. This suggests that, in prin-
ciple, we can train a single, strong source model
and improve it using target click data alone. De-
spite the fact that the modification we made is
quite simple, we showed that modification is ef-
fective in practice. This tends to validate the
general principle of using pairwise data from a
different market. This principle can be easily
used in other frameworks such as neural net-

works (Burges et al., 2005b). Therefore, the pro-
posed method also points to a new direction for
future improvements of search engines.

There are several areas of future work. First,
we believe that detecting other sources of pref-
erence data from user behavior can further im-
prove the performance of our model. Second,
we only used a single source model in our ex-
periments. We would also like to explore the
effect of learning from an ensemble of source
models. The importance of each may depend on
the similarity to the target domain. Finally, we
would also like to more accurately understand
the queries where click data improves adaptation
and those where editorial judgments is required.
This sort of knowledge will allow us to train sys-
tems which maximally exploit our editorial re-
sources.

References

Amini, M.-R., T.-V. Truong, and C. Goutte. 2008.
A boosting algorithm for learning bipartite rank-
ing functions with partially labeled data. In SIGIR
'08: Proceedings of the 31st annual international
ACM SIGIR conference on Research and develop-
ment in information retrieval.

Bacchiani, M. and B. Roark. 2003. Unsuper-
vised language model adaptation. In ICASSP ’03:
Proceedings of the International Conference on
Acoustics, Speech and Signal Processing.

Bai, J., K. Zhou, H. Zha, B. Tseng, Z. Zheng, and
Y. Chang. 2009. Multi-task learning for learning
to rank in web search. In CIKM ’09: Proceeding
of the 18th ACM conference on Information and
knowledge management.

Blitzer, J., R. McDonald, and F. Pereira. 2006.
Domain adaptation with structural correspondence
learning. In EMNLP ’06: Proceedings of the
2006 Conference on Empirical Methods on Nat-
ural Language Processing.

Burges, C., T. Shaked, E. Renshaw, A. Lazier,
M. Deeds, N. Hamilton, and G. Hullender. 2005a.
Learning to rank using gradient descent. In /ICML
'05: Proceedings of the 22nd International Con-
ference on Machine learning.

Burges, Chris, Tal Shaked, Erin Renshaw, Ari Lazier,
Matt Deeds, Nicole Hamilton, and Greg Hul-
lender. 2005b. Learning to rank using gradi-
ent descent. In ICML ’05: Proceedings of the

25



22nd international conference on Machine learn-
ing, pages 89-96. ACM.

Cao, Z., T. Qin, T.-Y. Liu, M.-F. Tsai, and H. Li.
2007. from pairwise approach to listwise ap-
proach. In ICML °07: Proceedings of the 24th
international conference on Machine learning.

Chen, D., J. Yan, G. Wang, Y. Xiong, W. Fan, and
Z. Chen. 2008a. Transrank: A novel algorithm for
transfer of rank learning. In /ICDM workshop "08:
Proceeding of IEEE Conference on Data Mining.

Chen, K., R. Lu, C. K. Wong, G. Sun, L. Heck, and
B. Tseng. 2008b. Trada: tree based ranking func-
tion adaptation. In CIKM ’08: Proceeding of the
17th ACM conference on Information and knowl-
edge management, pages 1143—-1152, New York,
NY, USA. ACM.

Chen, W., T.-Y. Liu, Y. Lan, Z. Ma, and H. Li. 2008c.
Measures and loss functions in learning to rank. In
NIPS "08: Proceedings of the Twenty-Second An-
nual Conference on Neural Information Process-
ing Systems.

Chen, K., J. Bai, S. Reddy, and B. Tseng. 2009. On
domain similarity and effectiveness of adapting-
to-rank. In CIKM ’09: Proceeding of the 18th
ACM conference on Information and knowledge
management, pages 1601-1604, New York, NY,
USA. ACM.

Dong, A., Y. Chang, S. Ji, C. Liao, X. Li, and
Z. Zheng. 2009. Empirical exploitation of click
data for query-type-based ranking. In EMNLP
’09: Proceedings of the 2009 Conference on Em-
pirical Methods on Natural Language Processing.

Duh, K. and K. Kirchhoff. 2008. Learning to rank
with partially-labeled data. In SIGIR ’08: Pro-
ceedings of the 31st annual international ACM SI-
GIR conference on Research and development in
information retrieval.

Freund, Y., R. D. Iyer, R. E. Schapire, and Y. Singer.
1998. An efficient boosting algorithm for com-
bining preferences. In ICML ’98: Proceedings of
the Fifteenth International Conference on Machine
Learning.

Friedman, J. H. 2001. Greedy function approxima-
tion: A gradient boosting machine. The Annals of
Statistics, 29(5):1189-1232.

Gao, J., Q. Wu, C. Burges, K. Svore, Y. Su, N. Khan,
Shah S., and H. Zhou. 2009. Model adapta-
tion via model interpolation and boosting for web
search ranking. In EMNLP ’09: Proceedings of
the 2009 Conference on Empirical Methods on
Natural Language Processing.

Geng, B., L. Yang, C. Xu, and X.-S. Hua. 2009.
Ranking model adaptation for domain-specific
search. In CIKM ’09: Proceeding of the 18th ACM
conference on Information and knowledge man-
agement, pages 197-206, New York, NY, USA.
ACM.

Hwa, R. 1999. Supervised grammar induction using
training data with limited constituent information.
In ACL °99: Proceedings of the Conference of the
Association for Computational Linguistics.

Jarvelin, Kalervo and Jaana Kekildinen. 2002. Cu-
mulated gain-based evaluation of ir techniques.
TOIS, 20(4):422-446.

Joachims, T., L. Granka, B. Pan, and G. Gay. 2005.
Accurately interpreting clickthrough data as im-
plicit feedback.

Joachims, T. 2002. Optimizing search engines using
clickthrough data. In KDD °02: Proceedings of
the eighth ACM SIGKDD international conference
on Knowledge discovery and data mining, pages
133-142. ACM Press.

Liu, T.-Y. 2009. Learning to Rank for Information
Retrieval. Now Publishers.

Radlinski, F. and T. Joachim. 2006. Minimally inva-
sive randomization for collecting unbiased prefer-
ences from clickthrough logs.

Radlinski, F. and T. Joachim. 2007. Active ex-
ploration for learning rankings from clickthrough
data.

Wu, M., Y. Chang, Z. Zheng, and H. Zha. 2009.
Smoothing dcg for learning to rank: A novel ap-
proach using smoothed hinge functions. In CIKM
’09: Proceeding of the 18th ACM conference on
Information and knowledge management.

Xia, F., T.-Y. Liu, J. Wang, W. Zhang, and H. Li.
2008. Listwise approach to learning to rank: The-
orem and algorithm. In ICML ’08: Proceedings
of the 25th international conference on Machine
learning.

Xu, J., T.Y. Liu, M. Lu, H. Li, and W.Y. Ma. 2008.
Directly optimizing evaluation measures in learn-
ing to rank. In SIGIR ’08: Proceedings of the
31st annual international ACM SIGIR conference
on Research and development in information re-
trieval.

Zheng, Z., K. Chen, G. Sun, and H. Zha. 2007. A re-
gression framework for learning ranking functions
using relative relevance judgments. In SIGIR ’07:
Proceedings of the 30th annual international ACM
SIGIR conference on Research and development in
information retrieval, pages 287-294. ACM.

26



Going Beyond Traditional QA Systems: Challenges and Keys
in Opinion Question Answering

Alexandra Balahur
Dept. of Software and Computing Systems
University of Alicante

abalahur@dlsi.ua.es

Andrés Montoyo

Dept. of Software and Computing Systems

University of Alicante
montoyo@dlsi.ua.es

Abstract

The treatment of factual data has been
widely studied in different areas of Nat-
ural Language Processing (NLP). How-
ever, processing subjective information
still poses important challenges. This
paper presents research aimed at assess-
ing techniques that have been suggested
as appropriate in the context of subjec-
tive - Opinion Question Answering
(OQA). We evaluate the performance of
an OQA with these new components
and propose methods to optimally tackle
the issues encountered. We assess the
impact of including additional resources
and processes with the purpose of im-
proving the system performance on two
distinct blog datasets. The improve-
ments obtained for the different combi-
nation of tools are statistically signifi-
cant. We thus conclude that the pro-
posed approach is adequate for the OQA
task, offering a good strategy to deal
with opinionated questions.

1 Introduction

The State of the Blogosphere 2009 survey pub-
lished by Technorati ! concludes that in the past
years the blogosphere has gained a high influ-
ence on a high variety of topics, ranging from
cooking and gardening, to economics, politics
and scientific achievements. The development

1 http://technorati.com/
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of the Social Web and the new communication
frameworks also influenced the way informa-
tion is transmitted through communities. Blogs
are part of the so-called new textual genres.
They have distinctive features when compared
to the traditional ones, such as newspaper ar-
ticles. Blog language contains formal and in-
formal expressions, and other elements, as re-
peated punctuation or emoticons (used to stress
upon different text elements). With the growth
in the content of the blogosphere, the quantity
of subjective data of the Web is increasing ex-
ponentially (Cui et al., 2006). As it is being up-
dated in real-time, this data becomes a source of
timely information on many topics, exploitable
by different applications. In order to properly
manage the content of this subjective informa-
tion, its processing must be automated. The
NLP task, which deals with the classification of
opinionated content is called Sentiment Analy-
sis (SA). Research in this field aims at discover-
ing appropriate mechanisms to properly re-
trieve, extract and classify opinions expressed in
text. While techniques to retrieve objective in-
formation have been widely studied, imple-
mented and evaluated, opinion-related tasks still
represent an important challenge. As a conse-
quence, the aim of our research is to study, im-
plement and evaluate appropriate methods for
the task of Question Answering (QA) in the
opinion treatment framework.

2 Motivation and Contribution

Research in opinion-related tasks gained impor-
tance in the past years. However, there are still
many aspects that require analysis and im-

Coling 2010: Poster Volume, pages 27-35,
Beijing, August 2010



provement, especially for approaches that com-
bine SA with other NLP tasks such as QA or
automatic summarization. The TAC 2008 Opi-
nion Pilot task and the subsequent research per-
formed on the competition data have demon-
strated that answering opinionated questions
and summarizing subjective information are
significantly different from the equivalent tasks
in the same context, but dealing with factual
data. This finding was confirmed by the recent
work by (Kabadjov et al., 2009). The first moti-
vation of our work is the need to detect and ex-
plore the challenges raised by opinion QA
(OQA), as compared to factual QA. To this aim,
we analyze the improvements that can be
brought at the different steps of the OQA
process: question treatment (identification of
expected polarity — EPT, expected source — ES
and expected target —ET-), opinion retrieval (at
the level of one and three-sentences long snip-
pets, using topic-related words or using paraph-
rases), opinion analysis (using topic detection
and anaphora resolution). This preliminary re-
search is motivated by the conclusions drawn by
previous studies (Balahur et al., 2009). Our pur-
pose is to verify if the inclusion of new ele-
ments and methods - source and target detection
(using semantic role labeling (SRL)), topic de-
tection (using Latent Semantic Analysis), pa-
raphrasing and joint topic-sentiment analysis
(classification of the opinion expressed only in
sentences related to the topic), followed by ana-
phora resolution (using a system whose perfor-
mance is not optimal), affects the results of the
system and how. Our contribution to this respect
is the identification of the challenges related to
OQA compared to traditional QA. A further
contribution consists in adding the appropriate
methods, tools and resources to resolve the
identified challenges. With the purpose of test-
ing the effect of each tool, resource and tech-
nigque, we carry out a separate and a global
evaluation. An additional motivation of our
work is the fact that although previous ap-
proaches showed that opinion questions have
longer answers than factual ones, the research
done in OQA so far has only considered a sen-
tence-level approach. Another contribution this
paper brings is the retrieval at 1 and 3-sentence
level and the retrieval based on similarity to
query paraphrases enriched with topic-related
words). We believe retrieving longer text could
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cause additional problems such as redundancy,
coreference and temporal expressions or the
need to apply contextual information. Paraph-
rasing, on the other hand, had account for lan-
guage variability in a more robust manner;
however, the paraphrase collections that are
available at the moment are known to be noisy.
The following sections are structured as fol-
lows: Section 3 presents the related work in the
field and the competitions organized for systems
tackling the OQA task. In Section 4 we describe
the corpora used for the experiments we carried
out and the set of questions asked over each of
them. Section 5 presents the experimental set-
tings and the different system configurations we
assessed. Section 6 shows the results of the
evaluations, discusses the improvements and
drops in performance using different configura-
tions. We finally conclude on our approaches in
Section 7, proposing the lines for future work.

3

QA can be defined as the task in which given a
set of questions and a collection of documents,
an automatic NLP system is employed to re-
trieve the answer to the queries in Natural Lan-
guage (NL). Research focused on building fac-
toid QA systems has a long tradition; however,
it is only recently that researchers have started
to focus on the development of OQA systems.
(Stoyanov et al., 2005) and (Pustejovsky and
Wiebe, 2006) studied the peculiarities of opi-
nion questions. (Cardie et al., 2003) employed
opinion summarization to support a Multi-
Perspective QA system, aiming at identifying
the opinion-oriented answers for a given set of
questions. (Yu and Hatzivassiloglou, 2003) se-
parated opinions from facts and summarized
them as answer to opinion questions. (Kim and
Hovy, 2005) identified opinion holders, which
are a key component in retrieving the correct
answers to opinion questions. Due to the rea-
lized importance of blog data, recent years have
also marked the beginning of NLP research fo-
cused on the development of opinion QA sys-
tems and the organization of international con-
ferences encouraging the creation of effective
QA systems both for fact and subjective texts.
The TAC 20082 QA track proposed a collection

Related Work

2 http://www.nist.gov/tac/



of factoid and opinion queries called “rigid list”
(factoid) and “squishy list” (opinion) respective-
ly, to which the traditional QA systems had to
be adapted. Some participating systems treated
opinionated questions as “other” and thus they
did not employ opinion specific methods. How-
ever, systems that performed better in the
“squishy list” questions than in the “rigid list”
implemented additional components to classify
the polarity of the question and of the extracted
answer snippet. The Alyssa system (Shen et al,
2007) uses a Support Vector Machines (SVM)
classifier trained on the MPQA corpus (Wiebe
et al., 2005), English NTCIR3 data and rules
based on the subjectivity lexicon (Wilson et al.,
2005). (Varma et al., 2008) performed query
analysis to detect the polarity of the question
using defined rules. Furthermore, they filter
opinion from fact retrieved snippets using a
classifier based on Naive Bayes with unigram
features, assigning for each sentence a score that
is a linear combination between the opinion and
the polarity scores. The PolyU (Venjie et al.,
2008) system determines the sentiment orienta-
tion of the sentence using the Kullback-Leibler
divergence measure with the two estimated lan-
guage models for the positive versus negative
categories. The QUANTA (Li et al., 2008) sys-
tem performs opinion question sentiment analy-
sis by detecting the opinion holder, the object
and the polarity of the opinion. It uses a seman-
tic labeler based on PropBank® and manually
defined patterns. Regarding the sentiment clas-
sification, they extract and classify the opinion
words. Finally, for the answer retrieval, they
score the retrieved snippets depending on the
presence of topic and opinion words and only
choose as answer the top ranking results. Other
related work concerns opinion holder and target
detection. NTCIR 7 and 8 organized MOAT
(the Multilingual Opinion Analysis Task), in
which most participants employed machine
learning approaches using syntactic patterns
learned on the MPQA corpus (Wiebe et al.,
2005). Starting from the abovementioned re-
search, our aim is to take a step forward to
present approaches and employ opinion specific
methods focused on improving the performance
of our OQA. We perform the retrieval at 1 sen-

3 http://research.nii.ac.jp/ntcir/
*http://verbs.colorado.edu/~mpalmer/projects/ace.html
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tence and 3 sentence-level and also determine
the expected source (ES) and the expected tar-
get (ET) of the questions, which are fundamen-
tal to properly retrieve the correct answer. These
two elements are selected employing semantic
roles (SR). The expected answer type (EAT) is
determined using Machine Learning (ML) using
Support Vector Machine (SVM), by taking into
account the interrogation formula, the subjectiv-
ity of the verb and the presence of polarity
words in the target SR. In the case of expected
opinionated answers, we also compute the ex-
pected polarity type (EPT) — by applying opi-
nion mining (OM) on the affirmative version of
the question (e.g. for the question “Why do
people prefer Starbucks to Dunkin Donuts? ”,
the affirmative version is “People prefer Star-
bucks to Dunkin Donuts because X”). These
experiments are presented in more detail in
Section 5.

4 Corpora

In order to carry out the present research for
detecting and solving the complexities of opi-
nion QA, we employed two corpora of blog
posts: EmotiBlog (Boldrini et al., 2009a) and
the TAC 2008 Opinion Pilot test collection (part
of the Blog06 corpus).

The TAC 2008 Opinion Pilot test collection is
composed by documents with the answers to the
opinion questions given on 25 targets. EmotiB-
log is a collection of blog posts in English ex-
tracted form the Web. As a consequence, it
represents a genuine example of this textual ge-
nre. It consists in a monothematic corpus about
the Kyoto Protocol, annotated with the im-
proved version of EmotiBlog (Boldrini et al.,
2009b). 1t is well know that Opinion Mining
(OM) is a very complex task due to the high
variability of the language employed. Thus, our
objective is to build an annotation model that is
able to capture the whole range of phenomena
specific to subjectivity expression. Additional
criteria employed when choosing the elements
to be annotated were effectiveness and noise
minimization. Thus, from the first version of the
model, the elements which did not prove to be
statistically relevant have been eliminated. The
elements that compose the improved version of
the annotation model are presented in Table 1.



Elements Description
Obj. speech Confidence, comment, source, target.
Subj. speech Confidence, comment, level, emotion,
phenomenon, polarity, source and
target.
Adjec- Confidence, comment, level, emotion,
tives/Adverbs phenomenon, modifier/not, polarity,

source and target.

Verbs/ Names Confidence, comment, level, emotion,

phenomenon, polarity, mode, source

and target.
Anaphora Confidence, comment, type, source and
target.
Capital letter/ Confidence, comment, level, emotion,
Punctuation phenomenon, polarity, source and
target.
Phenomenon Confidence, comment, type, colloca-
tion, saying, slang, title, and rhetoric.
Reader/Author Confidence, comment, level, emotion,
Interpr. (obj.) phenomenon, polarity, source and
target.

Emotions Confidence, comment, accept, anger,
anticipation, anxiety, appreciation, bad,

bewilderment, comfort, compassion...

Table 1: EmotiBlog improved structure

The first distinction consists in separating objec-
tive and subjective speech. Subsequently, a fin-
er-grained annotation is employed for each of
the two types of data. Objective sentences are
annotated with source and target (when neces-
sary, also the level of confidence of the annota-
tor and a comment). Subjective elements can be
annotated at a sentence level, but they also have
to be labeled at a word and/or phrase level.
EmotiBlog also contains annotations of anapho-
ra at a cross-document level (to interpret the
storyline of the posts) and the sentence type
(simple sentence or title, but also saying or col-
location). Finally, the Reader and the Writer
interpretation have to be marked in objective
sentences. These elements are employed to
mark and interpret correctly an apparent objec-
tive discourse, whose aim is to implicitly ex-
press an opinion (e.g. “The camera broke in two
days”). The first is useful to extract what is the
interpretation of the reader (for example if the
writer says The result of their governing was an
increase of 3.4% in the unemployment rate in-
stead of The result of their governing was a dis-
aster for the unemployment rate) and the second
to understand the background of the reader (i.e..
These criminals are not able to govern instead
of saying the x party is not able to govern).
From this sentence, for example, the reader can
deduce the political ideas of the writer. The
guestions whose answers are annotated with

30

EmotiBlog are the subset of opinion questions in
English presented in (Balahur et al., 2009). The
complete list of questions is shown in Table 2.

N Question

2 What motivates people’s negative opinions on the
Kyoto Protocol?

5 What are the reasons for the success of the Kyoto
Protocol?

6 What arguments do people bring for their criticism
of media as far as the Kyoto Protocol is concerned?

7 Why do people criticize Richard Branson?

11 What negative opinions do people have on Hilary
Benn?

12 Why do Americans praise Al Gore’s attitude towards
the Kyoto protocol?

15 What alternative environmental friendly resources
do people suggest to use instead of gas en the future?

16 Is Arnold Schwarzenegger pro or against the reduc-
tion of CO2 emissions?

18 What improvements are proposed to the Kyoto Pro-
tocol?

19 What is Bush accused of as far as political measures
are concerned?

20 What initiative of an international body is thought to
be a good continuation for the Kyoto Protocol?

Table 2: Questions over the EmotiBlog
corpus

The main difference between the two corpora
employed is that Emotiblog is monothematic,
containing only posts about the Kyoto Protocol,
while the TAC 2008 corpus contains documents
on a multitude of subjects. Therefore, different
techniques must be adjusted in order to treat
each of them.

5
5.1

Experiments

Question Analysis

In order to be able to extract the correct answer
to opinion questions, different elements must be
considered. As stated in (Balahur et al., 2009)
we need to determine both the expected answer
type (EAT) of the question — as in the case of
factoid ones - as well as new elements — such as
expected polarity type (EPT). However, opi-
nions are directional — i.e., they suppose the ex-
istence of a source and a target to which they
are addressed. Thus, we introduce two new
elements in the question analysis — expected
source (ES) and expected target (ET). These
two elements are selected by applying SR and
choosing the source as the agent in the sentence
and the direct object (patient) as the target of the
opinion. Of course, the source and target of the




opinions expressed can also be found in other
roles, but at this stage we only consider these
cases. The expected answer type (EAT) (e.g.
opinion or other) is determined using Machine
Learning (ML) using Support Vector Machine
(SVM), by taking into account the interrogation
formula, the subjectivity of the verb and the
presence of polarity words in the target SR. In
the case of expected opinionated answers, we
also compute the expected polarity type (EPT) —
by applying OM on the affirmative version of
the question. An example of such a transforma-
tion is: given the question “What are the rea-
sons for the success of the Kyoto Protocol?”,
the affirmative version of the question is “The
reasons for the success of the Kyoto Protocol
are X”.

5.2

In the answer retrieval stage, we employ four
strategies:

Candidate Snippet Retrieval

1. Using the JIRS (JAVA Information Re-
trieval System) IR engine (GOmez et al.,
2007) to find relevant snippets. JIRS re-
trieves passages (of the desired length),
based on searching the question struc-
tures (n-grams) instead of the keywords,
and comparing them.

Using the “Yahoo” search engine to re-
trieve the first 20 documents that are
most related to the query. Subsequently,
we apply LSA on the retrieved docu-
ments and extract the words that are
most related to the topic. Finally, we
expand the query using words that are
very similar to the topic and retrieve
snippets that contain at least one of
them and the ET.

Generating equivalent expressions for
the query, using the DIRT paraphrase
collection (Lin and Pantel, 2001) and
retrieving candidate snippets of length 1
and 3 (length refers to the number of
sentences retrieved) that are similar to
each of the new generated queries and
contain the ET. Similarity is computed
using the cosine measure. Examples of
alternative queries for “People like
George Clooney” are “People adore
George Clooney”, “People enjoy
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George Clooney”, “People prefer
George Clooney ™.

Enriching the equivalent expressions for
the query in 3. with the topic-related

words discovered in 2. using LSA.

5.3 Polarity and topic-polarity classifica-

tion of snippets

In order to determine the correct answers from
the collection of retrieved snippets, we must
filter for the next processing stage only the can-
didates that have the same polarity as the ques-
tion EPT. For polarity detection, we use a com-
bined system employing SVM ML on unigram
and bigram features trained on the NTCIR
MOAT 7 data and an unsupervised lexicon-
based system. In order to compute the features
for each of the unigrams and bigrams, we com-
pute the tf-idf scores.

The unsupervised system uses the Opinion
Finder lexicon to filter out subjective sentences
— that contain more than two subjective words
or a subjective word and a valence shifter (ob-
tained from the General Inquirer resource). Sub-
sequently, it accounts for the presence of opi-
nionated words from four different lexicons —
MicroWordNet (Cerini et al., 2007), WordNet
Affect (Strapparava and Valitutti, 2004) Emo-
tion Triggers (Balahur and Montoyo, 2008) and
General Inquirer (Stone et al., 1966). For the
joint topic-polarity analysis, we first employ
LSA to determine the words that are strongly
associated to the topic, as described in Section
5.2 (second list item). Consequently, we com-
pute the polarity of the sentences that contain at
least one topic word and the question target.

5.4

Finally, answers are filtered using the Semrol
system for SR labeling described in (Moreda,
2008). Subsequently, we filter all snippets with
the required target and source as agent or pa-
tient. Semrol receives as input plain text with
information about grammar, syntax, word
senses, Named Entities and constituents of each
verb. The system output is the given text, in
which the semantic roles information of each
constituent is marked. Ambiguity is resolved

Filtering using SR



depending on the machine algorithm employed,
which in this case is TIMBL?®.

6 Evaluation and Discussion

We evaluate our approaches on both the Emo-
tiBlog question collection, as well as on the
TAC 2008 Opinion Pilot test set. We compare
them against the performance of the system eva-
luated in (Balahur et al., 2009) and the best
(Copeck et al., 2008) and worst (Varma et al.,
2008) scoring systems (as far as F-measure is
concerned) in the TAC 2008 task. For both the
TAC 2008 and EmotiBlog sets of questions, we
employ the SR system in SA and determine the
ES, ET and EPT. Subsequently, for each of the
two corpora, we retrieve 1-phrase and 3-phrase
snippets. The retrieval of the of the EmotiBlog
candidate snippets is done using query expan-
sion with LSA and filtering according to the ET.
Further on, we apply sentiment analysis (SA)
using the approach described in Section 5.3 and
select only the snippets whose polarity is the
same as the determined question EPT. The re-
sults are presented in Table 3.

Q| N Baseline 1 phrase + 3 phrases
N | o. | (Balahur et al., ET+SA +ET+SA
o. | A | 2009)
elele|e|e|e[e|e|le|e|e|e@
1 5 1 5 1 5 1 5 1 5 1 2
0 0 0 0 0 0
2 |5 |of2]3]4f1]2|3a|1][2]3]4
5 |1 |oflofjo|ofo|2|2]2|1][2]3]|4
1
2 1121 2 2
5 0 3|1 4
2 1[1]ofo]o0

1 |o0ojofojojojojojofojojof|o

2 |1|5|6|1f0|1|1]2|0|1(|1]|1
7 8

on|loRr|lokrlorlokrdRk R N o
o
[5
N
~
~
o
[
[=N
N
[=N
N
N
o

4 |0jo0ojo|jO0OfO0OfO|1T|{1]|0|0|1]2

Table 3: Results for questions over
EmotiBlog

5http://iIk.uvt.nI/downIoads/pub/papers/TimbI_6.2_ManuaI
.pdf and http://ilk.uvt.nl/timbl/
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The retrieval of the TAC 2008 1-phrase and 3-
phrase candidate snippets was done using JIRS
and, in a second approach, using the cosine si-
milarity measure between alternative queries
generated using paraphrases and candidate
snippets. Subsequently, we performed different
evaluations, in order to assess the impact of us-
ing different resources and tools. Since the TAC

2008 had a limit of the output of 7000 charac-

ters, in order to compute a comparable F-

measure, at the end of each processing chain,

we only considered the snippets for the 1-phrase
retrieval and for the 3-phases one until this limit
was reached.

1. In the first evaluation, we only apply the

sentiment analysis tool and select the snip-
pets that have the same polarity as the ques-
tion EPT and the ET is found in the snippet.
(i.e. What motivates peoples negative opi-
nions on the Kyoto Protocol? The Kyoto
Protocol becomes deterrence to economic
development and international cooperation/
Secondly, in terms of administrative aspect,
the Kyoto Protocol is difficult to implement.
- same EPT and ET)
We also detected cases of same polarity but
no ET, e.g. These attempts mean annual ex-
penditures of $700 million in tax credits in
order to endorse technologies, $3 billion in
developing research and $200 million in
settling technology into developing coun-
tries — EPT negative but not same ET.

2. In the second evaluation, we add the result
of the LSA process to filter out the snippets
from 1., containing the words related to the
topic starting from the retrieval performed
by Yahoo, which extracts the first 20 docu-
ments about the topic.

3. In the third evaluation, we filter the results
in 2 by applying the Semrol system and set-
ting the condition that the ET and ES are the
agent or the patient of the snippet.

4. In the fourth evaluation setting, we replaced
the set of snippets retrieved using JIRS with
the ones obtained by generating alternative
queries using paraphrases (as explained in
the third method in section 5.2.). We subse-
quently filtered these results based on their
polarity (so that it corresponds to the EPT)
and on the condition that the source and tar-
get of the opinion (identified through SRL
using Semrol) correspond to the ES and ET.



In the fourth evaluation setting, we replaced
the set of snippets retrieved using JIRS with
the ones obtained by generating alternative
queries using paraphrases, enriched with the
topic words determined using LSA. We
subsequently filtered these results based on
their polarity (so that it corresponds to the
EPT) and on the condition that the source
and target of the opinion (identified through
SRL using Semrol) correspond to the ES
and ET.

System F-measure
Best TAC 0.534
Worst TAC 0.101
JIRS + SA+ET (1 phrase) 0.377
JIRS + SA+ET (3 phrases) 0.431
JIRS + SA+ET+LSA (1 phrase) 0.489
JIRS + SA+ET+LSA (3 phrases) | 0.505
JIRS + SA+ET+LSA+SR (1 | 0.533
phrase)
JIRS + SA+ET+LSA+SR (3 | 0.571
phrases)
PAR+SA+ET+SR(1 phrase) 0.345
PAR+SA+ET+SR(2 phrase) 0.386
PAR_LSA+SA+ET+SR (1 phra- | 0.453
se)
PAR_LSA+SA+ET+SR (3 phra- | 0.434
ses)

Table 4: Results for the TAC 2008 test set

From the results obtained (Table 3 and Table 4),
we can draw the following conclusions. Firstly,
the hypothesis that OQA requires the retrieval
of longer snippets was confirmed by the im-
proved results, both in the case of EmotiBlog, as
well as the TAC 2008 corpus. Secondly, opi-
nion questions require the use of joint topic-
sentiment analysis. As we can see from the re-
sults, the use of topic-related words when com-
puting of the affect influences the results in a
positive manner and joint topic-sentiment anal-
ysis is especially useful for the cases of ques-
tions asked on a monothematic corpus. Thirdly,
another conclusion that we can draw is that tar-
get and source detection are highly relevant
steps at the time of answer filtering, not only
helping the more accurate retrieval of answers,
but also at placing at the top of the retrieval the
relevant results (as more relevant information is
contained within these 7000 characters). The
use of paraphrases at the retrieval stage was
shown to produce a significant drop in results,
which we explain by the noise introduced and
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the fact that more non-relevant answer candi-
dates were introduced among the results. None-
theless, as we can see from the overall relatively
low improvement in the results, much remains
to be done in order to appropriately tackle
OQA. As seen in the results, there are still ques-
tions for which no answer is found (e.g. 18).
This is due to the fact that the treatment of such
questions requires the use of inference tech-
niques that are presently unavailable (i.e. define
terms such as “improvement”, possibly as “X
better than Y ”, in which case opinion extraction
from comparative sentences should be intro-
duced in the model).

The results obtained when using all the compo-
nents for the 3-sentence long snippets signifi-
cantly improve the results obtained by the best
system participating in the TAC 2008 Opinion
Pilot competition (determined using a paired t-
test for statistical significance, with confidence
level 5%). Finally, from the analysis of the er-
rors, we could see that even though some tools
are in theory useful and should produce higher
improvements — such as SR — their performance
in reality does not produce drastically higher
results. The idea to use paraphrases for query
expansion also proved to decrease the system
performance. From preliminary results obtained
using JavaRap® for coreference resolution, we
also noticed that the performance of the OQA
lowered, although theoretically it should have
improved.

7 Conclusions ad Future Work

In this paper, we presented and evaluated differ-
ent methods and techniques with the objective
of improving the task of QA in the context of
opinion data. From the evaluations performed
using different NLP resources and tools, we
concluded that joint topic-sentiment analysis, as
well as the target and source identification, are
crucial for the correct performance of this task.
We have also demonstrated that by retrieving
longer answers, the results have improved. We
tested, within a simple setting, the impact of
using paraphrases in the context of opinion
questions and saw that their use lowered the
system results. Although such paraphrase col-

®http://wing.comp.nus.edu.sg/~qiu/NLPTools/JavaRAP.ht
m



lections include a lot of noise and have been
shown to decrease system performance even in
the case of factual questions, we believe that
other types of paraphrasing methods should be
investigated in the context of OQA. We thus
showed that opinion QA requires the develop-
ment of appropriate strategies at the different
stages of the task (recognition of subjective
questions, detection of subjective content of the
guestions, source and target identification, re-
trieval and classification of the candidate an-
swer data). Due to the high level of complexity
of subjective language, our future work will be
focused on testing higher-performing tools for
coreference resolution, other (opinion) paraph-
rases collections and paraphrasing methods and
the employment of external knowledge sources
that refine the semantics of queries. We also
plan to include other SA methods and extend
the semantic roles considered for ET and ES,
with the purpose of checking if they improve or
not the performance of the QA system.
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Abstract

In this paper, we propose an approach to
automatically detect sentiments on Twit-
ter messages (tweets) that explores some
characteristics of how tweets are written
and meta-information of the words that
compose these messages. Moreover, we
leverage sources of noisy labels as our
training data. These noisy labels were
provided by a few sentiment detection
websites over twitter data. In our experi-
ments, we show that since our features are
able to capture a more abstract represen-
tation of tweets, our solution is more ef-
fective than previous ones and also more
robust regarding biased and noisy data,
which is the kind of data provided by these
sources.

1 Introduction

Twitter is one of the most popular social network
websites and has been growing at a very fast pace.
The number of Twitter users reached an estimated
75 million by the end of 2009, up from approx-
imately 5 million in the previous year. Through
the twitter platform, users share either information
or opinions about personalities, politicians, prod-
ucts, companies, events (Prentice and Huffman,
2008) etc. This has been attracting the attention
of different communities interested in analyzing
its content.

Sentiment detection of tweets is one of the basic
analysis utility functions needed by various appli-
cations over twitter data. Many systems and ap-
proaches have been implemented to automatically
detect sentiment on texts (e.g., news articles, Web
reviews and Web blogs) (Pang et al., 2002; Pang
and Lee, 2004; Wiebe and Riloff, 2005; Glance
et al., 2005; Wilson et al., 2005). Most of these
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approaches use the raw word representation (n-
grams) as features to build a model for sentiment
detection and perform this task over large pieces
of texts. However, the main limitation of using
these techniques for the Twitter context is mes-
sages posted on Twitter, so-called tweets, are very
short. The maximum size of a tweet is 140 char-
acters.

In this paper, we propose a 2-step sentiment
analysis classification method for Twitter, which
first classifies messages as subjective and ob-
jective, and further distinguishes the subjective
tweets as positive or negative. To reduce the la-
beling effort in creating these classifiers, instead
of using manually annotated data to compose the
training data, as regular supervised learning ap-
proaches, we leverage sources of noisy labels as
our training data. These noisy labels were pro-
vided by a few sentiment detection websites over
twitter data. To better utilize these sources, we
verify the potential value of using and combining
them, providing an analysis of the provided labels,
examine different strategies of combining these
sources in order to obtain the best outcome; and,
propose a more robust feature set that captures a
more abstract representation of tweets, composed
by meta-information associated to words and spe-
cific characteristics of how tweets are written. By
using it, we aim to handle better: the problem
of lack of information on tweets, helping on the
generalization process of the classification algo-
rithms; and the noisy and biased labels provided
by those websites.

The remainder of this paper is organized as fol-
lows. In Section 2, we provide some context about
messages on Twitter and about the websites used
as label sources. We introduce the features used
in the sentiment detection and also provide a deep
analysis of the labels generated by those sources
in Section 3. We examine different strategies of
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combining these sources and present an extensive
experimental evaluation in Section 4. Finally, we
discuss previous works related to ours in Section 5
and conclude in Section 6, where we outline direc-
tions and future work.

2 Preliminaries

In this section, we give some context about Twitter
messages and the sources used for our data-driven
approach.

Tweets. The Twitter messages are called tweets.
There are some particular features that can be used
to compose a tweet (Figure 1 illustrates an ex-
ample): “RT” is an acronym for retweet, which
means the tweet was forwarded from a previous
post; “@twUser” represents that this message is a
reply to the user “twUser”’; “#obama” is a tag pro-
vided by the user for this message, so-called hash-
tag; and “http://bit.ly/9K4n9p” is a link to some
external source. Tweets are limited to 140 charac-
ters. Due to this lack of information in terms of
words present in a tweet, we explore some of the
tweet features listed above to boost the sentiment
detection, as we will show in detail in Section 3.

Data Sources. We collected data from 3 differ-
ent websites that provide almost real-time senti-
ment detection for tweets: Twendz, Twitter Sen-
timent and TweetFeel. To collect data, we issued
a query containing a common stopword “of”, as
we are interested in collecting generic data, and
retrieved tweets from these sites for three weeks,
archiving the returned tweets along with their sen-
timent labels. Table 1 shows more details about
these sources. Two of the websites provide 3-
class detection: positive, negative and neutral and
one of them just 2-class detection. One thing to
note is our crawling process obtained a very dif-
ferent number of tweets from each website. This
might be a result of differences among their sam-
pling processes of Twitter stream or some kind of
filtering process to output. For instance, a site
may only present the tweets it has more confi-
dence about their sentiment. In Section 3, we
present a deep analysis of the data provided by
these sources, showing if they are useful to build
a sentiment classification.
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RT @twUser: Obama 1is the first U.S. president not to
have seen a new state added in his lifetime.
http://bit.1ly/9K4n9% #obama

Figure 1: Example of a tweet.

3 Twitter Sentiment Detection

Our goal is to categorize a tweet into one of the
three sentiment categories: positive, neutral or
negative. Similar to (Pang and Lee, 2004; Wil-
son et al., 2005), we implement a 2-step sentiment
detection framework. The first step targets on dis-
tinguishing subjective tweets from non-subjective
tweets (subjectivity detection). The second one
further classifies the subjective tweets into posi-
tive and negative, namely, the polarity detection.
Both classifiers perform prediction using an ab-
stract representation of the sentences as features,
as we show later in this section.

3.1 Features

A variety of features have been exploited on the
problem of sentiment detection (Pang and Lee,
2004; Pang et al., 2002; Wiebe et al., 1999; Wiebe
and Riloff, 2005; Riloff et al., 2006) including un-
igrams, bigrams, part-of-speech tags etc. A natu-
ral choice would be to use the raw word represen-
tation (n-grams) as features, since they obtained
good results in previous works (Pang and Lee,
2004; Pang et al., 2002) that deal with large texts.
However, as we want to perform sentiment detec-
tion on very short messages (tweets), this strat-
egy might not be effective, as shown in our ex-
periments. In this context, we are motivated to
develop an abstract representation of tweets. We
propose the use of two sets of features: meta-
information about the words on tweets and char-
acteristics of how tweets are written.

Meta-features. Given a word in a tweet, we map
it to its part-of-speech using a part-of-speech dic-
tionary'. Previous approaches (Wiebe and Riloff,
2005; Riloff et al., 2003) have shown that the ef-
fectiveness of using POS tags for this task. The
intuition is certain POS tags are good indica-
tors for sentiment tagging. For example, opin-
ion messages are more likely containing adjec-

IThe pos dictionary we used in this paper is available at:
http://wordlist.sourceforge.net/pos-readme.



Data sources URL # Tweets Sentiments
Twendz http://twendz.waggeneredstrom.com/ | 254081 pos/neg/neutral
Twitter Sentiment | http://twittersentiment.appspot.com/ 79696 pos/neg/neutral
TweetFeel http://www.tweetfeel.com/ 13122 pos/neg

Table 1: Information about the 3 data sources.

tives or interjections. In addition to POS tags,
we map the word to its prior subjectivity (weak
and strong subjectivity), also used by (Wiebe and
Riloff, 2005), and polarity (positive, negative and
neutral). The prior polarity is switched from pos-
itive to negative or vice-versa when a negative
expression (as, e.g., “don’t”, “never”) precedes
the word. We obtained the prior subjectivity and
polarity information from subjectivity lexicon of
about 8,000 words used in (Riloff and Wiebe,
2003)2. Although this is a very comprehensive
list, slang and specific Web vocabulary are not
present on it, e.g., words as “yummy” or “ftw”.
For this reason, we collected popular words used
on online discussions from many online sources
and added them to this list.
Tweet Syntax Features. We exploited the syn-
tax of the tweets to compose our features. They
are: retweet; hashtag; reply; link, if the tweet con-
tains a link; punctuation (exclamation and ques-
tions marks); emoticons (textual expression rep-
resenting facial expressions); and upper cases (the
number of words that starts with upper case in the
tweet).

The frequency of each feature in a tweet is di-
vided by the number of the words in the tweet.

3.2 Subjectivity Classifier

As we mentioned before, the first step in our tweet
sentiment detection is to predict the subjectivity of
a given tweet. We decided to create a single clas-
sifier by combining the objectivity sentences from
Twendz and Twitter Sentiment (objectivity class)
and the subjectivity sentences from all 3 sources.
As we do not know the quality of the labels pro-
vided by these sources, we perform a cleaning
process over this data to assure some reasonable
quality. These are the steps:

1. Disagreement removal: we remove the

2The  subjectivity  lexicon is  available  at

http://www.cs.pitt.edu/mpqa/

tweets that are disagreed between the data
sources in terms of subjectivity;

2. Same user’s messages: we observed that the
users with the highest number of messages
in our dataset are usually those ones that post
some objective messages, for example, ad-
vertising some product or posting some job
recruiting information. For this reason, we
allowed in the training data only one message
from the same user. As we show later, this
boosts the classification performance, mainly
because it removes tweets labeled as subjec-
tive by the data sources but are in fact objec-
tive;

3. Top opinion words: to clean the objective
training set, we remove from this set tweets
that contain the top-n opinion words in the
subjectivity training set, e.g., words as cool,
suck, awesome etc.

As we show in Section 4, this process is in fact
able to remove certain noisy in the training data,
leading to a better performing subjectivity classi-
fier.

To illustrate which of the proposed features are
more effective for this task, the top-5 features in
terms of information gain, based on our training
data, are: positive polarity, link, strong subjec-
tive, upper case and verbs. Three of them are
meta-information (positive polarity, strong sub-
jective and verbs) and the other two are tweet
syntax features (link and upper case). Here is
a typical example of a objective tweet in which
the user pointed an external link and used many
upper case words: “Starbucks Expands Pay-By-
IPhone Pilot to 1,000 Stores—Starbucks cus-
tomers with Apple iPhones or iPod touches can
.. http://oohja.com/x9UbC”.



3.3 Polarity Classifier

The second step of our sentiment detection ap-
proach is polarity classification, i.e., predict-
ing positive or negative sentiment on subjective
tweets. In this section, first we analyze the qual-
ity of the polarity labels provided by the three
sources, and whether their combination has the
potential to bring improvement. Second, we
present some modifications in the proposed fea-
tures that are more suitable for this task.

3.3.1 Analysis of the Data Sources

The 3 data sources used in this work provide
some kind of polarity labels (see Table 1). Two
questions we investigate regarding these sources
are: (1) how useful are these polarity labels? and
(2) does combining them bring improvement in
accuracy?

We take the following aspects into considera-
tion:

e Labeler quality: if the labelers have low qual-
ity, combine them might not bring much im-
provement (Sheng et al., 2008). In our case,

each source is treated as a labeler;

Number of labels provided by the labelers:
if the labels are informative, i.e., the prob-
ability of them being correct is higher than
0.5, the more the number of labels, the higher
is the performance of a classifier built from
them (Sheng et al., 2008);

Labeler bias: the labeled data provided by
the labelers might be only a subset of the
real data distribution. For instance, labelers
might be interested in only providing labels
that they are more confident about;

Different labeler bias: if labelers make simi-
lar mistakes, the combination of them might
not bring much improvement.

We provide an empirical analysis of these
datasets to address these points. First, we measure
the polarity detection quality of a source by calcu-
lating the probability p of a label from this source
being correct. We use the data manually labeled
for assessing the classifiers’ performance (testing
data, see Section 4) to obtain the correct labels of
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Data sources Quality | Entropy
Twendz 0.77 8.3
TwitterSentiment 0.82 7.9
TweetFeel 0.89 7.5

Table 2: Quality of the labels and entropy of the
tweets provided by each data source for the polar-
ity detection.

a data sample. Table 2 shows their values. We can
conclude from these numbers that the 3 sources
provide a reasonable quality data. This means that
combining them might bring some improvement
to the polarity detection instead of, for instance,
using one of them in isolation. An aspect that is
overlooked by quality is the bias of the data. For
instance, by examining the data from TwitterFeel,
we found out that only 4 positive words (“awe-
some”,“rock”,“love” and “beat”) cover 95% of
their positive examples and only 6 negative words
(“hate”,“suck”,“wtf”,“piss”,“stupid” and ““fail”)
cover 96% of their negative set. Clearly, the data
provided by this source is biased towards these
words. This is probably the reason why this web-
site outputs such fewer number of tweets com-
pared to the other websites (see Table 1) as well
as why its data has the smallest entropy among
the sources (see Table 2).

The quality of the data and its individual bias
have certainly impact in the combination of labels.
However, there is other important aspect that one
needs to consider: different bias between the la-
belers. For instance, if labelers a and » make sim-
ilar decisions, we expect that combining their la-
bels would not bring much improvement. There-
fore, the diversity of labelers is a key element in
combining them (Polikar, 2006). One way to mea-
sure this is by calculating the agreement between
the labels produced by the labelers. We use the
kappa coefficient (Cohen, 1960) to measure the
degree of agreement between two sources. Ta-
ble 3 presents the coefficients for each par of data
source. All the coefficients are between 0.4 and
0.6, which represents a moderate agreement be-
tween the labelers (Landis and Koch, 1977). This
means that in fact the sources provide different
bias regarding polarity detection.



Data sources Kappa
Twendz/TwitterSentiment 0.58
TwitterSentiment/TweetFeel 0.58
Twendz/TweetFeel 0.44

Table 3: Kappa coefficient between pairs of

sources.

From this analysis we can conclude that com-
bining the labels provided by the 3 sources can
improve the performance of the polarity detec-
tion instead of using one of them in isolation be-
cause they provide diverse labels (moderate kappa
agreement) of reasonable quality, although there
is some issues related to bias of the labels pro-
vided by them. In our experimental evaluation in
Section 4, we present results obtained by different
strategies of combining these sources that confirm
these findings.

3.3.2 Polarity Features

The features used in the polarity detection are
the same ones used in the subjectivity detection.
However, as one would expect the set of the most
discriminative features is different between the
two tasks. For subjectivity detection, the top-5
features in terms of information gain, based on
the training data, are: negative polarity, positive
polarity, verbs, good emoticons and upper case.
For this task, the meta-information of the words
(negative polarity, positive polarity and verbs) is
more important than specific features from Twitter
(good emoticons and upper case), whereas for the
subjectivity detection, tweet syntax features have
a higher relevance.

This analysis show that prior polarity is very
important for this task. However, one limitation
of using it from a generic list is its values might
not hold for some specific scenario. For instance,
the polarity of the word “spot” is positive accord-
ing to this list. However, looking at our training
data almost half of the occurrences of this word
appears in the positive set and the other half in
the negative set. Thus, it is not correct to as-
sume that prior polarity of “spot” is 1 for this
particular data. This example illustrates our strat-
egy to weight the prior polarities: for each word
w with prior polarity defined by the list, we cal-
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culate the prior polarity of w, pol(w), based on
the distribution of w in the positive and negative
sets. Thus, pol,y.s(w) = count(w, pos)/count(w)
and polneg(w) = 1 — pol,os(w). We assume the
polarity of a word is associated with the polar-
ity of the sentence, which seems to be reasonable
since we are dealing with very short messages.
Although simple, this strategy is able to improve
the polarity detection, as we show in Section 4.

4 Experiments

We have performed an extensive performance
evaluation of our solution for twitter sentiment
detection. Besides analyzing its overall perfor-
mance, our goals included: examining different
strategies to combine the labels provided by the
sources; comparing our approach to previous ones
in this area; and evaluating how robust our solu-
tion is to the noisy and biased data described in
Section 3.

4.1 Experimental Setup

Data Sets. For the subjectivity detection, after
the cleansing processing (see Section 3), the train-
ing data contains about 200,000 tweets (roughly
100,000 tweets were labeled by the sources as
subjective ones and 100,000 objective ones), and
for polarity detection, 71046 positive and 79628
negative tweets. For test data, we manually la-
beled 1,000 tweets as positive, negative and neu-
tral. We also built a development set (1,000
tweets) to tune the parameters of the classification
algorithms.

Approaches. For both tasks, subjectivity and po-
larity detection, we compared our approach with
previous ones reported in the literature. Detailed
explanation about them are as follows:

e ReviewSA: this is the approach proposed
by Pang and Lee (Pang and Lee, 2004)
for sentiment analysis in regular online re-
views. It performs the subjectivity detec-
tion on a sentence-level relying on the prox-
imity between sentences to detect subjectiv-
ity. The set of sentences predicted as subjec-
tive is then classified as negative or positive
in terms of polarity using the unigrams that



compose the sentences. We used the imple-
mentation provided by LingPipe (LingPipe,
2008);

Unigrams: Pang et al. (Pang et al., 2002)
showed unigrams are effective for sentiment
detection in regular reviews. Based on that,
we built unigram-based classifiers for the
subjectivity and polarity detections over the
training data. Another approach that uses un-
igrams is the one used by TwitterSentiment
website. For polarity detection, they select
the positive examples for the training data
from the tweets containing good emoticons
and negative examples from tweets contain-
ing bad emoticons. (Go et al., 2009). We
built a polarity classifier using this approach
(Unigrams-TS).

TwitterSA: TwitterSA exploits the features
described in Section 3 in this paper. For
the subjectivity detection, we trained a clas-
sifier from the two available sources, us-
ing the cleaning process described in Sec-
tion 3 to remove noise in the training data,
TwitterSA(cleaning), and other classifier
trained from the original data, TwitterSA(no-
cleaning). For the polarity detection task,
we built a few classifiers to compare their
performances: TwitterSA(single) and Twit-
terSA(weights) are two classifiers we trained
using combined data from the 3 sources.
The only difference is TwitterSA(weights)
uses the modification of weighting the prior
polarity of the words based on the train-
ing data.  TwitterSA(voting) and Twit-
terSA(maxconf) combine classification out-
puts from 3 classifiers respectively trained
from each source. TwitterSA(voting) uses
majority voting to combine them and Twit-
terSA(maxconf) picks the one with maxi-
mum confidence score.

We use Weka (Witten and Frank, 2005) to cre-
ate the classifiers. We tried different learning al-
gorithms available on Weka and SVM obtained
the best results for Unigrams and TwitterSA. Ex-
perimental results reported in this section are ob-
tained using SVM.
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4.2 Subjectivity Detection Evaluation

Table 4 shows the error rates obtained by the dif-
ferent subjectivity detection approaches. Twit-
terSA achieved lower error rate than both Uni-
grams and ReviewSA. As a result, these num-
bers confirm that features inferred from meta-
information of words and specific syntax features
from tweets are better indicators of the subjectiv-
ity than unigrams. Another advantage of our ap-
proach is since it uses only 20 features, the train-
ing and test times are much faster than using thou-
sands of features like Unigrams. One of the rea-
sons why TwitterSA obtained such a good perfor-
mance was the process of data cleansing (see Sec-
tion 3). The label quality provided by the sources
for this task was very poor: 0.66 for Twendz and
0.68 for TwitterSentiment. By cleaning the data,
the error decreased from 19.9, TwitterSA(no-
cleaning), to 18.1, TwitterSA(cleaning). Regard-
ing ReviewSA, its lower performance is expected
since tweets are composed by single sentences
and ReviewSA relies on the proximity between
sentences to perform subjectivity detection.

We also investigated the influence of the size of
training data on classification performance. Fig-
ure 2 plots the error rates obtained by TwitterSA
and Unigrams versus the number of training ex-
amples. The curve corresponding to TwitterSA
showed that it achieved good performances even
with a small training data set, and kept almost con-
stant as more examples were added to the train-
ing data, whereas for Unigrams the error rate de-
creased. For instance, with only 2,000 tweets as
training data, TwitterSA obtained 20% of error
rate whereas Unigrams 34.5%. These numbers
show that our generic representation of tweets
produces models that are able to generalize even
with a few examples.

4.3 Polarity Detection Evaluation

We provide the results for polarity detection
in Table 5. The best performance was ob-
tained by TwitterSA(maxconf), which combines
results of the 3 classifiers, respectively trained
from each source, by taking the output by the
most confident classifier, as the final predic-
tion. TwitterSA(maxconf) was followed by Twit-
terSA(weights) and TwitterSA(single), both cre-



ated from a single training data. This result shows
that computing the prior polarity of the words
based on the training data TwitterSA(weights)
brings some improvement for this task. Twit-
terSA(voting) obtained the highest error rate
among the TwitterSA approaches. This implies
that, in our scenario, the best way of combining
the merits of the individual classifiers is by using
a confidence score approach.

Unigrams also achieved comparable perfor-
mances. However, when reducing the size of the
training data, the performance gap between Twit-
terSA and Unigrams is much wider. Figure 3
shows the error rate of both approaches® in func-
tion of the training size. Similar to subjectivity de-
tection, the training size does not have much influ-
ence in the error rate for TwitterSA. However for
Unigrams, it decreased significantly as the train-
ing size increased. For instance, for a training
size with 2,000 tweets, the error rate for Unigrams
was 46% versus 23.8% for our approach. As for
subjectivity detection, this occurs because our fea-
tures are in fact able to capture a more general rep-
resentation of the tweets.

Another advantage of TwitterSA over Uni-
grams is that it produces more robust models. To
illustrate this, we present the error rates of Uni-
grams and TwitterSA where the training data is
composed by data from each source in isolation.
For the TweetFeel website, where data is very bi-
ased (see Section 3), Unigrams obtained an error
rate of 44.5% whereas over a sample of the same
size of the combined training data (Figure 3), it
obtained an error rate of around 30%. Our ap-
proach also performed worse over this data than
the general one, but still had a reasonable er-
ror rate, 25.1%. Regarding the Twendz website,
which is the noisiest one (Section 3), Unigrams
also obtained a poor performance comparing it
against its performance over a sample of the gen-
eral data with a same size (see Table 5 and Fig-
ure 3). Our approach, on the other hand, was
not much influenced by the noise (22.9% on noisy
data and around 20% on the sample of same size
of the general data). Finally, since the data qual-
ity provided by TwitterSentiment is better than the

3For this experiment, we used the TwitterSA(single) con-
figuration.
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Approach Error rate
TwitterSA(cleaning) 18.1
TwitterSA(no-cleaning) 19.9
Unigrams 27.6
ReviewSA 32

Table 4: Results for subjectivity detection.

Approach Error rate
TwitterSA(maxconf) 18.7
TwitterS A(weights) 19.4
TwitterSA(single) 20
TwitterSA(voting) 22.6
Unigrams 20.9
ReviewSA 21.7
Unigrams-TS 24.3

Table 5: Results for polarity detection.

Site Training Size TwitterSA Unigrams
TweetFeel 13120 25.1 44.5
Twendz 78025 22.9 323
TwitterSentiment 59578 22 23.4

Table 6: Training data size for each source and
error rates obtained by classifiers built from them.
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Figure 2: Influence of the training data size in the
error rate of subjectivity detection using Unigrams
and TwitterSA.

previous sources (Table 2), there was not much
impact over both classifiers created from it.

From this analysis over real data, we can con-
clude that our approach produces (1) an effective
polarity classifier even when only a small number
of training data is available; (2) a robust model to
bias and noise in the training data; and (3) com-
bining data sources with such distinct characteris-
tics, as our data analysis in Section 3 pointed out,
is effective.



T
Unigrams —+—
t TwitterSA —<—

Error Rate

L L L L
80000 100000 120000 140000

Training Size

L L L
0 20000 40000 60000 16000

Figure 3: Influence of the training data size in
the error rate of polarity detection using Unigrams
and TwitterSA.

5 Related Work

There is a rich literature in the area of sentiment
detection (see e.g., (Pang et al., 2002; Pang and
Lee, 2004; Wiebe and Riloff, 2005; Go et al.,
2009; Glance et al., 2005). Most of these ap-
proaches try to perform this task on large texts, as
e.g., newspaper articles and movie reviews. An-
other common characteristic of some of them is
the use of n-grams as features to create their mod-
els. For instance, Pang and Lee (Pang and Lee,
2004) explores the fact that sentences close in a
text might share the same subjectivity to create a
better subjectivity detector and, similar to (Pang et
al., 2002), uses unigrams as features for the polar-
ity detection. However, these approaches do not
obtain a good performance on detecting sentiment
on tweets, as we showed in Section 4, mainly be-
cause tweets are very short messages. In addition
to that, since they use a raw word representation,
they are more sensible to bias and noise, and need
a much higher number of examples in the train-
ing data than our approach to obtain a reasonable
performance.

The Web sources used in this paper and some
other websites provide sentiment detection for
tweets. A great limitation to evaluate them is they
do not make available how their classification was
built. One exception is TwitterSentiment (Go et
al., 2009), for instance, which considers tweets
with good emoticons as positive examples and
tweets with bad emoticons as negative examples
for the training data, and builds a classifier using
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unigrams and bigrams as features. We showed
in Section 4 that our approach works better than
theirs for this problem, obtaining lower error rates.

6 Conclusions and Future Work

We have presented an effective and robust sen-
timent detection approach for Twitter messages,
which uses biased and noisy labels as input to
build its models. This performance is due to the
fact that: (1) our approach creates a more abstract
representation of these messages, instead of using
a raw word representation of them as some pre-
vious approaches; and (2) although noisy and bi-
ased, the data sources provide labels of reasonable
quality and, since they have different bias, com-
bining them also brought some benefits.

The main limitation of our approach is the cases
of sentences that contain antagonistic sentiments.
As future work, we want to perform a more fine
grained analysis of sentences in order to identify
its main focus and then based the sentiment clas-
sification on it.
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Abstract

We propose a methodology for investigat-
ing how well NLP systems handle mean-
ing preserving syntactic variations. We
start by presenting a method for the semi
automated creation of a benchmark where
entailment is mediated solely by meaning
preserving syntactic variations. We then
use this benchmark to compare a seman-
tic role labeller and two grammar based
RTE systems. We argue that the proposed
methodology (i) supports a modular eval-
uation of the ability of NLP systems to
handle the syntax/semantic interface and
(ii) permits focused error mining and er-
ror analysis.

1 Introduction

First launched in 2005, the Recognising Textual
Inference Challenge (RTE)! aims to assess in how
far computer systems can emulate a human being
in determining whether a short text fragment H
referred to as the hypothesis, follows from or is
contradicted by a text fragment 7. In the RTE
benchmarks, the hypothesis is a short constructed
sentence whilst the text fragments are short pas-
sages of naturally occurring texts. As a result, the
RTE challenge permits evaluating the capacity of
NLP systems to handle local textual inference on
real data, an enabling technology for any applica-
tions involving document interpretation.

In this paper, we focus on entailments based on
meaning entailing, syntactic transformations such
as:

(1) The man gives the woman the flowers that
smell nice = The flowers which are given
to the woman smell nice

l1'1ttp ://www.pascal-network.org/
Challenges/RTE
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We start (Section 2) by motivating the ap-
proach. We argue that the proposed evaluation
methodology (i) interestingly complements the
RTE challenge in that it permits a modular, ana-
lytic evaluation of the ability of NLP systems to
handle syntax-based, sentential inference and (ii)
permits focused error mining and analysis .

In Section 3, we go on to describe the bench-
mark construction process. Each item of the con-
structed benchmark associates two sentences with
a truth value (true or false) indicating whether
or not the second sentence can be understood to
follow from the first. The construction of these
benchmark items relies on the use of a gram-
mar based surface realiser and we show how this
permits automatically associating with each infer-
ence item, an entailment value (true or false) and
a detailed syntactic annotation reflecting the syn-
tactic constructs present in the two sentences con-
stituting each benchmark item.

In section 4, we use the benchmark to evaluate
and compare three systems designed to recognise
meaning preserving syntactic variations namely,
a semantic role labeller, Johan Bos’ Nutcracker
RTE system (where the syntax/semantic interface
is handled by a semantic construction module
working on the output of combinatory categorial
grammar parser) and the Afazio system, a hybrid
system combining statistical parsing, symbolic se-
mantic role labelling and sentential entailment de-
tection using first order logic. We give the eval-
uation figures for each system. Additionally, we
show how the detailed syntactic annotations au-
tomatically associated with each benchmark item
by the surface realiser can be used to identify the
most likely source of errors that is, the syntactic
constructs that most frequently co-occur with en
entailment recognition error.
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2 Motivations

Arguably focusing on meaning entailing syntac-
tic transformations is very weak. Indeed, one of
the key conclusions at the second RTE Challenge
Workshop was that entailment modeling requires
vast knowledge resources that correspond to dif-
ferent types of entailment reasoning e.g., ontolog-
ical and lexical relationships, paraphrases and en-
tailment rules, meaning entailing syntactic trans-
formations and last but not least, world knowl-
edge. Further, Manning (2006) has strongly ar-
gued against circumscribing the RTE data to cer-
tain forms of inference such as for instance, infer-
ences based solely on linguistic knowledge. Fi-
nally, it is also often insisted that naturally occur-
ring data should be favored over constructed data.

While we agree that challenges such as the RTE
challenge are useful in testing systems abilities to
cope with real data, we believe there is also room
for more focused evaluation setups.

Focusing on syntax based entailments. As
mentioned above, syntax based entailment is only
one of the many inference types involved in deter-
mining textual entailment. Nevertheless, a manual
analysis of the RTE1 data by (Vanderwende et al.,
2005) indicates that 37% of the examples could
be handled by considering syntax alone. Sim-
ilarly, (Garoufi, 2007) shows that 37.5% of the
RTE2 data does not involve deep reasoning and
more specifically, that 33.8% of the RTE2 data in-
volves syntactic or lexical knowledge only. Hence
although the holistic, blackbox type of evaluation
practiced in the RTE challenge is undeniably use-
ful in assessing the ability of existing systems to
handle local textual inference, a more analytic,
modular kind of evaluation targeting syntax-based
entailment reasoning is arguably also of interest.
Another interesting feature of the SSI (syntax-
based sentential entailment) task we propose is
that it provides an alternative way of evaluating
semantic role labelling (SRL) systems. Typically,
the evaluation of SRL systems relies on a hand an-
notated corpus such as PropBank or the FrameNet
corpus. The systems precision and recall are then
computed w.r.t. this reference corpus. As has been
repeatedly argued (Moll and Hutchinson, 2003;
Galliers and Jones, 1993), intrinsic evaluations
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may be of very limited value. For semantically
oriented tools such as SRL systems, it is important
to also assess their results w.r.t. the task which
they are meant support namely reasoning : Do
the semantic representations built by SRL help in
making the correct inferences ? Can they be used,
for instance, to determine whether a given sen-
tence answers a given question ? or whether the
content of one sentence follow from that another ?
As explained in (Giampiccolo et al., 2007), entail-
ment recognition is a first, major step towards an-
swering these questions. Accordingly, instead of
comparing the representations produced by SRL
systems against a gold standard, the evaluation
scheme presented here, permits evaluating them
w.r.t. their ability to capture syntax based senten-
tial inference.

It is worth adding that, although the present pa-
per focuses on entailments strictly based on syn-
tax, the proposed methodology should straight-
forwardly extend to further types of entailment
such as in particular, entailments involving lexi-
cal relations (synonymy, antonymy, etc.) or entail-
ments involving more complex semantic phenom-
ena such as the interplay between different classes
of complement taking verbs, polarity and author
commitment discussed in (Nairn et al., 2006).
This is because as we shall see in section 3, our
approach is based on an extensive, hand written
grammar of English integrating syntax and se-
mantics. By modifying the grammar, the lexicon
and/or the semantics, data of varying linguistic
type and complexity can be produced and used for
evaluation.

Hand constructed vs. naturally occurring data.
Although in the 90s, hand tailored testsuites such
as (Lehmann et al., 1996; Cooper et al., 1995)
were deemed useful for evaluating NLP systems,
it is today generally assumed that, for evaluation
purposes, naturally occurring data is best. We ar-
gue that constructed data can interestingly com-
plement naturally occurring data.

To start with, we agree with (Crouch et al.,
2006; Cohen et al., 2008) that science generally
benefits from combining laboratory and field stud-
ies and more specifically, that computational lin-
guistics can benefit from evaluating systems on



a combination of naturally occurring and con-
structed data.

Moreover, constructed data need not be hand
constructed. Interestingly, automating the produc-
tion of this data can help provide better data anno-
tation as well as better and better balanced data
coverage than both hand constructed data and nat-
urally occurring data. Indeed, as we shall show
in section 4, the benchmark creation process pre-
sented here supports a detailed and fully auto-
mated annotation of the syntactic properties as-
sociated with each benchmark item. As shown
in section 5, this in turn allows for detailed er-
ror mining making it possible to identify the most
likely causes of system errors. Additionally, the
proposed methodology permits controlling over
such benchmark parameters as the size of the data
set, the balance between true and false entail-
ments, the correlation between word overlap and
entailment value and/or the specific syntactic phe-
nomena involved. This is in contrast with the RTE
data collection process where “the distribution of
examples is arbitrary to a large extent, being de-
termined by manual selection?” (Giampiccolo et
al.,, 2007). As has been repeatedly pointed out
(Burchardt et al., 2007; Garoufi, 2007), the RTE
datasets are poorly balanced w.r.t., both the fre-
quency and the coverage of the various phenom-
ena interacting with textual inference.

3 Benchmark

We now present the content of an SSI benchmark
and the method for constructing it.

An SSI benchmark item (cf. e.g., Figure 1) con-
sists of two sentences and a truth value (true or
false) indicating whether or not the second sen-
tence can be understood to follow from the first.
In addition, each sentence is associated with a de-
tailed syntactic annotation describing the syntac-
tic constructs present in the sentence.

The benchmark construction process consists
of two main steps. First, a generation bank is
built. Second, this generation bank is drawn upon

“The short texts of the RTE benchmarks are automatically
extracted from real texts using different applications (e.g.,
Q/A, summarisation, information extraction, information re-
trieval systems) but the query used to retrieve these texts is
either constructed manually or post-edited.
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T: The man gives the woman the flowers that smell
nice

smell:{n0Val,active,relSubj,canAdj}
give:{n0Vn2nl,active,canSubj,canObj,canlObj}

H: The flowers are given to the woman
give:{n0VnlPn2,shortPassive,canSubyj,canlObj}

Entailment: TRUE
Figure 1: An SSI Benchmark item

to construct a balanced data set for SSI evaluation.
We now describe each of these processes in turn.

Constructing a generation bank We use the
term “generation bank” to refer to a dataset whose
items are produced by a surface realiser i.e., a
sentence generator. A surface realiser in turn
is a program which associates with a given se-
mantic representation, the set of sentences ver-
balising the meaning encoded by that representa-
tion. To construct our generation bank, we use the
Genl surface realiser (Gardent and Kow, 2007).
This realiser uses a Feature based Tree Adjoining
Grammar (FTAG) augmented with a unification
sematics as proposed in (Gardent and Kallmeyer,
2003) to produce all the sentences associated by
the grammar with a given semantic representa-
tion. Interestingly, the FTAG used has been com-
piled out of a factorised representation and as a
result, each elementary grammar unit (i.e., ele-
mentary FTAG tree) and further each parse tree, is
associated with a list of items indicating the syn-
tactic construct(s) captured by that unit/tree®. In
short, Genl permits associating with a given se-
mantics, a set of sentences and further for each of
these sentences, a set of items indicating the syn-
tactic construct(s) present in the syntactic tree of
that sentence. For instance, the sentences and the
syntactic constructs associated by Genl with the
semantics given in (2) are those given in (3).

2) A:igive(B C D E) G:the(C) F:man(C)
H:the(D) I:woman(D) J:the(E) K:flower(E)
L:passive(B) L:smell(M E N) O:nice(N)

(3) a. The flower which smells nice is given to
the woman by the man

3Space is lacking to give a detailed explanation of this
process here. We refer the reader to (Gardent and Kow, 2007)
for more details on how Genl associates with a given seman-
tics, a set of sentences and for each sentence a set of items
indicating the syntactic construct(s) present in the syntactic
tree of that sentence.



give:n0VnlPn2-Passive-CanSubj-ToObj-ByAgt,
smell:n0V-active-OvertSubjectRelative

The flower which smells nice is given
the woman by the man
give:nOVn2nl-Passive,
smell:nOV-active-OvertSubjectRelative

. The flower which is given the woman by
the man smells nice

give:n0Vn2nl1-Passive-CovertSubjectRelative,
smell:nOV-active

The flower which is given to the woman
by the man smells nice

give:n0Vnl Pn2-Passive-OvertSubjectRelative,
smell:n0V-active

The flower that smells nice is given to
the woman by the man
give:n0VnlPn2-Passive,
smell:nOV-CovertSubjectRelative

The flower that smells nice is given the
woman by the man

give:nOVn2nl-Passive,
smell:n0V-CovertSubjectRelative

The flower that is given the woman by
the man smells nice

give:n0Vn2nl-Passive-CovertSubjectRelative,
smell:nOV-active

. The flower that is given to the woman by
the man smells nice

give:n0VnlPn2-Passive-CovertSubjectRelative,
smell:nOV-active

The tagset of syntactic annotation covers the sub-
categorisation type of the verb, a specification of
the verb mood and a description of how arguments
are realised.

The semantic representation language used is
a simplified version of the flat semantics used
in e.g., (Copestake et al., 2005) which is suf-
ficient for the cases handled in the present pa-
per. The grammar and therefore the generator,
can however easily be modified to integrate the
more sophisticated version proposed in (Gardent
and Kallmeyer, 2003) and thereby provide an ad-
equate treatment of scope.

Constructing an SSI benchmark. Given a
generation bank, false and true sentential entail-
ment pairs can be automatically produced by tak-
ing pairs of sentences (Si,S2) and comparing
their semantics: if the semantics of Sy is entailed
by the semantics of S1, the pair is marked as TRUE
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else as FALSE. The syntactic annotations asso-
ciated in the generation bank with each sentence
are carried over to the SSI benchmark thereby en-
suring that the overall information contained in
each SSI benchmark is as illustrated in Figure 1
namely, two pairs of syntactically annotated sen-
tences and a truth value indicating (non) entail-
ment.

To determine whether a sentence textually en-
tails another we translate their flat semantic rep-
resentation into first order logic and check for
logical entailment. Differences in semantic rep-
resentations which are linked to functional sur-
face differences such as active/passive or the
presence/absence of a complementizer (John sees
Mary leaving/John sees that Mary leaves) are
dealt with by (automatically) removing the corre-
sponding semantic literals from the semantic rep-
resentation before translating it to first order logic.
In other words, active/passive variants of the same
sentence are deemed semantically equivalent.

Note that contrary to what is assumed in the
RTE challenge, entailment is here logical rather
than textual (i.e., determined by a human) entail-
ment. By using logical, rather than textual (i.e.,
human based) entailment, it is possible that some
cases of syntax mediated textual entailments are
not taken into account. However, intuitively, it
seems reasonable to assume that for most of the
entailments mediated by syntax alone, logical and
textual entailments coincide.

3.1 The SSI benchmark

Using the methodology just described, we first
produced a generation bank of 226 items using 81
input formula distributed over 4 verb types. From
this generation bank, a total of 6 396 SSI-pairs
were built with a ratio of 42.6% true and 57.4%
false entailments.

For our experiment, we extracted from this SSI-
suite, 1000 pairs with an equal proportion of true
and false entailments and a 7/23/30/40 distribu-
tion of four subcategorisation types namely, ad-
jectival predicative (nOVal e.g., The cake tastes
good), intransitive (n0V), transitive (nOVnl) and
ditransitive (nOVn2n1)*. We furthermore con-

*The subcategorisation type of an SSI item is determined
manually and refers either to the main verb if the sentence is



strained the suite to respect a neutral correlation
between word overlap and entailment. Following
(Garoufi, 2007), we define this correlation as fol-
lows. The word overlap wo(T, H) between two
sentences 1" and H is the ratio of common lem-
mas between 7" and H on the number of lemmas
in H (non content words are ignored). If entail-
ment holds, the word overlap/entailment correla-
tion value of the sentence pair is wo(T', H). Oth-
erwise it is 1 — wo(T, H). The 1000 items of the
SSI suite used in our experiment were chosen in
such a way that the word overlap/entailment cor-
relation value of the SSI suite is 0.49.

In sum, the SSI suite used for testing exhibits
the following features. First, it is balanced w.r.t.
entailment. Second, it displays good syntactic
variability based both on the constrained distribu-
tion of the four subcategorisation types and on the
use of the XTAG grammar to construct sentences
from abstract representations (cf. the paraphrases
in (3) generated by Genl from the representation
given in (2)). Third, it contains 1000 items and
could easily be extended to cover more and more
varied data. Fourth, it is specifically tailored to
check systems on their ability to deal with syntax
based sentential entailment: word overlap is high,
syntactic variability is provided and the correla-
tion between word overlap and entailment is not
biased.

4 System evaluation and comparison

SRL and grammar based systems equipped with
a compositional semantics are primary targets for
an SSI evaluation. Indeed these systems aim to
abstract away from syntactic differences by pro-
ducing semantic representations of a text which
capture predicate/argument relations independent
of their syntactic realisation.

We evaluated three such systems on the SSI
benchmark namely, NutCracker, (Johansson and
Nugues, 2008)’s Semantic Role Labeller and the
Afazio RTE system.

4.1 Systems

Nutcracker Nutcracker is a system for recog-
nising textual entailment which uses deep seman-

a clause or to the embedded verb if the sentence is a complex
sentence.
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tic processing and automated reasoning. Deep se-
mantic processing associates each sentence with a
Discourse Representation Structure (DRS (Kamp
and Reyle, 1993)) by first, using a statistical
parser to build the syntactic parse of the sentence
and second, using a symbolic semantic construc-
tion module to associate a DRS with the syn-
tactic parse. Entailment between two DRSs is
then checked by translating this DRS into a first-
order logical (FOL) formula and first trying to
find a proof. If a proof is found then the en-
tailment is set to true. Otherwise, Nutcracker
backs off with a word overlap module computed
over an abstract representation of the input sen-
tences and taking into account WordNet related
information. Nutcracker was entered in the first
RTE challenge and scored an accuraccy (percent-
age of correct judgments) of 0.562 when used as
is and 0.612 when combined with machine learn-
ing techniques. For our experiment, we use the
online version of Nutcracker and the given default
parameters.

Afazio Like Nutcracker, the Afazio system
combines a statistical parser (the Stanford parser)
with a symbolic semantic component. This com-
ponent pipelines several rewrite modules which
translate the parser output into a first order logic
formula intended to abstract away from sur-
face differences and assign syntactic paraphrases
the same representation (Bedaride and Gardent,
2009). Special emphasis is placed on captur-
ing syntax based equivalences such as syntac-
tic (e.g., active/passive) variations, redistributions
and noun/verb variants. Once the parser out-
put has been normalised into predicate/argument
representations capturing these equivalences, the
resulting structures are rewritten into first order
logic formulae. Like Nutcracker, Afazio checks
entailment using first order automated reasoners
namely, Equinox and Paradox °.

SRL (Johansson and Nugues, 2008)’s seman-
tic role labeller achieved the top score in the
closed CoNLL 2008 challenge reaching a labeled
semantic F1 of 81.65. To allow for compari-
son with Nutcracker and Afazio, we adapted the

Shttp://www.cs.chalmers.se/~koen/
folkung/



rewrite module used in Afazio to rewrite Pred-
icate/Argument structures into FOL formula in
such a way as to fit (Johansson and Nugues,
2008)’s SRL output. We then use FOL automated
reasoner to check entailment.

4.2 Evaluation scheme and results

The results obtained by the three systems are
summarised in Table 1. TP (true positives) is
the number of entailments recognised as such by
the system and TN (true negatives) of non entail-
ments. Conversely, FN and FP indicate how often
the systems get it wrong: FP is the number of non
entailments labelled as entailments by the system
and FN, the number of entailments labelled as non
entailments. ’ERROR’ refers to cases where the
CCG parser used by Nutcracker fails to find a
parse. The last three columns indicate the over-
all ability of the systems to recognise false entail-
ments (TN/N with N the number of false entail-
ment in the benchmark), true entailments (TP/P)
and all true and false entailment (Precision).

Overall, Afazio outperforms both Nutcracker
and the SRL system. This is unsurprising since
contrary to these other two systems, Afazio was
specifically designed to handle syntax based sen-
tential entailment. Its strength is that it combines
a full SRL system with a semantic construction
module designed for entailment detection. More
surprisingly, the CCG parser used by Nutcracker
often fails to find a parse.

The SRL system has a high rate of false nega-
tives. Using the error mining technique presented
in the next section, we found that the most sus-
picious syntactic constructs all included a rela-
tivised argument. A closer look at the analyses
showed that this was due to the fact that SRL sys-
tems fail to identify the antecedent of a relative
pronoun, an identification that is necessary for en-
tailment checking. Another important difference
with Afazio is that the SRL system produces a
single output. In contrast, Afazio checks entail-
ment for any of the pairs of semantic representa-
tions derived from the first 9 parses of the Stan-
ford parser. The number 9 was determined em-
pirically and proved to yield the best results over-
all although as we shall see in the error mining
section, taking such a high number of parses into
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account often leads to incorrect results when the
hypothesis (H) is short.

Nutcracker, on the other hand, produces many
false positives. This is in part due to cases where
the time bound is reached and the word overlap
backoff triggered. Since the overall word overlap
of the SSI suite is high, the backoff often predicts
an entailment where in fact there is none (for in-
stance, the pair "John gave flowers to Mary/Mary
gave flowers to John has a perfect word overlap
but entailment does not hold). When removing
the backoff results i.e., when assigning all backoff
cases a negative entailment value, overall preci-
sion approximates 60%. In other words, on cases
such as those present in the SSI benchmark where
word overlap is generally high but the correla-
tion between word overlap and entailment value is
neutral, Nutcracker should be used without back-
off.

5 Finding the source of errors

The annotations contained in the automatically
constructed testsuite can help identify the most
likely sources of failures. We use (Sagot and de
La Clergerie, 2006)’s suspicion rate to compute
the probability that a given pair of sets of syntac-
tic tags is responsible for an RTE detection failure.
The tag set pairs with highest suspicion rate in-
dicate which syntactic phenomena often cooccurs
with failure.

More specifically, we store for each testsuite
item (T,H), all tag pairs (¢;, hy) such that the syn-
tactic tags t; and hy, are associated with the same
predicate P; but ¢; occurs in T and Ay, in H. That is,
we collect the tag pairs formed by taking the tags
that label the occurrence of the same predicate on
both sides of the implication. If a predicate occurs
only in H then for each syntactic tag h labelling
this predicate, the pair (nil, hy) is created. Con-
versely, if a predicate occurs only in T, the pair
(t;, nil) is added. Furthermore, the tags describ-
ing the subcategorisation type and the form of the
verb are grouped into a single tag so as to reduce
the tagset and limit data sparseness. For instance,
given the pair of sentences in Figure (1), the fol-

lowing tag pairs are produced:
(nOVal :active:relSubj, nil)
(nOVal :active:canAdj, nil)



sysem | ERROR TN FN TP FP TN/N TP/P Prec \
afazio 0 360 147 353 140 0.7200 0.7060 71.3%

nutcracker | 155 22 62 312 449 0.0467 0.8342 39.5% (60% wio B.O.)
stl 0 487 437 63 13 09740 0.1260 55.0%

Table 1: Results of the three systems on the SSI-testsuite ( TN = true negatives, FN = false negatives,
TP = true positives, FP = false positives, N = TN + FP, P = TP + FN, Prec = Precision, ERROR: no

parse tree found)

(nOVn2nl:active:canSubj,n0VnlPn2:shortPassive:canSubj)
(nOVn2nl:active:canSubj,n0VnlPn2:shortPassive:canlObj)
(nOVn2nl:active:canObj,n0Vnl Pn2:shortPassive:canSubj)
(n0Vn2nl:active:canObj,n0VnlPn2:shortPassive:canlObj)
(nOVn2nl:active:canlObj,n0Vnl Pn2:shortPassive:canSubj)
(nOVn2nl:active:canlObj,n0Vnl Pn2:shortPassive:canlObj)

For each tag pair, we then compute the suspi-
cion rate of that pair using (Sagot and de La Clerg-
erie, 2006)’s fix point algorithm. To also take into
account pairs of sets of tags (rather than just pairs
of single tags), we furthermore preprocess the data
according to (de Kok et al., 2009)’s proposal for
handling n-grams.

Computing the suspicion rate of a tag pair.
The error mining’s suspicion rate algorithm of
(Sagot and de La Clergerie, 2006) is a fix point al-
gorithm used to detect the possible cause of pars-
ing failures. We apply this algorithm to the pair
of annotated sentences resulting from running the
three systems on the automatically created test-
suite as follows. Each such pair consists of a pair
of sentences, a set of tag pairs, an entailment value
(true or false) and a result value namely FP (false
positive), FN (false negative), TP (true positive) or
TN (true negative). To search for the most likely
causes of failure, we consider separately entail-
ments from non entailments. If entailment holds,
the suspicion rate of a sentence pair is O for true
positive and 1 for false positives. Conversely, if
entailment does not hold, the suspicion rate of the
sentence pair is O for true negatives and 1 for false
negatives.

The aim is to detect the tag pair most likely to
make entailment detection fail®. The algorithm it-
erates between tag pair occurrences and tag pair
forms, redistributing probabilities with each itera-
tion as follows. Initially, all tag pair occurrences

%We make the simplifying hypothesis that for each entail-
ment not recognised, a single tag pair or tag pair n-gram is
the cause of the failure.
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in a given sentence have the same suspicion rate
namely, the suspicion rate of the sentence (1 if the
entailment could not be recognised, 0 otherwise)
divided by the number of tag pair occurrences in
that sentence. Next, the suspicion rate of a tag
pair form is defined as the average suspicion rate
of all occurrences of that tag pair. The suspicion
rate of a tag pair occurrence within each particular
sentence is then recalculated as the suspicion rate
of that tag pair form normalised by the suspicion
rates of the other tag pair forms occurring within
the same sentence. The iteration stops when the
process reaches a fixed point where the suspicion
rates have stabilised.

Extending the approach to pairs of tag sets.
To account for entailment recognition due to more
than one tag pair, we follow (de Kok et al., 2009)
and introduce a preprocessing step which first, ex-
pands tag pair unigrams to tag pair n-grams when
there is evidence that it is useful that is, when
an n-gram has a higher suspicion rate than each
of its sub n-grams. For this preprocessing, the
suspicion of a tag pair ¢ is defined as the ratio
of ¢ occurrences in unrecognised entailments and
the total number of ¢ occurrences in the corpus.
To compensate for data sparseness, an additional
expansion factor is used which depends on the
frequency of an n-gram and approaches one for
higher frequency. In this way, long n-grams that
have low frequency are not favoured. The longer
the n-gram is, the more frequent or the more sus-
picious it needs to be in order to be selected by the
preprocessing step.

We apply this extension to the SSI setting. We
first extend the set of available tag pairs with tag
set pairs such that the suspicion rate of these pairs
is higher that the suspicion rate of each of the
smaller tagset pairs that can be constructed from
these sets. We then apply (Sagot and de La Clerg-



n0Vsl:act:CanSubj nil 0.85
n0Vnl:act:CanObj nil 0.46
n0V:betaVn nil 0.28

Table 2: The first 3 suspects for false positives

nOV:act n0V:act:RelCSubj 0.73

n0Vsl:act:CanSubj n0Vsl:act:CanSubj 0.69
n0V:act:RelOSubj n0V:betaVn

n0Vsl:act:CanSub n0Vsl:act:CanSubj 0.69
n0V:act:CanSubj n0V:betaVn

Table 3: The first 3 suspects for false negatives

erie, 2006)’s fix point algorithm to compute the
suspicion rate of the resulting tag pairs and tag sets
pairs.

Results and discussion. We now show how er-
ror mining can help shed some light on the most
probable sources of error when using Afazio.

For false positives (non entailment labelled
as entailment by Afazio), the 3 most suspect
tag pairs are given in Table 2. The first pair
(nOVsl:act:CanSubj,nil) points out to cases such
as Bill sees the woman give the flower to the man
/ The man gives the flower to the woman. where
T contains a verb with a sentential argument not
present in H. In such cases, we found that the sen-
tential argument in T is usually incorrectly anal-
ysed, the analyses produced are fragmented and
entailment goes through. Similarly, the second
suspect (n0Vnl:act:CanObj,nil) points to cases
such as @ man sees Lisa dancing / a man dances,
where the transitive verb in T has no counterpart in
H. Here the high number of analyses relied on by
Afazio together with the small size of H leads to
entailment detection: because we consider many
possible analyses for T and H and because H is
very short, one pair of analyses is found to match.
Finally, the third suspect (nOV:betaVn,nil) points
to cases such as Bill insists for the singing man to
dance / Bill dances where the gerund is wrongly
analysed and a relation is incorrectly established
by the parser between Bill and dance (in H).

For false negatives, the first suspect indicates
incorrect analyses for cases where an intransitive
with canonical subject in H is matched by an in-
transitive with covert relative subject (e.g., Bill
sees the woman give the flower to the man / the
man gives the flower to the woman.). The sec-
ond suspect points to cases such as Bill insists for
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the man who sings to dance / Bill insists that the
singing man dances. where an embedded verb
with relative overt subject in T (sings) is matched
in H by an embedded gerund. Similarly, the third
suspect points to embedded verbs with canonical
subject matched by gerund verbs as in the man
who Bill insists that dances sings / Bill insists that
the singing man dances.

6 Conclusion

The development of a linguistically principled
treatment of the RTE task requires a clear under-
standing of the strength and weaknesses of RTE
systems w.r.t. to the various types of reasoning in-
volved. The main contribution of this paper is the
specification of an evaluation methodology which
permits a focused evaluation of syntax based rea-
soning on arbitrarily many inputs. As the results
show, there is room for improvment even on that
most basic level. In future work, we plan to extend
the approach to other types of inferences required
for textual entailment recognition. A more so-
phisticated compositional semantics in the gram-
mar used by the sentence generator would allow
for entailments involving more complex semantic
phenomena such as the interplay between implica-
tive verbs, polarity and downward/upward mono-
tonicity discussed in (Nairn et al., 2006). For in-
stance, it would allow for sentence pairs such as
Ed did not forget to force Dave to leave / Dave
left to be assigned the correct entailment value.
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Abstract

Query expansion consists in extending
user queries with related terms in order
to solve the lexical gap problem in Infor-
mation Retrieval and Question Answer-
ing. The main difficulty lies in identi-
fying relevant expansion terms in order
to prevent query drift. We propose to
use definition clusters built from a com-
bination of English lexical resources for
query expansion. We apply the technique
of pseudo relevance feedback to obtain
expansion terms from definition clusters.
We show that this expansion method out-
performs both local feedback, based on
the document collection, and expansion
with WordNet synonyms, for the task of
document retrieval in Question Answer-
ing.

1 Introduction

Question Answering (QA) systems aim at pro-
viding precise answers to user questions. Most
QA systems integrate a document retrieval com-
ponent, which is in charge of retrieving the most
relevant documents or passages for a given user
question. Since document retrieval is performed
in early stages of QA, it is of the uttermost im-
portance that all relevant documents be retrieved,
to limit the loss of relevant answers for further
processing. However, document retrieval systems
have to solve the lexical gap problem, which arises
from alternative ways of conveying the same piece
of information in questions and answers. One of
the solutions proposed to deal with this issue is
query expansion (QE), which consists in extend-
ing user queries with related terms.

This paper describes a new method for us-
ing lexical-semantic resources in query expansion
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with a focus on QA applications. While some
research has been devoted to using explicit se-
mantic relationships for QE, such as synonymy
or hypernymy, with rather disappointing results
(Voorhees, 1994), we focus on the usefulness of
textual and unstructured dictionary definitions for
question expansion. Definitions extracted from
seven English lexical resources are first grouped
to obtain definition clusters, which capture redun-
dancies and sense mappings across resources. Ex-
pansion terms are extracted from these definition
clusters using pseudo relevance feedback: we first
retrieve the definition clusters which are most re-
lated to the user query, and then extract the most
relevant terms from these definition clusters to ex-
pand the query.

The contributions of this work are as fol-
lows: (i) we build definition clusters across seven
different lexical resources for English, (ii) we
thoroughly compare different question expansion
methods using local and global feedback, and (iii)
we address both the lexical gap and question am-
biguity problems by integrating expansion and
disambiguation in one and the same step.

In the next section, we describe related work.
In Section 3, we describe our method for acquir-
ing definition clusters from seven English lexical
resources. In Section 4, we detail query expan-
sion methods. We present experimental results in
Section 5 and conclude in Section 6.

2 Related Work

Query expansion attempts to solve the vocabu-
lary mismatch problem by adding new semanti-
cally related terms to the query. The goal is to
increase recall by retrieving more relevant doc-
uments. Two types of query expansion methods
are usually distinguished (Manning et al., 2008):
global techniques, which do not take the results
obtained for the original query into account, and

Coling 2010: Poster Volume, pages 54—62,
Beijing, August 2010



local techniques, which expand the query based
on an analysis of the documents returned. Local
methods are also known as relevance feedback.

A first type of global QE methods relies on
external hand-crafted lexical-semantic resources
such as WordNet. While expansion based on ex-
ternal resources is deemed more efficient than ex-
pansion relying on relevance feedback, it also has
to tackle problems of semantic ambiguity, which
explains why local analysis has been shown to
be generally more effective than global analysis
(Xu and Croft, 1996). However, recent work by
Fang (2008) has demonstrated that global expan-
sion based on WordNet and co-occurrence based
resources can lead to performance improvement
in an axiomatic model of information retrieval.

Corpus-derived co-occurrence relationships are
also exploited for query expansion. Qiu and Frei
(1993) build a corpus-based similarity thesaurus
using the method described in Schiitze (1998) and
expand a query with terms which are similar to the
query concept based on the similarity thesaurus.
Song and Bruza (2003) construct vector represen-
tations for terms from the target document collec-
tion using the Hyperspace Analogue to Language
(HAL) model (Lund and Burgess, 1996). The
representations for all the terms in the query are
then combined by a restricted form of vector ad-
dition. Finally, expansion terms are derived from
this combined vector by information flow.

Quasi-parallel monolingual corpora have been
recently employed for query expansion, using sta-
tistical machine translation techniques. Expan-
sion terms are acquired by training a transla-
tion model on question-answer pairs (Riezler et
al., 2007) or query-snippets pairs (Riezler et al.,
2008) and by extracting paraphrases from bilin-
gual phrase tables (Riezler et al., 2007).

The main difficulty of QE methods lies in se-
lecting the most relevant expansion terms, espe-
cially when the query contains ambiguous words.
Moreover, even if the original query is not am-
biguous, it might become so after expansion. Re-
cent attempts at integrating word sense disam-
biguation (WSD) in IR within the CLEF Robust
WSD track! have led to mixed results which show

"http://ixa2.si.ehu.es/clirwsd/
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that in most cases WSD does not improve perfor-
mance of monolingual and cross-lingual IR sys-
tems (Agirre et al., 2009). For query expansion
based on translation models, ambiguity problems
are solved by a language model trained on queries
(Riezler et al., 2008), in order to select the most
likely expansion terms in the context of a given

query.

In this article, we propose to integrate disam-
biguation and expansion in one and the same
step by retrieving expansion terms from defini-
tion clusters acquired by combining several En-
glish lexical resources.

3 Acquisition of Definition Clusters

Dictionary definitions constitute a formidable re-
source for Natural Language Processing. In con-
trast to explicit structural and semantic relations
between word senses such as synonymy or hy-
pernymy, definitions are readily available, even
for less-resourced languages. Moreover, they can
be used for a wide variety of tasks, ranging from
word sense disambiguation (Lesk, 1986), to pro-
ducing multiple-choice questions for educational
applications (Kulkarni et al., 2007) or synonym
discovery (Wang and Hirst, 2009). However, all
resources differ in coverage and word sense gran-
ularity, which may lead to several shortcomings
when using a single resource. For instance, the
sense inventory in WordNet has been shown to
be too fine-grained for efficient word sense dis-
ambiguation (Navigli, 2006; Snow et al., 2007).
Moreover, gloss and definition-based measures of
semantic relatedness which rely on the overlap be-
tween the definition of a target word and its dis-
tributional context (Lesk, 1986) or the definition
of another concept (Banerjee and Pedersen, 2003)
yield low results when the definitions provided are
short and do not overlap sufficiently.

As a consequence, we propose combining lex-
ical resources to alleviate the coverage and gran-
ularity problems. To this aim, we automatically
build cross-resource sense clusters. The goal of
our approach is to capture redundancy in several
resources, while improving coverage over the use
of a single resource.



3.1 Resources

In order to build definition clusters, we used the
following seven English resources:

WordNet We used WordNet 3.0, which con-
tains 117,659 synset definitions.?

GCIDE The GCIDE is the GNU version of the
Collaborative International Dictionary of English,
derived from Webster’s 1913 Revised Unabridged
Dictionary. We used a recent XML version of this
resource,’ from which we extracted 196,266 defi-
nitions.

English Wiktionary and Simple English Wik-
tionary Wiktionary is a collaborative online
dictionary, which is also available in a simpler
English version targeted at children or non-native
speakers. We used the English Wiktionary dump
dated August 16, 2009 and the Simple English
Wiktionary dump dated December 9, 2009. The
English Wiktionary comprises 245,078 defini-
tions, while the Simple English Wiktionary totals
11,535 definitions.

English Wikipedia and Simple English
Wikipedia Wikipedia is a collaborative online
encyclopedia. =~ As Wiktionary, it provides a
Simple English version. We used the Medi-
awiki API to extract 152,923 definitions from
the English Wikipedia* and 53,993 definitions
from the Simple English Wikipedia. Since full
Wikipedia articles can be very long in comparison
to the other resources, we only retrieved the first
sentence of each page to constitute the definition

database, following (Kazama and Torisawa,
2007).
OmegaWiki OmegaWiki is a collaborative

multilingual dictionary based on a relational
database. We used the SQL database dated De-
cember 17, 2009, comprising 29,179 definitions.

Statistics  obtained from http://wordnet.
princeton.edu/wordnet/man/wnstats.7WN.
html

SRetrieved from http://rali.iro.umontreal.
ca/GCIDE/

*As we mainly aimed at capturing the redundancy across
resources, we only extracted definitions for the Wikipedia
terms which were also found in the GCIDE, Omegawiki,
Wiktionary or Simple English Wikipedia.

SRetrieved from http://omegawiki.org/
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3.2 Definition Clustering

In order to cluster definitions, we first build a
definition graph: each node in the graph corre-
sponds to a definition in one of our input resources
and two definition nodes are linked if they de-
fine the same term and their definitions are similar
enough. Links are weighted by the cosine similar-
ity of the definition nodes. To compute the cosine
similarity, we stem the definition words with the
Porter Stemmer and remove stop words. More-
over, we weigh words with their #f.idf value in the
definitions. Document frequency (df) counts are
derived from the definitions contained in all our
resources.

Definition clusters are identified with a com-
munity detection algorithm applied to the defini-
tion graph. Communities correspond to groups of
nodes with dense interconnections: in our case,
we aim at retrieving groups of related definitions.
We used the algorithm proposed by Blondel et al.
(2008), based on modularity optimisation.® The
modularity function measures the quality of a di-
vision of a graph into communities (Newman and
Girvan, 2004).

In order to increase the precision of clustering,
we remove edges from the graph whose cosine
value is lower than a given threshold.

3.3 Evaluation of Definition Clusters

We built a gold-standard by manually grouping
the definitions contained in our source resources
for 20 terms from the Basic English Word List,’
totalling 726 definitions, grouped in 321 classes.
We evaluated the definition clusters in terms of
clustering purity (Manning et al., 2008), which is
a classical evaluation measure to measure cluster-
ing quality. Purity is defined as follows:

1
purity(Q,C) = N Z max jw, Nej| (1)
—

where N is the number of clustered definitions,
Q = {wi,ws,...,wg} is the set of definition

®We used its Python implementation by Thomas
Aynaud, available at http://perso.crans.org/
aynaud/communities/community.py [Visited on
October 26, 2009].

"nttp://en.wiktionary.org/wiki/
Appendix:Basic_English_word_list



Resource Definition

WordNet an arc of colored light in the sky caused by refraction of the sun’s rays by
rain

Gcide A bow or arch exhibiting, in concentric bands, the several colors of the
spectrum, and formed in the part of the hemisphere opposite to the sun by
the refraction and reflection of the sun’s rays in drops of falling rain.

Simple Wikipedia | A rainbow is an arc of color in the sky that you can see when the sun shines
through falling rain.

Simple Wiktionary | The arch of colours in the sky you can see in the rain when the sun is at
your back.

Table 1: Excerpt from a definition cluster.

clusters obtained, w;. is the set of definitions in
cluster k, C = {c1,ca,...,cy} is the set of def-
inition families expected and c; is the set of defi-
nitions in family 3.

We also report the amount of clusters obtained
for each cosine threshold value. The evaluation
results are detailed in Table 2.

Cosine threshold | Purity | # Clusters
0.0 0.363 73
0.1 0.464 135
0.2 0.644 234
0.3 0.848 384
0.4 0.923 458
0.5 0.957 515

Table 2: Evaluation results for definition cluster-
ing.

Overall, the results which account for the best
compromise between purity and cluster count are
obtained for a threshold of 0.3: for this threshold,
we obtain 384 clusters, which is closest to the ex-
pected value of 321 classes. The purity obtained
for this cosine threshold is very close to the val-
ues obtained by Kulkarni et al. (2007), who clus-
tered definitions extracted from only two source
dictionaries and report a purity of 0.88 for their
best results. In total we obtain 307,570 definition
clusters. Table 1 displays an excerpt from one of
the definition clusters obtained.

4 Query Expansion Methods

In this section, we describe the methods used for
performing query expansion. We first describe
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two simple baseline methods, one based on local
feedback, the other based on WordNet. Then, we
detail our method relying on the definition clusters
previously described.

4.1 Query Expansion based on Local
Feedback

In order to perform local feedback based on the
document collection, we used the pseudo rel-
evance feedback methods implemented in the
Terrier information retrieval platform (Ounis et
al., 2007): Bol (Bose-Einstein 1), Bo2 (Bose-
Einstein 2) and KL (Kullback-Leibler). These
methods extract informative terms from the top-
ranked documents retrieved using the original
query and use them for query expansion.

4.2 Query Expansion based on WordNet
Synonyms

As a second baseline for query expansion, we
expand the query terms with their synonyms ex-
tracted from WordNet. For each query term %,
we retrieve its WordNet synsets and keep the cor-
responding synset members as expansion terms.®
We weigh the expansion terms in each synset by
the frequency score provided in WordNet, which
indicates how often the query term ¢ occurs with
the corresponding sense. In the rest of the paper,
this method is referred to as WN-synonyms.

The expansion terms obtained using WN-
synonyms are further reweighted using Rocchio’s
beta formula which computes the weight gtw of

8We use NLTK (http://www.nltk.org/) to access
WordNet.



query term ¢ as follows (Rocchio, 1971; Macdon-
ald et al., 2005):

qtf w(t)
qtfmax Wmazx (t)
where gt f is the frequency of term ¢ in the query,
qt fiaz 1S the maximum query term frequency
among the query terms, w(t) is the expansion
weight of ¢, detailed in Equation 3, and w4, (1)
is the maximum w(t) of the expansion terms. In
all our experiments, [ is set to 0.4, which is the
default value used in Terrier.

Given this formula, if an original query term oc-
curs among the expansion terms, its weight in the
expanded query increases. For expansion terms
which do not occur in the original query, gt f = 0.

This formula has been proposed in the setting
of pseudo relevance feedback, where expansion
terms are chosen based on the top documents re-
trieved for the original query. However, in our
WN-synonyms setting, one and the same expan-
sion term might be obtained from different origi-
nal query terms with different weights. It is there-
fore necessary to obtain a global similarity weight
for one expansion term with respect to the whole
query. Following Qiu and Frei (1993), we define
w(t) as:

qtw = + 6 ()

_ Yteqqtfi- st ti)
ZtiEq qtf 7
where ¢ is the original query and s(¢,¢;) is the
similarity between expansion term t and query
term ¢;, i.e., the frequency score in WordNet.
For final expansion, we keep the top T terms
with the highest expansion weight.

w(t) 3)

4.3 Query Expansion Based on Definition
Clusters

In order to use definition clusters (DC) for query
expansion, we first use Terrier to index the clus-
ters which obtained the best overall results in our
evaluation of definition clustering, corresponding
to a cosine threshold of 0.3.° For each cluster, we
index both the definitions and the list of terms they
define, which makes it possible to include syn-
onyms or Wikipedia redirects in the index.

9We used the 2.2.1 version of Terrier, downloadable from
http://terrier.org/
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For a given question, we retrieve the top D def-
inition clusters: the retrieval of definition clusters
is based on all the question terms, and thus en-
ables indirect contextual word sense disambigua-
tion. Then, we extract expansion terms from these
clusters using pseudo relevance feedback (PRF)
as implemented in Terrier. The top T most in-
formative terms are retrieved from the top D def-
inition clusters retrieved and used for expansion.
The expansion terms are weighted using the KL
(Kullback-Leibler) term weighting model in Ter-
rier. We chose this particular weighting model, as
it yielded the best results for local feedback (see
Table 3).

We name this method DC-PREF.

S Experiments

In this section, we describe the experimental re-
sults obtained for the query expansion methods
presented in the previous section. We used the Mi-
crosoft Research Question-Answering Corpus!®
(MSRQA) as our evaluation dataset.

5.1 Microsoft Research Question-Answering
Corpus (MSRQA)

MSRQA provides a fully annotated set of ques-
tions and answers retrieved from the Encarta 98
encyclopedia.  The Encarta corpus contains
32,715 articles, ranging from very short (3 tokens)
to very long (59,798 tokens). QA systems usu-
ally split documents into smaller passages. We
have therefore segmented the Encarta articles into
smaller parts representing subsections of the orig-
inal article, using a regular expression for iden-
tifying section headers in the text. As a result,
the dataset comprises 61,604 documents, with a
maximum of 2,730 tokens. The relevance judge-
ments provided comprise the document id as well
as the sentences (usually one) containing the an-
swer. We processed these sentence level relevance
judgements to obtain judgements for documents:
a document is considered as relevant if it contains
an exact answer sentence. Overall, we obtained
relevance judgements for 1,098 questions.

Downloadable from http://research.
microsoft.com/en-us/downloads/
88c0021c—328a-4148-al158-a42d7331c6ecf/



All questions Easy questions | Medium questions | Hard questions
Expansion MAP MRR | MAP MRR | MAP MRR MAP MRR
none 0.2257 0.2681 | 0.2561 0.3125 | 0.1720 0.1965 | 0.1306 0.1392
Terrier-Bol 0.2268 0.2674 | 0.2625 0.3157 | 0.1642 0.1903 | 0.1222 0.1240
Terrier-Bo2 0.2234 0.2602 | 0.2581 0.3077 | 0.1660 0.1872 | 0.1126 0.1146
Terrier-KL 0.2274 0.2684 | 0.2635 0.3167 | 0.1644 0.1915 | 0.1220 0.1236
WN-synonyms | 0.2260 0.2687 | 0.2536 0.3098 | 0.1785 0.2055 | 0.1254 0.1260
DC-PRF 0.2428 0.2929 | 0.2690 0.3361 | 0.2004 0.2294 | 0.1385 0.1472
+7.6% +92% | +5.0% +7.5% | +16.5% +16.7% | +6.0% +5.7%
DC_PRF 0.2361 0.2796 | 0.2625 0.3184 | 0.1928 0.2213 | 0.1389 0.1484
+ Terrier KL

Table 3: Experimental results. The performance gaps between the DC-PRF and the baseline retrieval
models without expansion (none), Terrier-KL and WN-synonyms are statistically significant (two-tailed
paired t-test, p < 0.05), except for hard questions and for the MAP comparison with Terrier-KL for
easy questions. We also report the improvement percentage.

Based on the annotations available in the
MSRQA dataset, we further distinguish three
question types:

e casy questions, which have at least one an-
swer with a strong match (two or more query
terms in the answer).

medium questions, which have no strong
match answer, but at least an answer with a
weak match (one query term in the answer).

hard questions, which have neither a strong
nor a weak match answer, but only answers
which contain no query terms, and at the
best synonyms and derivational morpholog-
ical variants for query terms.

Overall, the evaluation dataset comprises 651
easy questions, 397 medium questions and 64
hard questions (some of these questions have no
exact answer).

5.2 Results

As our baseline, we use the BB2 (Bose-Einstein
model for randomness) retrieval model in Terrier.
We varied the values for the parameters T (num-
ber of expansion terms) and D (number of ex-
pansion documents) and used the settings yield-
ing the best evaluation results. For the PRF meth-
ods implemented in Terrier, the default settings
(T=10, D=3) worked best; for DC-PRF, we used
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T=20 and D=40. Finally, for WN-synonyms we
used T=10. We also combined both DC-PRF
and Terrier-KL by first applying DC-PRF expan-
sion and then using local Terrier-KL feedback on
the retrieved documents (DC-PRF + Terrier KL).
Prior to retrieval, all questions are tokenised and
part-of-speech tagged using Xerox’s Incremental
Parser XIP (Ait-Mokhtar et al., 2002). Moreover,
we retrieve 100 documents for each question and
stem the Encarta document collection. The results
shown in Table 3 are evaluated in terms of Mean-
Average Precision (MAP) and Mean Reciprocal
Rank (MRR). Table 4 provides examples of the
top 5 expansion terms obtained for each expan-
sion method.

The DC-PRF expansion method performs best
overall, as well as for easy and medium question
types. For medium questions, DC-PRF leads to
an increase of 16.5% in MAP and 16.7% in MRR,
with respect to the ‘none’ baseline. Local feed-
back methods, such as Terrier-KL, only bring mi-
nor improvements for easy questions, but lead to
slightly lower results for medium and hard ques-
tions. This might be due to the small size of the
document collection, which therefore lacks redun-
dancy. The simple baseline expansion method
based on WordNet leads to very slight improve-
ments for medium questions over the setting with-
out expansion. The combination of DC-PRF and
Terrier-KL leads to lower results than using only



Terrier-KL

WN-synonyms

DC-PRF

12: Are there UFOs?

sight — unidentifi — report —
object — fly

flying — unidentified — object
— UFO - saucer

unidentified — ufo — flying —
ufology — objects

104: What is the most deadly insect in the world?

speci — plant — feed — anim —

€OSmos — creation — existence

nightshade — belladonna —

liv

— macrocosm — universe

mortal — death — lethal

107: When was the little ice age

drift — glacial — ago — sheet —
million

small — slight — historic —
period — water

floe — period — glacial — cold —
interglacial

449: How does a TV screen get a picture from the air waves?

light — beam - televi -

electron — signal —ikon

moving —ridge —image —icon

television — movie — image —
motion — door

810: Do aliens really exist?

sedition — act — govern —
deport — see

live — subsist — survive —
alienate — extraterrestrial

alien — extraterrestrial —
monsters — dreamworks -—
animation

Table 4: Expansion examples. The expansion terms produced by Terrier-KL are actually stemmed, as

they are retrieved from a stemmed index.

DC-PRE, except for hard questions, for which the
combination brings a very slight improvement.

The expansion samples provided in Table 4 ex-
emplify the query drift problem of local feed-
back methods (Terrier-KL): for question 810, ex-
pansion terms focus on the “foreigner” sense of
alien rather than on the “extraterrestrial” sense.
The WN-synonyms method suffers from the prob-
lem of weighting synonyms, and mainly focuses
on synonyms for the most frequent term of the
question, e.g. “world” in question 104. Inter-
estingly, the DC-PRF method accounts for neol-
ogisms, such as “ufology” which can be found
in new collaboratively constructed resources such
as Wikipedia or Wiktionary, but not in WordNet.
This is made possible by the combination of di-
versified resources. It is also able to provide en-
cyclopedic knowledge, such as “dreamworks” and
“animation” in question 810, referring to the fea-
ture film “Monsters vs. Aliens”.

The DC-PRF method also has some limitations.
Even though the expansion terms “dreamworks”
and “animation” correspond to the intended mean-
ing of the word “alien” in question 810, they nev-
ertheless might introduce some noise in the re-
trieval. Some other cases exemplify slight drifts in
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meaning from the query: in question 104, the ex-
pansion terms “nightshade” and “belladonna” re-
fer to poisonous plants and not insects; “deadly
nightshade” is actually the other name of the “bel-
ladonna”. Similarly, in question 449, the ex-
pansion term “door” is obtained, in relation to
the word ““screen” in the question (as in “screen
door”). This might be due to the fact that the terms
defined by the definition clusters are indexed as
well, leading to a high likelihood of retrieving
syntagmatically related terms for multiword ex-
pressions. In future work, it might be relevant
to experiment with different indexing schemes for
definition clusters, e.g. indexing only the defini-
tions, or adding the defined terms to the index only
if they are not present in the definitions.

6 Conclusions and Future Work

In this paper, we presented a novel method for
query expansion based on pseudo relevance feed-
back from definition clusters. The definition clus-
ters are built across seven different English lexical
resources, in order to capture redundancy while
improving coverage over the use of a single re-
source. The expansions provided by feedback
from definition clusters lead to a significant im-



provement of the retrieval results over a retrieval
setting without expansion.

In the future, we would like to further amelio-
rate definition clustering and incorporate other re-
sources, e.g. resources for specialised domains.
Moreover, we have shown that query expansion
based on definition clusters is most useful when
applied to medium difficulty questions. We there-
fore consider integrating automatic prediction of
query difficulty to select the best retrieval method.
Finally, we would like to evaluate the method pre-
sented in this paper for larger datasets.
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Abstract

We present in this paper a formal approach
for the representation of multimodal in-
formation. This approach, thanks to the
to use of typed feature structures and hy-
pergraphs, generalizes existing ones (typ-
ically annotation graphs) in several ways.
It first proposes an homogenous represen-
tation of different types of information
(nodes and relations) coming from differ-
ent domains (speech, gestures). Second,
it makes it possible to specify constraints
representing the interaction between the
different modalities, in the perspective of
developing multimodal grammars.

1 Introduction

Multimodality became in the last decade an im-
portant challenge for natural language processing.
Among the problems we are faced with in this do-
main, one important is the understanding of how
does the different modalities interact in order to
produce meaning. Addressing this question re-
quires to collect data (building corpora), to de-
scribe them (enriching corpora with annotations)
and to organize systematically this information
into a homogeneous framework in order to pro-
duce, ideally, multimodal grammars.

Many international projects address this ques-
tion from different perspectives: data represen-
tation and coding schemes (cf. ISLE (Dybk-
jaer, 2001), MUMIN (Allwood, 2005), etc.), cor-
pus annotation (cf. LUNA (Rodriguez, 2007) or
DIME (Pineda, 2000), etc.), annotation and edit-
ing tools (such as NITE NXT (Carletta, 2003),
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Anvil (Kipp, 2001), Elan (Wittenburg, 2006),
Praat (Boersma, 2009), etc.).

We propose in this paper a generic approach
addressing both formal representation and con-
crete annotation of multimodal data, that relies on
typed-feature structure (TFS), used as a descrip-
tion language on graphs. This approach is generic
in the sense that it answers to different needs: it
provides at the same time a formalism directly us-
able for corpus annotation and a description lan-
guage making it possible to specify constraints
that constitute the core of a multimodal grammar.

In the first section, we motivate the use of TFS
and present how to concretely implement them for
multimodal annotation. We address in the second
section one of the most problematic question for
multimodal studies: how to represent and imple-
ment the relations between the different domains
and modalities (a simple answer in terms of time
alignment being not powerful enough). In the last
section, we describe how to make use of this rep-
resentation in order to specify multimodal gram-
mars.

2 Typed-feature structures modeling

Information representation is organized in two di-
mensions: type hierarchies and constituency re-
lations (typically, a prosodic unit is a set of syl-
lables, which in turn are sets of phonemes). The
former corresponds to an is-a relation, the latter to
a part-of one. For example intonational phrase is
a subtype of prosodic phrase, and phonemes are
constituents of syllables.

Such an organization is directly represented by
means of typed feature structures. They can be
considered as a formal annotation schema, used as

Coling 2010: Poster Volume, pages 63-71,
Beijing, August 2010



a preliminary step before the definition of the con-
crete coding scheme'. This step is necessary when
bringing together information (and experts) from
different fields: it constitutes a common represen-
tation framework, homogenizing information rep-
resentation. Moreover, it allows to clearly distin-
guish between knowledge representation and an-
notation. The coding scheme, at the annotation
level (labels, features, values), is deduced from
this formal level.

The remaining of the section illustrates how
to represent objects from different domains by
means of TFS. The Figure 1 presents the type hi-
erarchy and the constituency structure of objects
taken here as example.

2.1 Phonetics

The phoneme is used as primary data: this object
is at the lowest level of the constituent hierarchy
(most of the objects are set of phonemes). The fol-
lowing feature structure proposes a precise encod-
ing of the main properties describing a phoneme,
including articulatory gestures.

[[SAMPA_LABEL sampa_unit

CAT { vowel, consonant}
TYPE {occlusive, [ricative, nasal, erc.}

PROTUSION string
APERTURE aperture

|:LOCATION string]

DEGREE string

ARTICULATION | TONGUE

LOCATION string
BODY .
DEGREE string
VELUM aperture
| GLOTTIS aperture

N EPENTHETIC boolean
LIAISON boolean

phon =

Phonemes being at the lowest level, they do not
have any constituents. They are not organized
into precise subtypes. The feature structure rep-
resent then the total information associated with
this type.

2.2 Prosody

As seen above, prosodic phrases are of two differ-
ent subtypes: ap (accentual phrases) and ip (into-
national phrases). The prosodic type hierarchy is
represented as follows:

'This approach has been first defined and experimented
in the XXXX project, not cited for anonymity reasons.
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pros_phr

ap ip
LABEL AP LABEL IP
CONSTS list(syl) | | CONSTS list(ap)

CONTOUR | POSITION string

DIRECTION string
FUNCTION string

Accentual phrases have two appropriate fea-
tures: the label which is simply the name of the
corresponding type, and the list of constituents, in
this case a list of syllables. The objects of type ip
contain the list of its constituents (a set of aps) as
well as the description of its contour. A contour is
a prosodic event, situated at the end of the ip and
is usually associated to an ap.

The prosodic phrases are defined as set of syl-
lables. They are described by several appropriate
features: the syllable structure, its position in the
word, its possibility to be accented or prominent:

STRUCT syl_struct

RANK { integer}
POSITION
SYL_NUMBER {integer}
ACCENTUABLE boolean
PROMINENCE boolean
i CONSTITUENTS list(const_syl)

Syllable constituents (objects of type const_syl)
are described by two different features: the set of
phonemes (syllable constituents), and the type of
the constituent (onset, nucleus and coda). Note
that each syllable constituent can contain a set of
phonemes.

PHON list(phon)

CONST_TYPE {onxet, nucleus, coda}
const_syl

2.3 Disfluencies

We can distinguish two kinds of disfluencies: non
lexicalized (without any lexical material, such as
lengthening, silent pauses or filled pauses) and
lexicalized (non-voluntary break in the phrasal
flow, generating a word or a phrase fragment).
Lexicalized disfluencies have a particular organi-
zation with three subparts (or constituents):

e Reparandum: the word or phrase fragment,
in which the break occurs

e Break: a point or an interval that can eventu-
ally be filled by a fragment repetition, paren-
thetical elements, etc.



object

IP ::= AP
AP = syLt
SYL ::= CONST_SYL™

pros_phr phono disfluence gest CONST_SYL ::= PHONT
TN P p ] DISF ::= REPRANDUM BREAK REPRANS
Ipap  gyllable phoneme ‘'€X non-lex
hand  head
Figure 1: Type and constituent hierarchies
® Reparans: all that follow the break and TSYMMETRY boolean .

recovers the reparandum (in modifying or
completing it) or simply left it uncompleted.
The general disfluency type hierarchy, with the
appropriate features at each level is given in the
following figure:
disfluency

T

lex non_lex
REPRANDUM frag
BREAK_INT break

filled silent
[TYPE fill] [TYPE sil}

repaired
TYPE rep
REPRANS change

incomplete
[DIS_TYPE inc]

2.4 Gestures

Besides verbal communication, gestures consti-
tute the main aspect of multimodality. In multi-
modal annotation, this is probably the most dif-
ficult and time-consuming task. Moreover, only
few works really focus on a precise description of
all the different domains of verbal and non verbal
modalities. The TFS-based approach proposed
here answers to the first need in such a perspec-
tive: a common representation framework.

We give in this section a brief illustration of
the representation of one gesture (hands). It re-
lies on adaptation of different proposals, espe-
cially (Kipp03) or MUMIN (Allwood, 2005), both
integrating McNeill’s gesture description (Mc-
Neill05).

The following structure encodes the description
of gesture phases, phrases (representing different
semiotic types), the hand shape as well as its ori-
entation, the gesture space, and the possible con-
tact with bodies or objects. A last feature also
describes the movement itself: trajectory, qual-
ity (fast, normal or slow) and amplitude (small,
medium and large).
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PHASE Phase_Type
SEMIOTIC Type Semiotic_Type
EMBLEM Emblem_Type
DEICTIC Deictic_Type
METAPHORIC Metaphoric_Type
PASSIVE_HAND boolean
ACTIVE_HAND boolean
ICONIC Iconic_Type

SHAPE HandShape_Type
LAX boolean :|

PHRASE

HANDSHAPE |:

GESTURESPACE Space_Type
ORIENTATION Orientation_Type
ADAPTOR Adaptor_Type

CONTACT
|:CONTACT PART Contact_Type}

TRAJECTORY Trajectory_Type
MOVEMENT | AMPLITUDE Amplitude_Type

QUALITY quality_Type
hands_type —

2.5 Application

We have experimented this modeling in the com-
plete annotation of a multimodal corpus (see
(Blache, 2010)). In this project, a complete TFS
model has been first designed, covering all the
different domains (prosody, syntax, gestures, dis-
course, etc.). From this model, the annotations
have been created, leading to a 3-hours corpus of
narrative dialogs, fully transcribed. The corpus
is fully annotated for some domains (phonetics,
prosody and syntax) and partly for others (ges-
tures, discourse, disfluencies, specific phenom-
ena). The result is one of the first large annotated
multimodal corpus.

3 Graphs for Multimodal Annotation

Graphs are frequently used in the representation
of complex information, which is the case with
multimodality. As for linguistic annotation, one
of the most popular representations is Annotation
Graphs (Bird, 2001). They have been proposed
in particular in the perspective of anchoring dif-
ferent kinds of information in the same reference,



making it possible to align them?. In AGs, nodes
represent positions in the signal while edges bear
linguistic information. Two edges connecting the
same nodes are aligned: they specify different in-
formation on the same part of the input. Implic-
itly, this means that these edges bear different fea-
tures of the same object.

Such a representation constitutes the basis of
different approaches aiming at elaborating generic
annotation formats, for example LAF (and its ex-
tension GrAF (Ide, 2007)). In this proposal, edge
labels can be considered as nodes in order to build
higher level information. One can consider the re-
sult as an hypergraph, in which nodes can be sub-
graphs.

We propose in this section a more generalized
representation in which nodes are not positions in
the signal, but represent directly objects (or set of
objects). All nodes have here the same structure,
being them nodes or hypernodes. The main inter-
est of this proposal, on top of having an homoge-
neous representation, is the possibility to anchor
information in different references (temporal, spa-
tial or semantic).

3.1 Nodes

As seen above, multimodal annotation requires
the representation of different kinds of informa-
tion (speech signal, video input, word strings, im-
ages, etc.). The objects® that will be used in the
description (or the annotation) of the input are of
different nature: temporal or spatial, concrete or
abstract, visual or acoustic, etc. A generic de-
scription requires first a unique way of locating
(or indexing) all objects, whatever their domain.
In this perspective, an index (in the HPSG sense)
can be specified, relying on different information:

e LOCATION: objects can in most of the cases
be localized in reference to a temporal or
a spatial situation. For example, phonemes
have a temporal reference into the speech

2Another important interest of AGs is that they can
constitute the basis for an exchange format, when think-
ing on annotation tools interoperability (a proposal is cur-
rently elaborated under auspices of the MITRE program, see
http://www.mitre.org/).

3We call object any annotation that participates to the de-
scription: phoneme, words, gestures, but also phrases, emo-
tions, etc.
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signal, physical objects have spatial local-
ization that can be absolute (spatial coordi-
nates), or relative (with respect to other ob-
jects).

REALIZATION: data can either refer to con-
crete or physical objects (phonemes, ges-
tures, referential elements, etc.) as well as
abstract ones (concepts, emotions, etc.).

MEDIUM: specification of the different
modalities: acoustic, tactile and visual *

ACCESSIBILITY: some data are directly ac-
cessible from the signal or the discourse, they
have a physical existence or have already
been mentioned. In this case, they are said
to be “given” (e.g. gestures, sounds, physical
objects). Some other kinds of data are de-
duced from the context, typically the abstract
ones. They are considered as “accessible".
A generic structure node can be given, gather-
ing the index and the some other object properties.

1D
DOMAIN { prosody, syntax, pragmatics, ... }
START value
TEMPORAL
LOCATION END value
SPATIAL coord
INDEX | REALIZATION {concrete, abstmct}

MEDIUM {awustic, tactile, visual}

ACCESSIBILITY {given, accexsihle}

| FEATURES object_type J

node

This structure relies on the different informa-
tion. Besides INDEX, some other features com-
plete the description:

e [D: using an absolute ID is useful in the per-
spective of graph representation, in which
nodes can encode any kind of information
(atomic or complex, including subgraphs).

DOMAIN: specification of the domain to
which the information belongs. This feature
is useful in the specification of generic inter-
action constraints between domains.

FEATURES: nodes have to bear specific lin-
guistic indications, describing object proper-
ties. This field encodes the type of informa-
tion presented in the first section.
‘See  the EMMA

tion (Extensible Multi-Modal
http://www.w3.0rg/2002/mmi/.

W3C recommenda-

Annotations,



The following examples illustrate the represen-
tation of atomic nodes from different domains: a
phoneme (node n/) and a gesture (node n2), that
are temporally anchored, and a physical object
(node n3) which is spatially situated. This last ob-
ject can be used as a referent, for example by a

deictic gesture.
D nl
DOMAIN phonetics
TEMP |:START 285}
END 312
REALIZATION concrete
MEDIUM acoustic
ACCESSIBILITY given
LABEL /u/
FEATURES |fAT vnwel]
phoneme

[1D n2
DOMAIN gesture

TEMP START 200
INDEX END 422

PHRASE deictic
FEAT ORIENTATION front
hand

INDEX

ID n3
DOMAIN context

INDEX [LOC | SPATIAL <x=242, y=422, z=312 >]

SEM book’

FEATURES COLOR red]

discourse_referent |~

3.2 Relations

Linguistic information is usually defined in terms
of relations between (sets of) objects, which can
be atomic or complex. For example, a phrase is
defined by syntactic relations (government, agree-
ment, linearity, etc.) between its constituents. In
some cases, these relations can concern objects
from the same domain (e.g. syntax in the previous
example). In other cases, different domains can
be involved. For example, a long break (greater
than 200ms) usually precedes a left corner of a
new phrase.

The nature of the relation can also be differ-
ent according to the kind of information to be en-
coded. Many relations are binary and oriented
(precedence, dependency, etc.). Some others only
consists in gathering different objects. A con-
struction (in the sense of Construction Grammars,
see (Fillmore96)) is precisely that: a set of ob-
ject or properties that, put together, form a spe-
cific phenomenon. It is then useful in our rep-
resentation to distinguish between oriented rela-
tions and set relations. Oriented relations (for ex-
ample precedence) connect a source and a target,
that can be eventually formed with set of objects.
Set relations are used to gather a set of objects,
without orientation or order (e.g. the constituency
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relation).

On top of this distinction, it is also necessary
to give an index to the relations, in order to make
their reference possible by other objects. As for
nodes, an index is used, even though its form is
simple and does not need a complex anchor. Fi-
nally, for the same reasons as for nodes, the speci-
fication of the domain is necessary. The following
feature structure gives a first view of this organi-
zation:

INDEX

DOMAIN { prosody, syntax, pragmatics, ... }

SOURCE index
ORIENTED_REL

REL_TYPE TARGET index

SET_REL node list)
relation

Besides these information, a relation descrip-
tion has to be completed with other information:

e TYPE: different types of relations can be
implemented in such representation, such
as dependency, precedence, constituency,
anaphore, etc.

SCOPE: a relation can be specific to a con-
struction or at the opposite valid whatever
the context. For example, the precedence
relation [V < Clit,op] is only valid
in the context of interrogative constructions
whereas the relation exluding the realization
of a backchannel® after a connective is valid
whatever the context. We distinguish then
between local and global scopes.

POLARITY: arelation can be negated, imple-
menting the impossibility of a relation in a
given context.

CONSTRUCTION: in the case of a local rela-
tion, it is necessary to specify the construc-
tion to which it belongs.

STRENGTH: some relation are mandatory,
some other optional. As for constraints, we
distinguish then between hard and soft rela-
tions, depending on their status.

Finally, a last property has to be precisely de-
fined: the synchronization between two objects

A backchannel is a reaction, verbal or gestual, of the

adressee during a conversation.



coming from different domains (for example ges-
tures and words). In some cases, both objects
have to be strictly aligned, with same boundaries.
For example, a syllable has to be strictly aligned
with its set of phonemes: the left syllable bound-
ary (resp. the right) has to be the same as that
of the first syllable phoneme (resp. the last). In
other cases, the synchronization must not be strict.
For example, a deictic gesture is not necessarily
strictly aligned with a referential pronoun. In this
case, boundaries of both objects only have to be
roughly in the same part of the signal.

We propose the definition of alignment opera-
tors adapted from (Allen, 1985) as follows:

= same boundaries have to be equal
b1 <A bz means b; value is lower
<a | before than by with by —by <A__
1 >A b2 means that the boundary
>a | After |y follows by, with by — by < A
- I ‘ boundaries are neighbors, without
A | almost | o der relation, with | by — by |< A

This set of operators allow to specify alignment
equations between different objects. The advan-
tage of this mechanism is that an equation system
can describe complex cases of synchronization.
For example, a construction can involve several
objects from different domains. Some of these ob-
jects can be strictly aligned, some others not.

The final TFS representation is as follows:

[[INDEX

DOMAIN { prosody, syntax, pragmatics, }

SOURCE index
ORIENTED_REL

REL_TYPE TARGET index

SET_REL <node lisz>
TYPE {dependency, precedence, etc. }
SCOPE { global, local }

POLARITY {plus, minus}
CONSTRUCTION contruction_type
STRENGTH {hard, soft}

ALIGNMENT <alignmentfequations>

relation ~
The following feature structure shows an exam-
ple of a global relation indicating that a verbal nu-
cleus usually comes with a minor raising of the
intonation (only main features are indicated here).
This information is represented by an implica-
tion relation, which is oriented from the syntac-
tic category to the prosodic phenomenon. Align-
ment equations stipulate a strict synchronization
between object.
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INDEX
SOURCE VN,

REL_TYPE | ORIENTED_REL
TARGET mro

}

TYPE { implication}
STRENGTH {soft}

ALIGNMENT <lb1 =lby; rby=rbo >
relation

4 Representation with Hypergraphs

Nodes and relations can be combined and form
higher level nodes, representing constructions
which are a set of objects (the constituents) plus
a set of relations between them. Such nodes are
in fact hypernodes and bear two kinds of informa-
tion: the properties characterizing the object plus
a set of relations between the constituents (repre-
senting a subgraph). In the syntactic domain, for
example, they represent phrases, as follows:

[[DOMAIN syntax

START 122
INDEX | LOCATION | TEMPORAL
END 584

FEATURES [CAT VP}

[INDEX rq
REL_TYPE | SET_REL<V, NP, Adv>
TYPE constituency

STRENGTH hard

RELATIONS ¢ FINDEX rg

SOURCE NP
REL_TYPE | ORIENTED_REL
TARGET V

TYPE dependency
L STRENGTH hard

In the same way, the interaction between dif-
ferent objects from different domains can involve
several relations. For example, a deictic con-
struction can be made of the conjunction of an
anaphoric pronoun, a deictic gesture and a physi-
cal object (for example a book on a shelf). Such
a construction can be described by the following
structure:

START 841
INDEX | LOCATION | TEMPORAL

END /520
FEATURES [SEM bouk‘}

INDEX r3
SETiREL<Pr01, Dx_gests, thobjectg>
TYPE constituency ’

ALIGNMENT<lb1 ~alba; rby zArb2>

}

This construction indicates some properties
(limited here to the semantic value) and two re-

RELATIONS
INDEX 74
SOURCE Proy

ORIENTED_REL .
|:TARGET Ph_objects

TYPE reference



lations between the different objects: one con-
stituency, indicating the different objects involved
in the construction and their (fuzzy) alignment
and a reference relation between the pronoun and
a physical object (here, a book).

This structure represents an hypergraph: it is
a graph connecting different nodes, each of them
being to its turn described by another graph, as
shown above. The main interest of such a repre-
sentation is its flexibility: all kinds of information
can be described, at any level. Graphs being less
constrained than trees, and edges (or relations) be-
ing typed, we can gather different levels, different
domains and different granularities. For example,
an agreement relation can be specified thanks to
the deictic construction, besides the constituency
one, making it possible to instanciate the agree-
ment value of the pronoun.

Note that hypergraphs are also investigated in
other knowledge representation, their properties
are well known (Hayes, 2004) and the implemen-
tation of specific hypergraphs as the one presented
here could be done in RDF graphs for example as
suggested in (Cassidy, 2010).

5 Constraints for Multimodal
Grammars

In the same way as typed feature structures can
implement constraints and constitute a description
language on linguistic structures (cf. HPSG, ),
the same approach can be generalized to multi-
modal information. SOme recent works have been
done in this direction (see (Alahverdzhieva, 2010;
?)). The representation we propose can implement
generic information about multimodal construc-
tions. We illustrate in the following this aspect
with two phenomena: backchannels and disloca-
tion.

Several studies on conversational data (see for
example (Bertrand(09)) have described backchan-
nels (that can be vocal or gestual) and their con-
text. They have in particular underline some reg-
ularities on the left context:

e backchannels usually follow: major intona-
tive phrases (IP), flat contours, end of conver-
sational turn (i.e. saturated from a semantic,
syntactic and pragmatic point of view)
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e backchannels never appear after connectives

These constraints can be implemented by
means of a feature structure (representing an hy-
pernode) with a set of precedence relations. The
different objects involved in the description of the
phenomenon (IP, flat contour, conversational turn,
connective) are indicated with an indexed ID, re-
ferring to their complete feature structure, not pre-
sented here.

rD

DOMAIN pragmatics

FEATURES [TYPE ]

[[INDEX r5

SET_REL<

| TYPE constituency

IP[5), FLAT_CONTOUR[g},

i

CONV_TURN, CONNECTIVE@

[[INDEX rg

ORIENTED_REL |:

SOURCE < [4], > )
TARGET '
L TYPE precedence

ReLaTIONs { | TNPEX 77

ORIENTED_REL
|:TARGET

SOURCE @:|

TYPE precedence
POLARITY minus

[INDEX rg

SOURCE [3]

ORIENTED_REL
|:TARGET vocal:|

TYPE precedence
STRENGTH hard

Figure 2: Backchannel Constraint

This structure (cf. Figure 2) represents a con-
straint that backchannels have to satisfy. The
first relation specifies the constituents and their
indexes, with which the different precedence con-
straints are represented. The relation r6 indicates
all kinds of object that should precede a backchan-
nel. This constraint subsumes the most specific
relation r8 stipulating that a vocal backchannel is
always preceded with an /P (this is a hard con-
straint). The relation r7 excludes the possibility
for a backchannel to be preceded with a connec-
tive.

The second example (cf. Figure 3) proposes a
constraint system describing dislocated structures.
We propose in this description to distinguish two
syntactic constituents that form the two parts of
the dislocation: the dislocated phrase (called S7)
and the sentence from which the phrase has been



extracted (called $2). Usually (even if not al-
ways), S2 contains a clitic referring to S/. We
note in the following this clitic with the notation
S2//Clit. For readability reasons, we only present
in this structure the relations.

This structure describes the case of a left dislo-
cation (with S/ preceding S2, the constraint being
hard). In such cases, S/ is usually realized with
a minor raising contour. The constraint r/3 im-
plements the anaphoric relation between the clitic
and the dislocated element. Finally, the relation
rl4 indicates an agreement relation between the
clitic and S7 and in particular the fact that the case
has to be the same for both objects.

[[DOMAIN syntax

[[INDEX r11

SET_REL <

| TYPE constituency

S 1, SZ, MINOR_RAISING,
SZ//CLIT

I

[[INDEX ri2
ORIENTED_REL SOURCE 5
- TARGET
L TYPE precedence ]
RELATIONS { _ -
INDEX r13
ORIENTED_REL SOURCE
- TARGET
L TYPE anaphor ]

[[INDEX ri14

[source
3
ORIENTED_REL [casE[2]

4
| TARGET [CASE &

LTYPE agreement

Figure 3: Dislocation Constraint

6 Conclusion

Linguistic annotation in general, and multimodal-
ity in particular, requires high level annotation
schemes making it possible to represent in an ho-
mogeneous way information coming from the dif-
ferent domains and modalities involved in human
communication.

The approach presented in this paper general-
izes previous methods (in particular annotation
graphs) thanks to two proposals: first in providing
a way to index objects without strict order relation
between nodes and second in specifying a precise
and homogeneous representation of the objects
and their relations. This approach has been devel-
oped into a formal scheme, typed feature struc-
tures, in which all the different domains can be

70

represented, and making it possible to implement
directly hypergraphs. TFS and hypergraphs are
particularly well adapted for the specification of
interaction constraints, describing interaction re-
lations between modalities. Such constraints con-
stitute the core of the definition of future multi-
modal grammars.

From a practical point of view, the proposal
described in this paper is currently under exper-
imentation within the OTIM project (see (Blache,
2010)). An XML scheme has been automatically
generated starting from TFS formal scheme. The
existing multimodal annotations, created with ad
hoc annotation schemes, are to their turn automat-
ically translated following this format. We obtain
then, for the first time, a large annotated multi-
modal corpus, using an XML schema based on a
formal specification.
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Composition of Semantic Relations: Model and Applications
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Abstract ble. Semantic parsers (SP) extract semantic rela-
tions from text. Typically they detect relations be-
tween adjacent concepts or verb argument struc-
tures, leaving considerable semantics unrevealed.
For example, givedohn is a rich mana typical

SP extractdohn is a marmndman is rich but not
John is rich The third relation can be extracted
by combining the two relations detected by the
parser. The observation that combining elemen-
tary semantic relations yields more relations is the
starting point and the motivation for this work.

This paper presents a framework for com-
bining semantic relations extracted from
text to reveal even more semantics that
otherwise would be missed. A set of 26 re-
lations is introduced, with their arguments
defined on an ontology of sorts. A seman-
tic parser is used to extract these relations
from noun phrases and verb argument
structures. The method was successfully
used in two applications: rapid customiza-
tion_ of semantic rt_elf_;ttions to_ arbitrary do- 2 Related Work
mains and recognizing entailments.
In Computational Linguistics, WordNet (Miller,
1995), FrameNet (Baker et al., 1998) and Prop-
Semantic representation of text facilitates inferBank (Palmer et al., 2005) are probably the most
ences, reasoning, and greatly improves the peswsed semantic resources. Like our approach and
formance of Question Answering, Informationunlike PropBank, FrameNet annotates semantics
Extraction, Machine Translation and other NLPbetween concepts regardless of their position in a
applications. Broadly speaking, semantic relaparse tree. Unlike us, they use a predefined set of
tions are unidirectional underlying connectionframes to be filled. PropBank adds semantic an-
between concepts. For example, the noun phragetation on top of the Penn TreeBank and it con-
the car engineencodes ®@ART-WHOLE relation: tains only annotations between a verb and its ar-
the engine is a part of the car. guments. Moreover, the semantics of a given label
Semantic relations are the building blocks fordepends on the verb. For exampd®G2 is used
creating a semantic structure of a sentence. Thef@ INSTRUMENT andVALUE.
is a growing interest in text semantics fueled by Copious work has been done lately on seman-
the new wave of semantic technologies and onic roles (Marquez et al., 2008). Approaches to
tologies that aim at transforming unstructured textletect semantic relations usually focus on partic-
into structured knowledge. More and more entemdlar lexical and syntactic patterns or kind of ar-
prises and academic organizations have adoptgdments. There are both unsupervised (Turney,
the World Wide Web Consortium (W3C) Re-2006) and supervised approaches. The SemEval-
source Description Framework (RDF) specifica2007 Task 4 (Girju et al., 2007) focused on rela-
tion as a standard representation of text knowkons between nominals. Work has been done on
edge. This is based on semantic triples, which castetecting relations between noun phrases (Davi-
be used to represent semantic relations. dov and Rappoport, 2008; Moldovan et al., 2004),
The work reported in this paper aims at extracthamed entities (Hirano et al., 2007), and clauses
ing as many semantic relations from text as poss{Szpakowicz et al., 1995). There have been pro-

1 Introduction
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posals to detect a particular relation, egaUsE  MAIN(R); and (iii) RANGE(R). Stating restric-
(Chang and Choi, 2006} TENT (Tatu, 2005) and tions for DOMAIN and RANGE has several advan-
PART-WHOLE (Girju et al., 2006). tages: it (i) helps distinguishing between relations,

Researchers have also worked on combining se-g., [talll; and [John}c, can be linked through
mantic relations. Harabagiu and Moldovan (1998YALUE, but notPossessION (ii) helps discard-
combine WordNet relations and Helbig (2005)ng potential relations that do not hold, e.gb:
transforms chains of relations into theoretical axstract objects do not haveiINTENT; and (iii) helps
ioms. Some use logic as the underlying formaleombining semantic relations (Section 5).

ism (Lakoff, 1970; Sanchez Valencia, 1991), MOrntology of SortsIn order to define DMAIN (R)
ideas can be found in (Copestake et al., 2001). 5ng RANGE(R), we use a customized ontology
of sorts (Figure 1) modified from (Helbig, 2005).
The root corresponds tmtities, which refers tall

In contrast to First Order Logic used in Al to rep-things about which something can be said
resent text knowledge, we believe text semantics Objects can be eitheroncrete or abstract. The
should be represented using a fixed set of reldormer occupy space, are touchable and tangi-
tions. This facilitates a more standard represerle. The latter are intangible; they are somehow a
tation and extraction automation which in turn alProduct of human reasonin@oncrete objects are
lows reasoning. The fewer the relation types, th&urther divided intoanimate or inanimate. The for-
easier itis to reason and perform inferences. Thug)er have life, vigor or spirit; the later are dull,
a compromise has to be made between havirjfithout life. Abstract objects are divided intorem-
enough relation types to adequately represent tei@ral Or non temporal. The first corresponds to ab-
knowledge and yet keeping the number small fostractions regarding points or periods of time (e.g.
making the extraction and manipulation feasible.July, last wee; the second to any other abstrac-
The main contributions of this paper are: (i) arfion (e.g.diseasejustice). Abstract objects can be
extended definition of a set of 26 semantic relaSensually perceived, e.gain, odor.
tions resulted after many iterations and pragmatic Situations are anything that happens at a time
considerations; (i) definition of a semantic calcund place. Simply put, if one can think of the time
lus, a framework to manipulate and compose s@nd location of an entity, it is aituation. Events
mantic relations (CSR); (iii) use of CSR to rapidly(€-9. mix, grow) imply a change in the status of
customize a set of semantic relations; and (iv) uséther entities,states (e.g. standing next to the
of CSR to detect entailments. The adoption ofl00r) do not.Situations can be expressed by verbs
CSR to other semantic projects does not requirke-9-Move print) or nouns (e.gparty, hurricane).
any modification of existing tools while being able Descriptors complemententities by stating prop-

3 Approach

to detect relations ignored by such tools. erties about their spatial or temporal context. They
are composed of an optional non-content word
4 Semantic Relations signaling theocal or temporal context and another

entity. Local descriptors are further composed of

Formally, a Sem.antic re'a“F’” is represented a5 .oncrete object Of situation, €.9.,[above]yep [the
R(X, y), whereRr is the relation type and and

y the first and second argumer(x, y) should be

read f‘s{_is Rofy. The sentenctlohn painted his - thg non_content word signaling theal or tempo-
truck” yields AGENT(John painted, THEME(hiS | context is usually present, but not always, e.g.,
truck, painted andPoSssessIoftruck, John. “The [birthplace]e, of his mother is [Ankaraj.” .

Extended definition Given a semantic relatioRr, Qualities represent characteristics than can be
DomAIN(R) and RANGE(R) are defined as the setassigned tentities. They can be quantifiable like
of sorts of concepts that can be part of the firsall andheavy or unquantifiable likedifficult and
and second argument. A semantic relatR(x, sleepy Quantities represent quantitative character-
y) is defined by its: (i) relation type; (ii) Do- istics of concepts, e.ga few pounds22 yards

roof]co; temporal descriptors by atemporal abstract
object O situation, €.g.,[during] prep [the party]ey.
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Entity [ent]

’ Situatilon [si] ‘ ’ Quantéty [an] ‘ Object [0] ’ Qualilty [al] ‘ ’ Descrip}ror [des] ‘

’ State [st] ‘ ’ Event [ev] ‘ ’ Concrete [co] ‘ ’ Abstralct [ao] ‘ ’ Temporal [tmp] H Local [loc] ‘
’ Animate [aco] ‘ ’ Inanimate [ico] ‘ ’ Temporal [tao] ‘ ’ Non temporal [ntao] ‘

Figure 1: The ontology of sorts of concepts and their acranym

Properties
Cluster Relation type Abr. Class. [ r s t DOMAIN X RANGE Example
CAUSE CAU iv - - V4 si] x [si] cAu(earthquaketsunamy
Reason JUSTIFICATION JsT iv V4 si U ntao] x [si] JsT(it is forbidden don’t smoké
INFLUENCE IFL iv v/ si] x [si] IFL(missing classepoor gradg
Goal INTENT INT i - si] x [aco] INT(teach professoy
PURPOSE PRP v v si U ntao] x [siUco U ntao] | PRAStoragegaragé
Object modifiers VALUE VAL v - ql] x [oU si] VAL (smart kids)
SOURCE SRC ii v loc U gl U ntao U ico] x [0] srRAMexican studenty
AGENT AGT iii - - - aco] x [si] AGT(John bough)
Syntactic subjects | EXPERIENCER EXP iii - - - o] x [si] ExP(John heard
INSTRUMENT INS iii - - - co U ntao] x [si] INS(the hammerbroke)
THEME THM iii - - - o] x [ev] THM(a car bough)
Direct objects TOPIC TPC iii - - - o U si] x [ev] TP(flowers gave
STIMULUS STI iii - - - o] x [ev] sTI(the train heard
Association ASSOCIATION ASO v v v+ [ent] x [ent] Aso(fork, knife)
KINSHIP KIN ii v vV aco] x [aco] KIN(John his wife)
IS-A ISA ii - v [o] x [0] ISA(gas guzzlgrcar)
PART-WHOLE PW ii - * o] x [oJUl] x [TU[t] x [t pPw(engine car)
MAKE MAK ii - - - co U ntao] X [co U ntao] MAK (cars BMW)
POSSESSION POS ii v [co] x [co] pogFord F-150 John)
MANNER MNR iii - - - gl U st U ntao] x [si] MNR(quick, delivery)
None RECIPIENT RCP iii - - - co] X [ev] RCH(Mary, gave
SYNONYMY SYN v v vV ent] x [ent] SYN(a dozentwelve)
AT-LOCATION AT-L v v - * o U si] x [loc] AT-L (party, John’s housp
AT-TIME AT-T v V4 o U si] x [tmp] AT-T(party, last Saturday
PROPERTY PRO v - ntao] x [0 U si] PRO(height John)
QUANTIFICATION QNT v gn] x [siU 0] QNT(a dozeneggy

Table 1. The set of 26 relations clustered and classified thigir properties (reflexive, symmetric,
transitive) and examples. An asterisk indicates that tbpenty holds under certain conditions.

4.1 Semantic Relation Types includes relations present in WordNet (Miller,
1995), such ass-A, PARFWHOLE and CAUSE.

This work focuses on the set of 26 semantic relaszpakowicz et al. (1995) proposed a set of nine
tions depicted in Table 1. We found this set sperg|ations and Turney (2006) a set of five. Rosario
cific enough to capture the most frequent semanmg Hearst (2004) proposed a set of 38 relations
tics of text without bringing unnecessary overspeincluding standard case roles and a set of specific
cialization. The set is inspired by several prerejations for medical domain. Helbig (2005) pro-
vious proposals. Fillmore introduced the notiorbosed a set of 89 relations, including TONYMY
of case framesnd proposed a set of nine roles;and severarEMPORAL relations, e.g.SUCCES
AGENT, EXPERIENCER INSTRUMENT, OBJECT,  g|0N, EXTENSION, END.
SOURCE GOAL, LOCATION, TIME and PATH Our set clusters some of the previous propos-
(Fillmore, 1971). Fillmore’s work was extended ;g (e.g. we only considexr-TiME) and discards
to FrameNet (Baker et al., 1998). PropBankeations proposed elsewhere when they did not
(Palmer et al., 2005) annotates a set of 17 semafecyr frequently enough in our experiments. For
tic roles in a per-verb basis. example, even thoughNTONYMY and ENTAIL-

We aim to encode relations not only betweemENT are semantically grounded, they are very
a verb and its arguments, but also between andfrequent and we do not deal with them. Our
within noun phrases and adjective phrases. Therpragmatic goal is to capture as many semantics as
fore, more relations are added to the set. [Ipossible with as few relations as possible. How-
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ever, we show (Section 7.1) that our set can beescribes links between situation or object and
easily customized to a specific domain. its characteristics, e.gheight age Values to the
The 26 relations are clustered such that relssharacteristics are given throughAL. QNT(X, ¥)
tions belonging to the same cluster are close iholds if y is quantitatively determined by
meaning. Working with clusters is useful because Relations can also be classified depending on
it allows us to: (i) map to other proposed relationsthe kind of concepts they describe and thei
justifying the chosen set of relations; (ii) worktra orinter nature into: (i) Intra-Object; (i) Inter-
with different levels of specificity; and (iii) reason Obijects; (iii) Intra-Situation; (iv) Inter-Situations;
with the relations in a per cluster basis. and (v) for Object and Situation description.
Thereason cluster includes relations between a
concept having a direct impact on anothesu(x, 4.2 Detection of Semantic Relations

y) holds if y would not hold ifx did not happen. Relations are extracted by an in-house SP from
JST(x, y) encodes a moral cause, motive or sog wide variety of syntactic realizations. For ex-
cially convened norm. IfFL(x, y), x affects the ample, the compound nominateel knifecon-
intensity ofy, but it does not affect its occurrence.tainspw(stee/ knife), whereasarving knifecon-
The goal cluster includesNT andPRR INT(X, tainsPRAcarving knife); the genitiveMary’s toy
y) encodes intended consequences, which are vgontainspotoy, Mary), whereasMary’s brother
litional. PRA(X, y) is a broader relation and can becontainskIN (brother Mary), andeyes of the baby
defined forinanimate objects. contains @@w(eyes baby). Relations are also ex-
Theobject modifiers cluster encodes descriptionstracted from a verb and its arguments (NP verb,
of objects andsituations: SRQ(X, y) holds if x ex-  verb NP, verb PP, verb ADVP and verb S), adjec-
presses the origin of. VAL(x, y) holds for any tive phrases and adjective clauses.
other attribute, e.gheavy handsome The SP first uses a combination of state-of-the-
The syntactic subjects cluster includes relations art text processing tools, namely, part-of-speech
linking a syntactic subject andsauation. The dif-  tagging, named entity recognition, syntactic pars-
ferences rely on the characteristics of the subjeqng and word sense disambiguation. After a can-
and the connection per saGT(x, ¥) encodes an didate syntactic pattern has been found, a series of
intentional doerx must be volitional. IfEXP(x, machine learning classifiers are applied to decide
y), x does not change the situation, it only expeif a relation holds. Four different algorithms are
riencesy; it does not participate intentionally ;1 used: decision trees, Naive Bayes, SVM and Se-
either. IfINS(x, y), x is used to perforny, x isa mantic Scattering combined in a hybrid approach.
tool or device that facilitateg. Some algorithms use a per-relation approach (i.e.,
The direct objects cluster includes relations en- decide whether or not a given relation holds) and
coding syntactic direct objectstHM(x, y) holds  others a per-pattern approach (i.e., which relation,
if x is affected or directly involved by. TPC(x, y) if any, holds for a particular pattern). Additionally,
holds if y is a communication verb, likealk and human-coded rules are used for a few unambigu-
argue STI(x, y) holds if y is a perception verb ous cases. The SP participated in the SemEval
andx a stimulus that makeg happen. 2007 Task 4 (Badulescu and Srikanth, 2007).
The association cluster includesaso and KIN.
ASO is a broad relation between any pair of entid Composition of Semantic Relations
ties; KIN encodes a relation between relatives.
The rest of the relations do not fall into any
cluster. ISA, PW, SYN, AT-L andAT-T have been
widely studied in the literaturemak (x, y) holds
if y makes or produceg; pPogXx, y) holds if y
owns x; MNR encodes the way situation OCCUTS.
RCPcaptures the connection betweenesenmtand Semantic Calculus: Operators and Properties
an object which is the receiver of the evenkRO The composition operatoiis represented by the

The goal of semantic calculus (SC) is to provide
a formal framework for manipulating semantic re-
lations. CSR is a part of this, its goal is to apply
inference axiomsver already identified relations
in text in order to infer more relations.
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RTHT =(R ) 1y For exampleKIN andAT-L are compatible but do
RioR; =(R;""oR; ")~ . Ly .

R™! inherits all the properties oR not yield any valid mferenc.e.. .
11=1 Another necessary condition for combining two

Vii LeaRr; relationsry (x, ¥) andRa(y, 2) is that they have to

R is reflexive iff Va: R(X, X)
R is symmetric iff R(X, y) = R(Y, X) have a common argumen,

R is transitive iff R(X, y) o R(Y, Z) — R(X, 2) . .
RiDR;j <> R, ' aR; ! 5.1 Unique axioms
R; DA Rj <> R¢71 > Rj71

. ) 1 An axiom is defined as a set of relations called
If R; is sSymmetric an@R; <1 Rj, Ry~ I R;

If R, is Symmetric ana; > R;, R; b R; . premises and a conclusion. Given the premises it
_ _ unequivocally yields a relation that holds as con-
Table 2: Semantic calculus properties clusion. The composition operator is the basic

way of combining two relations to form an axiom.

. o
symbolo. It combines two relations and yields (Inlgeneral, forn relations there are;) =
nn—

a third one. Formally, we denot® o Ry — Rs. ——— different pairs. For each pair, taking into
Theinverseof R is denoteck—! and can be ob- account the two relations and their inverses, there
tained by simply switching its arguments. GiverA'€4 x 4 = 16 different possible_fombi_nlat_i?ns.
R(X, y), R™L(y, X) always holds. The easiest wayAPPIYiNg propertyr; o R; = (R;™ o R;™)™,
to readr~1(y, x) is xis R of y. only 10 combinations are unique: (i) 4 combine
R, left dominatesr,, denoted byr; > Ry, Rlv R2 and their inverses; (ii) 3 combine; and
' 1 —1. . —1
iff the composition ofr; andRs yields Ry, i.e., Rt and (iij) 3 combiner, andr,™". The most
Ry > Ry iff Ry 0 Ry — Ry. Ry right dominatesr,, Nteresting axioms fall into category (i), since the
denoted byr, < Ry, iff the composition ok, and ~ Other two can be reso_lve_d by the transitivity prop-
R; yieldsRy, i.e., Ry <Ry iff Ry 0 R; — R;. Ry MY of a relation and its inverse.

completely dominates,, denoted byr; > Ry, iff For n relations there ar@n? + n potential ax-

) ) . . _ _ 2
R; > Ry andR; < Ry, i..,Ry X Ry iff Ry o Ry —  10MS: (5) x4+3n = QX”(”_UJF?_’” =2n"+n.
R, andRy o Ry — Ry. Forn = 26, there are 1300 potential axioms in (i),

An OTHER () relation holds betweer andy 820 Of which are compatible.
if no relation from the given set holds. Formally, "€ number can be further reduced. After man-

L(x, y) iff =3R; such thary(x, ). ugl examinatior_w of combinations a0 andKIN

eWlth other relations, we conclude that they do not
yield any valid inferences, invalidating 150 poten-
tial axioms. This is due to the broad meaning of
Necessary conditions for Combining Relations these relationsQNT can be discarded as well, in-

Axioms can be defined only for compatible rela-validating 45 more potential axioms.

tions as premiseskr; andRr, arecompatibleif it Some axioms can be easily validated. Because
is possible, from a theoretical point of view, to ap-synonymous concepts are interchangeabtey is

ply the composition operator to them. Formallyeasily combined with any other relatiosyN(x,
RANGE(R;) N DOMAIN(Rg) # 0) y) o R(Y, Z) — R(X, z) andR(X, ¥) o SYN(y, 2) —

If Ry and Ry are compatible but not equal ar(x, z). Because hyponyms inherit relations from
restriction occurs. Let us denote ANGE(R;) N their hypernyms,sSA(X, y¥) o R(Y, 2) — R(X, 2)
DoMAIN (Rz) = I. A backwardrestriction takes andRr(x, y) o ISA~!(y, Z) — R(x, 2) hold. These
place if RANGE(R;) # I and aforward restric- observations allow us to validate 138 of the 625
tion if DOMAIN(R2) # I. In the former case potential axioms left, still leaving 487.

RANGE(R;) is reduced,; in the later DMAIN (Rz) As noted before, relations belonging to the
is reduced. A forward and backward restrictionsame cluster tend to behave similarly. This is es-
can be found with the same pair of relations.  pecially true for thereason andgoal clusters due

It is important to note that two compatible rela-to their semantic motivation. Working with these
tions may not be the premises for a valid axiomtwo clusters instead of the relations brings the

Using the notation above, the properties d
picted in Table 2 follow.
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(1) reason o goal

) reason ! o goal

reason
r —>

reason
r<—

(3) GOA(X, ¥) o REA(Y, 2) — IFL(X, 2): the

Yy Yy goal of an action influences its effects.
lgom lgom For example: John crossed the street carelessly
y y to get there faster. He got run over by a propane

truck. Therefore, John got run over by a propane

(3) goal o reason (4) goal o reason |

T T truck influenced by (having the goal of) getting
goall IR goall Lt there faster.
P GoA(get there fastercrossed carelessly

Yy——>=z Y

<~——z REA(crossed carelesslgot run over)
reason reason

C IFL(get there fastegot run ovey

Table 3: The four axioms taking as premises- (4) GOA(X, y) o REATI(y, 2) — IFL ~1(x, 2).

son and goal clusters. Diagonal arrows indicate Events influence the goals of its effects.

inferred relations. For example: Jane exercises to lose weight. She
exercised because of the good weather. Therefore,

number of axioms to be examined down to 370. good weather helps to lose weight.

Out of the 370 axioms left, we have extensively P GOA(/?(Se We{ghtexeéciSé s

- : . _ REA™ ~(exercisegoo weather
ane_llyzed_ and defined the 35_ mvolymg L, the & 1FL"(lose weighigood wealhdr
43 involvingreason and the 58 involvingyoal. Be- . .
. s The axioms have been evaluated using manu-
cause of space constraints, in this paper we onla/
. . lly annotated data. PropBarmau andpPNC are

fully introduce the axioms foreason and goal

. . ) sed aseason andgoal. Reason annotation is fur-
(Section 6), as well as a variety of axioms usefu :
. . . her collected from a corpus which adds causal
to recognize textual entailments (Section 7.2).

annotation to the Penn TreeBank (Bethard et al.,

2008). A total of 5 and 29 instances for axioms

3 and 4 were found. For all of them, the ax-

In this section, we present the four unique axiomfms yield a valid inference. For exampBuyick

for reason andgoal relations (Table 3). [approached], American express about [a joint
(1) REA(X, y) o GOA(Y, 2) — IFL(X, 2): an promotion}, because [its card holders generally

event is influenced by the reason of its goal. have a good credit history] PropBank annota-
For example: Bill saves money because he igon statescoA(x, y) andREA™L(y, z), axiom 4

unemployed; he spends far less than he used {@akes the implicit relationFL ~1(x, z) explicit.
Therefore, being unemployed can lead to spend

far less. 7 Applications and Results
P REA(be unemployedsave money

GOA(save moneyspend far less

© 'FL(ff unemployedspend far legs Problem There is no agreement on a set of rela-

(2) REAT(X, ¥) © GOA(y, 2) — PRPX, 2)!  tigns that best represent text semantics. This is
events have as their purpose the effects of thejjg iy so since different applications and do-
goals. This is a strong relation. _mains call for different relations. CSR can be used
For example: Since they have a better viewy, ranidly customize a set of relations without hav-
they can see the mountain range. They cut the trt?ﬁg to train a new SP or modify any other tool.

to have a better view. Therefore, they cut the tregyjan 4 text, the SP extracts 26 elementary se-
to see the mountain range. mantic relations. Axioms within the framework
P REA"!(see the mountain rangeetter vieuy of CSR yieldn new relations, resulting in a richer

GOA(better view cut the tre¢ . . .
C  PRA(see the mountain rangeut the treg semantic representation (Figure 2).

Note that possible unintended effects of cuttingcSR axiomsTwo ways to get new relations are:
the tree (e.g. homeowners’ association complains) (i) Direct mapping. This is the easiest case and
are caused by the eveatit the treenot by its ef- it is equivalent to rename a relation. For example,
fect get a better view we can magproSsto BELONG Or IS-OWNER-OF.

6 Case Study: Reason and Goal

7.1 Customization of Semantic Relations
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Axiom Rest. ony Example

AGT(X, ¥) o THM ' (y, Z) — ARRESTED(X, 2) arrestedconcept| [Policel [apprehendeg]51 [football fans}.
THM(X, y) o AT-L(Y, Z) - ARRESTED-AT(X, Z) | arrestedconcept| Police [apprehendegbl [fansk [near the Dome]
AGT(X, ¥) o AT-L(Y, Z) — BANKS-AT(X, 2) bankingactivity | [John)k [withdrew], $20 [at the nearest Chase]
POYX, ¥) o AT-L(Y, Z) — BANKS-AT(X, Z) accountconcept | [Johnk got a [checkbook]at [Chase).

Table 4: Examples of semantic relation customization usiSgR.

Pair TextT Hypothesis H

Belknap married and lost his first two wives, Cora LeRoy andri€a|| Belknap was married to Carrie Tomlinson.
Tomlinson, and married Mrs. John Bower, his second wifesgesi

T1 | AGT(Belknap married H1 | AcT(Belknap was marrieq

113 | 72 | THM(wives married) H?2 | THM(Carrie Tomlinsonwas marriedl
T3 | QNT(first two, wives)

T4 | 1sA(Carrie Tomlinsonwives)

India’s yearly pilgrimage to the Ganges river, worshipedHigdus as || Ganga is a Hindu goddess.
the goddess Ganga, is the world’s largest gathering of peopl

429 7 AGT(Hindus worship) H1 | 1sA(Gangagoddesy
T2 | THM(Gangaworship) H2 | vAL(Hindu goddesy
T3 | 1sA(Gangagoddesy

[...] At present day YouTube represents the most popularsdiairing || YouTube is a video website.
on-line video.

T1 | 1sa(YouTube site) H1 | 1sA(YouTube websitg
445 | 19 EXP(site sharing H2 | vAL(videg websitg
T3 | THM(videg sharing

The Czech and Slovak republics have been unable to agrestiagiol|| The Czech and Slovak republics do not agree to coexist in ouetry.
basis for their future coexistence in one country.

716 771 AGT(The Czech and Slovak republjé¢gave been|| H1 | AGT(The Czech and Slovak republjcdo not
unable to agree agre@

T2 | THM(political basishave been unable to agjee|| H2 | PRAcoexist in one countrydo not agreg

T3 | PRHtheir future coexistence in one countpo-
litical basi9

In 2003, Yunus brought the microcredit revolution to theests of || Yunus supported more than 50,000 Struggling Members.
Bangladesh to support more than 50,000 beggars, whom thedera
Bank respectfully calls Struggling Members.

771 ["T1 | AGT(Yunus brough) H1 | AGT(Yunus supported
T2 | PRASsupport brough)
T3 | RCRA(beggarssuppor} H?2 | RCAStruggling Memberssuppor}
T4 | QNT(more than 50,00eggary H3 | QNT(more than 50,0005truggling Membergs

T5 | sYN(beggarsStruggling Members

Table 5. RTE3 examples and their elementary semantic oekafii.e., the ones the SP detects). Only
relevant semantic relations for entailment detection bhosve forT.

, . I 1
[Text}—{ Semantic Parser 26 relations the following axiom:AGENT(x, y) o THEME™ " (y,
_ Jj 1 New sr Z) — ARRESTEN(X, Z) provided thaty is anar-

Inference axioms ’\E}WL) restedconcept. A simple way of checking if a

given concept is of a certain kind is to check

WordNet. Collecting all the words belonging the
the synset arrest.v.1, we get the following list of
arrested concepts: collar, nail, apprehend pick
up, nab and cop. Using lexical chains the list

(ii) Combinations of two elementary relationscould be further improved.

yield new specialized relations. In this case, re- More examples of axioms for generating cus-
strictions on the arguments must be fulfilled. tomized semantic relations are shown in Table 4.

Figure 2: Flowchart for obtaining customized se
mantic relations using CSR.

Consider we need the new relationR- Results Virtually any domain could be covered
RESTEOX, ¥), which encodes the relation be-by applying customization over the set of 26
tween twoanimate concrete objects X andy, where relations. The set has been successfully cus-
x arrestedy. We can infer this relation by using tomized to a law enforcement domain. Ax-
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ioms for a total of 37 new relations were de-mous concepts are interchangeabiéers H2 and
fined and implemented. Among others, ax+#3, resulting in a perfect match betwe&hand
ioms to inferiS-EMPLOYER, IS-COWORKER IS- H. Formally,AGT(X, y¥) o PRP (Y, Z) — AGT(X,
PARAMOUR, IS-INTERPRETER WAS-ASSASSIN  Z), RCP (X, ¥) o SYN(Y, 2) — RCP!(x, 2) and
ATTENDS-SCHOOL-AT, JAILED-AT, COHABITS-  QNT(X, ¥) o SYN(Y, Z) — QNT(X, 2).

WITH, AFFILIATED-TO, MARRIED-TO, RENTED-  ResultsWe conducted two experiments to quan-
BY, KIDNAPPED-BY and the relations in Table 4 tify the impact of CSR in detecting entailments.
were defined. Note that a relation can be inferred First, 60 pairs were randomly selected from the
by several axioms. This customization effort toRTE3 challenge and parsed with the SP. 14 of
add 37 new specialized relations took a persofhem (23%) could be solved by simply matching
only a few days and without modifying the SP.  the elementary relations ifi and H. After apply-

ing CSR, 21 more pairs (35%) were solved. Thus,
adding CSR on top of the SP clearly improves en-
Problem An application of CSR is recognizing tailment detection. Out of the 25 pairs not solved,
entailments. Given text’ and hypothesidi, the 5 (8%) need coreference resolution and 20 (34%)
task consists on determining whether or btan require commonsense knowledge or fairly com-
be inferred byl" (Giampiccolo et al., 2007). plicated reasoning methods (eayshipwreck is a

CSR axiomsSeveral examples of the RTE3 chal-ship that sank

lenge can be solved by applying CSR (Table 5). CSR has also been added to a state of the art
The rest of this section depicts the axioms insystem for detecting textual entailment (Tatu and
volved in detecting entailment for each pair. Moldovan, 2007). Prior to the addition, the sys-

Pair 113 is a simple one. A perfect matchtem made 222 errors consisting of 46 false nega-
for H in T can be obtained by an axiom readindives (examples in Table 5) and 176 false positives.
all concepts inherit the semantic relations of theifCSR was able to correctly solve 18 (39%) of the
hypernyms Formally, ISA(X, ) o THM(y, z) — 46 false negatives.

THM(X, 2), T2 and T4 are the premises and the
conclusion matche& 2. T'1 matchesH 1.

Pair 429 can be solved by an axiom read-Although the idea of chaining semantic relations
ing agents are values for their themeSormally, has been proposed before, this paper provides a
AGT(X, ¥) o THM~(y, 2) — VAL(X, 2); T1 and formal framework establishing necessary condi-
T2 yield vAL (Hindu, Gangg, which combined tions for composition of semantic relations. The
with T3 results in a match betwednand H. CSR presented here can be used to rapidly cus-

Pair 445 follows a similar pattern, but the way tomize a set of relations to any arbitrary domain.
an EXp combines with itsTHM differs from the In addition to the customization of an informa-
way anAGT does. Thetheme is a value of the tion extraction tool and recognizing textual entail-
experiencer THM(X, ¥) o EXP1(y, z2) — VAL(Xx, ments, CSR has the potential to contribute to other
z). Given T2 and T3, the axiom yieldsT4: applications. For example, it can help improve a
VAL (videg site). Assuming thatsyN(site web- semantic parser, it can be used to acquire com-
site), T'1 andT'4 matchH. monsense knowledge axioms and more.

Pair 716 also requires only one inference step. When an axiom that results from combining
Using T3 and T2, an axiom readingsituations two relations does not always hold, it may be pos-
have as their purpose the purpose of its théme sible to add constraints that limit the arguments of
fers H2, yielding a perfect match betwedhand the premises to only some concepts.

H. Formally,PRHX, y) o THM(Y, Z) — PRHX, 2). This work stems from the need to automate the

Pair 771 Using as premise¥'1 and7'2, an ax- extraction of deep semantics from text and repre-
iom readingan agent performs the purposes of itssenting text as semantic triples. The paper demon-
actionsinfers H1. Using73 and 75, and T4 strates that CSR is able to extract more relations
and 75 as premises, an axiom readisgnony- than a normal semantic parser would.

7.2 Textual Entailment

8 Conclusions
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Abstract

We address the problem of unsupervised
and language-pair independent alignment
of symmetrical and asymmetrical parallel
corpora. Asymmetrical parallel corpora
contain a large proportion of 1-to-0/0-to-1
and 1-to-many/many-to-1 sentence corre-
spondences. We have developed a novel
approach which is fast and allows us to
achieve high accuracy in terms of F} for
the alignment of both asymmetrical and
symmetrical parallel corpora. The source
code of our aligner and the test sets are
freely available.

1 Introduction

Sentence alignment is the problem of, given a par-
allel text, finding a bipartite graph matching min-
imal groups of sentences in one language to their
translated counterparts. Because sentences do not
always align 1-to-1, the sentence alignment task is
non-trivial.

The achievement of high accuracy with mini-
mal consumption of computational resources is a
common requirement for sentence alignment ap-
proaches. However, in order to be applicable to
parallel corpora in any language without requir-
ing a separate training set, a method for sentence-
alignment should also work in an unsupervised
fashion and be language pair independent. By
“unsupervised”, we denote methods that infer the
alignment model directly from the data set to be
aligned. Language pair independence refers to ap-
proaches that require no specific knowledge about
the languages of the parallel texts to align.
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We have developed an approach to unsuper-
vised and language-pair independent sentence
alignment which allows us to achieve high accu-
racy in terms of F} for the alignment of both sym-
metrical and asymmetrical parallel corpora. Due
to the incorporation of a novel two-pass search
procedure with pruning, our approach is accept-
ably fast. Compared with Moore’s bilingual sen-
tence aligner (Moore, 2002), we obtain an average
Fy of 98.38 on symmetrical parallel documents,
while Moore’s aligner achieves 94.06. On asym-
metrical documents, our approach achieves 97.67
F} while Moore’s aligner obtains 88.70. On av-
erage, our sentence aligner is only about 4 times
slower than Moore’s aligner.

This paper is organized as follows: previous
work is described in section 2. In section 3, we
present our approach. Finally, in section 4, we
conduct an extensive evaluation, including a brief
insight into the impact of our aligner on the over-
all performance of an MT system.

2 Related Work

Among approaches that are unsupervised and lan-
guage independent, (Brown et al., 1991) and (Gale
and Church, 1993) use sentence-length statistics
in order to model the relationship between groups
of sentences that are translations of each other. As
shown in (Chen, 1993) the accuracy of sentence-
length based methods decreases drastically when
aligning texts containing small deletions or free
translations. In contrast, our approach augments a
sentence-length based model with lexical statistics
and hence constantly provides high quality align-
ments.

(Moore, 2002) proposes a multi-pass search

Coling 2010: Poster Volume, pages 81-89,
Beijing, August 2010



procedure where sentence-length based statistics
are used in order to extract the training data for
the IBM Model-1 translation tables. The ac-
quired lexical statistics are then combined with
the sentence-length based model in order to ex-
tract 1-to-1 correspondences with high accuracy!.
Moore’s approach constantly achieves high preci-
sion, is robust to sequences of inserted and deleted
text, and is fast. However, the obtained recall is
at most equal to the proportion of 1-to-1 corre-
spondences contained in the parallel text to align.
This point is especially problematic when align-
ing asymmetrical parallel corpora. In contrast,
our approach allows to extract 1-to-many/many-
to-1 correspondences. Hence, we achieve high
accuracy in terms of precision and recall on both
symmetrical and asymmetrical documents. More-
over, because we use, in the last pass of our multi-
pass method, a novel two-stage search procedure,
our aligner also requires acceptably low computa-
tional resources.

(Deng et al., 2006) have developed a multi-
pass method similar to (Moore, 2002) but where
the last pass is composed of two alignment pro-
cedures: a standard dynamic programming (DP)
search that allows one to find many-to-many
alignments containing a large amount of sentences
in each language and a divisive clustering al-
gorithm that optimally refines those alignments
through iterative binary splitting. This alignment
method allows one to find, in addition to 1-to-
1 correspondences, high quality 1-to-many/many-
to-1 alignments. However, 1-to-0 and 0-to-1 cor-
respondences are not modeled in this approach?.
This leads to poor performance on parallel texts
containing that type of correspondence. Further-
more performing an exhaustive DP search in or-
der to find large size many-to-many alignments
involves high computational costs. In comparison
to (Deng et al., 2006), our approach works in the
opposite way. Our two-step search procedure first

'The used search heuristic is a forward-backward compu-
tation with a pruned dynamic programming procedure as the
forward pass.

*In (Deng et al., 2006), p. 5, the p(ax) = p(x,y) which
determines the prior probability of having an alignment con-
taining x source and y target sentences, is equal to O if x < 1
ory < 1. As p(ax) is a multiplicative factor of the model,

the probability of having an insertion or a deletion is always
equal to 0.
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finds a model-optimal alignment composed of the
smallest possible correspondences, namely 1-to-
0/0-to-1 and 1-to-1, and then merges those cor-
respondences into larger alignments. This allows
the finding of 1-to-0/0-to-1 alignments as well
as high quality 1-to-many/many-to-1 alignments,
leading to high accuracy on parallel texts but also
on corpora containing large blocs of inserted or
deleted text. Furthermore, our approach keeps the
computational costs of the alignment procedure
low: our aligner is, on average, about 550 times
faster than our implementation® of (Deng et al.,
2006).

Many other approaches to sentence-alignment
are either supervised or language dependent. The
approaches by (Chen, 1993), (Ceausu et al., 2006)
or (Fattah et al., 2007) need manually aligned
pairs of sentences in order to train the used align-
ment models. The approaches by (Wu, 1994),
(Haruno and Yamazaki, 1996), (Ma, 2006) and
(Gautam and Sinha, 2007) require an externally
supplied bilingual lexicon. Similarly, the ap-
proaches by (Simard and Plamondon, 1998) or
(Melamed, 2000) are language pair dependent in-
sofar as they are based on cognates.

3 Two-Step Clustering Approach

We present here our two-step clustering approach
to sentence alignment* which is the main contri-
bution of this paper. We begin by giving the main
ideas of our approach using an introductory exam-
ple (section 3.1). Then we show to which extent
computational costs are reduced in comparison to
a standard DP search (section 3.2) before present-
ing the theoretical background of our approach
(section 3.3). We further discuss a novel prun-
ing strategy used within our approach (section
3.4). This pruning technique is another important
contribution of this paper. Next, we present the
alignment model (section 3.5) which is a slightly
modified version of the alignment model used in
(Moore, 2002). Finally, we describe the overall

3In order to provide a precise comparison between our
aligner and (Deng et al., 2006), we have implemented their
model into our optimized framework.

“Note that our approach does not aim to find many-to-
many alignments. None of the unsupervised sentence align-
ment approaches discussed in section 2 are able to correctly
find that type of correspondence.



procedure required to align a parallel text with our
method (section 3.6).

3.1 Sketch of Approach

Consider a parallel text composed of six source
language sentences F; and four target language
sentences E;. Further assume that the correct
alignment between the given texts is composed of
four correspondences: three 1-to-1 alignments be-
tween F1, E1; F2, E2 and F6, E4 as well as a 3-to-
1 alignment between F3, F4, F5 and E3. Figure 1
illustrates this alignment.

Fl El
F2 E2
F3
F4 > E3
F5
F6 E4

Figure 1: Correct Alignment between F; and E;

In the perspective of a statistical approach to
sentence alignment, the alignment in figure 1 is
found by computing the model-optimal alignment
A* for the bitext considered:

A* = argmax H SCORE(ay)
A ap€A

ey

where SCORE(ay,) denotes the score attributed
by the alignment model® to a minimal alignment
aj, composing A*. The optimization given in
equation 1 relies on two commonly made assump-
tions: (c1) a model-optimal alignment A* can
be decomposed into k£ minimal and independent
alignments ay; (cz) each alignment a; depends
only on local portions of text in both languages.
The search for A* is generally performed us-
ing a dynamic programming (DP) procedure over
the space formed by the [ source and m target
sentences. The computation of A* using a DP
search relies on the assumption (c3) that sentence
alignment is a monotonic and continuous process.
The DP procedure recursively computes the opti-
mal score D(l, m)* for a sequence of alignments
covering the whole parallel corpus. The optimal
score D(I,m)* is given by the following recur-

5The alignment model will be presented in section 3.5.
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sion:
D * = i D(l — —y)*
(Lm)" = oyt (I —2,m—y)
—log SCORE(ay,)
(2

where = denotes the number of sentences on the
source language side of a; and y the number of
sentences on the target language side of ay.

The constant R constitutes an upper bound to
the number of sentences that are allowed on each
side of a minimal alignment aj. This constant has
an important impact on the computational costs
of the DP procedure insofar as it determines the
number of minimal alignments that have to be
compared and scored at each step of the recursion
given in equation 2. As will be shown in section
3.2, the number of comparisons increases depend-
ing on R.

The solution we propose to the combinatorial
growth of the number of performed operations
consists of dividing the search for A* into two
steps. First, a model-optimal alignment A7, in
which the value of R is fixed to 1, is found. Sec-
ond, the alignments a) composing A} are merged
into clusters m,. containing up to R sentences on
either the source or target language side. The
alignment composed of these clusters is A%.

The search for the first alignment A7 is per-
formed using a standard DP procedure as given in
equation 2 but with R = 1. This first alignment is,
hence, only composed of 0-to-1, 1-to-0 and 1-to-1
correspondences. Using our example, we show, in
figure 2, the alignment A} found in the first step
of our approach. The neighbors of F4, that is F3
and F5, are aligned as 1-to-0 correspondences.

F1 El
F2 E2
F3  __________
F4 E3
F
F6 E4

Figure 2: A7 in our Approach (first step)

The search for A%, is performed using a DP
search over the alignments aj, composing A}. The
score D(AR)* obtained when all alignments a), €
A7 have been optimally clustered can be written



recursively as:

D(Ag)" = min D(Ar—r)" )
—log SCORE(m,)

where D(Ar—7)* denotes the best score obtained
for the prefix covering all minimal alignments in
A7 except the last » minimal alignments consid-
ered for composing the last cluster m,,.

The application of the second step of our ap-
proach is illustrated in figure 3. The first align-
ment, between F1 and E1, cannot be merged to be
part of a 1-to-many or many-to-1 cluster because
the following alignment in A7 is also 1-to-1. So
it must be retained as given in Aj. The five last
alignments are, however, candidates for compos-
ing clusters. For instance, the alignment F2-E2
and F3-¢, where € denotes the empty string, could
be merged in order to compose the 2-to-1 cluster
F2,F3-E2. However, in our example, the align-
ment model chooses to merge the alignments F3-
¢, F4-E3 and F5-¢ in order to compose the 3-to-1
cluster F3,F4,F5-E3.

Fl El
F2 E2
F3

F4 - E3
F6 E4

Figure 3: A%, in our Approach (second step)

3.2 Computational Gains

The aim of this section is to give an idea about
why our method is faster than the standard DP
approach. Let C' denote the number of compar-
isons performed at each step of the recursion of
the standard DP procedure, as given in equation
2. This amount is equivalent to the number of
possible combinations of x source sentences with
y target sentences. Hence, for an approach find-
ing all types of correspondences except many-to-
many, we have:

C=2R+1 @)

In terms of lookups in the word-correspondence
tables of a model including lexical statistics, the
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number of operations C; performed at each step
of the recursion is given by:

Cr =R xw’ )
where R’ denotes the number of scored sen-
tences®. w denotes the average length of each
sentence in terms of words. The total number of
lookups performed in order to align a parallel text
containing / source and m target sentences using
a standard DP procedure is hence given by:

L=R xw?xlsxm (6)
In the perspective of our two-step search proce-

dure, the computational costs of the search for the
initial alignment AJ is given by:

Ly = w?xlxm (7)
For the second step of our approach, because A%,
is a cluster of A7, the dynamic programming pro-
cedure used to find this alignment is no longer
over the [ *« m space formed by the source and
target sentences but instead over the space formed
by the minimal alignments aj in Aj. The aver-
age number of those alignments is approximately
HTm.7 The number of lookups performed at each

step of our DP procedure is given by:

l+m

5 (8)
where R’ and w are defined as in equation 6.
The total number of lookups for our clustering ap-
proach is hence given by:

2 4

b=R xw

9 L+m

*

) ©)

In order to compare the costs of our approach and
a standard DP search over the [ * m space formed
by the source and target sentences, we re-write
equation 6 as:

L= (w?slxm)+ (R —1)xw?*1xm) (10)
The comparison of equation 9 with equation 10
shows that the computational gains obtained using

our two-step approach reside in the reduction of
the search space from [ s m to 2 8

4o = (W Lxm) + (R xw

2

®In a framework where no caching of scores is performed,
we have R’ = R% 4+ R+ 1 compared sentences while score-
caching allows one to reduce R’ to R.

"Note that this amount tends to [ + m when A} contains
a large number of 0-to-1/1-to-0 correspondences.

81t should be noted that through efficient pruning, the
search space of the standard (DP) procedure can be further
reduced, see section 3.4.



3.3 Theoretical Background

We now present the theoretical foundation of our
approach. First, we rewrite equation 1 in a more
detailed fashion as:

57, 15)

(11)
with 0 < a1,y < R, where R denotes the max-

imal amounts z and y of source and target lan-
guage sentences composing a minimal alignment
ak(zk, yx). The distribution P(ay(zx, yr), s7,t})
specifies the alignment model presented in section
3.5.

As seen in section 3.1, the formulation of the
alignment problem as given in equation 11 and the
use of a DP search in order to solve this equation
rely on the assumptions (c1) to (c3). Following
these assumptions, a model-optimal alignment A}
can be defined as an ordered set of minimal align-
ments a; (T, Yx), with 0 < xp, y, < 1, where the
aligned portions of text are sequential. In other
words, if the k — th alignment a} (x, yi) con-
tains the sequences s} and t; of source and tar-
get language sentences, then the next alignment
a§€+1(xk+1, yr+1) is composed of the sequences
Sq+1 and t;, ;. Hence, each alignment composing
Ap, with R > 1, can be obtained through sequen-
tial merging of a series of alignments a} (xx, yi) €
A%.2 Accordingly, the sequences of sentences s
and t} are obtained by merging s{ and ¢} with
Sq+1 and ¢7, ;. It can then be assumed that (c4) the
ordered set of minimal alignments composing A%,
under equation 11 is equivalent to the set of clus-
ters obtained by sequentially merging the minimal
alignments composing Aj. Following assump-
tion (c4), the optimization over ay(x, yx) € Ar
is equivalent to an optimization over the merged
alignments m,(z,,y,) € Ar. Hence, equation 11
is equivalent to:

P(ak(zk, yr)

I

Af = argmax
A
ak(Tr,yk)EAR

sty

*
AfR = argmax )85 t5

AR

)

(12)
where each m,.(x,,y,) is obtained by merging r
minimal alignments a} (zx, yi) € A}

P(mr (IL’T, yr)

II

mr(zr,yr)EAR

° Alignments of type 1-t0-0/0-to-1 and 1-to-1 are assumed
to be clusters where a minimal alignment aj, (zy, yx) € A}
has been merged with the empty alignment e (0, 0) (¢, €).
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The computation of A} is done in two
steps. First, a model-optimal alignment A7 is
found using a standard DP procedure as de-
fined in equation 2 but with R = 1 and where
SCORE(ay) is given by the alignment model
—log P(ay, sf_xﬂ, tm—y+1)- In the second step,
the search procedure used to find the optimal
clusters is defined as in equation 3 but where
SCORE(m,) is given by the alignment model

—logP(mr,s?,t;?).

3.4 Search Space Pruning

In order to further reduce the costs of finding A7,
we initially pruned the search space in the same
fashion as (Moore, 2002). We explored a nar-
row band around the main diagonal of the bi-
text to align. Each time the approximated align-
ment came close to the boundaries of the band,
the search was reiterated with a larger band size.
However, the computational costs for alignments
that were not along the diagonal quickly increased
with this pruning strategy. A high loss of effi-
ciency was hence observed when aligning asym-
metrical documents with this technique. Inciden-
tally, Moore reports, in his experiments, that for
the alignment of a parallel text containing 300
deleted sentences, the computational costs of his
pruned DP procedure is 40 times higher than for a
corpus containing no deletions.

In order to overcome this problem, we devel-
oped a pruning strategy that allows us to avoid the
loss of efficiency occurring when aligning asym-
metrical documents. Instead of exploring a nar-
row band around the main diagonal of the text to
align, we use sentence-length statistics in order to
compute an approximate path through the consid-
ered bitext. Our search procedure then explores
the groups of sentences that are around this path.
If the approximated alignment comes close to the
boundaries of the band, the search is re-iterated.

The path initially provided using a sentence-
length model'® and then iteratively refined is
closer to the correct alignment than the main di-
agonal of the bitext to align. Hence, the approxi-
mated alignment does not come close to the band

!0The used model is the sentence-length based component
of (Moore, 2002), which is able to find 1-to-0/0-to-1 corre-
spondences.



as often as when searching around the main di-
agonal. This results in relatively high computa-
tional gains, especially for asymmetrical parallel
texts (see section 4).

3.5 Moore’s Alignment Model

The model we use is basically the same as in
(Moore, 2002) but minor modifications have been
made in order to integrate this model in our two-
step clustering approach. The three component
distributions of the model are given by'!:

st "

P(aka Y

) = P(ay) P(s{|ax) P(t}]ax, s{)

(13)
The first component, P(ay), specifies the gen-
eration of a minimal alignment a;. The second
component, P(s?|ay), specifies the generation of
a sequence s; of source language sentences in
a minimal alignment a;. The last component,
i.e. P(t7|ax, si), specifies the generation of a se-
quence of target language sentences depending on
a sequence of generated source sentences.

Our first modification to Moore’s model con-
cerns the component distribution P(ag). In the
second pass of our two-step approach, which is
the computation of the model-optimal clustered
alignment A%,, we estimate P(ay) by computing
the relative frequency of sequences of alignments
a}, in the initial alignment A} that are candidates
for composing a cluster m, of specific size.'> A
second minimal modification to Moore’s model
concerns the lexical constituent of P(t7|ag, s}),
which we denote here by P( fy|e,, ax). In contrast
with Moore, we use the best alignment (Viterbi
alignment) of each target word f; with all source
words e, according to IBM Model-1:

argmaxic_, Py(fylen)
le+ 1

P(folen,ar) = (14)
where [, denotes the number of words in the
source sentence(s) of ag. Our experimental results
have shown that this variant performed slightly
better than Moore’s summing over all alignments.

"In order to simplify the presentation of the model, we
use the short notation ay, for denoting ax (zx, Y )

12For the computation of A}, the distribution P(ay) is de-
fined as in Moore’s work.
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3.6 Alignment Procedure

In order to align a parallel text (s!,#]") we use
a multi-pass procedure similar to (Moore, 2002)
but where the last pass is replaced by our two-
step clustering approach. In the first pass, an ap-
proximate alignment is computed using sentence-
length based statistics and the one-to-one corre-
spondences with likelihood higher than a given
threshold are selected for the training of the IBM
Model-1 translation tables'3. Furthermore, each
found alignment is cached in order to be used as
the initial diagonal determining the search space
for the next pass. In the second pass, the corpus is
re-aligned according to our two-step approach: (i)
a model-optimal'* alignment containing at most
one sentence on each side of the minimal align-
ments ax(xg,yy) is found; (ii) those alignments
are model-optimally merged in order to obtain an
alignment containing up to R sentences on each
side of the clusters m,(z,,y,). In our experi-
ments, a maximum number of 4 sentences is al-
lowed on each side of a cluster.

4 Experiments

We evaluate our approach (CA) using three base-
lines against which we compare alignment qual-
ity and computational costs.!> The first (Mo) is
the method by (Moore, 2002). As a second base-
line (Std), we have implemented an aligner that
finds the same type of correspondences as our ap-
proach but performs a standard DP search instead
of our two-pass clustering procedure and imple-
ments Moore’s pruning strategy. Our third base-
line (Std P.) is similar to (Std) but integrates our
pruning technique.'® We also evaluate the impact

BWords with frequency < 3 in the corpus have been
dropped.

'“This is optimal according to the alignment model which
will be presented in section 3.5.

'SWe do not evaluate sentence-length based methods in
our experiments because these methods obtain an F; which
is generally about 10% lower than for our approach on
symmetrical documents. For asymmetrical documents the
performance is even worse. For example, when using
Gale&Church F; sinks to 13.8 on documents which are not
aligned at paragraph level and contain small deletions.

We do not include (Deng et al., 2006) in our exper-
iments because our implementation of this aligner is 550
times slower than our proposed method and the inability to
find 1-to-0/0-to-1 correspondences makes it inappropriate for
asymmetrical documents.



S |11 1-N/N-1  0-1/1-0  Oth. Tot.
1| 882% 109 % 0.005% 0.85% 3,877
2 1919% 7.5% 0.007%  0.53% 2,646
3191.6% 2.7% 4.3% 1.4% 23,715
4| 448% 6.2% 49% 0.01% 2,606

Table 1: Test Set for Evaluation with 2 < N < 4

of our aligner on the overall performance of an
MT system.

Evaluation. We evaluate the alignment accu-
racy of our approach using four test sets annotated
at sentence-level. The two first are composed
of hand aligned documents from the Europarl
corpus for the language-pairs German-to-English
and French-to-English. The third is composed
of an asymmetric document from the German-to-
English part of the Europarl corpus. Our fourth
test set is a version of the BAF corpus (Simard,
1998), where we corrected the tokenization. BAF
is an interesting heterogeneous French-to-English
test set composed of 11 texts belonging to four
different genres. The types of correspondences
composing our test sets are given in table 1. The
metrics used are precision, recall and I'7. Only
alignments that correspond exactly to reference
alignments count as correct. The computational
costs required for each approach are measured in
seconds. The time required to train IBM Model-1

is not included in our calculations'8.

Summary of Results. Regarding alignment ac-
curacy, the results in table 2 show that (CA) ob-
tains, on average, an F that is 4.30 better than
for (Mo) on symmetrical documents. The results
in table 3 show that, on asymmetrical texts, (CA)
achieves an F which is 8.97 better than (Mo).
The accuracy obtained using (CA), (Std) and (Std
P.) is approximately the same. We have further
compared the accuracy of (CA) with (Std) for
finding 1-to-many/many-to-1 alignments. The ob-
tained results show that (CA) achieves an F; that
is 5.0 better than (Std).

Regarding computational costs, the time re-
quired by (CA) is on average 4 times larger than

7We measure precision, recall and Fy on the 1-to-N/N-to-
1 alignments, N >= 1, which means that we view insertions
and deletions as “negative” decisions, like Moore.

18The reason for this decision is that our optimized frame-
work trains the Model-1 translation tables far faster than
Moore’s bilingual sentence aligner.
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for (Mo) when aligning symmetrical documents.
On asymmetrical documents, (Mo) is, however,
only 1.5 times faster than (CA). Compared to
(Std), (CA) is approximately 6 times faster on
symmetrical and 80 times faster on asymmetrical
documents. The time of (Std P.) is 3 times higher
than for (CA) on symmetrical documents and 22
times higher on asymmetrical documents. This
shows that, first, our pruning technique is more
efficient than Moore’s and, second, that the main
increase in speed is due to the two step clustering
approach.

Discussion. On the two first test sets, (Mo)
achieves high precision while the obtained recall
is limited by the number of correspondences that
are not 1-to-1 (see table 1). Regarding (Std), (Std
P.) and (CA), all aligners achieve high precision
as well as high recall, leading to an F} which is
over 98% for both documents. The computational
costs of (CA) for the alignment of symmetrical
documents are, on average, 4 times higher than
(Mo), 6 times lower than (Std) and 3.5 times
lower than (Std P.). On our third test set (Mo)
achieves, with an I3 of 88.70, relatively poor
recall while the other aligners reach precision
and recall values that are over 98%. Regarding
the computational costs, (CA) is only 1.5 times
slower than (Mo) on asymmetrical documents
while it is 80 times faster than (Std) and about 22
times faster than (Std P.). On our fourth test set
all evaluated aligners perform approximately the
same than on Europarl. While (Mo) obtains, with
94.46, an F which is the same as for Europarl,
(CA) performs, with an F; of 97.67, about
1% worse than on Europarl. A slightly larger
decrease of 1.6% is observed for (Std) which
obtains 96.81 F}. Note, however, that (CA), (Std)
and (Std P.) still perform about 3% better than
(Mo). Regarding computational costs, (CA) is
4 times slower than (Mo) and 40 times faster
than (Std). The high difference in speed between
our approach and (Std) is due to the fact that the
BAF corpus contains texts of variable symmetry
while (Std) shows a great speed decrease when
aligning asymmetrical documents. Finally, we
have compared the accuracy of (Std) and (CA) for
the finding of 1-to-many/many-to-1 alignments
containing at least 3 sentences on the “many”



Appr. | Lang. Prec. Rec. F1 Speed
Mo D-E 98.75 87.88 92.99 935s
Mo F-E 98.97 91.56 95.12 1,661s
Std D-E 98.42 9857 98.49 24,1525
Std F-E 98.45 98.83 98.64 35,041s
StdP. | D-E 98.37 9849 9843 13,387s
StdP. | F-E 98.41 9878 98.60 21,848s
CA D-E 98.25 98.70 98.47 3,461s
CA F-E 98.00 98.60 98.30 6,978s

Table 2: Performance on Europarl

Appr. | Prec. Rec. F1 Speed
Mo 97.90 81.08 88.70 552s
Std 97.66 97.74 97.70 71,475s
StdP. | 97.74 97.81 97.77 17,502s
CA 9738 9797 97.67 800s

Table 3: Performance on asym. documents

Appr. | Prec. Rec. F1 Speed
Mo 96.58 9243 9446 563s
Std 96.82  96.80 96.81 84,988s
CA 97.05 97.63 97.34 2,137s

Table 4: Performance on BAF

side. This experiment has shown that (Std)
finds a larger amount of those alignments while
making numerous wrong conjectures. On the
other hand, (CA) finds less 1-to-many/many-to-1
correspondences but makes only few incorrect
hypotheses. Hence, Fj is about 5% better for
(CA).

MT evaluation We also measured the impact
of 1-to-N/N-to-1 alignments (which are not ex-
tracted by Moore) on MT. We used standard set-
tings of the Moses toolkit, and the Europarl de-
vtest2006 set as our test set. We ran MERT sep-
arately for each system. System (s1) was trained
just on the 1-to-1 alignments extracted from the
Europarl v3 corpus by our system while system
(s2) was trained with all correspondences found.
(s1) obtains a BLEU score of 0.2670 while (s2)
obtains a BLEU score of 0.2703. Application of
the pairwise bootstrap test (Koehn, 2004) shows
that (s2) is significantly better than (s1).

5 Conclusion

We have addressed the problem of unsupervised
and language-pair independent alignment of sym-
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metrical and asymmetrical parallel corpora. We
have developed a novel approach which is fast
and allows us to achieve high accuracy in terms
of F} for the alignment of bilingual corpora.
Our method achieved high accuracy on symmet-
rical and asymmetrical parallel corpora, and we
have shown that the 1-to-N/N-to-1 alignments ex-
tracted by our approach are useful. The source
code of the aligner and the test sets are available
at http://sourceforge.net/projects/gargantua .
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Abstract

There has been relatively little work fo-
cused on determining the formality level
of individual lexical items. This study
applies information from large mixed-
genre corpora, demonstrating that signif-
icant improvement is possible over simple
word-length metrics, particularly when
multiple sources of information, i.e. word
length, word counts, and word associ-
ation, are integrated. Our best hybrid
system reaches 86% accuracy on an En-
glish near-synonym formality identifica-
tion task, and near perfect accuracy when
comparing words with extreme formality
differences. We also test our word as-
sociation method in Chinese, a language
where word length is not an appropriate
metric for formality.

1 Introduction

The derivation of lexical resources for use in
computational applications has been focused pri-
marily on the denotational relationships among
words, e.g. the synonym and hyponym relation-
ships encapsulated in WordNet (Fellbaum, 1998).
Largely missing from popular lexical resources
such as WordNet and the General Inquirer (Stone
et al., 1966) is stylistic information; there are,
for instance, no resources which provide com-
prehensive information about the formality level
of words, which relates to the appropriateness
of a word in a given context. Consider, for
example, the problem of choice among near-
synonyms: there are only minor denotational dif-
ferences among synonyms such as get, acquire,
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obtain, and snag, but it is difficult to construct a
situation where any choice would be equally suit-
able. The key difference between these words is
their formality, with acquire the most formal and
snag the most informal.

In this work, we conceive of formality as
a continuous property. This approach is in-
spired by resources such as Choose The Right
Word (Hayakawa, 1994), in which differences be-
tween synonyms are generally described in rela-
tive rather than absolute terms, as well as linguis-
tic literature in which the quantification of stylis-
tic differences among genres is framed in terms of
dimensions rather than discrete properties (Biber,
1995). We begin by defining the formality score
for a word as a real number value in the range 1
to —1, with 1 representing an extremely formal
word, and —1 an extremely informal word. A
formality lexicon, then, gives a FS score to every
word within its coverage.

The core of our approach to the problem of
classifying lexical formality is the automated cre-
ation of formality lexicons from large corpora. In
this paper, we focus on the somewhat low-level
task of identifying the relative formality of word
pairs; we believe, however, that a better under-
standing of lexical formality is relevant to a num-
ber of problems in computational linguistics, in-
cluding sub-fields such as text generation, error
correction of (ESL) writing, machine translation,
text classification, text simplification, word-sense
disambiguation, and sentiment analysis. One con-
clusion of our research is that formality variation
is omnipresent in natural corpora, but it does not
follow that the identification of these differences
on the lexical level is a trivial one; nevertheless,

Coling 2010: Poster Volume, pages 90-98,
Beijing, August 2010



we are able to make significant progress using the
methods presented here, in particular the applica-
tion of latent semantic analysis to blog corpora.

2 Related Work

As far as we are aware, there are only a few
lines of research explicitly focused on the ques-
tion of linguistic formality. In linguistics proper,
the study of register and genre usually involves
a number of dimensions or clines, sometimes
explicitly identified as formality (Leckie-Tarry,
1995; Carter, 1998), or decomposed into notions
such as informational versus interpersonal con-
tent (Biber, 1995). Heyligen and Dewaele (1998)
provide a part-of-speech based quantification of
textual contextuality (which they argue is funda-
mental to the notion of formality); their metric
has been used, for instance, in a computational
investigation of the formality of online encyclo-
pedias (Emigh and Herring, 2005). In this kind
of quantification, however, there is little, if any,
focus on individual elements of the lexicon. In
computational linguistics, formality has received
attention in the context of text generation (Hovy,
1990); of particular note relevant to our research
is the work of Inkpen and Hirst (2006), who de-
rive boolean formality tags from Choose the Right
Word (Hayakawa, 1994). Like us, their focus was
improved word choice, though the approach was
much broader, also including dimensions such as
polarity. An intriguing example of formality rel-
evant to text classification is the use of infor-
mal language (slang) to help distinguish true news
from satire (Burfoot and Baldwin, 2009).

Our approach to this task is inspired and in-
formed by automatic lexical acquisition research
within the field of sentiment analysis (Turney
and Littman, 2003; Esuli and Sebastiani, 2006;
Taboada and Voll, 2006; Rao and Ravichandra,
2009). Turney and Littman (2003) apply latent
semantic analysis (LSA) (Landauer and Dumais,
1997) and pointwise mutual information (PMI) to
derive semantic orientation ratings for words us-
ing large corpora; like us, they found that LSA
was a powerful technique for deriving this lexical
information. The lexical database SentiWordNet
(Esuli and Sebastiani, 2006) provides 0—1 rank-
ings for positive, negative, and neutral polarity,
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derived automatically using relationships between
words in WordNet (Fellbaum, 1998). Unfortu-
nately, WordNet synsets tend to cut across the for-
mal/informal distinction, and so the resource is
not obviously useful for our task.

The work presented here builds directly on a pi-
lot study (Brooke et al., 2010), the focus of which
was the construction of formality score (FS) lex-
icons. In that work, we employed less sophis-
ticated forms of some of the methods used here
in a relatively small dataset (the Brown Corpus),
providing a proof of concept, but with poor cov-
erage, and with no attempt to combine the meth-
ods to maximize performance. However, the small
dataset allowed us to do a thorough test of certain
options associated with our task. In particular we
found that using a similarity metric based on LSA
gave good performance across our test sets, es-
pecially when the term-document matrix was bi-
nary (unweighted), the k-value used for LSA was
small, and the method used to derive a formality
score was cosine similarity to our seed terms. A
metric using total word counts in corpora with di-
vergent formality also showed promise, with both
methods performing above our word-length base-
line for words within their coverage. PMI, by
comparison, proved less effective, and we do not
pursue it further here.

3 Data and Resources

3.1 Word Lists

All the word lists discussed here are publicly
available.! We begin with two, one formal and
one informal, that we use both as seeds for our
lexicon construction methods and as test sets for
evaluation (our gold standard). We assume that
all slang terms are by their very nature informal
and so our 138 informal seeds were taken primar-
ily from an online slang dictionary? (e.g. wuss,
grubby) and also include some contractions and
interjections (e.g. cuz, yikes). The 105 formal
seeds were selected from a list of discourse mark-
ers (e.g. moreover, hence) and adverbs from a sen-
timent lexicon (e.g. preposterously, inscrutably);
these sources were chosen to avoid words with

! http://www.cs.toronto.edu/~jbrooke/FormalityLists.zip
2 http://onlineslangdictionary.com/



overt topic, and to ensure that there was some
balance of sentiment across formal and informal
seed sets. Part of speech, however, is not balanced
across our seed sets.

Another test set we use to evaluate our methods
is a collection of 399 pairs of near-synonyms from
Choose the Right Word (CTRW), a manual for as-
sisting writers with synonym word choice; each
pair was either explicitly or implicitly compared
for formality in the book. Implicit comparison in-
cluded statements such as this is the most formal
of these words; in those cases, and more gener-
ally, we avoided words appearing in more than
one comparison (there are no duplicate words in
our CTRW set), as well as multiword expressions
and words whose formality is strongly ambigu-
ous (i.e. word-sense dependent). An example of
this last phenomenon is the word cool, which is
used colloquially in the sense of good but more
formally as in the sense of cold. Partly as a re-
sult of this polysemy, which is clearly more com-
mon among informal words, our pairs are biased
toward the formal end of the spectrum; although
there are some informal comparisons, e.g. belly-
ache/whine, wisecrack/joke, more typical pairs
include determine/ascertain and hefty/ponderous.
Despite this imbalance, one obvious advantage
of using near-synonyms in our evaluation is that
factors other than linguistic formality (e.g. topic,
opinion) are less likely to influence performance.
In general, the CTRW allows for a more objective,
fine-grained evaluation of our methods, and is ori-
ented towards our primary interest, near-synonym
word choice.

To test the performance of our unsupervised
method beyond English, one of the authors (a na-
tive speaker of Mandarin Chinese) created two
sets of Chinese two-character words, one formal,
one informal, based on but not limited to the
words in the English sets. The Chinese seeds in-
clude 49 formal seeds and 43 informal seeds.

3.2 Corpora

Our corpora fall generally into three categories:
formal (written) copora, informal (spoken) cor-
pora, and mixed corpora. The Brown Corpus
(Francis and Kucera, 1982), our development cor-
pus, is used here both as a formal and mixed cor-
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pus. Although extremely small by modern cor-
pus standards (only 1 million words), the Brown
Corpus has the advantage of being compiled ex-
plicitly to represent a range of American English,
though it is all of the published, written variety.
The Switchboard (SW) Corpus is a collection of
American telephone conversations (Godfrey et al.,
1992), which contains roughly 2400 conversations
with over 2.6 million word tokens; we use it as an
informal counterpart to the Brown Corpus. Like
the Brown Corpus, The British National Corpus
(Burnard, 2000) is a manually-constructed mixed-
genre corpus; it is, however, much larger (roughly
100 million words). It contains a written portion
(90%), which we use as a formal corpus, and a
spontaneous spoken portion (4.3%), which we use
as an informal corpus. Our other mixed corpora
are two blog collections available to us: the first,
which we call our development blog corpus (Dev-
Blog) contains a total of over 900,000 English
blogs, with 216 million tokens.? The second is the
“first tier’ English blogs included in the publicly
available ICSWM 2009 Spinn3r Dataset (Burton
et al., 2009), a total of about 1.3 billion word to-
kens in 7.5 million documents. For our investiga-
tions in Chinese, we use the Chinese portion of the
ICSWM blogs, approximately 25.4 million char-
acter tokens in 86,000 documents.

4 Methods

4.1 Simple Formality Measures

The simplest kind of formality measure is based
on word length, which is often used directly as
an indicator of formality for applications such as
genre classification (Karlgren and Cutting, 1994).
Here, we use logarithmic scaling to derive a FS
score based on word length. Given a maximum
word length L* and a word w of length [, the for-
mality score function, FS(w), is given by:

log!

FS(w) = logL

—142

3These blogs were gathered by the University of Toronto
Blogscope project (www.blogscope.net) over a week in May
2008.

4We use an upper bound of 28 characters, which is
the length of antidisestablishmentarianism, the prototypical
longest word in English; this value of L provides an appropri-
ate formality/informality threshold, between 5- and 6-letter
words



For hyphenated terms, the length of each compo-
nent is averaged. Though this metric works rela-
tively well for English, we note that it is problem-
atic in a language with significant word aggluti-
nation (e.g. German) or without an alphabet (e.g.
Chinese, see below).

Another straightforward method is the assump-
tion that Latinate prefixes and suffixes are indica-
tors of formality in English (Kessler et al., 1997),
i.e. informal words will not have Latinate affixes
such as -ation and intra-. Here, we simply assign
words that appear to have such a prefix or suffix
an FS of 1, and all other words an FS of —1.

Our frequency methods derive FS from word
counts in corpora. Our first, naive approach as-
sumes a single corpus, where either formal words
are common and informal words are rare, or vice
versa. To smooth out the Zipfian distribution, we
use the frequency rank of words as exponentials;
for a corpus with R frequency ranks, the FS for a
word of rank r under the formal is rare assumption
is given by:

e(r_l)

e(R-1)

FS(w)=—-1+2

Under the informal is rare assumption:

e(rfl)

FS(w) =1-2

We have previously shown that these methods are
not particularly effective on their own (Brooke et
al., 2010), but we note that they provide useful
information for a hybrid system.

A more sophisticated method is to use two cor-
pora that are known to vary with respect to for-
mality and use the relative appearance of words in
each corpus as the metric. If word appears n times
in a (relatively) formal corpus and m times in an
informal corpus (and one of m, n is not zero), we
derive:

n

FSO) =142

Here, N is the ratio of the size (in tokens) of the
informal corpus (IC) to the formal corpus (FC).
We need the constant N so that an imbalance in
the size of the corpora does not result in an equiv-
alently skewed distribution of FS.
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4.2 Latent Semantic Analysis

Next, we turn to LSA, a technique for extracting
information from a large corpus of texts by (dras-
tically) reducing the dimensionality of a term—
document matrix, i.e. a matrix where the row vec-
tors correspond to the appearance or (weighted)
frequency of words in a set of texts. In essence,
LSA simplifies the variation of words across a col-
lection of texts, exploiting document—document
correlation to produce information about the k
most important dimensions of variation (k < to-
tal number of documents), which are generally
thought to represent semantic concepts, i.e. topic.
The mathematical basis for this transformation is
singular value decomposition®; for the details of
the matrix transformations, we refer the reader to
the discussion of Turney and Littman (2003). The
factor k, the number of columns in the compacted
matrix, is an important variable in any application
of LSA, one is generally determined by trial and
error (Turney and Littman, 2003).

LSA is computationally intensive; in order to
apply it to extremely large blog corpora, we need
to filter the documents and terms before build-
ing our term—document matrix. We adopt the
following strategy: to limit the number of docu-
ments in our term—document matrix, we first re-
move documents less than 100 tokens in length,
with the rationale that these documents provide
less co-occurrence information. Second, we re-
move documents that either do not contain any
target words (i.e. one of our seeds or CTRW test
words), or contain only target words which are
among the most common 20 in the corpus; these
documents are less likely to provide us with use-
ful information, and the very common target terms
will be well represented regardless. We further
shrink the set of terms by removing all hapax
legomena; a single appearance in a corpus is not
enough to provide reliable co-occurrence informa-
tion, and roughly half the words in our blog cor-
pora appear only once. Finally, we remove sym-
bols and all words which are not entirely lower

SWe use the implementation included in Matlab; we take
the rows of the decomposed U matrix weighted by the sin-
gular values in X for our word vectors. Using no weights
or 2! generally resulted in worse performance, particularly
with the CTRW sets.



case; we are not interested, for instance, in num-
bers, acronyms, and proper nouns. We can esti-
mate the effect this filtering has on performance
by testing it both ways in a development corpus.

Once a k-dimensional vector for each relevant
word is derived using LSA, a standard method is
to use the cosine of the angle between a word vec-
tor and the vectors of seed words to identify how
similar the distribution of the word is to the distri-
bution of the seeds. To begin, each formal seed is
assigned a FS value of 1, each informal seed a FS
value of —1, and then a raw seed similarity score
(FS) is calculated for each word w:

FS'(w)= Y W,xFS(s) xcos(6(w,s))
SES, sFEW

S is the set of all seeds. Note that seed terms are
excluded from their own FS calculation, this is
equivalent to leave-one-out cross-validation. W;
is a weight that depends on whether s is a formal
or informal seed, W; (for informal seeds) is calcu-
lated as:

o Yrer FS(f)
© Lt FS()|+Lyer FS(f)

and Wy (for formal seeds) is:

P D v (]

b [ Rier FS()|+ Xrer FS(f)
Here, I is the set of all informal seeds, and F is the
set of all formal seeds. These weights have the ef-
fect of countering any imbalance in the seed set,
as formal and informal seeds ultimately have the
same (potential) influence on each word, regard-
less of their count. This weighting is necessary for
the iterative extension of this method discussed in
the next section.

We calculate the final FS score as follows:
B FS'(w)—FS'(r)
= N

The word r is a reference term, a common func-

tion word that has no formality.® This has the ef-
fect of countering any (moderate) bias that might

FS(w)

The particular choice of this word is relatively unimpor-
tant; common function words all have essentially the same
LSA vectors because they appear at least once in nearly ev-
ery document of any size. For English, we chose r = and,
and for Chinese, r = yinwei (because); there does not seem
to be an obvious two-character, formality-neutral equivalent
to and in Chinese.
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exist in the corpus; in the Brown Corpus, for in-
stance, function words have positive formality be-
fore this step, simply because formal words oc-
curred more often in the corpus. N, is a normal-
ization factor, either

N,, = max |FS' (w;) — FS'(r)|

W,'EI’
forall w; € I’ or

N,, = max |FS'(wp) —FS'(r)]
wreF’

for all wy € F'. I’ contains all words w such that
FS'(w)—FS'(r) <0, and F’ contains all words w
such that FS'(w) — FS'(r) > 0. This ensures that
the resulting lexicon has terms exactly in the range
1 to —1, with the reference word r at the midpoint.

We also tested the LSA method in Chinese.
The only major relevant difference between Chi-
nese and English is word segmentation: Chinese
does not have spaces between words. To sidestep
this problem, we simply included all character bi-
grams found in our corpus. The drawback of this
approach in the inclusion of a huge number of
nonsense ‘words’ (1.3 million terms in just 86,000
documents), however we are at least certain to
identify all instances of our seeds.

4.3 Hybrid Methods

There are a number of ways to leverage the infor-
mation we derive from our basic methods. One
intriguing option is to use the basic FS measures
as the starting point for an iterative process using
the LSA cosine similarity. Under this paradigm,
all words in the starting FS lexicon are potential
seed words; we choose a cutoff value for inclu-
sion in the seed word set (e.g. words which have
at least .5 or —.5 FS), and then carry out the co-
sine calculations, as above, to derive new FS val-
ues (a new FS lexicon). We can repeat this process
as many times as required, with the idea that the
connections between various words (as reflected
in their LSA-derived vectors) will cause the sys-
tem to converge towards the true FS values.

A simple hybrid method that combines the two
word count models uses the ratio of word counts
in two corpora to define the center of the FS spec-
trum, but single corpus methods to define the ex-
tremes. Formally, if m and n (word counts for the



informal corpus /C and formal corpus FC, respec-
tively) are both non-zero, then FS is given by:

—0.5+

n
FS(W) mxN-+n

However, if n is zero, FS is given by:

e\/VIC—l

FS(w) = —1—|—O.Sem

where ryc is the frequency rank of the word in IC,
and R¢ is the total number of ranks in IC. If m is
zero, FS is given by:

e\/ reCc— 1

eVRrc—1

FS(w)=1-0.5

where i is the rank of the word in IC, and R is the
total number of frequency ranks in IC). This func-
tion is undefined in the case where m and n are
both zero. Intuitively, this is a kind of backoff, re-
lying on the idea that words of extreme formality
are rare even in a corpus of corresponding formal-
ity, whereas words in the core vocabulary (Carter,
1998), which are only moderately formal, will ap-
pear in all kinds of corpora, and thus are amenable
to the ratio method.

Finally, we explore a number of ways to com-
bine lexicons directly. The motivation for this
is that the lexicons have different strengths and
weaknesses, representing partially independent
information. An obvious method is an averag-
ing or other linear combination of the scores, but
we also investigate vote-based methods (requiring
agreement among n dictionaries). Beyond these
simple options, we test support vector machines
and naive Bayes classification using the WEKA
software suite (Witten and Frank, 2005), applying
10-fold cross-validation using default WEKA set-
tings for each classifier. The features here are task
dependent (see Section 5); for the pairwise task,
we use the difference between the FS value of the
words in each lexicon, rather than their individ-
ual scores. Finally, we can use the weights from
the SVM model of the CTRW (pairwise) task to
interpolate an optimal formality lexicon.

5 Evaluation

We evaluate our methods using the gold standard
judgments from the seed sets and CTRW word
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pairs. To differentiate the two, we continue to use
the term seed for the former; in this context, how-
ever, these ‘seed sets’ are being viewed as a test
set (recall that our LSA method is equivalent to
leave-one-out cross-validation).

We derive the following measures: first, the
coverage (Cov.) is the percentage of words in the
set that are covered under the method. The class-
based accuracy (C-Acc.) of our seed sets is the
percentage of covered words which are correctly
classified as formal (FS > 0) or informal (FS <
0). The pair-based accuracy (P-Acc.) is the result
of exhaustively pairing words in the two seed sets
and testing their relative formality; that is, for all
w; € I and wy € F, the percentage of w;/w pairs
where FS(w;) < FS(wy). For the CTRW pairs
there are only two metrics, the coverage and the
pair-based accuracy; since the CTRW pairs repre-
sent relative formality of varying degrees, it is not
possible to calculate a class-based accuracy.

The first section of Table 1 provides the re-
sults for the basic methods in various corpora.
The word length (1) and morphology-based (2)
methods provide good coverage, but poor accu-
racy, while the word count ratio methods (3—4) are
fairly accurate, but suffer from low coverage. The
LSA results in Table 1 are the best for each corpus
across the k values we tested. When both cover-
age and accuracy are considered, there is a clear
benefit associated with increasing the amount of
data, though the difference between the Dev-Blog
and ICWSM suggests diminishing returns. The
performance of the filtered Dev-Blog is actually
slightly better than the unfiltered versions (though
there is a drop in coverage), suggesting that filter-
ing is a good strategy.

In our previous work (Brooke et al., 2010), we
noted that CTRW set performance in the Brown
dropped for k > 3, while performance on the seed
set was mostly steady as k increased. Figure 1
shows the pairwise performance of each test set
for various corpora across various k. The results
here are similar; all three corpora reach a CTRW
maximum at a relatively low k values (though
higher than Brown Corpus); however the seed set
performance in each corpus continues to improve
(though marginally) as k increases, while CTRW
performance drops. An explanation for this is that



Table 1: Seed coverage, class-based accuracy, pairwise accuracy, CTRW coverage, and pairwise accu-
racy for various FS lexicons and hybrid methods (%).

Seed set CTRW set

Method Cov. C-Acc. P-Acc. Cov. P-Acc.
Simple
(1) Word length 100 86.4 91.8 100 63.7
(2) Latinate affix 100 74.5 46.3 100 32.6
(3) Word count ratio, Brown and Switchboard 38.0 81.5 85.7 36.0 78.2
(4) Word count ratio, BNC Written vs. Spoken 60.9 89.2 97.3 38.8 74.3
(5) LSA (k=3), Brown 51.0 87.1 94.2 59.6 73.9
(6) LSA (k=10), BNC 94.7 83.0 98.3 96.5 69.4
(7) LSA (k=20), Dev-Blog 100 914 96.8 99.0 80.5
(8) LSA (k=20), Dev-Blog, filtered 99.0 92.1 97.0 97.7 80.5
(9) LSA (k=20), ICWSM, filtered 100 93.0 98.4 99.7 81.9
Hybrid
(10) BNC ratio with backoff (4) 97.1 78.8 75.7 97.0 78.8
(11) Combined ratio with backoff (3 + 4) 97.1 79.2 79.9 97.5 79.9
(12) BNC weighted average (10,6), ratio 2:1 97.1 83.5 90.0 97.0 83.2
(13) Blog weighted average (9,7), ratio 4:1 100 93.8 98.5 99.7 83.4
(14) Voting, 3 agree (1,6,7,9, 11) 92.6 99.1 99.9 87.0 91.6
(15) Voting, 2 agree (1, 11, 13) 86.8 99.1 100 81.5 96.9
(16) Voting, 2 agree (1, 12, 13) 87.7 98.6 100 82.7 97.3
(17) SVM classifier (1,2, 6,7,9, 11) 100 97.9 99.9 100 84.2
(18) Naive Bayes classifier (1,2,6,7,9, 11) 100 97.5 99.8 100 83.9
(19) SVM (Seed, class) weighted (1,2, 6,7,9,11) 100 98.4 99.8 100 80.5
(20) SVM (CTRW) weighted (1, 6,7, 9, 11) 100 93.0 99.0 100 86.0
(21) Average (1,6,7,9, 11) 100 95.9 99.5 100 84.5
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Figure 1: Seed and CTRW pairwise accuracy,
LSA method for large corpora &, 10 < k& < 200.
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the seed terms represent extreme examples of for-
mality; thus there are numerous semantic dimen-
sions to distinguish them. However, the CTRW
set includes near-synonyms, many with only rel-
atively subtle differences in formality; for these
pairs, it is important to focus on the core di-
mensions relevant to formality, which are among
the first discovered in a factor analysis of mixed-
register texts (Biber, 1995).

With regards to hybrid methods, we first briefly
summarize our testing with the iterative model,
which included extensive experiments using ba-
sic lexicons and the LSA vectors derived from
the Brown Corpus, and some targeted testing with
the blog corpora (iteration on these corpora is
extraordinarily time-consuming). In general, we
found only that there were only small, inconsis-
tent benefits to be gained from the iterative ap-



proach. More generally, the intuition behind the
iterative method, i.e. that performance would in-
crease with an drastic increase in the number of
seeds, was found to be flawed: in other testing,
we found that we could randomly remove most
of the seeds without negatively affecting perfor-
mance. Even at relatively high & values, it seems
that a few seeds are enough to calibrate the model.

The ratio (with backoff) hybrid built from the
BNC (10) provides CTRW performance that is
comparable the best LSA models, though perfor-
mance in the seed sets is somewhat poor; supple-
menting with word counts from the Brown Cor-
pus and Switchboard Corpus provides a small im-
provement (11). The weighed hybrid dictionar-
ies in (12,13) demonstrate that it is possible to ef-
fectively combine lexicons built using two differ-
ent methods on the same corpus (12) or the same
method on different corpora (13); the former, in
particular, provides an impressive boost to CTRW
accuracy, indicating that word count and word as-
sociation methods are partially independent.

The remainder of Table 1 shows the best re-
sults using voting, averaging, and weighting. The
voting results (14-16) indicate that it is possible
to sacrifice some coverage for very high accu-
racy in both sets, including a near-perfect score
in the seed sets and significant gains in CTRW
performance. In general, the best accuracy with-
out a significant loss of coverage came from 2
of 3 voting (15-16), using dictionaries that rep-
resented our three basic sources of information
(word length, word count, and word associa-
tion). The machine learning hybrids (17-18) also
demonstrate a marked improvement over any sin-
gle lexicon, though it is important to note that
each accuracy score here reflects a different task-
specific model. Hybrid FS lexicons built with the
weights learned by the SVM models (19-20) pro-
vide superior performance on the task correspond-
ing to the model used, though the simple averag-
ing of the best dictionaries (21) also provides good
performance across all evaluation metrics.

Finally, the LSA results for Chinese are mod-
est but promising, given the relatively small scale
of our experiments: we saw a pairwise accuracy of
82.2%, with 79.3% class-based accuracy (k = 10).
We believe that the main reason for the generally
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lower performance in Chinese (as compared to
English) is the modest size of the corpus, though
our simplistic character bigram term extraction
technique may also play a role. As mentioned,
smaller seed sets do not seem to be an issue. Inter-
estingly, the class-based accuracy is 10.8% lower
if no reference word is used to calibrate the divide
between formal and informal, suggesting a rather
biased corpus (towards informality); in English,
by comparison, the reference-word normalization
had a slightly negative effect on the LSA results,
though the effect mostly disappeared after hy-
bridization. The obvious next step is to integrate a
Chinese word segmenter, and use a larger corpus.
We could also try word count methods, though
finding appropriate (balanced) resouces similar to
the BNC might be a challenge; (mixed) blog cor-
pora, on the other hand, are easily collected.

6 Conclusion

In this work, we have experimented with a number
of different methods and source corpora for deter-
mining the formality level of lexical items, with
the implicit goal of distinguishing the formality of
near-synonym pairs. Our methods show marked
improvement over simple word-length metrics;
when multiple sources of information, i.e. word
length, word counts, and word association, are in-
tegrated, we are able to reach over 85% perfor-
mance on the near-synonym task, and close to
100% accuracy when comparing words with ex-
treme formality differences; our voting methods
show that even higher precision is possible. We
have also demonstrated that our LSA word associ-
ation method can be applied to a language where
word length is not an appropriate metric of for-
mality, though the results here are preliminary.
Other potential future work includes addressing a
wider range of phenomena, for instance assign-
ing formality scores to morphological elements,
syntactic cues, and multi-word expressions, and
demonstrating that a formality lexicon can be use-
fully applied to other NLP tasks.

Acknowledgements

This work was supported by Natural Sciences and
Engineering Research Council of Canada. Thanks
to Paul Cook for his ICWSM corpus APIL.



References

Biber, Douglas. 1995. Dimensions of Register Vari-
ation: A cross-linguistic comparison. Cambridge
University Press.

Brooke, Julian, Tong Wang, and Graeme Hirst. 2010.
Inducing lexicons of formality from corpora. In
Proceedings of the Language Resources and Eval-
uation Conference (LREC ’10), Workshop on Meth-
ods for the automatic acquisition of Language Re-
sources and their evaluation methods.

Burfoot, Clint and Timothy Baldwin. 2009. Auto-
matic satire detection: Are you having a laugh? In
Proceedings of the Joint Conference of the 47th An-
nual Meeting of the Association for Computationsl
Linguistics and the 4th International Joint Confer-
ence on Nautral Language Processing of the Asian
Federation of Natural Language Processing (ACL-
IJCNLP °09), Short Papers, Singapore.

Burnard, Lou. 2000. User reference guide for British
National Corpus. Technical report, Oxford Univer-
sity.

Burton, Kevin, Akshay Java, and Ian Soboroff. 2009.
The ICWSM 2009 Spinn3r Dataset. In Proceedings
of the Third Annual Conference on Weblogs and So-
cial Media (ICWSM 2009), San Jose, CA.

Carter, Ronald. 1998. Vocabulary: applied linguistic
perspectives. Routledge, London.

Emigh, William and Susan C. Herring. 2005. Col-
laborative authoring on the web: A genre analysis
of online encyclopedias. In Proceedings of the 38th

Annual Hawaii International Conference on System
Sciences (HICSS ’05).

Esuli, Andrea and Fabrizio Sebastiani. 2006. Senti-
WordNet: A publicly available lexical resource for
opinion mining. In Proceedings of the 5th Interna-
tion Conference on Language Resources and Eval-
uation(LREC), Genova, Italy.

Fellbaum, Christiane, editor. 1998. WordNet:
Electronic Lexical Database. The MIT Press.

An

Francis, Nelson and Henry Kucera. 1982. Frequency
Analysis of English Usage: Lexicon and Grammar.
Houghton Mifflin, Boston.

Godfrey, J.J., E.C. Holliman, and J. McDaniel. 1992.
Switchboard: telephone speech corpus for research
and development. [EEE International Confer-

ence on Acoustics, Speech, and Signal Processing,
1:517-520.

Hayakawa, S.I., editor. 1994. Choose the Right Word.
HarperCollins Publishers, second edition. Revised
by Eugene Ehrlich.

98

Heylighen, Francis and Jean-Marc Dewaele. 2002.
Variation in the contextuality of language: An em-
pirical measure. Foundations of Science, 7(3):293—
340.

Hovy, Eduard H. 1990. Pragmatics and natural lan-
guage generation. Artificial Intelligence, 43:153—
197.

Inkpen, Diana and Graeme Hirst. 2006. Building and
using a lexical knowledge base of near-synonym
differences. Computational Linguistics, 32(2):223—
262.

Karlgren, Jussi and Douglas Cutting. 1994. Recog-
nizing text genres with simple metrics using dis-
criminant analysis. In Proceedings of the 15th Con-
ference on Computational Linguistics, pages 1071-
1075.

Kessler, Brett, Geoffrey Nunberg, and Hinrich
Schiitze. 1997. Automatic detection of text genre.
In Proceedings of the 35th Annual Meeting of the
Association for Computational Linguistics, pages
32-38.

Landauer, Thomas K. and Susan Dumais. 1997. A so-
lution to Plato’s problem: The latent semantic anal-
ysis theory of the acquisition, induction, and rep-
resentation of knowledge. Psychological Review,
104:211-240.

Leckie-Tarry, Helen. 1995. Language Context: a
Sfunctional linguistic theory of register. Pinter.

Rao, Delip and Deepak Ravichandra. 2009. Semi-
supervised polarity lexicon induction. In Pro-
ceedings of the 12th Conference of the European
Chapter of the Association for Computational Lin-
gusitics, Athens, Greece.

Stone, Philip J., Dexter C. Dunphy, Marshall S. Smith,
and Daniel M. Ogilivie. 1966. The General In-
quirer: A Computer Approach to Content Analysis.
MIT Press.

Taboada, Maite and Kimberly Voll. 2006. Methods
for creating semantic orientation dictionaries. In
Proceedings of the 5th International Conference on
Language Resources and Evaluation (LREC), Gen-
ova, Italy.

Turney, Peter and Michael Littman. 2003. Measuring
praise and criticism: Inference of semantic orienta-
tion from association. ACM Transactions on Infor-
mation Systems, 21:315-346.

Witten, Ian H. and Eibe Frank. 2005. Data Mining:
Practical Machine Learning Tools and Techniques.
Morgan Kaufmann, San Francisco.



Toward Qualitative Evaluation of Textual Entailment Systems
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Abstract

This paper presents a methodology for a
quantitative and qualitative evaluation of
Textual Entailment systems. We take ad-
vantage of the decomposition of Text Hy-
pothesis pairs into monothematic pairs,
i.e. pairs where only one linguistic phe-
nomenon at a time is responsible for en-
tailment judgment, and propose to run TE
systems over such datasets. We show
that several behaviours of a system can
be explained in terms of the correlation
between the accuracy on monothematic
pairs and the accuracy on the correspond-
ing original pairs.

1 Introduction

Since 2005, Recognizing Textual Entailment
(RTE) has been proposed as a task whose aim is
to capture major semantic inference needs across
applications in Computational Linguistics (Dagan
et al., 2009). Systems are asked to automatically
judge whether the meaning of a portion of text, re-
ferred as Text (7T'), entails the meaning of another
text, referred as Hypothesis (H). This evaluation
provides useful cues for researchers and develop-
ers aiming at the integration of TE components in
larger applications (see, for instance, the use of a
TE engine in the QALL-ME project system', the
use in relation extraction (Romano et al., 2006),
and in reading comprehension systems (Nielsen
et al., 2009)).

Although the RTE evaluations showed pro-
gresses in TE technologies, we think that there is

"http://qallme.fbk.eu/
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still large room for improving qualitative analysis
of both the RTE datasets and the system results.
In particular, we intend to focus this paper on the
following aspects:

1. There is relatively poor analysis of the lin-
guistic phenomena that are relevant for the
RTE datasets, and very little is known about
the distribution of such phenomena, and
about the ability of participating systems to
correctly detect and judge them in 7, H pairs.
Experiments like the ablation tests attempted
in the last RTE-5 campaign on lexical and
lexical-syntactic resources go in this direc-
tion, although the degree of comprehension
is still far from being optimal.

We are interested in the correlations among
the capability of a system to address single
linguistic phenomena in a pair and the ability
to correctly judge the pair itself. Despite the
strong intuition about such correlation (i.e.
the more the phenomena for which a system
is trained, the better the final judgment), no
empirical evidences support it.

. Although the ability to detect and manage
single phenomena seems to be a crucial fea-
ture of high performing systems, very little is
known about how systems manage to com-
bine such results in a global score for a pair.
The mechanism underlying such composi-
tion may shed light on meaning composition
related to TE tasks.

. Finally, we are interested in the relation be-
tween the above mentioned items over the
different kinds of pairs represented in RTE

Coling 2010: Poster Volume, pages 99-107,
Beijing, August 2010



datasets, specifically entailment, contradic-
tion and unknown pairs. In this case the in-
tuition is that some phenomena are more rel-
evant for a certain judgment rather than for
another.

To address the issues above, we propose an
evaluation methodology aiming at providing a
number of quantitative and qualitative indicators
about a TE system. The method is based on
the decomposition of T, H pairs into monothematic
pairs, each representing one single linguistic phe-
nomenon relevant for entailment judgment. Eval-
uation is carried out both on the original 7H pair
and on the monothematic pairs originated from it.
We define a correlation index between the accu-
racy of the system on the original T H pairs and
the accuracy on the corresponding monothematic
pairs. We investigate the use of such correlations
on different subsets of the evaluation dataset (i.e.
positive vs negative pairs) and we try to induce
regular patterns of evaluation.

The method we propose has been tested on a
sample of 60 pairs, each decomposed in the corre-
sponding monothematic pairs, and using two sys-
tems that obtained similar performances in RTE-
5. We show that the main features and differences
of these systems come to light when evaluated us-
ing qualitative criteria. Futhermore, we compare
such systems with two different baseline systems,
the first one performing Word Overlap, while the
second one is an ideal system that knows a priori
the probability of a linguistic phenomenon to be
associated with a certain entailment judgement.

The paper is structured as follows.  Sec-
tion 2 explains the procedure for the creation of
monothematic pairs starting from RTE pairs. Sec-
tion 3 presents the evaluation methodology we
propose, while Section 4 describes our pilot study.
Section 5 concludes the paper and proposes future
developments.

2 Decomposing RTE pairs

Our proposal on qualitative evaluation takes ad-
vantage of previous work on specialized entail-
ment engines and monothematic datasets. A
monothematic pair is defined (Magnini and
Cabrio, 2009) as a T H pair in which a certain

phenomenon relevant to the entailment relation is
highlighted and isolated. The main idea is to cre-
ate the monothematic pairs basing on the phenom-
ena that are actually present in the original RTE
pairs, so that the actual distribution of the linguis-
tic phenomena involved in the entailment relation
emerges.

For the decomposition procedure, we refer to
the methodology described in (Bentivogli et al.,
2010), consisting of a number of steps carried out
manually. The starting point is a [T, H] pair taken
from one of the RTE data sets, that should be
decomposed in a number of monothematic pairs
[T, H;], where T is the original Text and H; are
the Hypotheses created for each linguistic phe-
nomenon relevant for judging the entailment re-
lation in [T,H]. In details, the procedure for the
creation of monothematic pairs is composed of the
following steps:

1. Individuate the phenomena contributing to
the entailment decision in [T,H].

2. For each linguistic phenomenon i:

(a) Detect a general entailment rule r; for
i, and instantiate it using the part of T
expressing i as the left hand side (LHS)
of the rule, and information from H on i
as the right side (RHS).

(b) substitute the portion of T that matches
the LHS of r; with the RHS of r;.

(c) consider the result of the previous step
as H;, and compose the monothematic
pair [T, H;]. Mark the pair with phe-
nomenon 1.

3. Assign an entailment judgment to each
monothematic pair.

Relevant linguistic phenomena are grouped us-
ing both fine-grained categories and broader cate-
gories, defined referring to widely accepted clas-
sifications in the literature (e.g. (Garoufi, 2007))
and to the inference types typically addressed in
RTE systems: lexical, syntactic, lexical-syntactic,
discourse and reasoning. Each macro category in-
cludes fine-grained phenomena (Table 2 lists the
phenomena detected in RTE-5 datasets).
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Text snippet (pair 125) Phenomena Judg.
T | Mexico’s new president, Felipe Calderon, seems to be doing
all the right things in cracking down on Mexico’s drug traffickers. [...]
H | Felipe Calderon is the outgoing President of Mexico. lexical:semantic-opposition C
syntactic:argument-realization, syntactic:apposition
H1 Mexico’s outgoing president, Felipe Calderon, seems to be doing all lexical:semantic-opposition C
all the right things in cracking down on Mexico’s drug traffickers. [...]
H2 | The new president of Mexico, Felipe Calderon, seems to be doing syntactic:argument-realization E
all the right things in cracking down on Mexico’s drug traffickers. . [...]
H3 | Felipe Calderon is Mexico’s new president. syntactic:apposition E

Table 1: Application of the decomposition methodology to an original RTE pair

Table 1 shows an example of the decompo-
sition of a RTE pair (marked as contradiction)
into monothematic pairs. At step 1 of the
methodology both the phenomena that preserve
the entailment and those that break the entailment
rules causing a contradiction in the pair are
detected, i.e. argument realization, apposition
and semantic opposition (column phenomena in
the table). While the monothematic pairs created
basing on the first two phenomena preserve the
entailment, the semantic opposition generates a
contradiction (column judgment). As an example,
let’s apply step by step the procedure to the
phenomenon of semantic opposition. At step 2a
of the methodology the general rule:

Pattern: x <= / =y

Constraint: semantic opposition(y,x)

is instantiated (new<= / =-outgoing), and at step
2b the substitution in T is carried out (Mexico’s
outgoing president, Felipe Calderon [...]). At
step 2c¢ a negative monothematic pair T, H; is
composed (column text snippet in the table) and
marked as semantic opposition (macro-category
lexical), and the pair is judged as contradiction.

3 Evaluation methodology

Aim of the evaluation methodology we propose is
to provide quantitative and qualitative indicators
about the behaviours of actual TE systems.

3.1 General Method

The basic assumption of the evaluation methodol-
ogy is that the more a system is able to correctly
solve the linguistic phenomena underlying the en-
tailment relation separately, the more the system
should be able to correctly judge more complex
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pairs, in which different phenomena are present
and interact in a complex way. Such assumption is
motivated by the notion of meaning composition-
ality, according to which the meaning of a com-
plex expression e in a language L is determined
by the structure of e in L and the meaning of the
constituents of e in L (Frege, 1892). In a parallel
way, we assume that it is possible to understand
the entailment relation of a T,H pair (i.e. to cor-
rectly judge the entailment/contradiction relation)
only if all the phenomena contributing to such re-
lation are solved.

According to such assumption, we expect that
the higher the accuracy of a system on the
monothematic pairs and the compositional strat-
egy, the better its performances on the original
RTE pairs. Furthermore, the precision a system
gains on single phenomena should be maintained
over the general dataset, thanks to suitable mech-
anisms of meaning combination.

Given a dataset composed of original RTE pairs
[T, H], a dataset composed of all the monothe-
matic pairs derived from it [T', H] om0, and a TE
system S, the evaluation methodology we propose
consists of the following steps:

1. Run S both on [T, H] and on [T, H] om0, tO
obtain the accuracies of S both on the RTE
original and on monothematic pairs;

2. Extract data concerning the behaviour of S on
each phenomenon or on categories of phe-
nomena, and calculate separate accuracies.
This way it is possible to evaluate how much
a system is able to correctly deal with single
or with categories of phenomena;

3. Calculate the correlation between the ability
of the system to correctly judge the monothe-
matic pairs of [T, H],ono With respect to the



ability to correctly judge the original ones
in [T, H]. Such correlation is expressed
through a Correlation Index (CI), as defined
in Section 3.2;

4. In order to check if the same CI is main-
tained over both entailment and contradiction
pairs (i.e. to verify if the system has peculiar
strategies to correctly assign both judgments,
and if the high similarity of monothematic
pairs does not bias its behaviour), we calcu-
late a Deviation Index (DI) as the difference
between the CIs on entailment and on con-
tradiction pairs, as explained in more details
in Section 3.3.

3.2 Correlation Index (CI)

As introduced before, we assume that the ac-
curacy obtained on [T, H]nono should positively
correlate with the accuracy obtained on [T, H].
We define a Correlation Index as the ratio between
the accuracy of the system on the original RTE
dataset and the accuracy obtained on the monothe-
matic dataset, as follows:

acc[T, H|

Cl=——F"2>"-+_
ace|T, Hmono

(D

We expect the correlation index of an optimal
ideal system (or the human goldstandard) to be
equal to 1, i.e. 100% accuracy on the monothe-
matic dataset should correspond to 100% accu-
racy on the original RTE dataset. For this reason,
we consider C'I = 1 as the ideal correlation, and
we calculate the difference between such ideal CI
and the correlation obtained for a system S.

Given such expectations, C'Ig can assume three
different configurations with respect to the upper-
bound (i.e. the ideal correlation):

e (C'Ig = 1 (ideal correlation): When Clg ap-
proaches to 1, the system shows high corre-
lation with the ideal behaviour assumed by
the compositionality principle. As a conse-
quence, we can predict that improving sin-
gle modules will correspondingly affect the
global performance.

e (C'Ig < 1 (missing correlation): The system
is not able to exploit the ability in solving sin-

gle phenomena to correctly judge the origi-
nal RTE pairs. This may be due to the fact
that the system does not adopt suitable com-
bination mechanisms and loses the potential-
ity shown by its performances on monothe-
matic pairs.

e (Clg > 1 (over correlation): The system does
not exploit the ability to solve single linguis-
tic components to solve the whole pairs, and
has different mechanisms to evaluate the en-
tailment. Probably, such a system is not in-
tended to be modularized.

Beside this “global” correlation index calcu-
lated on the complete RTE data and on all the
monothematic pairs created from it, the CI can
also be calculated i) on categories of phenomena,
to verify which phenomena a system is more able
to solve both when isolated and when interacting
with other phenomena, e.g. :

ace|T, H)jex
CLCC[T, H]mono—lex

CIlez = (2)

including in [T, H]je, all the pairs in which at
least one lexical phenomenon is present and con-
tribute to the entailment/contradiction judgments,
and in [T, H]mono—1ex all the monothematic pairs
in which a lexical phenomenon is isolated; or ii)
on kind of judgment (entailment, contradiction,
unknown), allowing deeper qualitative analysis of
the performances of a system.

3.3 Deviation Index (DI)

We explained that a low CI (i.e. < 1) of a system
reflects the inability to correctly exploit the poten-
tially promising results obtained on monothematic
pairs to correctly judge RTE pairs. Actually, it
could also be the case that the system does not
perform a correct combination because even the
results got on the monothematic pairs were due to
chance (e.g. a word overlap system performs well
on monothematic pairs because of the high sim-
ilarity between T and H, and not because it has
linguistic strategies).

We detect such cases by decomposing the eval-
uation datasets, separating positive (i.e. entail-
ment) from negative (i.e. contradiction, unknown)
examples both in [T, H] and in [T, H].ono, and
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independently run S on the new datasets. Then,
we have more fine grained evaluation patterns
through which we can analyze the system be-
haviour.

In the ideal case, we expect to have good cor-
relation between the accuracy obtained on the
monothematic pairs and the accuracy obtained on
the original ones (0 < Cl,,s < 1 and 0 <
Cleqg < 1). On the contrary, we expect that sys-
tems either without a clear composition strategy or
without strong components on specific linguistic
phenomena (e.g. a word overlap system), would
show a significant difference of correlation on the
different datasets. More specifically, situations of
inverse correlation on the entailment and contra-
diction pairs (e.g. over correlation on contradic-
tion pairs and missing correlation on entailment
pairs) may reveal that the system itself is affected
by the nature of the dataset (i.e. its behaviour
is biased by the high similarity of [T, H]ono),
and weaknesses in the ability of solving phenom-
ena that more frequently contribute to the assign-
ment of a contradiction (or an entailment) judg-
ment come to light.

We formalize such intuition defining a Devia-
tion Index (DI) as the difference between the cor-
relation indexes, respectively, on entailment and
contradiction/unknown pairs, as follows:

|DI| = Clyos — Clpeg 3)

For instance, an high Deviation Index due to
a missing correlation on positive entailment pairs
and an over correlation for negative pairs, is in-
terpreted as an evidence that the system has low
accuracy on [T, H]mono - T and H are very sim-
ilar and the system has no strategies to under-
stand that the phenomenon that is present has to
be judged as contradictory -, and a higher accu-
racy on [T, H], probably due to chance. In the
ideal case DIg = 0, since we assumed the ideal
ClIs on both positive and negative examples to be
as close as possible to 1 (see Section 3.2).

4 Experiments and discussion

This Section describes the experimental setup of
our pilot study, carried out using two systems that
took part in RTE-5 i.e EDITS and VENSES. We

show the results obtained and the qualitative anal-
ysis performed basing on the proposed evaluation
methodology. Their respective Cls and DIs are
compared with two baselines: a word overlap sys-
tem, and a system biased by the knowledge of
the probability that a linguistic phenomenon con-
tributes to the assignment of a certain entailment
judgment.

4.1 Dataset

The evaluation method has been tested on a
dataset composed of 60 pairs from RTE-5 test set
([T, H| rTE5—sample> composed of 30 entailment,
and 30 contradiction randomly extracted exam-
ples), and a dataset composed of all the monothe-
matic pairs derived by the first one following
the procedure described in Section 2. The sec-
ond dataset [T', H]| RT E5—mono 1S composed of 167
pairs (135 entailment, 32 contradiction examples,
considering 35 different linguistic phenomena)?.
On average, 2.78 monothematic pairs have been
created from the original pairs. In this pilot study
we decided to limit our analysis to entailment and
contradiction pairs since, as observed in (Ben-
tivogli et al., 2010), in most of the unknown pairs
no linguistic phenomena relating T to H could be
detected.

4.2 TE systems

EDITS The EDITS system (Edit Distance Tex-
tual Entailment Suite)? (Negri et al., 2009) as-
sumes that the distance between T and H is a
characteristic that separates the positive pairs, for
which entailment holds, from the negative pairs,
for which entailment does not hold (two way
task). It is based on edit distance algorithms, and
computes the [T, H] distance as the overall cost of
the edit operations (i.e. insertion, deletion and
substitution) required to transform 7 into H. For
our experiments we applied the model that pro-
duced EDITS best run at RTE-5 (acc. on test set:
60.2%). The main features are: Tree Edit Dis-
tance algorithm on the parsed trees of 7 and H,
Wikipedia lexical entailment rules, and PSO opti-
mized operation costs (Mehdad et al., 2009).

Zhttp://hlt.fbk.eu/en/Technology/TE-_Specialized_Data
3 Available as open source at http://edits.fbk.eu/
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VENSES The other system used in our ex-
periments is VENSES* (Delmonte et al., 2009),
that obtained performances similar to EDITS at
RTE-5 (acc. on test set: 61.5%). It applies a
linguistically-based approach for semantic infer-
ence, and is composed of two main components:
i) a grammatically-driven subsystem validates the
well-formedness of the predicate-argument struc-
ture and works on the output of a deep parser pro-
ducing augmented head-dependency structures;
and ii) a subsystem detects allowed logical and
lexical inferences basing on different kind of
structural transformations intended to produce a
semantically valid meaning correspondence. Also
in this case, we applied the best configuration of
the system used in RTE-5.

Baseline system 1: Word Overlap algorithm
The first baseline applies a Word Overlap (WO)
algorithm on tokenized text. The threshold to sep-
arate positive from negative pairs has been learnt
on the whole RTE-5 training dataset.

Baseline system 2: Linguistic biased system
The second baseline is produced by a more so-
phisticated but biased system. It exploits the
probability of linguistic phenomena to contribute
more to the assignment of a certain judgment than
to another. Such probabilities are learnt on the
[T, H| RTE5—mono goldstandard: given the list of
the phenomena with their frequency in monothe-
matic positive and negative pairs (columns 1,2,3
of Table 2), we calculate the probability P of phe-
nomenon i to appear in a positive (or in a negative)
pair as follows:

#(7" [T7 H] RTE57p05itivefmono)
#(Z| [T7 H] RTEE*'mono)

P(|[T, H]positive) =
@
For instance, if the phenomenon apposition ap-
pears in 11 monothematic positive pairs and in 6
negative pairs, it has a probability of 64.7% to ap-
pear in positive examples and 35.3% to appear in
negative ones. Such knowledge is then stored in
the system, and is used in the classification phase,
assigning the most probable judgment associated
to a certain phenomenon.

“http://project.cgm.unive.it/venses_en.html

When applied to [T, H|r7E5—sample, this sys-
tem uses a simple combination strategy: if phe-
nomena associated with different judgments are
present in a pair, and one phenomenon is associ-
ated with a contradiction judgment with a proba-
bility > 50%, the pair is marked as contradiction,
otherwise it is marked as entailment.

4.3 Results

Following the methodology described in Sec-
tion 3, at step 1 we run EDITS and VENSES
on [T7 H} RTE5—sample» and on [T’ H] RTE5—mono
(Table 3 reports the accuracies obtained).

At step 2, we calculate the accuracy of ED-
ITS and VENSES on each single linguistic phe-
nomenon, and on categories of phenomena. Ta-
ble 2 shows the distribution of the phenomena on
the dataset, reflected in the number of positive and
negative monothematic pairs created for each phe-
nomenon. As can be seen, some phenomena ap-
pear more frequently than others (e.g. corefer-
ence, general inference). Furthermore, some lin-
guistic phenomena allow only the creation of pos-
itive or negative examples, while others can con-
tribute to the assignment of both judgments. Due
to the small datasets we used, some phenomena
appear rarely; the accuracy on them cannot be
considered completely reliable.

Nevertheless, from these data the main features
of the systems can be identified. For instance,
EDITS obtains the highest accuracy on positive
monothematic pairs, while it seems it has no pe-
culiar strategies to deal with phenomena caus-
ing contradiction (e.g. semantic opposition, and
quantity mismatching). On the contrary, VENSES
shows an opposite behaviour, obtaining the best
results on the negative cases.

At step 3 of the proposed evaluation methodol-
ogy, we calculate the correlation index between
the ability of the system to correctly judge the
monothematic pairs of [T, H| r7£5—mono With re-
spect to the ability to correctly judge the original
ones in [T7 H] RTE5—sample-

Table 3 compares EDITS and VENSES CI with
the two baseline systems described before. As can
be noticed, even if EDITS CI outperforms the WO
system, they show a similar behaviour (high ac-
curacy on monothematic pairs, and much lower
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phenomena #[T, H] EDITS VENSES acc. % acc. % CI
RTE5—mono % acc % acc. RTE5—sample RTE5—mono
pos neg pos. | neg pos. | neg. EDITS 583 80.8 0.72
Tex:identity i 3 100 0 100 | 33.3 VENSES 60 52.6 L15
lex:format 2 R 100 R 100 - ‘Word Overlap 38.3 77.24 0.49
lex:acronymy 3 - 100 - 333 - ling baseline 68.3 86.8 0.79
lex:demonymy 1 - 100 - 100 -
lexsynonymy 1 SO o IR e o Table 3: Evaluation on RTE pairs and on
lex:semantic-opp. - 3 - 0 - 100 . )
lex:hypernymy 3 - 100 - | 666 | - monothematic pairs
lex:geo-knowledge 1 - 100 - 100 -
TOT lexical 22 6 954 0 77.2 66.6
Toxsvnt.uansp-hoad 5 = 100 = 30 — categories of linguistic phenomena
lexgznt;vert;-[:lomA 3 R 875 B 25 R RTES data | lex. lex-synt. synt. disc. reas.
lexsynt:causative 1 _ 100 _ 100 _ EDITS sample 47.8 64.3 51.7 75 62.5
lexsynt:paraphrase 3 - 100 - 66.6 - mono 75 92.8 78.3 93.9 72.7
TOT lex-syntactic 4 - N8 | - | 28| - c 063 | 069 | 066 | 0.79 | 0.85
= ENSE : 47.2 42. 2 46.4 .
synt:negation - 1 - 0 _ 0 VENSES | sample 7; 422 561 ] 363 24712
synt:modifier 3 1 100 0 333 100 momno . b §
synt:arg-realization 5 - 100 - 40 - I 0.62 1 12 14 123
synt:apposition 11 6 100 | 33.3 | 545 | 833 WO sample 36.3 57.1 34.4 50 35
synt:list 1 - 100 - 100 - baseline mono 78.5 71.4 729 96.9 69
synt:coordination 3 - 100 - 33.3 - CI 0.46 0.79 047 | 0.51 0.5
synt:actpass-altern. 4 2 100 0 25 50 Ting- sample 32.6 92.8 38.6 2.1 70
TOT syntactic 28 9 96.4 222 42.8 71.7 biased mono 96.4 100 75.6 96.9 80
disc:coreference 20 - 95 - 50 - baseline CI 0.85 0.92 0.77 0.84 0.87
disc:apposition 3 - 100 - 0 -
disc:anaphora-zero | 3 : 80 1 - 1 20 - Table 4: Evaluation on categories of phenomena
disc:ellipsis 4 - 100 - 25 -
disc:statements 1 - 100 - 0 -
TOT discourse 33 - 93.9 - 36.3 -
reas:apposition 2 1 100 0 50 100 : : Tt : _
. 2 : oo | - 1o | - one is the linguistic biased system (A = 0.21),
reas:genitive 1 - 100 | - | 100 | - showing that the knowledge of the most probable
reas:relative-clause 1 - 100 - 0 - . . .
reas:elliptic-expr. 1 ; 100 | - 0 ; judgment assigned to a certain phenomenon can
reas:meronymy 1 1 100 0 100 0 : .
reasmetonymy 3 : w0 | - | sl - be a useful information.
reas:representat. 1 - 1o | - 0 - Table 4 reports an evaluation of the four sys-
reas:quantity - 5 - 0 - 80 K i L.
reas:spatial 1 - 100 - 0 - tems on categories of 11ngUIStIC phenomena.
reas:gen-inference 24 10 87.5 50 37.5 90 . . . .
TOT reasoning 33 17 894 | 352 | 42.1 | 823 To check if the same CI is maintained over
[ TOT Gallphenom) [ 135 | 32 [ 933 [ 25 [ 459 [ 812 | both entailment and contradiction pairs, we cal-

Table 2: Systems’ accuracy on phenomena

on the RTE sample). According to our defini-
tion, their CIs (0 < C'I < 1) show a good ability
of the systems to deal with linguistic phenomena
when isolated, but a scarce ability in combining
them to assign the final judgment. EDITS CI is
not far from the CI of the linguistic biased base-
line system, even if we were expecting a higher
CI for the latter system. The reason is that beside
the linguistic phenomena that allow only the cre-
ation of negative monothematic pairs, all the phe-
nomena that allow both judgments have a higher
probability to contribute to the creation of positive
monothematic pairs.

Comparing the CI of the four analyzed systems
with the ideal correlation (C'Ig = 1, see Section
3.2), VENSES is the closest one (A = 0.15), even
if it shows a light over correlation (probably due
to the nature of the dataset). The second closest

culate a Deviation Index as the difference be-
tween the CIs on entailment and on contradiction
pairs (step 4 of our methodology). As described
in Section 3, we created four datasets dividing
both [T, H]RTEB—sample and [T> H]RTE5—mono
into positive (i.e. entailment) and negative (i.e.
contradiction) examples. We run EDITS and
VENSES on the datasets and we calculate the
CI on positive and on negative examples sepa-
rately. If we obtained missing correlation be-
tween the accuracy on the monothematic pairs
and the accuracy on RTE original ones, it would
mean that the potentiality that the systems show
on monothematic pairs is not exploited to cor-
rectly judge more complex pairs, therefore com-
positional mechanisms should be improved.
Table 5 shows that the DIs of the linguistic bi-
ased system and of VENSES are close to the ideal
case (DIg = 0), indicating a good capacity to
correctly differentiate entailment from contradic-
tion cases. EDITS results demonstrate that the
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Ting-biased | E 96.6 985 098 | 0.03
baseline C 40 39.4 1.01
Table 5: Evaluation on entail. and contr. pairs

shallow approach implemented by the system has
no strategies to correctly judge negative examples
(similarly to the WO system), therefore should be
mainly improved with this respect.

We also calculated the CI for every pair of the
dataset, putting into relation each original pair
with all the monothematic pairs derived from it.
Figure 1 shows EDITS and VENSES’s CI on each
pair of our sample.’ Even if the systems obtained
similar performances in the challenge, the second
system seems to behave in an opposite way with
respect to EDITS, showing higher CI for negative
cases than for the positive ones.

3The ideal case CI=1 corresponds to 0 on the logarithmic
scale.

1: Correlation Index on entailment and contradiction pairs for EDITS and VENSES

5 Conclusion and Future work

We have proposed a methodology for the evalu-
ation of TE systems based on the analysis of the
system behaviour on monothematic pairs with re-
spect to the behaviour on corresponding original
pairs. Through the definition of two indicators,
a Correlation Index and a Deviation Index, we
infer evaluation patterns which indicate strength
and weaknesses of the system. As a pilot study,
we have compared two systems that took part in
RTE-5. We discovered that, although the two sys-
tems have similar accuracy on RTE-5 datasets,
they show significant differences in their respec-
tive abilities to manage different linguistic phe-
nomena and to properly combine them. We hope
that the analysis provided by our methodology
may bring interesting elements both to TE system
developers and for deep discussion on the nature
of TE itself.

As future work, we plan to refine the evaluation
methodology introducing the possibility to assign
different relevance to the phenomena.
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Abstract

We compare the performance of three
statistical parsing architectures on the
problem of deriving typed dependency
structures for French. The architectures
are based on PCFGs with latent vari-
ables, graph-based dependency parsing
and transition-based dependency parsing,
respectively. We also study the influ-
ence of three types of lexical informa-
tion: lemmas, morphological features,
and word clusters. The results show that
all three systems achieve competitive per-
formance, with a best labeled attachment
score over 88%. All three parsers benefit
from the use of automatically derived lem-
mas, while morphological features seem
to be less important. Word clusters have a
positive effect primarily on the latent vari-
able parser.

1 Introduction

In this paper, we compare three statistical parsers
that produce typed dependencies for French. A
syntactic analysis in terms of typed grammatical
relations, whether encoded as functional annota-
tions in syntagmatic trees or in labeled depen-
dency trees, appears to be useful for many NLP
tasks including question answering, information
extraction, and lexical acquisition tasks like collo-
cation extraction.

This usefulness holds particularly for French,
a language for which bare syntagmatic trees
are often syntactically underspecified because
of a rather free order of post-verbal comple-
ments/adjuncts and the possibility of subject in-
version. Thus, the annotation scheme of the
French Treebank (Abeillé and Barrier, 2004)
makes use of flat syntagmatic trees without VP

{pascal.denis, henestro} @inria.fr

joakim.nivre@lingfil.uu.se

nodes, with no structural distinction between
complements, adjuncts or post-verbal subjects,
but with additional functional annotations on de-
pendents of verbs.

Parsing is commonly enhanced by using more
abstract lexical information, in the form of mor-
phological features (Tsarfaty, 2006), lemmas
(Seddah et al., 2010), or various forms of clusters
(see (Candito and Seddah, 2010) for references).
In this paper, we explore the integration of mor-
phological features, lemmas, and linear context
clusters.

Typed dependencies can be derived using many
different parsing architectures. As far as statistical
approaches are concerned, the dominant paradigm
for English has been to use constituency-based
parsers, the output of which can be converted
to typed dependencies using well-proven conver-
sion procedures, as in the Stanford parser (Klein
and Manning, 2003). In recent years, it has
also become popular to use statistical dependency
parsers, which are trained directly on labeled de-
pendency trees and output such trees directly, such
as MSTParser (McDonald, 2006) and MaltParser
(Nivre et al., 2006). Dependency parsing has been
applied to a fairly broad range of languages, espe-
cially in the CoNLL shared tasks in 2006 and 2007
(Buchholz and Marsi, 2006; Nivre et al., 2007).

We present a comparison of three statistical
parsing architectures that output typed dependen-
cies for French: one constituency-based architec-
ture featuring the Berkeley parser (Petrov et al.,
2006), and two dependency-based systems using
radically different parsing methods, MSTParser
(McDonald et al., 2006) and MaltParser (Nivre et
al., 2006). These three systems are compared both
in terms of parsing accuracy and parsing times, in
realistic settings that only use predicted informa-
tion. By using freely available software packages
that implement language-independent approaches
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and applying them to a language different from
English, we also hope to shed some light on the
capacity of different methods to cope with the
challenges posed by different languages.

Comparative evaluation of constituency-based
and dependency-based parsers with respect to la-
beled accuracy is rare, despite the fact that parser
evaluation on typed dependencies has been ad-
vocated for a long time (Lin, 1995; Carroll et
al., 1998). Early work on statistical dependency
parsing often compared constituency-based and
dependency-based methods with respect to their
unlabeled accuracy (Yamada and Matsumoto,
2003), but comparison of different approaches
with respect to labeled accuracy is more recent.

Cer et al. (2010) present a thorough analysis of
the best trade-off between speed and accuracy in
deriving Stanford typed dependencies for English
(de Marnefte et al., 2006), comparing a number of
constituency-based and dependency-based parsers
on data from the Wall Street Journal. They con-
clude that the highest accuracy is obtained using
constituency-based parsers, although some of the
dependency-based parsers are more efficient.

For German, the 2008 ACL workshop on pars-
ing German (Kiibler, 2008) featured a shared task
with two different tracks, one for constituency-
based parsing and one for dependency-based pars-
ing. Both tracks had their own evaluation metrics,
but the accuracy with which parsers identified
subjects, direct objects and indirect objects was
compared across the two tracks, and the results
in this case showed an advantage for dependency-
based parsing.

In this paper, we contribute results for a
third language, French, by benchmarking both
constituency-based and dependency-based meth-
ods for deriving typed dependencies. In addi-
tion, we investigate the usefulness of morphologi-
cal features, lemmas and word clusters for each of
the different parsing architectures. The rest of the
paper is structured as follows. Section 2 describes
the French Treebank, and Section 3 describes the
three parsing systems. Section 4 presents the ex-
perimental evaluation, and Section 5 contains a
comparative error analysis of the three systems.
Section 6 concludes with suggestions for future
research.

2 Treebanks

For training and testing the statistical parsers, we
use treebanks that are automatically converted
from the French Treebank (Abeillé and Barrier,
2004) (hereafter FTB), a constituency-based tree-
bank made up of 12,531 sentences from the Le
Monde newspaper. Each sentence is annotated
with a constituent structure and words bear the
following features: gender, number, mood, tense,
person, definiteness, wh-feature, and clitic case.
Nodes representing dependents of a verb are la-
beled with one of 8 grammatical functions.!

We use two treebanks automatically obtained
from FTB, both described in Candito et al.
(2010). FTB-UC is a modified version of the
original constituency-based treebank, where the
rich morphological annotation has been mapped
to a simple tagset of 28 part-of-speech tags, and
where compounds with regular syntax are bro-
ken down into phrases containing several simple
words while remaining sequences annotated as
compounds in FTB are merged into a single token.
Function labels are appended to syntactic category
symbols and are either used or ignored, depending
on the task.

FTB-UC-DEP is a dependency treebank de-
rived from FTB-UC using the classic technique of
head propagation rules, first proposed for English
by Magerman (1995). Function labels that are
present in the original treebank serve to label the
corresponding dependencies. The remaining un-
labeled dependencies are labeled using heuristics
(for dependents of non-verbal heads). With this
conversion technique, output dependency trees are
necessarily projective, and extracted dependen-
cies are necessarily local to a phrase, which means
that the automatically converted trees can be re-
garded as pseudo-projective approximations to the
correct dependency trees (Kahane et al., 1998).
Candito et al. (2010) evaluated the converted trees
for 120 sentences, and report a 98% labeled at-
tachment score when comparing the automatically
converted dependency trees to the manually cor-
rected ones.

'These are SUJ (subject), OBJ (object), A—-OBJ/DE-OBJ
(indirect object with preposition a / de), P-OBJ (indirect

object with another preposition / locatives), MOD (modifier),
ATS/ATO (subject/object predicative complement).
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Figure 1: An example of constituency tree of the FTB-UC (left), and the corresponding dependency tree
(right) for A letter had been sent the week before to the employees.

Figure 1 shows two parallel trees from FTB-UC
and FTB-UC-DEP. In all reported experiments in
this paper, we use the usual split of FTB-UC: first
10% as test set, next 10% as dev set, and the re-
maining sentences as training set.

3 Parsers

Although all three parsers compared are statis-
tical, they are based on fairly different parsing
methodologies. The Berkeley parser (Petrov et
al., 2000) is a latent-variable PCFG parser, MST-
Parser (McDonald et al., 2006) is a graph-based
dependency parser, and MaltParser (Nivre et al.,
2006) is a transition-based dependency parser.

The choice to include two different dependency
parsers but only one constituency-based parser is
motivated by the study of Seddah et al. (2009),
where a number of constituency-based statisti-
cal parsers were evaluated on French, including
Dan Bikel’s implementation of the Collins parser
(Bikel, 2002) and the Charniak parser (Charniak,
2000). The evaluation showed that the Berke-
ley parser had significantly better performance for
French than the other parsers, whether measured
using a parseval-style labeled bracketing F-score
or a CoNLL-style unlabeled attachment score.
Contrary to most of the other parsers in that study,
the Berkeley parser has the advantage of a strict
separation of parsing model and linguistic con-
straints: linguistic information is encoded in the
treebank only, except for a language-dependent
suffix list used for handling unknown words.

In this study, we compare the Berkeley parser
to MSTParser and MaltParser, which have the
same separation of parsing model and linguistic
representation, but which are trained directly on
labeled dependency trees. The two dependency
parsers use radically different parsing approaches

but have achieved very similar performance for a
wide range of languages (McDonald and Nivre,
2007). We describe below the three architectures
in more detail.?

3.1 The Berkeley Parser

The Berkeley parser is a freely available imple-
mentation of the statistical training and parsing
algorithms described in (Petrov et al., 2006) and
(Petrov and Klein, 2007). It exploits the fact that
PCFG learning can be improved by splitting sym-
bols according to structural and/or lexical proper-
ties (Klein and Manning, 2003). Following Mat-
suzaki et al. (2005), the Berkeley learning algo-
rithm uses EM to estimate probabilities on sym-
bols that are automatically augmented with la-
tent annotations, a process that can be viewed
as symbol splitting. Petrov et al. (2006) pro-
posed to score the splits in order to retain only the
most beneficial ones, and keep the grammar size
manageable: the splits that induce the smallest
losses in the likelihood of the treebank are merged
back. The algorithm starts with a very general
treebank-induced binarized PCFG, with order h
horizontal markovisation. created, where at each
level a symbol appears without track of its orig-
inal siblings. Then the Berkeley algorithm per-
forms split/merge/smooth cycles that iteratively
refine the binarized grammar: it adds two latent
annotations on each symbol, learns probabilities
for the refined grammar, merges back 50% of the
splits, and smoothes the final probabilities to pre-
vent overfitting. All our experiments are run us-
ing BerkeleyParser 1.0,> modified for handling

For replicability, models, preprocessing tools and ex-
perimental settings are available at http://alpage.
inria.fr/statgram/frdep.html.

*http://www.eecs.berkeley.edu/
\~petrov/berkeleyParser
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French unknown words by Crabbé and Candito
(2008), with otherwise default settings (order O
horizontal markovisation, order 1 vertical marko-
visation, 5 split/merge cycles).

The Berkeley parser could in principle be
trained on functionally annotated phrase-structure
trees (as shown in the left half of figure 1), but
Crabbé and Candito (2008) have shown that this
leads to very low performance, because the split-
ting of symbols according to grammatical func-
tions renders the data too sparse. Therefore, the
Berkeley parser was trained on FTB-UC without
functional annotation. Labeled dependency trees
were then derived from the phrase-structure trees
output by the parser in two steps: (/) function la-
bels are assigned to phrase structure nodes that
have functional annotation in the FTB scheme;
and (2) dependency trees are produced using the
same procedure used to produce the pseudo-gold
dependency treebank from the FTB (cf. Section 2).

The functional labeling relies on the Maximum
Entropy labeler described in Candito et al. (2010),
which encodes the problem of functional label-
ing as a multiclass classification problem. Specif-
ically, each class is of the eight grammatical func-
tions used in FTB, and each head-dependent pair
is treated as an independent event. The feature
set used in the labeler attempt to capture bilexi-
cal dependencies between the head and the depen-
dent (using stemmed word forms, parts of speech,
etc.) as well as more global sentence properties
like mood, voice and inversion.

3.2 MSTParser

MSTParser is a freely available implementation
of the parsing models described in McDonald
(2006). These models are often described as
graph-based because they reduce the problem
of parsing a sentence to the problem of finding
a directed maximum spanning tree in a dense
graph representation of the sentence. Graph-based
parsers typically use global training algorithms,
where the goal is to learn to score correct trees
higher than incorrect trees. At parsing time a
global search is run to find the highest scoring
dependency tree. However, unrestricted global
inference for graph-based dependency parsing
is NP-hard, and graph-based parsers like MST-

Parser therefore limit the scope of their features
to a small number of adjacent arcs (usually two)
and/or resort to approximate inference (McDon-
ald and Pereira, 2006). For our experiments, we
use MSTParser 0.4.3b* with 1-best projective de-
coding, using the algorithm of Eisner (1996), and
second order features. The labeling of dependen-
cies is performed as a separate sequence classifi-
cation step, following McDonald et al. (2006).

To provide part-of-speech tags to MSTParser,
we use the MEIt tagger (Denis and Sagot, 2009),
a Maximum Entropy Markov Model tagger en-
riched with information from a large-scale dictio-
nary.’ The tagger was trained on the training set
to provide POS tags for the dev and test sets, and
we used 10-way jackknifing to generate tags for
the training set.

3.3 MaltParser

MaltParser® is a freely available implementation
of the parsing models described in (Nivre, 2006)
and (Nivre, 2008). These models are often char-
acterized as transition-based, because they reduce
the problem of parsing a sentence to the prob-
lem of finding an optimal path through an abstract
transition system, or state machine. This is some-
times equated with shift-reduce parsing, but in
fact includes a much broader range of transition
systems (Nivre, 2008). Transition-based parsers
learn models that predict the next state given the
current state of the system, including features over
the history of parsing decisions and the input sen-
tence. At parsing time, the parser starts in an ini-
tial state and greedily moves to subsequent states
— based on the predictions of the model — until a
terminal state is reached. The greedy, determinis-
tic parsing strategy results in highly efficient pars-
ing, with run-times often linear in sentence length,
and also facilitates the use of arbitrary non-local
features, since the partially built dependency tree
is fixed in any given state. However, greedy in-
ference can also lead to error propagation if early
predictions place the parser in incorrect states. For
the experiments in this paper, we use MaltParser

4http: //mstparser.sourceforge.net

Denis and Sagot (2009) report a tagging accuracy of
97.7% (90.1% on unknown words) on the FTB-UC test set.

®http://www.maltparser.org

111



1.3.1 with the arc-eager algorithm (Nivre, 2008)
and use linear classifiers from the LIBLINEAR
package (Fan et al., 2008) to predict the next state
transitions. As for MST, we used the MEIt tagger
to provide input part-of-speech tags to the parser.

4 Experiments

This section presents the parsing experiments that
were carried out in order to assess the state of the
art in labeled dependency parsing for French and
at the same time investigate the impact of different
types of lexical information on parsing accuracy.
We present the features given to the parsers, dis-
cuss how they were extracted/computed and inte-
grated within each parsing architecture, and then
summarize the performance scores for the differ-
ent parsers and feature configurations.

4.1 Experimental Space

Our experiments focus on three types of lexical
features that are used either in addition to or as
substitutes for word forms: morphological fea-
tures, lemmas, and word clusters. In the case
of MaltParser and MSTParser, these features are
used in conjunction with POS tags. Motivations
for these features are rooted in the fact that French
has a rather rich inflectional morphology.

The intuition behind using morphological fea-
tures like tense, mood, gender, number, and per-
son is that some of these are likely to provide ad-
ditional cues for syntactic attachment or function
type. This is especially true given that the 29 tags
used by the MEIt tagger are rather coarse-grained.

The use of lemmas and word clusters, on the
other hand, is motivated by data sparseness con-
siderations: these provide various degrees of gen-
eralization over word forms. As suggested by Koo
et al. (2008), the use of word clusters may also re-
duce the need for annotated data.

All our features are automatically produced:
no features except word forms originate from the
treebank. Our aim was to assess the performance
currently available for French in a realistic setting.

Lemmas Lemmatized forms are extracted us-
ing Lefff (Sagot, 2010), a large-coverage morpho-
syntactic lexicon for French, and a set of heuristics
for unknown words. More specifically, Lefff is

queried for each (word,pos), where pos is the
tag predicted by the MEIt tagger. If the pair is
found, we use the longest lemma associated with
it in Lefff. Otherwise, we rely on a set of simple
stemming heuristics using the form and the pre-
dicted tag to produce the lemma. We use the form
itself for all other remaining cases.’

Morphological Features Morphological fea-
tures were extracted in a way similar to lemmas,
again by querying Lefff and relying on heuristics
for out-of-dictionary words. Here are the main
morphological attributes that were extracted from
the lexicon: mood and tense for verbs; person
for verbs and pronouns; number and gender for
nouns, past participles, adjectives and pronouns;
whether an adverb is negative; whether an adjec-
tive, pronoun or determiner is cardinal, ordinal,
definite, possessive or relative. Our goal was to
predict all attributes found in FTB that are recov-
erable from the word form alone.

Word Form Clusters Koo et al. (2008) have
proposed to use unsupervised word clusters as
features in MSTParser, for parsing English and
Czech. Candito and Crabbé (2009) showed that,
for parsing French with the Berkeley parser, us-
ing the same kind of clusters as substitutes for
word forms improves performance. We now ex-
tend their work by comparing the impact of such
clusters on two additional parsers.

We use the word clusters computed by Can-
dito and Crabbé (2009) using Percy Liang’s im-
plementation® of the Brown unsupervised cluster-
ing algorithm (Brown et al., 1992). It is a bottom-
up hierarchical clustering algorithm that uses a bi-
gram language model over clusters. The result-
ing cluster ids are bit-strings, and various lev-
els of granularity can be obtained by retaining
only the first x bits. Candito and Crabbé (2009)
used the L’Est Républicain corpus, a 125 mil-
lion word journalistic corpus.” To reduce lexi-

"Candito and Seddah (2010) report the following cover-
age for the Lefff: around 96% of the tokens, and 80.1% of
the token types are present in the Lefff (leaving out punctua-
tion and numeric tokens, and ignoring case differences).

Shttp://www.eecs.berkeley.edu/~pliang/
software

‘http://www.cnrtl.fr/corpus/
estrepublicain
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cal data sparseness caused by inflection, they ran
a lexicon-based stemming process on the corpus
that removes inflection marks without adding or
removing lexical ambiguity. The Brown algo-
rithm was then used to compute 1000 clusters of
stemmed forms, limited to forms that appeared at
least 20 times.

We tested the use of clusters with different val-
ues for two parameters: nbbits = the cluster pre-
fix length in bits, to test varying granularities, and
minocc = the minimum number of occurrences in
the L’Est Républicain corpus for a form to be re-
placed by a cluster or for a cluster feature to be
used for that form.

4.2 Parser-Specific Configurations

Since the three parsers are based on different ma-
chine learning algorithms and parsing algorithms
(with different memory requirements and parsing
times), we cannot integrate the different features
described above in exactly the same way. For the
Berkeley parser we use the setup of Candito and
Seddah (2010), where additional information is
encoded within symbols that are used as substi-
tutes for word forms. For MaltParser and MST-
Parser, which are based on discriminative models
that permit the inclusion of interdependent fea-
tures, additional information may be used either
in addition to or as substitutes for word forms.
Below we summarize the configurations that have
been explored for each parser:

e Berkeley:

1. Morphological features: N/A.

2. Lemmas: Concatenated with POS tags
and substituted for word forms.

3. Clusters: Concatenated with morpho-
logical suffixes and substituted for word
forms; grid search for optimal values of
nbbits and minocc.

e MaltParser and MSTParser:
1. Morphological features:
features.

Added as

2. Lemmas: Substituted for word forms
or added as features.

3. Clusters: Substituted for word forms or
added as features; grid search for opti-
mal values of nbbits and minocc.

4.3 Results

Table 1 summarizes the experimental results. For
each parser we give results on the development
set for the baseline (no additional features), the
best configuration for each individual feature type,
and the best configuration for any allowed combi-
nation of the three features types. For the final
test set, we only evaluate the baseline and the best
combination of features. Scores on the test set
were compared using a y>2-test to assess statisti-
cal significance: unless specified, all differences
therein were significant at p < 0.01.

The MSTParser system achieves the best la-
beled accuracy on both the development set and
the test set. When adding lemmas, the best con-
figuration is to use them as substitutes for word
forms, which slightly improves the UAS results.
For the clusters, their use as substitutes for word
forms tends to degrade results, whereas using
them as features alone has almost no impact. This
means that we could not replicate the positive ef-
fect'® reported by Koo et al. (2008) for English
and Czech. However, the best combined con-
figuration is obtained using lemmas instead of
words, a reduced set of morphological features,!!
and clusters as features, with minocc=50, 000 and
nbbits=10.

MaltParser has the second best labeled accu-
racy on both the development set and the test set,
although the difference with Berkeley is not sig-
nificant on the latter. MaltParser has the lowest
unlabeled accuracy of all three parsers on both
datasets. As opposed to MSTParser, all three fea-
ture types work best for MaltParser when used in
addition to word forms, although the improvement
is statistically significant only for lemmas and
clusters. Again, the best model uses all three types
of features, with cluster features minocc=600 and
nbbits=7. MaltParser shows the smallest discrep-
ancy from unlabeled to labeled scores. This might
be because it is the only architecture where label-
ing is directly done as part of parsing.

"Note that the two experiments cannot be directly com-
pared. Koo et al. (2008) use their own implementation of an
MST parser, which includes extra second-order features (e.g.
grand-parent features on top of sibling features).

""As MSTParser training is memory-intensive, we re-

moved the features containing information already encoded
part-of-speech tags.
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Development Set Test Set
Baseline | Morpho | Lemma | Cluster Best Baseline Best
Parser LAS UAS|LAS UAS|LAS UAS|LAS UAS|LAS UAS|LAS UAS|LAS UAS
Berkeley | 85.1 89.3| - — 1859 90.086.5 90.8|86.5 90.8|85.6 89.6|86.8 91.0
MSTParser || 87.2 90.0 | 87.2 90.2|87.2 90.1|87.2 90.1|87.5 90.3|87.6 90.3|88.2 90.9
MaltParser || 86.2 89.0 | 86.3 89.0 | 86.6 89.2 |86.5 89.2|86.9 89.4|86.7 89.3|87.3 89.7

Table 1: Experimental results for the three parsing systems. LAS=labeled accuracy, UAS=unlabeled accuracy, for sentences
of any length, ignoring punctuation tokens. Morpho/Lemma/Cluster=best configuration when using morphological features
only (resp. lemmas only, clusters only), Best=best configuration using any combination of these.

For Berkeley, the lemmas improve the results
over the baseline, and its performance reaches that
of MSTParser for unlabeled accuracy (although
the difference between the two parsers is not sig-
nificant on the test set). The best setting is ob-
tained with clusters instead of word forms, using
the full bit strings. It also gives the best unlabeled
accuracy of all three systems on both the devel-
opment set and the test set. For the more impor-
tant labeled accuracy, the point-wise labeler used
is not effective enough.

Overall, MSTParser has the highest labeled ac-
curacy and Berkeley the highest unlabeled ac-
curacy. However, results for all three systems
on the test set are roughly within one percent-
age point for both labeled and unlabeled ac-
curacy, which means that we do not find the
same discrepancy between constituency-based
and dependency-based parser that was reported
for English by Cer et al. (2010).

Table 2 gives parsing times for the best config-
uration of each parsing architecture. MaltParser
runs approximately 9 times faster than the Berke-
ley system, and 10 times faster than MSTParser.
The difference in efficiency is mainly due to the
fact that MaltParser uses a linear-time parsing al-
gorithm, while the other two parsers have cubic
time complexity. Given the rather small differ-
ence in labeled accuracy, MaltParser seems to be
a good choice for processing very large corpora.

5 Error Analysis

We provide a brief analysis of the errors made by
the best performing models for Berkeley, MST-
Parser and MaltParser on the development set, fo-
cusing on labeled and unlabeled attachment for
nouns, prepositions and verbs. For nouns, Berke-

Bky Malt MST
Tagging _ 0:27 0:27
Parsing 12:19(0:58 (0:18) | 14:12 (12:44)
Func. Lab. | 0:23 _ _
Dep. Conv.| 0:4 _ _
Total 12:46 1:25 14:39

Table 2: Parsing times (min:sec) for the dev set, for the
three architectures, on an imac 2.66GHz. The figures within
brackets show the pure parsing time without the model load-
ing time, when available.

ley has the best unlabeled attachment, followed by
MSTParser and then MaltParser, while for labeled
attachment Berkeley and MSTParser are on a par
with MaltParser a bit behind. For prepositions,
MSTParser is by far the best for both labeled and
unlabeled attachment, with Berkeley and Malt-
Parser performing equally well on unlabeled at-
tachment and MaltParser performing better than
Berkeley on labeled attachment.!> For verbs,
Berkeley has the best performance on both labeled
and unlabeled attachment, with MSTParser and
MaltParser performing about equally well. Al-
though Berkeley has the best unlabeled attach-
ment overall, it also has the worst labeled attach-
ment, and we found that this is largely due to the
functional role labeler having trouble assigning
the correct label when the dependent is a prepo-
sition or a clitic.

For errors in attachment as a function of word
distance, we find that precision and recall on de-
pendencies of length > 2 tend to degrade faster
for MaltParser than for MSTParser and Berkeley,

In the dev set, for MSTParser, 29% of the tokens that
do not receive the correct governor are prepositions (883 out
of 3051 errors), while these represent 34% for Berkeley (992
out of 2914), and 30% for MaltParser (1016 out of 3340).
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with Berkeley being the most robust for depen-
dencies of length > 6. In addition, Berkeley is
best at finding the correct root of sentences, while
MaltParser often predicts more than one root for a
given sentence. The behavior of MSTParser and
MaltParser in this respect is consistent with the re-
sults of McDonald and Nivre (2007).

6 Conclusion

We have evaluated three statistical parsing ar-
chitectures for deriving typed dependencies for
French. The best result obtained is a labeled at-
tachment score of 88.2%, which is roughly on a
par with the best performance reported by Cer et
al. (2010) for parsing English to Stanford depen-
dencies. Note two important differences between
their results and ours: First, the Stanford depen-
dencies are in a way deeper than the surface de-
pendencies tested in our work. Secondly, we find
that for French there is no consistent trend fa-
voring either constituency-based or dependency-
based methods, since they achieve comparable re-
sults both for labeled and unlabeled dependencies.

Indeed, the differences between parsing archi-
tectures are generally small. The best perfor-
mance is achieved using MSTParser, enhanced
with predicted part-of-speech tags, lemmas, mor-
phological features, and unsupervised clusters of
word forms. MaltParser achieves slightly lower
labeled accuracy, but is probably the best option
if speed is crucial. The Berkeley parser has high
accuracy for unlabeled dependencies, but the cur-
rent labeling method does not achieve a compara-
bly high labeled accuracy.

Examining the use of lexical features, we find
that predicted lemmas are useful in all three ar-
chitectures, while morphological features have a
marginal effect on the two dependency parsers
(they are not used by the Berkeley parser). Unsu-
pervised word clusters, finally, give a significant
improvement for the Berkeley parser, but have a
rather small effect for the dependency parsers.

Other results for statistical dependency pars-
ing of French include the pilot study of Candito
et al. (2010), and the work ofSchluter and van
Genabith (2009), which resulted in an LFG sta-
tistical French parser. However, the latter’s re-
sults are obtained on a modified subset of the FTB,

and are expressed in terms of F-score on LFG f-
structure features, which are not comparable to
our attachment scores. There also exist a num-
ber of grammar-based parsers, evaluated on gold
test sets annotated with chunks and dependen-
cies (Paroubek et al., 2005; de la Clergerie et al.,
2008). Their annotation scheme is different from
that of the FTB, but we plan to evaluate the statis-
tical parsers on the same data in order to compare
the performance of grammar-based and statistical
approaches.
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Abstract

As unlexicalized parsing lacks word to-
ken information, it isimportant to inves-
tigate novel parsing features to improve
the accuracy. This paper studies a set of
tree topological (TT) features. They
quantitatively describe the tree shape
dominated by each non-terminal node.
The features are useful in capturing lin-
guistic notions such as grammatical
weight and syntactic branching, which
are factors important to syntactic proc-
essing but overlooked in the parsing lit-
erature. By using an ensemble classifier-
based model, TT features can signifi-
cantly improve the parsing accuracy of
our unlexicalized parser. Further, the
ease of estimating TT feature values
makes them easy to be incorporated into
virtually any mainstream parsers.

1 Introduction

Many state-of-the-art parsers work with lexical-
ized parsing models that utilize the information
and statistics of word tokens (Magerman, 1995;
Callins, 1999, 2003; Charniak, 2000). The per-
formance of lexicalized models is susceptible to
vocabulary variation as lexical statistics is often
corpus-specific (Ratnaparkhi, 1999; Gildea,
2001). As parsers are typically evaluated using
the Penn Treebank (Marcus et al., 1993), which
is based on financia news, the problems of
lexicalized parsing could easily be overlooked.
Unlexicalized models, on the other hand, are
less sensitive to lexical variation and are more
portable across domains. Though the perform-
ance of unlexicalized models was believed not
to exceed that of lexicalized models (Klein &
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Manning, 2003), Petrov & Klein (2007) show
that unlexicalized parsers can match lexicalized
parsers in performance using the grammar rule
splitting technique. Given the practical advan-
tages and the latest development, unlexicalized
parsing deserves further scrutiny.

A profitable direction of research on unlexi-
calized parsing is to investigate novel parsing
features. This paper examines a set of what we
call tree topological (TT) features, including
phrase span, phrase height, tree skewness, etc.
This study is motivated by the fact that conven-
tional parsers rarely consider the shape of
subtrees dominated by these nodes and rely
primarily on matching tags. As a result, an NP
with a complicated structure is treated the same
as an NP that dominates only one word. How-
ever, our study shows that TT features are use-
ful predictors of phrase boundaries, a critical
ambiguity resolution issue. TT features have
two more advantages. First, TT features capture
linguistic properties, such as branching and
grammatical “heaviness’, across different syn-
tactic structures. Second, they are easily com-
putable without the need for extra language re-
sources.

The organization of the paper is as follows.
Section 2 reviews the features commonly used
In parsing. Section 3 provides the details of TT
features in the unlexicalized parser. The parser
is evaluated in Section 4. In Section 5, we
discuss the effectiveness and advantages of TT
features in parsing and possible enhancement.
Thisisfollowed by aconclusion in Section 6.

2 Rdated Work

21 Parsing Features

This section reviews major types of information
in parsing.

Coling 2010: Poster Volume, pages 117-125,
Beijing, August 2010



Tags: The dominant types of information that
drive parsing and chunking algorithms are
POS/syntactic tags, context-free grammar (CFG)
rules, and their statistical properties. Matching
tags against CFG rules to form phrasesis central

to al basic parsing algorithms such as Cocke-

Kasami-Y ounger (CKY) agorithm, and the Ear-

ley algorithm, and the chart parsing.

Word Token-based: Machine learning and sta-
tistical modelling emerged in the 90s as an ideal
computationa approach to feature-rich parsing.
Classifiers can typically capitalize on alarge set
of features in decision making. Magerman
(1995), Ratnaparkh (1999) and Charniak (2000)
used classifiers to model dependencies between
word pairs. They popularized the use word to-
kens as attributes in lexicalized parsing. Collins
(2999, 2003) also integrated information like
head word and distance from head into the sta-
tisical model to enhance probabilistic chart
parsing. Since then, word tokens, head words
and their statistical derivatives have become
standard features in many parsers. Word token
information is also fundamental to dependency
parsing (Kubler et al., 2009) because depend-
ency grammar is rooted in the idea that the head
and the dependent word are related by different
dependency relations.

Semantic-based: Some efforts have also been
made to consider semantic features, such as
sense tags, in parsing. Words are first tagged
with semantic classes, often usng WordNet-
based resources. The lexical semantic class can
be instructive to the selection of the correct
parse from a set of candidate structures. It has
been reported that the lexical semantics of
words is effective in resolving structural ambi-
guity, especialy PP-attachment (Black et al.,
1992; Stetina & Nagao, 1997; Agirre et al.,
2008). Nevertheless, the use of semantic fea
tures has dtill been relatively rare. They incur
overheads in acquiring semantic language re-
sources, such as sensetagged corpora and
WordNet databases. Semantic-based parsing
also requires accurate sense-tagging.

Since substantial gain from tag features is
unlikely in the near future and deriving seman-
tic features is often a tremendous task, thereis a
pressing need to seek for new features, particu-
larly in unlexicalized parsing.
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2.2

In this section, areview of the linguistic motiva-
tion behind the TT featuresis provided.

Grammatical Weight: Apart from syntactic
categories, linguists have long observed that the
number of words (often referred to as “weight”
or “heaviness’) in a phrase can affect syntactic
processing of sentences (Quirk et al., 1985; Wa-
sow, 1997; Rosenbach, 2005). It corresponds
roughly to the span feature described in Section
3.2. The effect of grammatical weight often
manifests in word order variation. Heavy NP
shift, dative aternation, particle movement and
extraposition in English are canonical examples
where “heavy” chunks get didocated to the end
of a sentence. In his corpus analysis, Wasow
(1997) found that weight is a very crucial factor
in determining dative alternation. Hawkins
(1994) also argued that due to processing con-
straints, the human syntactic processor tends to
group an incoming stream of words as rapidly
as possible, preferring smaller chunks on the left.

Linguistic-motivated Features

Tree Topology: CFG-based parsing approach
hides the structural properties of the dominated
subtree from the associated syntactic tag. Struc-
tural topology, or tree shape, however, can be
useful in guiding the parser to group tags into
phrases. Structures significantly deviating from
left/right branching, e.g. center embedding, are
much more difficult to process and rare in pro-
duction (Gibson, 1998). Another example is the
resolution of scope ambiguity in coordinate
structures (CSs). CSs are common but notori-
ougly difficult to parse due to scope ambiguity
when the conjuncts are complex (Collins, 1999;
Kubler et al., 2009). One good cue to the prob-
lem is that humans prefer CSs with parallel in-
ternal syntactic structures (Frazier et al., 2000).
In a corpus-based study, Dubey et al. (2008)
show that structural repetition across conjuncts
is significantly more frequent. The implication
to parsing is that preference should be given to
bracketing in which conjuncts are structurally
similar. TT information can inform the parser of
the structural properties of phrases.

3 An Ensemble-based Par ser

To accommodate a large set of features, we opt
for classifier-based parsing because classifiers



can easily handle many features, as pointed out
in Ratnaparkhi (1999). This is different from
chart parsing models popular in many parsers
(e.g. Coallins, 2003) which require special statis-
tical modelling. Our parser starts from a string
of POS tags without any hints from words. As
in other similar approaches (Abney 1991; Ram-
shaw & Marcus, 1995; Sang, 2001; Sagee &
Lavie, 2005), the first and the foremost problem
that has to be resolved is to identify the bound-
ary points of phrases, without any explicit
grammar rules. Here we adopt the ensemble
learning technique to unveil boundary points, or
chunking points hereafter. Two heterogeneous
and mutually independent attribute feature sets
areintroduced in Section 3.2 and 3.3.
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Our parser has two modules, namely, a chunker
and a phrase recognizer. The chunker locates
the boundaries of chunks while the phrase rec-
ognizer predicts the non-terminal syntactic tag
of the identified chunks, e.g. NP, VP, etc. In the
chunker, we explore a new approach that aims
at identifying chunk boundaries. Assume that
the input of the chunker is atag sequence <x ...
Xp -.- X> Where 0 < n < m. Let y, be the point of
focus between two consecutive tags X, and Xq.1.
The chunker classifies al focus points as either
a chunking point or a merging point at the rele-
vant level. A focus point y, isamerging point if
Xn and X1 are siblings of the same parent node
in the target parse tree. Otherwise, y, is a chunk-
ing point. Consider the tag sequence and the
expected classification of points in the example
below. Chunking points are marked with “%”

and merging pointswith “ +".

Basic Architecture of the Par ser

PRP % VBZ % DT % RB + JJ % NN
He is a very nice guy

The point between RB and JJ is a merging
point because they are siblings of the parent
node ADJP in the target parse tree. The point
between DT and RB is a chunking point since
DT and RB are hot siblings and do not share the
same parent node. Chunks are defined as the
consecutive tag sequences not split up by %.
When a focus point y, is classified as a chunk-
ing point, it effectively means that no fragment
preceding y, can combine with any fragment
following y, to form a phrase, i.e. adistituent.
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Both the chunker and the recognizer are
trained using the Penn Treebank (Marcus et al.,
1993). In addition, we adopt the ensemble tech-
nigue to combine two sets of heterogeneous fea-
tures. The method yields a much more accurate
predictive power (Dietterich, 2000). One neces-
sary and sufficient condition for an ensemble of
classifiers to be more accurate than any of its
individual members is that the classifiers must
be diverse. Table 1 summaries the basic ration-
ale of the parser. The two feature sets will be
further explained in Section 3.2 and 3.3.

* Prepare training data from the Treebank based
on topological & information-theoretic features
* Train the chunker and phrase recognizer using
the ensembl e technique
* For any input tag sequence |,
WHILE | contains more than one element DO
IDENTIFY the status, + or %, of each focus
pointinl
RECOGNIZE the syntactic tag (ST) of each
identified chunk
UPDATE | with the new ST sequence
ENDWHILE
* Display the parse tree
Table 1. Basic rationale of the parser

The learning module acquires the knowledge
encoded in the Penn Treebank to support vari-
ous classification tasks. The input tag sequence
is first fed into the chunker. The phrase recog-
nizer then analyzes the chunker’'s output and
assigns non-terminal syntactic tags (e.g. NP, VP,
etc.) to identified chunks. The updated tag se-
quenceis fed back to the chunker for processing
at the next level. The iteration continues until a
complete parse is formed.

3.2 TreeTopological Feature Set

Tree topological (TT) features describe the
shape of subtrees quantitatively. Our approach
to addressing this problem involves examining a
set of topologicd features, without any assump-
tion of the word tokens. They all have been im-
plemented for chunking.

Node Coordinates (NCs): NCs include the level
of focus (LF) and the relative position (RP) of
the target subtree. The level of focus is defined
as the tota number of levels under the target
node, with the terminal level inclusive while the
RP indicates the linear position of the target
node in that level. As in Figure 1, the LF for



subtree A and B are the same; however, the RP
for subtree A is smaller than that for subtree B.

Soan Ratio (SR): The SR is defined as the total
number of terminal nodes spanned under the
target node and is divided by the length of the
sentence. In Figure 1, the span ratio for the tar-
get node VP at subtree B is 5/12. This ratio il-
lustrates not only how many terminal nodes are
covered by the target node, but aso how far the
target node is from theroot s.

Aspect Ratio (AR): The AR of atarget nodein a
subtree is defined as the ratio of the total num-
ber of non-terminal nodes involved to the total
number of termina nodes spanned. The AR is
aso indicative of the average branching factor
of the subtree.

Skewness Measure (SM): The SM estimates the
degree to which the subtree leans towards either
left or right. In this research, the SV of a subtree
is evaluated by the distribution of the length of
the paths connecting the target node and each
termina node it dominates. The length of a path
from atarget node V to atermina node T is the
number of edges between V and T. For a tree
with nterminal nodes, there are n paths. A pivot
is defined as the [n/2]th terminal node when niis
odd and between [n/2]th and [(n+1)/2]th termi-
nal nodes if n is even, where [ ] is a ceiling
function. The SM is defined as

1 | 2AK-%)

Zpi | o

£>0

Eqgn (2)

where x;is the length of the i-th path pointing to
the i-th terminal node, X and o are the average
and standard deviation of the length of al paths
at that level of focus (LF). p is the distance
measured from the i-th termina node to the
pivot. The distance is postive if the terminal
node is to the left of the pivot, zero if it is right
at the pivot, and negative if the terminal node is
to the right of the pivot. Obvioudly, if the
lengths of al paths are the same in the tree, the
numerator of Egn (1) will be crossed out and the
SM returns to zero. The pivot also provides an
axis of vertical flipping where the SM still holds.
The farther the terminal node from the pivot, the
longer the distance. The distances p provide the
moment factors to quantify the skewness of
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trees. For illustration, let us consider subtree B
with the target node vPp at level of focus (LF) =
4 in Figure 1. Since there are five termina
nodes, the pivot is a the third node vB. The
lengths of the paths x; from left to right in the
subtree are 1, 2, 3, 4, 4 and the moment factors
p for the pathsare 2, 1, O, -1, -2. Assuming that
X and o for al the trees in the Treebank at
level 4 are, say, 2.9 and 1.2 respectively, then
M = -3.55. It implies that subtree B under the
target node VP has a strong right branching ten-
dency, even though it has a very uniform
branching factor which is usually defined as the
number of children at each node.

S Level 5

Subtree A

Subtree B Level 4

Level 2

Level 1

NP

Level 0O
(Termingl Level)

NN IN NNP CC NNP POS NN VB TO VB J NNS
Figure 1. Two different subtreesin the sentence s

In our parser, to determine whether the two
target nodes at level 4, i.e., NP and VP, should
be merged to form a s at level 5 or not, an at-
tribute vector with TT features for both NP and
VP are devised as a training case. The corre-
sponding target attribute is a binary value, i.e,
chunking vs. merging. In addition, a set of if-
merged attributes are introduced. For example,
the attribute SM-if-merged indicates the changes
of the SV if both target nodes are merged. This
is particularly helpful since they are predictive
under our bottom-up derivation strategy.
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Context features are usualy helpful in many
applications of supervised language learning. In
modelling context, one of the most centra
methodological concepts is co-occurrence.
While collocation is the probabilistic co-
occurrence of pure word tokens, colligation is
defined as the co-occurrence of word tokens
with grammatical patterning such as POS cate-

I nformation-Theoretic Featur e Set



gories (Hunston, 2001). In this research, to cap-
ture the colligation without word tokens, a slid-
ing window of 6 POS tags at the neighborhood
of the focus point v, is defined as our first set of
context attributes. In addition, we define a set of
information-theoretic (IT) attributes which re-
flect the likelihood of the fragment collocation.
Various adjacent POS fragments around the
focus point y, are constructed, asin Table 2.

Xn+2 | Xnea|  Colligation mess.

Xn di:8(Xn-1, Xn)
A:8(Xn, Xne1)
A3:8(Xne1, Xne2)

Xn dg:E(Xn-2Xn1, Xn)
0518 (Xn-1Xns Xne1)
ds:§(Xn, Xn+1Xn+2)
Xns3| 07:8(Xne1, XneoXnea)

Table 2. Colligation as context measure in various adjacent
POS fragments where the focus point y, is between x,, and
Xn+1

An n-gram is treated as a 2-gram of an n;-
gram and an n,-gram, where n; + n, = n
(Magerman & Marcus, 1990). The information-
theoretic function {, namely, mutual informa-
tion (MI), quantifies the co-occurrence of frag-
ments. MI compares the probability of observ-
ing n;-gram and n,-gram together to the prob-
ability of observing them by chance (Church &
Hanks, 1989). Here is an example illustrating
the set of attributes. Take the point y, between
RB and JJ in Section 3.1 as an example. d5
represents the M| between (DT RB) and JJ, i.e.
MI(DT/RB, JJ).

X1

Xn-2 Xn-l‘ Xn

X1

Xn+2

X1

Xnt1 || Xne2

Xn+2

34 Multiple Classfications using Ensem-
ble Technique

The basic idea of ensemble techniques involves
considering several classification methods or
multiple outputs to reach a decision. An ensem-
ble of classifiers is a set of classifiers whose
individual decisions are combined in some
way, typically by weighted or un-weighted vot-
ing to classify new examples. Empiricaly
speaking, ensembles methods deliver highly
accurate classifiers by combining less accurate
ones. They tend to yield better results than a
single classifier in those situations when differ-
ent classifiers have different error characteris-
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tics and their errors can compensate each other.
Two questions need to be addressed when
building and using an ensemble that integrates
the predictions of severa classifiers. First, what
data are used to train the classifiers so that the
errors made by one classifier could be remedied
by the other? Second, how are the individual
classifiers fused or integrated to produce a fina
ensemble prediction? As shown in the last two
sections, we address the first question by intro-
ducing two heterogeneous and mutually inde-
pendent attribute feature sets, namely the tree
topologicd (TT) features and information-
theoretic (IT) features. Instead of training all the
features to form a single giant classifier, we
produce two distinct, sometimes diversified,
training sets of datato form two separate mod-
erate classifiers, in the hope that they will pro-
duce a highly accurate prediction. The second
question is addressed by employing the boosting
algorithm. Boosting is an effective method that
produces a very accurate prediction rule by
combining rough and moderately inaccurate
rules of thumb (Schapire & Singer, 2000). It
generates the classifiers in an iterative way. At
the early beginning, an initial base classifier
using a set of training data with equal weight is
first constructed. When the prediction of the
base classifier differs from the expected out-
come, the weight of the poorly predicted datais
increased to an extent based on their misclassi-
fication rate on the preceding classifiers. As a
result, the learning of the subsequent classifier
will focus on learning the training data that are
misclassified, or poorly predicted. This process
continues until a specified number of iterations
is reached or a predefined termination condition
is met. The ensemble prediction is aso a
weighted voting process, where the weight of a
classifier is based on its errors over the training
data used to generate it. The first practica
boosting algorithm, AdaBoost, was introduced
by Freund & Schapire (1997), and solved many
practical difficulties of the earlier boosting algo-
rithms. Table 3 illustrates the main idea of the
algorithm. Interested readers can refer to the
literature for detailed discussion (Freund &
Schapire, 1997; Hastie et al., 2001).



Given: (X, Y1),.-,(Xm: Ym) Wherex; € X, yie Y= {-1, +1}
Initialize D4(i) = Im
Fort=1,.., T
® Train aweak learner using distribution D,
® Get aweak hypothesish, : X — {-1, +1} with error
& = Pri-pdhi(x) # v

® Choose o, :1In[1_£‘j
2 &
® Update:
Dol = W‘)x{e“‘ RO =y,
Z, e ifh(x)#Y,
- D(i)exp(=ayih (%))
Zt
where Z; is anormalization factor
® Output:

H(X) = Sign[T ath(x)]

Table 3. Adaboost agorithm

4 Experimental Results

Table 4 presents some sampled statistics of the
skewness measure (SM) of some major phrase
types, which include vp, NP, S, and PP, based
on Sections 2—21 of the Penn Treebank (Mar-
cuset al., 1993).

VP L2-VP L3-VP L4-VP L5-VP
N 18,406 22,052 18,035 15911
Mean  -1.022  -4454  -4004 -3.738
SD. 1.018  1.406 1438  1.405
oo 284.085* -31.483* -17.216*

NP L2-NP L3-NP L4 -NP L5-NP
N 23270 28172 10,827 8375
Mean 1013 -1.313  -1432 -2171
SD. 1284 2013 1821  1.628
tewe 158.748* 5609  29.614*

S L2-S L3-S L4-S L5-S

N 2233 5020 7,049 7572
Mean 0688 -1825  -1459 -1517
SD. 1229 2732 2451 2128
lgge  54.031%  -7.568* 1.523

PP L2-PP L3-PP L4 -PP L5-PP
N 53589 11,329 11537 5057
Mean  -1.337 -3.322  -3951 -3.301
SD. 0935  1.148 1112 1.183
tore  172.352%  42.073* -33.173*

Table 4. SM values for various phrases (* = the mean in
the column is statistically significantly different from the
mean in the immediately following column, with degree of
freedom in all cases greater than 120)

For illustration purpose, the count of Level 2 vp
subtrees, their SM mean and standard deviation
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are -1022 and 1.018 respectively. We
performed t-tests for difference in means be-
tween various levels, even under the same
phrase type. For example, the t score for the
difference in mean between L2 -VP and L3-VP
is 284.085, which indicates a strong difference
in SV values between the two levels.

The means of all phrases beyond level 2 are
negative, consistent with the fact that English is
generaly a right branching language. When we
compare the SM values across phrase types, it is
easy to notice that vps and pPps have larger
negative values, meaning that the skewness to
the right is more prominent. Even within the
same phrase type, the SM values may differ sig-
nificantly as one moves from its current level to
parent level. The SM offers an indicator that
differentiates different phrase types with differ-
ent syntactic levels. Chunkers can use this addi-
tiona parameter to do chunking better.

Our parsing models were trained and tested
using the Penn Treebank (Marcus et al., 1993).
Following the convention of previous studies,
we pre-processed the trees by removing NULL
elements and functional tags and collapsing
ADVP and PRT into ADVP. Sections 2—21 are
used for training and Section 23 for testing. To
evaluate the contribution of the features, five
different experiments were set up, asin Table 5.

Experiment Featuresinvolved

E1l POS tags only (=baseline)

E2 POSHIT

E3 POSHIT+TT (node coordinates only)
E4 POS+TT (with al features)

E5 All featuresin E3 & E4

Table 5. Parsing featuresin five experiments

El is the basdline experiment with tag fea
tures only. E2 and E4 include additiona IT and
TT features respectively. E3 and E5 are partia
and full mixture of the two feature types. In the
evaluation below, the chunker, phrase recog-
nizer and parser are the same throughout the
five sets of experiments. They only differ in
terms of features used (i.e. E1—E5). We first
study the impact of the feature sets on chunking.
Five chunkers CH1—CHS5 are evaluated.

Table 6 shows the training and test errorsin
five different chunkers in the respective ex-
periments. All chunkers were trained using the
ensemble-based learning. If one compares CH2
and CH4, itisclear that both IT and TT features



enhance sentence chunking but the gain from
TT features (i.e. CH4) is much more substantial.
The best chunkers (CH4 and CH5) reduce the

test error rate from the baseline 4.36% to 3.25%.

Chunkers Trainingerror %  Test error %
CH1 1.66 4.36
CH2 1.53 4.32
CH3 0.69 3.79
CH4 0.33 3.25
CH5 0.45 3.25

Table 6. Performance of the five chunkers

Similarly, the phrase recognizer uses ensem-
ble learning to capture the rule patterns. Instead
of reading off the rules straight from a lookup
table, the learning can predict the syntactic tags
even when it encounters rules not covered in the
treebank. Certainly, the learning allows the rec-
ognizer to take into account features more than
just the tags. The error ratesin training and test-
ing are 0.09% and 0.68% respectively. The
chunker and the phrase recognizer were assem-
bled to form a parser. The features described in
Table 5 were used to construct five parsers. We
use the PARSEVAL measures to compare the
performance as shownin Table 7.

R P F CBs 0CBs <2CBs
P1L 789 776 783 16 487 76.4
P2 819 79.7 808 15 50.6 78.7
P3 851 828 834 14 533 80.2
P4 841 822 831 15 527 78.1
P5 847 834 840 13 546 80.5

Table 7. Performance of five parsers corresponding to five
different experiments E1I—E5

Our basdline parser (Pl) actually performs
quite well. With only tag features, it achieves an
F-score of 78.3%. Both IT and TT features can
separately enhance the parsing performance (P2
and P4). However, the gain from TT features
(78.3>83.1%) is much more than that from IT
features (78.3->80.8%). When the two feature
sets are combined, they consistently produce
better results. The best (P5) has an F-score of
84.0%. Even though the test errors in CH4 and
CHS5 are the same as shown in Table 6, P5 dem-
onstrates that the cooperative effect of utilizing
TT and IT features and leads to better parsing
results.

5 Discussion

5.1 TreeTopology and Structures
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Our study has provided a way to quantitatively
capture linguists various insights that tree to-
pology is helpful in syntactic structure building
(e.g. grammatical weight, subtree shape, etc.).
The SM seems to capture the basic right branch-
ing property. It is noteworthy that Collins (2003)
found that the parsing model that can learn the
branching property of structures delivers amuch
better parsing performance over the one that
cannot. In our case, chunkers refer to TT fea
tures to distinguish different phrase types and
levels, and assign chunking points in such away
that the resulting phrases can be maximally
similar to the trees in the treebank topologically.
Apart from the overall accuracy, one may ask in
what way TT features improve parsing. Here we
provide our preliminary analysis on one syntac-
tic construction that can be benefitted from a
TT-feature-aware parser. The structure is coor-
dinate structures (CSs). A practical cue is that
conjuncts tend to be similar syntactically (and
semantically). TT-feature-aware parsers can
produce more symmetrical conjuncts. All rules
of the form “XP — XP ‘and’” XP’ were ex-
tracted from the training data.

NP L3(-CS L3-(+CS L4(-CS L4-(+C9
N 27,950 222 10,222 605
Mean 1321 -0.397  -1448  -1162
SD. 2010 2190 1806  2.047
togore -6.266* -3.360*

VP L3(-CS L3-(+CS L4(-CS L4-(+C9
N 21,855 197 17,711 324
Mean 4488  -0628  -4.063  -0.793
SD. 1350 2136 1364 1676
togore -25.319* -34.908*

Table 8. TT feature vaues of coordinate structures (+CS =
node that immediately dominates a CS; -CS otherwise; * =
the mean in the column is statistically significantly differ-
ent from the mean in the immediately following column).

We compared the SM of CSand non-CS phrases
using t-tests for mean difference. The t-score is
calculated based on unequal sample sizes and
unequal variances. As shown in Table 8, we
have to rgect the null hypothesis that their
means of the SM, between phrases with and
without a CS are equal at o = 0.0005 signifi-
cance level. In other words, phrases with and
without a CS are satisticaly different. +CS
phrases are much more balanced with a smaller
SM value from -0.4 to -1.2. -CS columns gener-
aly have a much larger SM value, ranging from



-1.321 to -4.488. The SM offers information for
the chunkers to avoid over- or under-chunking
conjuncts in phrases with a coordination marker
(e.g. ‘and).

5.2 Implicationsto Parsing

The findings in Section 4 indicate that the pre-
sented initial version of the unlexicalized parser
performs on a par with the first generation lexi-
calized parsers (e.g. Magerman, 1995). The
promising results have two implications. First,
the integration of IT and TT features produces
substantial gain over the baseline model. TT
features consistently outperform IT features by
a noticeable margin. To the best of our knowl-
edge, TT features have not been systematically
investigated in parsing before. The effectiveness
of these new features suggests that in addition to
improving algorithms, practitioners should not
overlook the development of new features.
Second, the implementation of TT and IT fea
tures is simple and relatively computationally
inexpensive. No extra resources or complicated
algorithms are needed to compute TT features.
Most importantly, they are suitable to the strin-
gent requirements of unlexicalized parsing in
which no word token information is allowed.
The features can be added to other parsers rela
tively easily without substantial changes.

5.3 Further Work

The reported parsing results pertain to the initial
version of the parser. Thereis still room for fur-
ther improvement. First, it would be interesting
to integrate TT features in combination with
other design features (e.g. rule splitting) into the
unlexicalized parser to enhance the results.
Moreover, TT featuresis likely to enhance lexi-
calized parsers too. Second, more detailed
analysis of TT features can be conducted in dif-
ferent syntactic constructions. It is quite possi-
ble that TT features are more useful to some
syntactic structures than others. TT features
seem to be good cues for identifying CSs. It is
possible to compare the outputs from parsers
with and without TT features (e.g. P1 vs. P4).
The contribution of TT features towards specific
constructions can be estimated empiricaly.
Third, an insight from Collins (2003) is that
head words and their POS tags in lexicalized
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parsing can improve parsing. In unlexicalized
models, one can use the head POS tag alone to
approximate similar mechanism.

6 Conclusion

This paper has demonstrated that TT features
give rise to substantial gain in our classifier-
based unlexicalized parser. The IT features have
been explored as well, though the performance
gain is more moderate. TT features can be inex-
pensively computed and flexibly incorporated
into different types of parsers. Our parsing
model matches early lexicalized parsing models
in performance, and has good potentid to do
even better with adjustment and optimization.
The dtatistical analysis of the treebank shows
that TT features are effective in capturing basic
linguistic properties, such as grammatica
weight and branching direction, which are over-
looked in previous studies of parsing. We have
also hinted how TT features may have reduced
chunking errors of CSs by producing balanced
conjuncts. Though the present study focuses on
unlexicalized parsing, it is likely that TT fea
tures can contribute to accuracy enhancement in
other parsing models as well.
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Abstract

This paper proposes an approach to im-
prove graph-based dependency parsing by
using decision history. We introduce a
mechanism that considers short dependen-
cies computed in the earlier stages of pars-
ing to improve the accuracy of long de-
pendencies in the later stages. This re-
lies on the fact that short dependencies are
generally more accurate than long depen-
dencies in graph-based models and may
be used as features to help parse long de-
pendencies. The mechanism can easily
be implemented by modifying a graph-
based parsing model and introducing a set
of new features. The experimental results
show that our system achieves state-of-
the-art accuracy on the standard PTB test
set for English and the standard Penn Chi-
nese Treebank (CTB) test set for Chinese.

1 Introduction

Dependency parsing is an approach to syntactic
analysis inspired by dependency grammar. In re-
cent years, interest in this approach has surged due
to its usefulness in such applications as machine
translation (Nakazawa et al., 2006), information
extraction (Culotta and Sorensen, 2004).
Graph-based parsing models (McDonald and
Pereira, 2006; Carreras, 2007) have achieved
state-of-the-art accuracy for a wide range of lan-
guages as shown in recent CoNLL shared tasks
(Buchholz et al., 2006; Nivre et al., 2007). How-
ever, to make parsing tractable, these models are
forced to restrict features over a very limited his-
tory of parsing decisions (McDonald and Pereira,
2006; McDonald and Nivre, 2007). Previous
work showed that rich features over a wide range
of decision history can lead to significant im-

provements in accuracy for transition-based mod-
els (Yamada and Matsumoto, 2003a; Nivre et al.,
2004).

In this paper, we propose an approach to im-
prove graph-based dependency parsing by using
decision history. Here, we make an assumption:
the dependency relations between words with a
short distance are more reliable than ones between
words with a long distance. This is supported by
the fact that the accuracy of short dependencies
is in general greater than that of long dependen-
cies as reported in McDonald and Nivre (2007)
for graph-based models. Our idea is to use deci-
sion history, which is made in previous scans in a
bottom-up procedure, to help parse other words in
later scans. In the bottom-up procedure, short de-
pendencies are parsed earlier than long dependen-
cies. Thus, we introduce a mechanism in which
we treat short dependencies built earlier as deci-
sion history to help parse long dependencies in
later stages. It can easily be implemented by mod-
ifying a graph-based parsing model and designing
a set of features for the decision history.

To demonstrate the effectiveness of the pro-
posed approach, we present experimental results
on English and Chinese data. The results indi-
cate that the approach greatly improves the accu-
racy and that richer history-based features indeed
make large contributions. The experimental re-
sults show that our system achieves state-of-the-
art accuracy on the data.

2 Motivation

In this section, we present an example to show
the idea of using decision history in a dependency
parsing procedure.

Suppose we have two sentences in Chinese, as
shown in Figures 1 and 2, where the correct de-
pendencies are represented by the directed links.
For example, in Figure 1 the directed link from
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w3:K(bought) to ws:T5(books) mean that ws is
the head and ws is the dependent. In Chinese,
the relationship between clauses is often not made
explicit and two clauses may simply be put to-
gether with only a comma (Li and Thompson,
1997). This makes it hard to parse Chinese sen-
tences with several clauses.

LemTTTs -~ ROOT

FAE I OK TooB A o X T H
(last year) (1) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books)
w1 w2 w3 w4 w5  wb w7 w8 w9 w10 wit w12
(Last year | bought some books and this year he also bought some books.)

Figure 1: Example A

ROOT e -

EZE WX room A Wm0 X roB
(last year) (1) (bought) (NULL) (books) (,) (this year) (also) (bought) (NULL) (books)

w1 w2 w3 w4 wbs  we w7 w8 w9 w10 w11
(Last year | bought some books and this year too)

Figure 2: Example B

If we employ a graph-based parsing model,
such as the model of (McDonald and Pereira,
2006; Carreras, 2007), it is difficult to assign the
relations between ws and wyg in Example A and
between w3 and wg in Example B. For simplicity,
we use w;' to refer to w; of Example A and w? to
refer to w; of Example B in what follows.

The key point is whether the second clauses are
independent in the sentences. The two sentences
are similar except that the second clause of Exam-
ple A is an independent clause but that of Exam-
ple B is not. w{}, is the root of the second clause
of Example A with subject w§', while w& is the
root of the second clause of Example B, but the
clause does not have a subject. These mean that
the correct decisions are to assign w}, as the head
of w4 and w¥ as the head of w&, as shown by the
dash-dot-lines in Figures 1 and 2.

However, the model can use very limited infor-
mation. Figures 3-(a) and 4-(a) show the right
dependency relation cases and Figures 3-(b) and
4-(b) show the left direction cases. For the right
direction case of Example A, the model has the
information about w3"’s rightmost child w# and
wil’s leftmost child w§' inside w4' and w{}), but it
does not have information about the other children

.

ES R i it . Ah fir B D T 15
(last year) (1) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books)

w1 w2 w3 w4 w5 wbe w7 w8 w9 w10 wilt w12
(@)

FE R OK 7 + e fe B % 7 it

(last year) (1) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books)

wi w2 w3 w4 w5 we w7 w8 w9 w10 wit w12
(b)

Figure 3: Example A: two directions

A =

BEORE T OB A W % T p
(last year) (I) (bought) (NULL) (books) (,) (this year) (also) (bought) (NULL) (books)
w1 w2 w3 w4 ws  we w7 w8 w9 w10 w11
(a)
X/_\\
EORE T B AE W K T B
(last year) (1) (bought) (NULL) (books) (,) (this year) (also) (bought) (NULL) (books)
w1 w2 w3 w4 ws  we w7 w8 w9 w10 w11

(b)

Figure 4: Example B: two directions

(such as wg') of w4 and w1}, which may be useful
for judging the relation between wg“ and w{‘o. The
parsing model can not find the difference between
the syntactic structures of two sentences for pairs
(w4, wip) and (w¥, wf). If we can provide the in-
formation about the other children of w4 and wi}
to the model, it becomes easier to find the correct
direction between w4' and wi}.

Next, we show how to use decision history to
help parse w{,f‘ and wﬁ) of Example A.

In a bottom up procedure, the relations between
the words inside [w4', w{}] are built as follows
before the decision for w4 and wih. In the first
round, we build relations for neighboring words
(word distance'=1), such as the relations between
w4 and wj' and between w4 and w£'. In the sec-
ond round, we build relations for words of dis-
tance 2, and then for longer distance words until
all the possible relations between the inside words
are built. Figure 5 shows all the possible relations
inside [w3!, w{}] that we can build. To simplify,
we use undirected links to refer to both directions

"Word distance between w; and wj is |j — 4.
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of dependency relations between words in the fig-
ure.

RE R OE rooB , A

fu D 7 3
(last year) (1) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books)
wi w2 w3 w4 wb we w7 w8 w9 w10 wit w12

Figure 5: Example A: first step

Then given those inside relations, we choose
the inside structure with the highest score for each
direction of the dependency relation between wg“
and wil. Figure 6 shows the chosen structures.
Note that the chosen structures for two directions
could either be identical or different. In Figure

6-(a) and -(b), they are different.

FE X 7 + . B fib 2 % B
(last year) (1) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books)
w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 will w12
(@
K—&
EKE R X 7 & e fr % B
(last year) (1) (bought) (NULL) (books) (,) (this year) (he) (also) (bought) (NULL) (books)
w1 w2 w3 w4 w5 wb w7 w8 w9 w10 will w12

(b)

Figure 6: Example A: second step

Finally, we use the chosen structures as deci-
sion history to help parse wé“ and wﬁ). For ex-
ample, the fact that wé“ is a dependent of wf‘o is
a clue that suggests that the second clause may be
independent. This results in w1}, being the head of
wi

This simple example shows how to use the de-
cision history to help parse the long distance de-

pendencies.

3 Background: graph-based parsing
models

Before we describe our method, we briefly intro-
duce the graph-based parsing models. We denote
input sentence w by w = (wq, w1, ..., Wy, ), Where
wo = ROQOT is an artificial root token inserted at

the beginning of the sentence and does not depend
on any other token in w and w; refers to a word.

We employ the second-order projective graph-
based parsing model of Carreras (2007), which is
an extension of the projective parsing algorithm of
Eisner (1996).

The parsing algorithms used in Carreras (2007)
independently find the left and right dependents of
a word and then combine them later in a bottom-
up style based on Eisner (1996). A subtree that
spans the words in [s,t] (and roots at s or t) is
represented by chart item [s, t, right/left,C /1],
where right (left) indicates that the root of the sub-
tree is s (t) and C' means that the item is complete
while I means that the item is incomplete (Mc-
Donald, 2006). Here, complete item in the right
(left) direction means that the words other than s
(t) cannot have dependents outside [s,¢] and in-
complete item in the right (left) direction, on the
other hand, means that ¢ (s) may have dependents
outside [s, t]. In addition, t (s) is the direct depen-
dent of s () in the incomplete item with the right
(left) direction.

Larger chart items are created from pairs of
smaller chart items by the bottom-up procedure.
Figure 7 illustrates the cubic parsing actions of the
Eisner’s parsing algorithm (Eisner, 1996) in the
right direction, where s, r, and ¢ refer to the start
and end indices of the chart items. In Figure 7-
(a), all the items on the left side are complete and
represented by triangles, where the triangle of [s,
r] is complete item [s, 7, —, C] and the triangle of
[r + 1, t] is complete item [r + 1, ¢, <, C]. Then
the algorithm creates incomplete item [s, t, —, I]
(trapezoid on the right side of Figure 7-(a)) by
combining the chart items on the left side. This
action builds the dependency from s to ¢. In Fig-
ure 7-(b), the item of [s, r] is incomplete and
the item of [r, ] is complete. Then the algo-
rithm creates complete item [s, ¢, —, C]. For the
left direction case, the actions are similar. Note
that only the actions of creating the incomplete
chart items build new dependency relations be-
tween words, while the ones of creating the com-
plete items merge the existing structures without
building new relations.

Once the parser has considered the dependency
relations between words of distance 1, it goes on
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to dependency relations between words of dis-
tance 2, and so on by the parsing actions. For
words of distance 2 and greater, it considers ev-
ery possible partition of the structures into two
parts and chooses the one with the highest score
for each direction. The score is the sum of the fea-
ture weights of the chart items. The features are
designed over edges of dependency trees and the
weights are given by model parameters (McDon-
ald and Pereira, 2006; Carreras, 2007). We store
the obtained chart items in a table. The chart item
includes the information on the optimal splitting
point of itself. Thus, by looking up the table, we
can obtain the best tree structure (with the highest
score) of any chart item.

BN

Figure 7: Cubic parsing actions of Eisner (1996)

- h
S t

(b)

4 Parsing with decision history

As mentioned above, the actions for creating
the incomplete items build the relations between
words. In this study, we only consider using his-
tory information when creating incomplete items.

4.1 Decision history

Suppose we are going to compute the scores of
the relations between wg and w;. There are two
possible directions for them.

By using the bottom-up style algorithm, the
scores of the structures between words with dis-
tance < |s—t| are computed in previous scans and
the structures are stored in the table. We divide
the decision history into two types: history-inside
and history-outside. The history-inside type is the

decision history made inside [s,t] and the history-
outside type is the history made outside [s,t].

4.1.1 History-inside

We obtain the structure with the highest score
for each direction of the dependency between w;
and w;. Figure 8-(b) shows the best solution (with
the highest score) of the left direction, where the
structure is split into two parts, [s, 1, —, C] and
[r1 + 1,t,<—, C]. Figure 8-(c) shows the best so-
lution of the right case, where the structure is split
into two parts, [s, 2, —, C] and [ro + 1,t,+, C].

(a)

Figure 8: History-inside

By looking up the table, we have a subtree that
roots at w; on the right side of w; and a subtree
that roots at w; on the left side of w;. We use these
structures as the information on history-inside.

4.1.2 History-outside

For history-outside, we try to obtain the sub-
tree that roots at ws on the left side of w, and
the one that roots at w; on the right side of wy.
However, compared to history-inside, obtaining
history-outside is more complicated because we
do not know the boundaries and the proper struc-
tures of the subtrees. Here, we use an simple
heuristic method to find a subtree whose root is
at ws on the left side of ws and one whose root is
at wy on the right side of wy.

We introduce two assumptions: 1) The struc-
ture within a sub-sentence 2 is more reliable than
the one that goes across from sub-sentences. 2)
More context (more words) can result in a better
solution for determining subtree structures.

To simplify, we split one sentence into sub-sentences

with punctuation marks.
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Algorithm 1 Searching for

boundaries
1: Input: w, s,t

2: fork=s—1to1do

3 if(isPunct(wy)) break;

4 if(s —k >=1t — s — 1) break
5: end for
6
7
8
9

history-outside

cbs =k

s fork =¢+1to|w| do

:  if(isPunct(wy)) break;

: if(k —t >=t — s — 1) break
10: end for
11: bt = k
12: Output: by, by

Under these two assumptions, Algorithm 1
shows the procedure for searching for history-
outside boundaries, where by is the boundary for
for the descendants on the left side of ws , b;
is the boundary for searching the descendants on
the right side of w;, and isPunct is the function
that checks if the word is a punctuation mark. by
should be in the same sub-sentence with s and
|s — bs| should be less than |t — s|. b; should be in
the same sub-sentence with ¢ and |b; — t| should
be less than |t — s|.

Next we try to find the subtree structures. First,
we collect the part-of-speech (POS) tags of the
heads of all the POS tags in training data and
remove the tags that occur fewer than 10 times.
Then, we determine the directions of the relations
by looking up the collected list. For b, and s, we
check if the POS tag of ws could be the head tag
of the POS tag of wy, by looking up the list. If
so, the direction d is <—. Otherwise, we check if
the POS tag of wp, could be the head tag of the
POS tag of w;. If so, d is —, else d is +. Fi-
nally, we obtain the subtree of w, from chart item
[bs, s, d, I]. Similarly, we obtain the subtree of w.
Figure 9 shows the history-outside information for
ws and wy, where the relation between wy, and w;
and the relation between wj, and w; will be de-
termined by the above method. We have subtree
[rs, s, left, C] that roots at ws on the left side of
w, and subtree [t, ¢, right, C] that roots at w; on
the right side of w; in Figure 9-(b) and (c).

4.2 Parsing algorithm

Then, we explain how to use these decision his-
tory in the parsing algorithm. We use Lg; to rep-

by rg s t nob
, N m— )
ol

b rg s t r by
(c)

Figure 9: History-outside

resent the scores of basic features for the left di-
rection and R for the right case. Then we design
history-based features (described in Section 4.3)
based on the history-inside and history-outside in-
formation, as mentioned above. Finally, we up-
date the scores with the ones of the history-based
features by the following equations:

L =Lg+ LY (1)
RY = Ry +RY )

where L], and R}, refer to the updated scores, Lg{

and Rg{ refer to the scores of the history-based
features.

Algorithm 2 Parsing algorithm

1: Initialization: V'[s, s, dir, I/C] = 0.0 Vs, dir
2: for k =1tondo

3 for s =0ton — k do
4 t=s+k
5: % Create incomplete items
6: Ly=Vs,t,+, [|[=mazs<,<:VI(r);
7: Ry =Vs,t,—, I|= mazs<r<:VI(T);
8 Calculate LY and R ;
9: % Update the scores of incomplete chart items
10: Vs, t,«, I]=L},=Ls + LY
11: Vs, t,—, []=R},=Rs + RY
12: % Create complete items
13: Vs, t, =, Cl=mazs<r<:VC(r);
14: Vs, t,—, Cl=mazs<,<:VC(r);
15: end for
16: end for

Algorithm 2 is the parsing algorithm with
the history-based features, where V'[s, ¢, dir, I /C]
refers to the score of chart item [s, ¢, dir, I /C],
VI(r) is a function to search for the optimal
sibling and grandchild nodes for the incomplete
items (line 6 and 7) (Carreras, 2007) given the
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splitting point r and return the score of the struc-
ture, and V' C(r) is a function to search for the op-
timal grandchild node for the complete items (line
13 and 14). Compared with the parsing algorithms
of Carreras (2007), Algorithm 2 uses history in-
formation by adding line 8, 10, and 11.

In Algorithm 2, it first creates chart items with
distance 1, then goes on to chart items with dis-
tance 2, and so on. In each round, it searches for
the structures with the highest scores for incom-
plete items shown at line 6 and 7 of Algorithm 2.
Then we update the scores with the history-based
features by Equation 1 and Equation 2 at line 10
and 11 of Algorithm 2. However, note that we can
not guarantee to find the candidate with the high-
est score with Algorithm 2 because new features
violate the assumptions of dynamic programming.

4.3 History-based features

In this section, we design features that capture the
history information in the recorded decisions.

For a dependency between two words, say s and
t, there are four subtrees that root at s or t. We de-
sign the features by combining s, ¢ with each child
of s and ¢ in the subtrees. The feature templates
are shown as follows: (In the following, ¢ means
one of the children of s and ¢, and the nodes in the
templates are expanded to their lexical form and
POS tags to obtain actual features.):

C+Dir this feature template is a 2-tuple con-
sisting of (1) a ¢ node and (2) the direction of the
dependency.

C+Dir+S/C+Dir+T this feature template is a 3-
tuple consisting of (1) a ¢ node, (2) the direction
of the dependency, and (3) a s or ¢ node.

C+Dir+S+T this feature template is a 4-tuple
consisting of (1) a ¢ node, (2) the direction of the
dependency, (3) a s node, and (4) a ¢ node.

fCo S Cg I ¥l ¢y t Co I3

Figure 10: Structure of decision history

We use SHI to represent the subtree of s in
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the history-inside, T'H I to represent the one of ¢
in the history-inside, SHO to represent the one
of s in the history-outside, and 7'H O to represent
the one of ¢ in the history-outside. Based on the
subtree types, the features are divided into four
sets: Fsgr, Frgr, Fsgo, and Frygo refer to the
features related to the children that are in subtrees
SHI,THI, SHO, and T HO respectively.

Figure 10 shows the structure of decision his-
tory of a left dependency (between s and ?) re-
lation. For the right case, the structure is simi-
lar. In the figure, SH I is chart item [s, 1, —, C],
THI is chart item [r; + 1,¢,«,C], SHO is
chart item [ro, s, +, C], and THO is chart item
[t,r3, —, C]. We use cg;, i, Cso, and ¢y, to repre-
sent a child of s/t in subtrees SHI, THI, SHO,
and T'H O respectively. The lexical form features
of Fsprand Fspo are listed as examples in Table
1, where “L” refers to the left direction. We can
also expand the nodes in the templates to the POS
tags. Compared with the algorithm of Carreras
(2007) that only considers the furthest children of
s and t, Algorithm 2 considers all the children.

Table 1: Lexical form features of Fszr and Fsgo

template Fsur Fsuo

C+DIR word-cg;+L word-cso+L
C+DIR+S | word-cs;+L+word-s | word-cso+L+word-s
C+DIR+T | word-cs;+L+word-t | word-cs,+L+word-t
C+DIR word-cs;+L word-cso+L

+S+T +word-s+word-t +word-s+word-t

4.4 Policy of using history

In practice, we define several policies to use the
history information for different word pairs as fol-
lows:

o All: Use the history-based features for all the
word pairs without any restriction.

e Sub-sentences: use the history-based fea-
tures only for the relation of two words from
sub-sentences. Here, we use punctuation
marks to split sentences into sub-sentences.

e Distance: use the history-based features for
the relation of two words within a predefined
distance. We set the thresholds to 3, 5, and
10.



5 Experimental results

In order to evaluate the effectiveness of the
history-based features, we conducted experiments
on Chinese and English data.

For English, we used the Penn Treebank (Mar-
cus et al., 1993) in our experiments and the tool
“Penn2Malt”3 to convert the data into dependency
structures using a standard set of head rules (Ya-
mada and Matsumoto, 2003a). To match previous
work (McDonald and Pereira, 2006; Koo et al.,
2008), we split the data into a training set (sec-
tions 2-21), a development set (Section 22), and a
test set (section 23). Following the work of Koo
et al. (2008), we used the MXPOST (Ratnaparkhi,
1996) tagger trained on training data to provide
part-of-speech tags for the development and the
test set, and we used 10-way jackknifing to gener-
ate tags for the training set.

For Chinese, we used the Chinese Treebank
(CTB) version 4.0* in the experiments. We also
used the “Penn2Malt” tool to convert the data and
created a data split: files 1-270 and files 400-931
for training, files 271-300 for testing, and files
301-325 for development. We used gold stan-
dard segmentation and part-of-speech tags in the
CTB. The data partition and part-of-speech set-
tings were chosen to match previous work (Chen
et al., 2008; Yu et al., 2008).

We measured the parser quality by the unla-
beled attachment score (UAS), i.e., the percentage
of tokens with the correct HEAD 3. And we also
evaluated on complete dependency analysis.

In our experiments, we implemented our sys-
tems on the MSTParser® and extended with
the parent-child-grandchild structures (McDonald
and Pereira, 2006; Carreras, 2007). For the base-
line systems, we used the first- and second-order
(parent-sibling) features that were used in Mc-
Donald and Pereira (2006) and other second-order
features (parent-child-grandchild) that were used
in Carreras (2007). In the following sections, we
call the second-order baseline systems Baseline

3http://w3.msi.vxu.se/ nivre/research/Penn2Malt.html

*http://www.cis.upenn.edu/chinese/.

3As in previous work, English evaluation ignores any to-
ken whose gold-standard POS tag is one of {*" > : , .} and
Chinese evaluation ignores any token whose tag is “PU”.

®http://mstparser.sourceforge.net

and our new systems OURS.

5.1 Results with different feature settings

In this section, we test our systems with different
settings on the development data.

Table 2: Results with different policies

Chinese | English
Baseline | §9.04 92.43
D 88.73 92.27
Ds 88.90 92.36
Ds 89.10 92.59
Do 89.32 92.57
Dy 89.57 92.63

Table 2 shows the parsing results when we used
different policies defined in Section 4.4 with all
the types of features, where Dy, refers to apply-
ing the policy: sub-sentence, D; refers to apply-
ing the policy: all, and D351 refers to applying
the policy: distance with the predefined distance
3, 5, or 10. The results indicated that the accu-
racies of our systems decreased if we used the
history information for short distance words. The
system with D, performed the best.

Table 3: Results with different types of Features

Chinese | English
Baseline | 89.04 92.43
+Fsmr 89.14 92.53
+FrHr 89.33 92.35
+Fsmo | 89.25 92.47
+Fruo | 88.99 92.54

Then we investigated the effect of different
types of the history-based features. Table 3 shows
the results with policy Dy,;. From the table, we
found that Frpy; provided the largest improve-
ment for Chinese and Frpo performed the best
for English.

In what follows, we used Dy, as the policy for
all the languages, the features Fspr + Fryr +
Fso for Chinese, and the features Fgp; +
Fsro + Fryo for English.

5.2 Main results

The main results are shown in the upper parts of
Tables 4 and 5, where the improvements by OURS
over the Baselines are shown in parentheses. The
results show that OURS provided better perfor-
mance over the Baselines by 1.02 points for Chi-
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Table 4: Results for Chinese
UAS

Complete

Baseline 88.41 48.85
OURS 89.43(+1.02) | 50.86
OURS+STACK | 89.53 49.42
Zhao2009 87.0 -

Yu2008 87.26 -

STACK 88.95 49.42
Chen2009 89.91 48.56

nese and 0.29 points for English. The improve-
ments of (OURS) were significant in McNemar’s
Test with p < 10~ for Chinese and p < 10~2 for
English.

5.3 Comparative results

Table 4 shows the comparative results for Chinese,
where Zhao2009 refers to the result of (Zhao et
al., 2009), Yu2008 refers to the result of Yu et
al. (2008), Chen2009 refers to the result of Chen
et al. (2009) that is the best reported result on
this data, and STACK refers to our implementa-
tion of the combination parser of Nivre and Mc-
Donald (2008) using our baseline system and the
MALTParser’. The results indicated that OURS
performed better than Zhao2009, Yu2008, and
STACK, but worse than Chen2009 that used large-
scale unlabeled data (Chen et al., 2009). We also
implemented the combination system of OURS
and the MALTParser, referred as OURS+STACK
in Table 4. The new system achieved further im-
provement. In future work, we can combine our
approach with the parser of Chen et al. (2009).
Table 5 shows the comparative results for En-
glish, where Y&M?2003 refers to the parser of Ya-
mada and Matsumoto (2003b), CO2006 refers to
the parser of Corston-Oliver et al. (2006), Z&C
2008 refers to the combination system of Zhang
and Clark (2008), STACK refers to our implemen-
tation of the combination parser of Nivre and Mc-
Donald (2008), KOO2008 refers to the parser of
Koo et al. (2008), Chen2009 refers to the parser
of Chen et al. (2009), and Suzuki2009 refers to
the parser of Suzuki et al. (2009) that is the best
reported result for this data. The results shows
that OURS outperformed the first two systems that
were based on single models. Z&C 2008 and
STACK were the combination systems of graph-

"http://www.maltparser.org/

Table 5: Results for English

UAS Complete

Baseline 91.92 44.28
OURS 92.21 (+0.29) | 45.24

Y &M2003 90.3 38.4
C02006 90.8 37.6
7.&C2008 92.1 454
STACK 92.53 47.06
KOO2008 93.16 -
Chen2009 93.16 47.15
Suzuki2009 | 93.79 -

based and transition-based models. OURS per-
formed better than Z&C 2008, but worse than
STACK. The last three systems that used large-
scale unlabeled data performed better than OURS.

6 Related work

There are several studies that tried to overcome
the limited feature scope of graph-based depen-
dency parsing models .

Nakagawa (2007) proposed a method to deal
with the intractable inference problem in a graph-
based model by introducing the Gibbs sampling
algorithm. Compared with their approach, our ap-
proach is much simpler yet effective. Hall (2007)
used a re-ranking scheme to provide global fea-
tures while we simply augment the features of an
existing parser.

Nivre and McDonald (2008) and Zhang and
Clark (2008) proposed stacking methods to com-
bine graph-based parsers with transition-based
parsers. One parser uses dependency predictions
made by another parser. Our results show that our
approach can be used in the stacking frameworks
to achieve higher accuracy.

7 Conclusions

This paper proposes an approach for improving
graph-based dependency parsing by using the de-
cision history. For the graph-based model, we
design a set of features over short dependen-
cies computed in the earlier stages to improve
the accuracy of long dependencies in the later
stages. The results demonstrate that our proposed
approach outperforms baseline systems by 1.02
points for Chinese and 0.29 points for English.
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Abstract

We conduct a series of Part-of-Speech
(POS) Tagging experiments using Ex-
pectation Maximization (EM), Varia-
tional Bayes (VB) and Gibbs Sampling
(GS) against the Chinese Penn Tree-
bank. We want to first establish a base-
line for unsupervised POS tagging in
Chinese, which will facilitate future re-
search in this area. Secondly, by com-
paring and analyzing the results between
Chinese and English, we highlight some
of the strengths and weaknesses of each
of the algorithms in POS tagging task
and attempt to explain the differences
based on some preliminary linguistics
analysis. Comparing to English, we find
that all algorithms perform rather poorly
in Chinese in 1-to-1 accuracy result but
are more competitive in many-to-1 accu-
racy. We attribute one possible explana-
tion of this to the algorithms’ inability to
correctly produce tags that match the
desired tag count distribution.

1 Introduction

Recently, there has been much work on
unsupervised POS tagging using Hidden
Markov Models (Johnson, 2007; Goldwater &
Griffiths, 2007). Three common approaches are
Expectation Maximization (EM), Variational
Bayes (VB) and Gibbs Sampling (GS). EM was
first used in POS tagging in (Merialdo, 1994)
which showed that except in conditions where
there are no labeled training data at all, EM
performs very poorly. Gao and Johnson (2008)
compared EM, VB and GS in English against
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the Penn Treebank Wall Street Journal (WSJ)
text. Their experiments on English showed that
GS outperforms EM and VB in almost all cases.
Other notable studies in the unsupervised and
semi-supervised POS domain include the use of
prototype examples (Haghighi & Klien, 2006),
dictionary constraints to guide the algorithms
(Elworthy 1994; Banko & Moore 2004) and
Bayseian LDA-based model (Toutanova and
Johnson, 2007).

To our knowledge, little work has been done
on unsupervised POS tagging in Chinese against
the Chinese Penn Treebank (CTB). The work
in Chinese POS tagging has been predominately
in the supervised fashion (Huang et al. 2009;
Chang & Chen, 1993; Ng & Low, 2004) and
achieve accuracy of 92.25% using a traditional
ngram HMM tagger. For English, a supervised
trigram tagger achieves an accuracy of 96.7%
against the Penn Treebank (Thorsten, 2000).

In this study, we analyze and compare the
performance of three classes of unsupervised
learning algorithms on Chinese and report the
experimental results on the CTB. We establish
a baseline for unsupervised POS tagging in
Chinese. We then compare and analyze the
results between Chinese and English, we
explore some of the strengths and weaknesses
of each of the algorithms in POS tagging task
and attempt to explain the differences based on
some preliminary linguistics analysis.

2 Models

In this section, we provide a brief overview of
the three unsupervised learning methods for
POS tagging as described in (Gao & Johnson,
2008), which all uses a traditional bigram Hid-
den Markov Model (HMM). HMM is a well-

Coling 2010: Poster Volume, pages 135-143,
Beijing, August 2010



known statistical model, used for sequential
modeling. To put it formally, let T =
{t1, - tiy s tj, o, )} bE the set of possible
states and W = {wy, ..., w, ..., wy|} be the set
of possible observations. In the case for POS
tagging using a bigram model, the set T corres-
ponds to the set of POS tags and the set W cor-
responds to the set of words in the language.

it = ey
—O=0O—=0—
@ @P(wkfj)‘bﬂc @

Op-y O =Wy Onti

Figure 1. Graphical model of an HMM for a
bigram POS tagger. The top row represents a
sequence of hidden states where each is condi-
tionally dependent only on the previous state
and the bottom row represents a sequence of
observations where each is conditionally depen-
dent only on the current state.

An HMM models a sequence of discrete ob-
servations oq.y = {04, ...,0n} Where o, = wy
that are produced by a sequence of hidden
states s1.y = {s1,...,Sy} Where s, =t;. The
sequence of states is produced by a first order
Markov process such that the current state s,
depends only on its previous state s,_;; corres-
pondingly each of the observations o,, depends
only on the state s,,:

p(snlsl:n—l) = p(snlsn—l) (1)
p(onlsl:n Ol:n—l) = p(onlsn)

where a;; = p(sylsy—-1) is the probability of
transition to state s, = ¢; from s,,_; =¢t; and
bjx = p(onlsy) is the probability of observa-
tion o, = wy produced by s, =t;. The para-
meter 6 for the HMM is defined by the transi-
tion probability distribution 4 = (a;;), emission
(observation) probability distribution B = (bjy.)
and the initial probability = =[[p(so = ¢;) .
Direct calculation of the likelihood p(s, 0|8) is
computationally inefficient, and we can use dy-
namic programming techniques to speed up the
calculation by calculating the forward probabili-

ty:
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a;(n) = p(01:n,Sn = t:16) )
and backward probability

Bi(m) = p(op.nlsn = t;, 0). (3)

See (Mannings & Schutze, 1999) for details on
the calculation.

2.1 Expectation Maximization (EM)

EM is a general class of algorithms for finding
the  maximum likelihood estimator  of
parameters in probabilistic models. It is an
iterative algorithm where we alternate between
calculating the expectation of the log likelihood
of the model given the parameters:

Q(9|9t) = ]Ep(s|o,9) lnp(s, OIG) (4)

and then finding the parameters that maximizes
the expected log likelihood. Using Lagrange
multipliers with constraint that each parameter
is a probability distribution, we have these
update steps for the well-known forward-
backward Algorithm for EM HMM:

ot o= o (DB (1)

At g = Yn=2@;(M)a;;bj, Bi(n+ 1)
Y Y_iamBi(m) (5

N
. _ a;(n)a;jbj,, Bi(n + 1)6 (0, k)
S Z L a;(mpi(n)

n=1

1, 0, = wy

where §(o,, k) = {0 oow

2.2 Variational Bayes (VB)

One of the drawbacks of EM is that the result-
ing distribution is very uniform; that is, EM ap-
plies roughly the same number of observations
for each state. Instead of using only the best
model for decoding, the Bayesian approach uses
and considers all the models; that is, the model
is treated as a hidden variable. This is done by
assigning a probability distribution over the
model parameters as a prior distribution, p(6).
In HMM, we calculate the probability of the
observation by considering all models and inte-
grating over the distribution over the priors:



p(o1.n) = [ p(o1.x10)p(6) dO (6)
where p(6) = p(m)p(A)p(B).

As with the standard in the literature, we use
Dirichlet Prior as it allows us to model the tag
distribution more closely and because they are
in the same conjugate exponential family as the
log likelihood. The Dirichlet distribution is pa-
rameterized by a vector of real values a (hyper-
parameters). There are two ways that we can
view the vector a. First, the parameter controls
the sharpness of distribution for each of the
components. This is in contrast to the EM mod-
el where we essentially have a uniform prior.
Thus, we can view a as our prior beliefs on the
shape of the distribution and we can make our
choices based on our linguistics knowledge.
Second, we can view the role of a in terms of
predictive distribution based on the statistics
from observed counts. For HMM, we can set a
separate prior for each state-state transition and
word-state emission distribution, effectively
giving us control over the distribution of each
entry in the transition matrix. However, to sim-
plify the model and without the need to fine
tune each parameters, we use two fixed hyper-
parameters: all of the state-state probability will
have the hyper-parameter arr and all of the
word-state  probability will have hyper-
parameter ay, .

To begin our estimation and maximization
procedure, we create q(6,s1.y) =
q(0)q(s1.x) as an approximation of the post-
erior of the log likelihood:

(7
Inp(01.x)
= IZ‘I(Q'SLN) lnp(OLN’StNle)p(Q) 6

CI(G, Sl:N)

By taking the functional derivative with respect
to gq(0) to find the distribution that maximizes
the log likelihood, and following the derivation
from (Beal, 2003), we arrive at the following
EM-like procedure:

o [8(s1, )] ©
= a;(DB;(DE 5[0 (sn-1,t)8 (s, 1)
_ai(n)ay;bj, Bi(n+1)

YR AOIG)
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Eq()[6(sn, t1)6 (0, wi)]
_ aiMaijbjo, B + 1)8(0n, W)
Yo ai(m)pi(n)

This is the Expectation step where a and g is

the forward and backward probabilities and

& (0, wy) is the indicator function as in EM.
The Maximization step is as follows:

Tt
eXp(ll’(“TT + Eq(5[6(sy, ti)]))

T exp@ (T arr + Eqeol8(s1, t)]))

At+1 . aij (9)
— exp(l/)(a’TT + Zﬁ=2 Eq(s) [*]))
exp(Y(X]; arr + Ih-2Eqo 1))

Bt+1 . b]k
_ expp(awr + e Bqol+4])
eXp(¢(E?:1 ayr + 211\1]:1 Eqs) [**]))

where Eg)[*] = Eq(s)[8(sn_1,tl-)6(sn, tj)] ,
Eq(s) [**] = Eq(s) [S(Sn' tj)5(0n, Wk)] and ll) is
the digamma function.

2.3 Gibbs Sampling (GS)

Gibbs sampling (Geman & Geman, 1984) is a
widely used MCMC algorithm designed espe-
cially for cases where we can sample from the
conditional  probability easily. It is a
straightforward application of the Metropolis
Hasting algorithm where we sample a variable
tx While keeping t,, constant where t\, =
{t1, ., tk—1, 1, - tr}. We set the proposal
distribution to
(1) = p(te| ). (10)
So the sampling procedure is the following:
initialize the components of t = {t,,, ..., ty}.
Then sample t; from p(t{|ty, ..., tr), t, from
p(t,|t1, ts, ..., tr), and so on for each compo-
nent of t. For POS tagging, the main idea is
that we sample the tag t based on the p(t|t")
and p(w|t) distribution.
The main idea for using GS for POS tagging
is that in each iteration, we sample the tag t
based on the p(t|t") and p(w|t) distribution.



Then from the samples, we count the number
for each state-state and word-state pairs and up-
date the probabilities accordingly. How we
sample the data depends on whether we are us-
ing word based or sentence based sampling (the
Expectation Step). Whereas how we update the
probabilities depend on whether we are using a
collapsed or explicit Gibbs sampler (the Max-
imization Step).

Word Based vs. Sentence Based: Word-based
and sentence-based approaches to GS determine
how we sample the each tag t at position n in
the data set. For the word-based approach, in-
stead of going through sentence by sentence (as
in EM and VB procedures), we pick a word po-
sition in the corpus at random (without repeti-
tion) and sample a new tag t; at position n using
the probability:
11
p(sp =t;) D
= p(tilsn-1)pWi = onlt)p(snialti)

Notice that since we are selecting each position
at random, the tag s,_; at position n-1 and s,
at position n+1 are our samples at the previous
iteration or an already updated samples at the
current iteration.

The sentence-based approach use the forward
and backward probability to sample the tag
based on the sentence (Besag, 2004). Specifical-
ly, we use the backward probability §;(n) =
p(01.n|S, = t;, 0) to sample the sentence from
start (n = 1) to finish (n = N). We sample a
new tag t; at position n using the probability:
p(sn = ti|01:n, S1:n-1,6) (12)
= p(tilsn-1)p(Wi = ox[t)Bi(n)

where the transition and emission probability
distribution are from the current model parame-
ters. Again s,_; is our “guess” at the previous
sampling step of the tag of s,,_;.

Explicit vs. Collapsed Based: We use the tags
estimated at the previous step to maximize the
parameters. Our choice of using Dirichlet dis-
tributions over the parameters P(A) and P(B)
give us some nice mathematical properties. We
show that p(A|o;.y) and p(B|o;.y) also calcu-
late to be Dirichlet distributions. Following
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(MacKay & Peto, 1994), the posterior probabili-
ty of A can be derived as follows:

p(01.|4)p(A) (13)

p(Aloy.y) = (0, N)

(ar7)
~ ploy, N)H“S"Sn HH r(|TF|aO$

T C(t i) rarr= 11‘ (aTT +C(t, tj))

T
— al]
- l_H_[ T(Tlarr + X (b t))

i=1 j=1
= nDlr(aul C(ti' t]) + aTT)

J
where c(t;, t;) is the number of times ¢; is fol-
lowed by ¢t; in the sample from the previous
iteration.

Similarly, we can define p(B|o;.y) using the
count c(wy, t;) to show that: (14)

p(Blowy) = | | Dir(biel c(wio ) + awr)
k

For the collapsed Gibbs sampler, we want to
integrate over all possible model parameters A
to maximize the new transition probabilities
using Maximum a posteriori (MAP) estimator:

p(t|ti 01.v) = [p(t;]ti, A 01.8)P(Al01.y)dA

= faul_[Dlr(aU| C(tl', t]) +aTT) dA

]
c(tit;) + arr (15)
Y(tity) + ITlarr
The last equality uses the following result:
u
f nDir(m|lu)dmr = —— (16)
||u

We can derive a similar result for

p(Wilt;, 01.y). Then we can use the sample
count to update the new parameter values.

An explicit sampler samples the HMM para-
meters 6 in addition to the states. Specifically,
in the Bayesian model, we will need to sample
from the Dirichlet distribution for the parame-
ters



p(4loy.y) = nDiT(aij| C(ti' tj) + aTT)
! (17)

p(Blol:N) = 1_[ Dlr(b]k| C(tj,Wk) + aWT)
k

derived above. An n-dimensional Dirichlet dis-
tribution variable can be generated from gamma
variate (Wolfram Mathematica, 2009):

ul-j ~ f(x,c(tl-,tj) + aTT) =
xc(ti,tj)+aTT—1e—x

T(c(ti t;) + arr)

(18)

we can update the transition probability by ge-
nerating the gamma variate for the Dirichlet
distribution:

u,:j
Similarly, we sample the emission probability
using the count for word-tag with c(wy,t;) +
ayr as the hyper-parameter.

3  Experiment Setup

Our experiment setup is similar to the ones used
in (Gao & Johnson, 2007). They are summa-
rized in Table 1:

Parameters | Values

Data Size 24k, 120k, 500k

Algorithm EM, VB, GS(c,w), GS(c,s),
GS(e,s), GS(e,w)

# of states Chinese: 33 English: 50

arr 0.0001, 0.1,0.5, 1

awr 0.0001,0.1,0.5,1

Table 1: The list of experiments conducted. For
the hyper-parameters (arr, awr), we try the
combination of the adjacent pairs -
(0.0001,0.0001), (0.1,0.0001), (0.0001,0.1), (0.1,
0.1), (0.1, 0.5), etc.

3.1 Data

For our experiments, we use the data set Chi-
nese Penn Treebank (CTB) v5.0. The Chinese
Treebank project began at the University of
Pennsylvania in 1998 and the team created a set
of annotation guidelines for word segmentation,
POS tagging and bracketing (Xia, 2000; Xue et

139

al., 2002; Xue et al., 2005). The version used in
this paper is the Chinese Treebank 5.0 which
consists of over 500k words and over 800k Chi-
nese characters. The text comes from various
sources including newswire, magazine articles,
website news, transcripts from various broad-
cast news program.

Chinese POS tagging faces additional chal-
lenges because it has very little, if any, inflec-
tional morphology. Words are not inflected with
number, gender, case, or tense. For example, a
word such as 2{’K in Chinese corresponds to
destroy /destroys /destroyed/destruction in Eng-
lish. This fuels the discussion in Chinese NLP
communities on whether the POS tags should be
based on meaning or on syntactic distribution
(Xia, 2000). If only the meaning is used, 5K
should be a verb all the time. If syntactic distri-
bution is used, the word is a verb or a noun de-
pending on the context. For the CTB, syntactic
distribution is used, which complies with the
principles of contemporary linguistics theories.

Following the experiment done for English in
(Gao & Johnson, 2008), we split the data into
three sizes: 24k words, 120k words and all
words (500k), and used the same data set for
training and testing. The idea is to track the ef-
fectiveness of an algorithm across different cor-
pus sizes. Instead of using two different tag set
sizes (17 and 50) as it is done for English POS
tagging, we opt to keep the original 33 tag set
for Chinese without further modification. In
addition to reporting the results for English
from (Gao & Johnson, 2008), we run additional
experiments on English using only 500k words
for comparison.

3.2

For decoding, we use max marginal likelihood
estimator (as opposed to using Viterbi algorithm)
to assign a tag for each word in the result tag.
(Gao & Johnson, 2008) finds that max marginal
decoder performs as well as Viterbi algorithm
and runs significantly faster as we can reuse the
forward and backwards probabilities already
calculated during the estimation and update step.

3.3

For the Bayesian approaches (VB and GS), we
have a choice of hyperparameters. We choose

uniform hyperparameters arr and ay,r instead

Decoding

Hyperparameters



of choosing a specific hyper-parameter for each
of the tag-tag and word-tag distribution. The
values for the hyper-parameters are chosen such
that we can see more clearly the interactions
between the two values. For GS, we use the
notation GS(c,s) to denote collapsed sentence-
based approach, GS(e,s) for explicit sentence
based, GS(c,w) for collapsed word-based and
GS(e,w) for explicit word based.

3.4

We use POS tagging accuracy as our primary
evaluation method. There are two commonly
used methods to map the state sequences from
the system output to POS tags. In both methods,
we first create a matrix where each row corres-
ponds to a hidden state, each column corres-
ponds to a POS tag, and each cell (i,j)
represents the number of times a word position
in the test data comes from the hidden state t;
according to the system output and the position
has tag t; according to the gold standard. In
greedy 1-to-1 mapping, we find the largest val-
ue in the table — suppose the value is for the cell
(i,7). We map state i to tag j, and remove both
row i and column j from the table. We repeat
the process until all the rows have been re-
moved. Greedy many-to-1 allow multiple hid-
den states to map to a single POS tag. That is,
when the highest value in the table is found,
only the corresponding row is removed. In other
words, we simply map each hidden state to the
POS tag that the hidden state co-occurs with the
most.

Evaluation Metrics

4 Results and Analysis

We compare and analyze the results between
the different algorithms and between Chinese
and English using Greedy 1-to-1 accuracy,
Greedy many-to-1 accuracy.

4.1

When measure using 1-to-1 mapping, the best
algorithm — Collapsed word based Gibbs Sam-
pling GS(c,w) - achieve 0.358 in Chinese on the
full data set but remains close to 0.499 in Eng-
lish for the full dataset. GS(c,w) outperforms
other algorithm in almost all categories. But
EM posts the highest relative improvement
with an increase of 70% when the data size in-

Greedy 1-to-1 accuracy
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creases from 24k to 500k words. The full re-
sult is listed in Table 2.

Greedy 1-to-1
24k 120k 500k
EM 0.1483 | 0.1838 | 0.2406
o | VB 0.1925 | 0.2498 | 0.3105
§ GS(e,w) 0.2167 | 0.3108 | 0.3475
< | GS(e)s) 0.2262 | 0.2596 | 0.3572
© GS(c,s) 0.2351 | 0.2931 | 0.3577
GS(c,w) 0.2932 | 0.3289 | 0.3558
EM 0.1862 | 0.2930 | 0.3837
2| VB 0.2382 | 0.3468 | 0.4327
W "Gs(c,w) 0.3918 | 0.4276 | 0.4348

Table 2: Tagging accuracy for Chinese and
English with greedy 1-to-1 mapping. The Eng-
lish 24k and 120k results are taken from (Gao &
Johnson 2008) with the 50-tag set.

GS(c,w)
indottinesrrsean

Figure 2: Tag distribution for 1-to-1 greedy
mapping in Chinese 500k. Only the top 18 tags
are shown. The figure compares the tag distri-
bution between the gold standard for Chinese
(33 tags) and the algorithm’s results. The gold
tags are shown as lines, and each algorithm’s
result is shown as bar graphs.

As expected, the increase in data size improves
the accuracy as EM algorithm optimizes the
likelihood better with more data. We ran addi-
tional experiments on English using a reduced
500k dataset to match the dataset used for Chi-
nese; EM in this setting achieve an accuracy of
0.384 on average for 50 tags (down from
0.405). So even in the reduced data size setting,
EM on English performs better than Chinese
although the difference is reduced. We analyze
the tag distribution of the 1-to-1 mapping.
(Johnson, 2007) finds that EM generally assigns
roughly as equal number of words for each
state. In Figure 2, we find the same phenome-
non for Chinese.



One of the advantages of Bayesian approaches
(VB and GS) is that we can assign a prior to
attempt to encourage a sparse model distribu-
tion. Despite using small values 0.0001 as
hyperparameters, we find that the resulting dis-
tribution for number of words mapping to a par-
ticular state is very different from the gold
standard.

4.2  Greedy many-to-1 accuracy

Collapsed Word Based Gibbs Sampler GS(c,w)
is the clear winner for both English and Chinese
unsupervised POS tagging. Table 3 shows the
result of Greedy many-to-1 mapping for Chi-
nese in different data size as well as English
with the full data set. In Greedy many-to-1
mapping, GS(c,w) in both Chinese and English
achieve 60%+ accuracy. In addition, the size of
the dataset does not affect GS(c,w) as much as
the other algorithms. In fact, the change from
24k to 500k dataset only increases the relative
accuracy by less than 6%.

Greedy many-to-1
24k 120k 500Kk
EM 0.4049 | 0.4564 | 0.4791
o | VB 0.4411 | 05023 | 0.5390
8 | GS(ew) [0.4758 [ 0.4969 | 0.5499
= | GS(e,s) 0.4904 | 0.5369 | 0.5658
© [Gs(cs) |05070 | 05701 | 0.5757
GS(cw) | 0.5874 | 0.6180 | 0.6213
EM 0.2828 | 0.44135 | 0.5872
2 VB 0.3595 | 0.48427 | 0.6025
W I'Gs(cw) | 05815 | 0.6529 | 0.6644

Table 3: Many-to-1 accuracy for Chinese and
English. The English 24k and 120k results are
taken from (Gao & Johnson 2008) with the 50-
tag set.

However, despite the relatively high accuracy,
when analyzing the result, we notice that there
are overwhelmingly many states which maps to
a single POS tag (NN). Figure 3 shows the
number of states mapping to different POS tags
in Chinese over the 500k data size. There are a
large number of states mapping to relatively few
POS tags. In the most extreme example, for the
POS tag NN, GS(e,s) assigns 18 (the most) hid-
den states, accounts for 44% of the word tokens
mapping to NN whereas GS(e,w) assigns 13
states, which is actually the least among all the
algorithms and accounts for 31% of the word
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tokens mapping to NN. Notice that we have
only a total of 33 hidden states in our model.
This means that over half the states are mapped
to NN, which is a rather disappointing result.
The actual empirical result for the gold standard
in CTB is that only 27% of the word should be
mapped to NN. For EM in particular, we see 17
states accounting for 42% of the words tagged
as NN.

VV-3 AD-3
PU-3 state(s) state(s)
state(s) 10% 9%

14%

NR-2
state(s)
8%
Figure 3: The distribution of POS tags based on
the output EM algorithm in Chinese using the
500k dataset. Tag T-N-y% means that there are
N hidden states mapped to the specific POS tag
T accounting for y% of word tokens tagged with

these N states by the EM algorithm.

ADJ-7
state(s)
6%
PREP-4
state(s)
10%
V-7
state(s)
12%

Figure 4: English tag distribution for EM using
500k dataset with 50 states mapping to the 17
pos tag set. Tag T-N-y% means that there are N
hidden states mapped to the specific POS tag T
accounting for y% of word tokens tagged with
these N states.

We also ran additional experiments on the algo-
rithms for English using a reduced data size of
500k to match that of our Chinese experiment to
see whether we see the same phenomena. We
notice that the tag distribution for English EM is
more consistent to the empirical distribution
found in the gold standard.



With the English 50 tag set with 500k words,
we experiment with mapping the English 50 tag
set result to the 17 tag set, we see that in Figure
4, 16 (of 50) states mapped to the N tag, ac-
counting for 37% of the words in the dataset.
This is close to the actual empirical distribution
for English for 17 tags where N accounts for
about 32%.

4.3 Convergence

We analyze how each algorithm converges to its
local maxima. Figure 5 shows the change in
greedy 1-to-1 accuracy over the 50% of the run.

35%
30% - =i
R TP
25% ¢
¥y o8 [ -
20% 1t
VB
15% - : GS(c,w)
0% 16% 32%  48%
% of Total Iterations

Figure 5: Greedy 1-to-1 accuracy of EM, VB
and GS(c,w) over the first 50% of the algo-
rithms' iterations for the Chinese 500k dataset.
Note: the percentage of iterations is used here
because each algorithms converge at a different
number of iterations, thus the progress is scaled
accordingly.

The greedy 1-to-1 accuracy actually fluctuates
through the run. VB has an interesting dip at
around 80% of its iteration before climbing to
its max (not showing in the graph). All the
Gibbs sampling variations follow a relatively
steady hill climb before converging (only
GS(c,w) is shown in Figure 5). EM is particu-
larly interesting; Looking at the initial 15% of
the algorithm’s run, we can see that EM climbs
to a “local” max very quickly before dropping
and then slowly improving in its accuracy. The
greedy 1-to-1 accuracy in the initial top is ac-
tually higher than the final convergence value in
most runs. This initial peak in value following
by a drop and then a slow hill climb in EM for
Chinese POS tagging is consistent with the find-
ing in (Johnson, 2007) for English POS tagging.
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5 Conclusion and Future Work

We have only scratched the surface of the re-
search in unsupervised techniques in Chinese
NLP. We have established a baseline of EM,
VB and GS against the CTB 5.0. The experi-
ment shows that for both Chinese and English,
GS(c,w) produces the best result. We have also
found that Chinese performs rather poorly in the
1-to-1 accuracy when comparing against Eng-
lish in the same data size. We find that in
many-to-1 mapping, we have a disproportionate
large number of states mapping to individual
POS tags comparing to the gold distribution and
also in comparison to English against its gold
distribution.

Graga et al. (2009) addresses the problem we
observe in our resulting tag distributions in our
model where EM, VB and GS fails to capture
the shape of the true distribution. They propose
a Posterior Regularization framework where it
poses linear constraints on the posterior expec-
tation. They define a set distributions Q over
hidden states with a constraint on the expecta-
tion over the features. The log likelihood is pe-
nalized using the KL-divergence between the Q
distribution and the model. The distributions
that their model predicted are far more similar
to the gold standard than traditional EM.

Liang and Klein (2009) propose some inter-
esting error analysis techniques for unsuper-
vised POS tagging. One of their analyses on
EM is done by observing the approximation
errors being created during each iteration of the
algorithm’s execution. We can also perform
these analyses on VB and GS and observe the
changes of output tags by starting from the Gold
Standard distribution in EM and VB, and gold
standard tags in GS. We can then follow how
and which set of tags start to deviate from the
gold standard. This will allow us to see which
categories of errors (ex. noun-verb, adj-adv er-
rors) occur most in these algorithms and how
the error progresses.

Acknowledgment: This work is partly sup-
ported by the National Science Foundation
Grant BCS-0748919. We would also like to
thank three anonymous reviewers for their valu-
able comments.



References

Banko, M., & Moore, R. C. 2004. Part of Speech
Tagging in Context. In Proc. of the 20th Interna-
tional Conference on Computational Linguistics
(COLING), pp 556-561.

Beal, M. 2003. Variational Algorithms for Approx-
imate Bayesian Inference. Ph.D. thesis, Gatsby-
Computational Neuroscience unit, University Col-
lege London.

Besag, J. 2004. An introduction to Markov Chain
Monte Carlo methods. Mathematical Foundations
of Speech and Language Processing, pages 247—
270. Springer, New York.

Chang, C.-H., & Chen, C.-D. 1993. HMM-Based
Part-Of-Speech Tagging For Chinese Corpora.
Workshop On Very Large Corpora: Academic
And Industrial Perspectives.

Elworthy, D. 1994. Does Baum-Welch Re-
estimation Help Taggers? In Proc. of Applied
Natural Language Processing Conference
(ANLP), pp 53-58.

Gao, J., & Johnson, M. 2008. A comparison of
Bayesian estimators for unsupervised Hidden
Markov Model POS taggers. In Proceedings of
the 2008 Conference on Empirical Methods in
Natural Language Processing (EMNLP), pp 344-
352.

Geman, S., & Geman, D. 1984. Stochastic Relaxa-
tion, Gibbs Distributions, and the Bayesian Resto-
ration of Images. IEEE Transactions on Pattern
Analysis and Machine Intelligence, pp 721-741.

Goldwater, S., & Griffiths, T. 2007. A Fully Baye-
sian Approach to Unsupervised Part-of-Speech
Tagging. Proceedings of the 45th Annual Meeting
of the Association of Computational Linguistics
(ACL) , pp 744-751.

Graca, M.J., Ganchev, K., Taskar B. & Pereira, F.
2009. Posterior vs. Parameter Sparsity in Latent
Variable. Advances in Neural Information
Processing Systems 22 (NIPS). MIT Press.

Haghighi, A., & Klein, D. 2006. Prototype-driven
learning for sequence models. In Proceedings of
the Human Language Technology Conference
(HLT- NAACL) , pp 320-327.

Huang, Z., Eidelman, V., Harper, M. 2009. Improv-
ing A Simple Bigram HMM Part-of-Speech Tag-
ger by Latent Annotation and Self-Training. In
Proc. of Annual Conference of the North Ameri-
can Chapter of the Association for Computational
Linguistics (NAACL), Companion Volume: Short
Papers.

143

Johnson, M. 2007. Why Doesn’t EM Find Good
HMM POS-Taggers? In Proceedings of the 2007
Joint Conference on Empirical Methods in Natu-
ral Language Processing and Computational
Natural Language Learning (EMNLP-CoNLL), pp
296-305.

Liang, P., & Klein, D. 2008. Analyzing the errors of
unsupervised learning. The Forty Sixth Annual
Meeting of the Association for Computational
Linguistics (ACL), pp 879-887. Columbus, OH.

MacKay, D. J., & Peto, L. C. 1994. A Hierarchical
Dirichlet Language Model. Natural Language
Engineering, 1-19.

Manning, C. & Schutze, H. 1999. Foundations of
Statistical Natural Language Processing. The
MIT Press, Cambridge, Massachusetts.

Merialdo, B. 1994. Tagging English text with a
probabilistic model. Computational Linguistics,
20(2).

Ng, H. T., & Low, J. K. 2004. Chinese Part-Of-
Speech Tagging: One-At-A-Time Or All-At-
Once? Word-Based Or Character-Based? In Proc.
of EMNLP.

Thorsten Brants, 2000. TnT - A Statistical Part-of-
Speech Tagger. In Proceedings of the Sixth Ap-
plied Natural Language Processing Conference
(ANLP), Seattle, WA.

Toutanova, K., & Johnson, M. 2007. A Bayesian
LDA-based model for semi-supervised. In Pro-
ceedings of NIPS 21 .

Wolfram Mathematica. (2009, 10 3). Random Num-
ber Generation. http://reference.wolfram.com/
mathematica/tutorial/RandomNumberGeneration
.html .

Xia, F. 2000. The Part-of-Speech Guidelines for the
Penn Chinese Treebank (3.0). University of
Pennsylvania: IRCS Report 00-07.

Xue, N., Chiou, F.-D., & Palmer, M. 2002. Building
a Large-Scale Annotated Chinese Corpus. Pro-
ceedings of the 19th. International Conference on
Computational Linguistics (COLING). Taipei,
Taiwan.

Xue, N., Xia, F., Chiou, F.-D., & Palmer, M. 2005.
The Penn Chinese TreeBank: Phrase Structure
Annotation of a Large Corpus. Natural Language
Engineering, 11(2), pp 207-238.



The True Score of Statistical Paraphrase Generation

Jonathan Chevelu'?

Ghislain Putois?

Yves Lepage?

(1) GREYC, université de Caen Basse-Normandie
(2) Orange Labs
(3) Waseda University
{jonathan.chevelu,ghislain.putois } @orange-ftgroup.com,
yves.lepage @aoni.waseda.jp

Abstract

This article delves into the scoring func-
tion of the statistical paraphrase genera-
tion model. It presents an algorithm for
exact computation and two applicative ex-
periments. The first experiment analyses
the behaviour of a statistical paraphrase
generation decoder, and raises some is-
sues with the ordering of n-best outputs.
The second experiment shows that a major
boost of performance can be obtained by
embedding a true score computation in-
side a Monte-Carlo sampling based para-
phrase generator.

1 Introduction

A paraphrase generator is a program which, given
a source sentence, produces a new sentence with
almost the same meaning. The modification place
is not imposed but the paraphrase has to differ
from the original sentence.

Paraphrase generation is useful in applications
where it is needed to choose between different
forms to keep the most fit. For instance, automatic
summary can be seen as a particular paraphras-
ing task (Barzilay and Lee, 2003) by selecting the
shortest paraphrase. They can help human writers
by proposing alternatives and having them choose
the most appropriate (Max and Zock, 2008).

Paraphrases can also be used to improve nat-
ural language processing (NLP) systems. In
this direction, (Callison-Burch et al., 2006) tried
to improve machine translations by enlarging
the coverage of patterns that can be translated.
In the same way, most NLP systems like in-
formation retrieval (Sekine, 2005) or question-

answering (Duclaye et al., 2003), based on pat-
tern recognition, can be improved by a paraphrase
generator.

Most of these applications need a n-best set of
solutions in order to rerank them according to a
task-specific criterion.

In order to produce the paraphrases, a promis-
ing approach is to see the paraphrase genera-
tion problem as a statistical translation problem.
In that approach, the target language becomes
the same as the source language (Quirk et al.,
2004; Bannard and Callison-Burch, 2005; Max
and Zock, 2008).

The first difficulty of this approach is the need
of a paraphrase table. A paraphrase table is a
monolingual version of a translation table in the
statistical machine translation (SMT) field. In this
field, the difficulty is basically overcome by us-
ing huge aligned bilingual corpora like the Eu-
roparl (Koehn, 2005) corpus. In the paraphrase
generation field, one needs a huge aligned mono-
lingual corpus to build a paraphrase table.

The low availability of such monolingual cor-
pora nurtures researches in order to find heuris-
tics to produce them (Barzilay and Lee, 2003;
Quirk et al., 2004). On the other hand, an interest-
ing method proposed by (Bannard and Callison-
Burch, 2005) tries to make a paraphrase table us-
ing a translation table learned on bilingual cor-
pora. The method uses a well-known heuris-
tic (Lepage and Denoual, 2005) which says that
if two sentences have the same translation, then
they should be paraphrases of each others.

Another aspect, less studied, is the generation
process of paraphrases, i.e. the decoding process
in SMT. This process is subject to combinatorial
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explosions. Heuristics are then frequently used to
drive the exploration process in the a priori in-
tractable high dimensional spaces. On the one
hand, these heuristics are used to build a para-
phrase step by step according to the paraphrase
table. On the other hand, they try to evaluate the
relevance of a step according to the global para-
phrase generation model. The SMT model score
is related to the path followed to generate a para-
phrase. Because of the step-by-step computation,
different ways can produce the same paraphrase,
but with different scores. Amongst these scores,
the best one is the true score of a paraphrase ac-
cording to the SMT model.

Most paraphrase generators use some standard
SMT decoding algorithms (Quirk et al., 2004) or
some off-the-shelf decoding tools like MOSES.
The goal of these decoders is to find the best path
in the lattice produced by the paraphrase table.
This is basically achieved by using dynamic pro-
gramming — especially the Viterbi algorithm — and
beam searching (Koehn et al., 2007). The best
paraphrase proposed by these programs is known
not to be the optimal paraphrase. One can even
question if the score returned is the true score.

We first show in Section 2 that in the particular
domain of statistical paraphrase generation, one
can compute true a posteriori scores of generated
paraphrases. We then explore some applications
of the true score algorithm in the paraphrase gen-
eration field. In Section 3, we show that scores re-
turned by SMT decoders are not always true scores
and they plague the ranking of output n-best solu-
tions. In Section 4, we show that the true score can
give a major boost for holistic paraphrases gener-
ators which do not rely on decoding approaches.

2 True Score Computing

2.1 Context

The phrase based SMT model (Koehn et al., 2003)
can be transposed to paraphrase generation as fol-
lows:

t* = argm?xP(t) x P(s|t, B)

where s is the source sentence, ¢ the target sen-
tence i.e. the paraphrase, t* the best paraphrase
and B a model of the noisy channel between the

source and target languages i.e. the paraphrase ta-
ble. This can be decomposed into:

1 ~ arg n;z}xP(t) gp(s{ it} B)
A

where [ is a partition of the source sentence and
.TZI the ith segment in the sentence x. For a given
couple of s, t sentences, it exists several segmen-
tations I with different probabilities.

This is illustrated in Example 1. Depending on
the quality of the paraphrase table, one can find up
to thousands of paraphrase segments for a source
sentence. Note that the generated paraphrases are
not always semantically or even syntactically cor-
rect, as in P2. P3 illustrates the score evaluation
problem: it can be generated by applying to the
source sentence the sequences of transformations
{T1,T2} , {T1,74,T5} or even {T5,T1,T4}

Example 1 Decoding

Source sentence:
The dog runs after the young cat.
Paraphrase table excerpt:
T1: P(the beast | the dog) = 0.8
T2: P(the kitten | the young cat) = 0.7
T3: P(after it | after the) = 0.4
T4: P(the | the young) = 0.05
T5: P(cat | kitten) = 0.1
Some possible generated paraphrases:
P1: the beast runs after the young cat.
P2: *the dog runs after it young cat.

P3: the beast runs after the kitten.

We define the score of a potential paraphrase ¢
following a segmentation I as:

z{ = P[] P(silti. B)
iel

The true score of a potential paraphrase ¢ is de-
fined as:

ZF = max Z!
1
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Because of high-dimension problems, decoders
apply sub-optimal algorithms to search for t*.
They produce estimated solutions over all possible
paraphrases ¢ and over all possible segmentations
1. Actually, for a given paraphrase ¢, they con-
sider only some Z/ where they should estimate
Z7. SMT decoders are overlooking the partition-
ing step in their computations.

There is no reason for the decoder solution to
reach the true score. Troubles arise when one
needs the scores of generated paraphrases, for in-
stance when the system must produce an ordered
n-best solution. What is the relevance of the es-
timated scores — and orders — with respect to the
true scores — and orders — of the model? Is the true
score able to help the generation process?

2.2 Algorithm

Let us first adopt the point of view proposed
in (Chevelu et al., 2009). The paraphrase gener-
ation problem can be seen as an exploration prob-
lem. We seek the best paraphrase according to a
scoring function in a space to search by applying
successive transformations. This space is com-
posed of states connected by actions. An action
is a transformation rule with a place where it ap-
plies in the sentence. States are a sentence with
a set of possible actions. Applying an action in
a given state consists in transforming the sentence
of the state and removing all rules that are no more
applicable. In this framework, each state, except
the root, can be a final state.

The SMT approach fits within this point of view.
However, generation and evaluation need not to be
coupled any longer. Computing the true score of
a generated paraphrase is in reality a task com-
putationally easier than generating the best para-
phrases. Once the target result is fixed, the num-
ber of sequences transforming the source sentence
into the target paraphrase becomes computation-
ally tractable under a reasonable set of assump-
tions:

Al: the transformation rules have disjoint sup-
ports (meaning that no rule in the sequence
should transform a segment of the sentence
already transformed by one of of the previ-
ous applied rules) ;

A2: no reordering model is applied during the
paraphrasing transformation.

Under this set of assumptions, the sequence (or-
dered) of transformation rules becomes a set (un-
ordered) of transformation rules. One can there-
fore easily determine all the sets of transforma-
tion rules from the source sentence to the tar-
get paraphrase: they are a subset of the cross-
product set of every transformation rule with a
source included in the source sentence and with
a result included in the target paraphrase. And
this cross-product set remains computationally
tractable. Note that to guarantee a solution, the
corpus of all rules should be augmented with an
identity rule for each word of the source sentence
(with an associated probability of applicability set
to 1) missing in the paraphrase table.

The algorithm for computing ex post the true
score is given on algorithm 1.

Algorithm 1 Algorithm for true score
Let S be the source sentence.

Let T be the target sentence.

Let R : sp — tp be a transformation rule

Let map : (S,T') — C be a function
Let C = {0}

vShead‘s = Shead-Stail»
VR € {Q|sr = Shead, T = tr-t1ail}
C =CU ({R} & map(Stailv Ttail))

return C'

Let score be the scoring function for a transfor-
mation rule set

max

truescoreg (1) = ar
a(T) gcemap(SvT)

(score(c))

For our toy example, we would get the steps
shown in Example 2.

3 True Score of SMT Decoders

We have shown that it is possible to compute
the true score according to the paraphrase model.
We now evaluate scores from a state-of-the-art
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Example 2 True Score Computation

Generated sets:
{R1}, {R1, R3}, {R1, R2},
{R1, R4}, {R1, R4, R5},
{R3},
{R2},
{R4}, {R4, R5},
{R5}
For a better readability, all identity rules are omitted.
The true scores are computed as in the following examples:
score( ”the dog runs after the small cat.” —
”the beast runs after it small cat™)
= score({R1})
score( ”the dog runs after the small cat.” —

”the beast runs after the kitten”)
= max(score({R1, R2}), score({R1, R4, R5}))

decoder against this baseline. In particular, we
are interested in the order of n-best outputs. We
use the MOSES decoder (Koehn et al., 2007) as a
representative SMT decoder inside the system de-
scribed below.

3.1 System description

Paraphrase generation tools based on SMT meth-
ods need a language model and a paraphrase table.
Both are computed on a training corpus.

The language models we use are n-gram lan-
guage models with back-off. We use SRILM (Stol-
cke, 2002) with its default parameters for this pur-
pose. The length of the n-grams is five.

To build a paraphrase table, we use a variant
of the construction method via a pivot language
proposed in (Bannard and Callison-Burch, 2005).
The first step consists in building a bilingual trans-
lation table from the aligned corpus. Given a
source phrase s’ and another phrase ¢’ in a differ-
ent language, a bilingual translation table provides
the two probabilities p(s[t?) and p(t'|s’). We use
GIZA++ (Och and Ney, 2003) with its default pa-
rameters to produce phrase alignments. The para-
phrase table is then built from the phrase transla-
tion table. The probability for a phrase s’ to be

paraphrased by a phrase s” in the same language
is estimated by the sum of each round-trip from s
to s’ through any phrase ¢’ of a pivot language.

The construction of this table is very simple.
Given a bilingual translation table sorted by pivot
phrases, the algorithm retrieves all the phrases
linked with the same pivot (named a pivot clus-
ter). For each ordered pair of phrases, the program
assigns a probability that is the product of there
probabilities. This process realizes a self-join of
the bilingual translation table. It produces a para-
phrase table composed of tokens, instead of items.
The program just needs to sum up all probabilities
for all entries with identical paraphrase tokens to
produce the final paraphrase table.

Three heuristics are used to prune the para-
phrase table. The first heuristic prunes any entry
in the paraphrase table composed of tokens with a
probability lower than a threshold e. The second,
called pruning pivot heuristic, consists in deleting
all pivot clusters larger than a threshold 7. The
last heuristic keeps only the x most probable para-
phrases for each source phrase in the final para-
phrase table. For this study, we empirically fix
e=107%7 =200 and x = 20.

The MOSES scoring function is set by four
weighting factors ag, ary, ap,ay. Conven-
tionally, these four weights are adjusted during a
tuning step on a training corpus. The tuning step is
inappropriate for paraphrasing because there is no
such tuning corpus available. We empirically set
ap =1, arp = 1, ap = 10 and oy = 0. This
means that the paraphrase table and the language
model are given the same weight, no reordering is
allowed and no specific sentence length is favored.

3.2 Experimental Protocol

For experiments reported in this paper, we use
one of the largest, multi-lingual, freely available
aligned corpus, Europarl (Koehn, 2005). It con-
sists of European parliament debates. We choose
French as the language for paraphrases and En-
glish as the pivot language. For this pair of
languages, the corpus consists of 1,723,705 sen-
tences. Note that the sentences in this corpus
are long, with an average length of 30 words per
French sentence and 27.8 for English. We ran-
domly extract 100 French sentences as a test cor-
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pus.

For each source sentence from the test corpus,
the SMT decoder tries to produce a 100-best dis-
tinct paraphrase sequence. Using the algorithm 1,
we compute the true score of each paraphrase and
rerank them. We then compare orders output by
the decoder with the true score order by using the
Kendall rank correlation coefficient (74) (Kendall,
1938). In this context, the Kendall rank corre-
lation coefficient considers each couple of para-
phrases and checks if their relative order is pre-
served by the reranking. The 74 formula is:

Np — Ny
M= %n(n —1)

where n,, the number of preserved orders, ng the
number of inverted orders and n the number of el-
ements in the sequence. The coefficient provides a
score — between -1 and 1 — that can be interpreted
as a correlation coefficient between the two or-
ders. In order to compare same length sequences,
we filter out source sentences when MOSES can
not produce enough distinct paraphrases. The test
corpus is therefore reduced to 94 sentences.

3.3 Results

The evolution of 74 means relative to the length
of the n-best sequence is given Figure 1. The 74
means drops to 0.73 with a standard deviation of
0.41 for a 5-best sequence which means that the
orders are clearly different but not decorrelated.

A finer study of the results reveals that amongst
the generated paraphrases, 32% have seen their
score modified. 18% of the MOSES 1-best para-
phrases were not optimal anymore after the true
score reranking. After reranking, the old top best
solutions have dropped to a mean rank of 2.0 +
17.7 (40th rank at worse). When considering
only the paraphrases no longer optimal, they have
dropped to a mean rank of 6.8 4 12.9.

From the opposite point of view, new top para-
phrases after reranking have come from a mean
rank of 4.4 + 12.1. When considering only the
paraphrases that were not optimal, they have come
from a mean rank of 21.2+23.5. Some have come
from the 67th rank. Even an a posteriori rerank-
ing would not have retrieved this top solution if
the size of MOSES n-best list were too short. This
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Figure 1: Evolution of 74 means relative to the
length of the n-best sequence

advocates for a direct embedding of the true score
function inside the generation process.

In this section we have shown that MOSES
scores are not consistent with the true score as
expected from the paraphrase model. In partic-
ular, the n-best paraphrase sequence computed by
MOSES is not trustworthy while it is an input for
the task system.

4 True Score to boost Monte-Carlo
based Paraphrase Generation

There exist other less common approaches more
lenient than the Viterbi algorithm, which are holis-
tic, i.e. they work on the whole sentence rather
than step-by-step. The Monte-Carlo based Para-
phrase Generation algorithm (MCPG) proposed
in (Chevelu et al., 2009) turns out to be an inter-
esting algorithm for the study of paraphrase gen-
eration. It does not constraint the scoring function
to be incremental. In this section, we embed the
non incremental true score function in MCPG to
drive the generation step and produce n-best or-
ders compliant with the paraphrase model, and
show that the true score function can be used to
provide a major boost to the performance of such
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an algorithm.

4.1 Description

The MCPG algorithm is a derivative of the Up-
per Confidence bound applied to Tree algorithm
(ucTt). vucT (Kocsis and Szepesvari, 2006), a
Monte-Carlo planning algorithm, has recently be-
come popular in two-player game problems.

UCT has some interesting properties:

e it expands the search tree non-uniformly and
favours the most promising sequences, with-
out pruning branch;

e it can deal with high branching factors;

e it is an any-time algorithm and returns best
solutions found so far when interrupted;

e it does not require expert domain knowledge
to evaluate states.

These properties make it ideally suited for prob-
lems with high branching factors and for which
there is no strong evaluation function.

For the same reasons, this algorithm is inter-
esting for paraphrase generation. In particular, it
does not put constraint on the scoring function. A
diagram of the MCPG algorithm is presented Fig-
ure 2.

The main part of the algorithm is the sampling
step. An episode of this step is a sequence of
states and actions, s1, a1, S2, a9, ..., ST, from the
root state to a final state. Basically, a state is a
partially generated paraphrase associated with a
set of available actions. A final state is a poten-
tial paraphrase. An action is a transformation rule
from the paraphrase table. During an episode con-
struction, there are two ways to select the action a;
to perform from a state s;.

If the current state was already explored in a
previous episode, the action is selected accord-
ing to a compromise between exploration and ex-
ploitation. This compromise is computed using
the UCB-Tunned formula (Auer et al., 2001) as-
sociated with the RAVE heuristic (Gelly and Sil-
ver, 2007). If the current state is explored for
the first time, its score is estimated using Monte-
Carlo sampling. In other words, to complete the
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episode, the actions a;, a;+1, .. .,ar—1,ar are se-
lected randomly until reaching a final state.

At the end of each episode, a reward is com-
puted for the final state sy using a scoring func-
tion, and the value of each (state, action) pair of
the episode is updated. Then, the algorithm com-
putes another episode with the new values.

Periodically, the sampling step is stopped and
the best action at the root state is selected. This
action is then definitively applied and a sampling
is restarted from the new root state. The action
sequence is incrementally built and selected after
being sufficiently sampled. For our experiment,
we have chosen to stop sampling regularly after a
fixed amount 7 of episodes.

The adaptation of the original algorithm takes
place in the (state, action) value updating proce-
dure. Since the goal of the algorithm is to max-
imise a scoring function, it uses the maximum
reachable score from a state as value instead of
the score expectation. This algorithm suits the
paradigm recalled in Section 2 for paraphrase gen-
eration.

To provide scores comparable with the para-
phrase model scores, the standard version of
MCPG has to apply rules until the whole source
sentence is covered. With this behaviour, MCPG
acts in a monolingual “translator” mode.

The embedding of the true score algorithm in
MCPG has given meaningful scores to all states.
The algorithm needs not to “translate” the whole
sentence to get a potential paraphrase and its
score. This MCPG algorithm in “true-score”” mode
can choose to stop its processing with segments
still unchanged, which solves, amongst others,
out-of-vocabulary questions found in decoder-
based approaches.

4.2 Experimental Protocol

For this experiment, we reuse the paraphrase ta-
ble and the corpora generated for the experiment
presented in Section 3.2;

We compare the 1-best outputs from MOSES
reranked by the true score function and from
MCPG in both “translator” and “true-score”
modes. For MCPG systems, we set the following
parameters: 77 = 100,000 iterations.

-100r

-200r

-300r

Paraphrase score (in log)

-400¢

20 40 60 80 10

-500 ‘

1-best paraphrase index
(ordered bymosEesreranked scores)

Figure 3: Comparison of paraphrase generators.
Top: the MOSES baseline; middle and bold: the
“true-score” MCPG; down: the “translator” MCPG.
The use of “true-score” improves the MCPG per-

formances. MCPG reaches MOSES performance
level.
4.3 Results

Figure 3 presents a comparison between the
scores from each systems, ordered by MOSES
reranked scores.

The boost of performance gained by using true
scores inside the MCPG algorithm reaches a means
of 28.79 with a standard deviation of 34.19. The
mean difference between “true-score” MCPG and
MOSES is —14.13 (standard deviation 19.99). Al-
though the performance remains inferior to the
MOSES true score baseline, it still leads to an
improvement over the “translator” MCPG system.
The later system has a mean difference of perfor-
mance with MOSES of —42.92 (standard deviation
of 40.14).

The true score reduces the number of transfor-
mations needed to generate a paraphrase, which
simplifies the exploration task. Moreover, it re-
duces the number of states in the exploration
space: two sets of transformations producing the
same paraphrase now leads to the same state.
These points explain why MCPG has become more
efficient.

Although MCPG is improved by embedding the
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true score algorithm, there is still room for im-
provement. In its current version, MCPG does not
adapt the number of exploration episodes to the
input sentence.

5 Conclusion and perspectives

In this paper, we have developed a true scoring al-
gorithm adapted to the statistical paraphrase gen-
eration model. We have studied its impacts on a
common SMT decoder and a Monte-Carlo sam-
pling based paraphrase generator. It has revealed
that the n-best outputs by SMT decoders were not
viable. It has also proved useful in simplifying the
exploration task and in improving holistic para-
phrase generators.

Thanks to the boost introduced by the true score
algorithm in holistic paraphrase generators, their
performances are now on a par with scores pro-
duced by statistical translation decoders. More-
over, they produce guaranteed ordering, and en-
able the integration of a global task scoring func-
tion, which seems still out of reach for decoder-
based systems.

A more general problem remains open: what
do the scores and the orders output by the model
mean when compared to a human subjective eval-
uation?

In preliminary results on our test corpus, less
than 37% of the MOSES generated paraphrases can
be considered both syntactically correct and se-
mantically a paraphrase of their original sentence.
One could study the relations between scores from
the model and subjective evaluations to create pre-
dictive regression models. The true score algo-
rithm can autonomously score existing paraphrase
corpora which could be used to adapt the SMT tun-
ing step for paraphrase generation.

We note that the hundredth best paraphrases
from MOSES have a score close to the best para-
phrase: the mean difference is 5.9 (standard de-
viation 4.5) on our test corpus. This is smaller
than the mean difference score between MOSES
and MCPG. In (Chevelu et al., 2009), both systems
were rated similar by a subjective evaluation. One
could question the relevance of small score differ-
ences and why the best paraphrase should be se-
lected instead of the hundred next ones. Given the
current state of the art, the next step to improve
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paraphrase generation does not lie in score opti-
misation but in refining the model and its com-
ponents: the language model and the paraphrase
table.

Human based evaluations reveal that the current
most important issue of paraphrase generation lies
in the syntax (Chevelu et al., 2009). It seems dif-
ficult to assess the syntax of a potential paraphrase
while not considering it as a whole, which is im-
possible with a local scoring function inherent to
the SMT decoding paradigm. Holistic paraphrase
generators have now reached a level of perfor-
mance comparable to SMT decoders, without suf-
fering from their limitations. They are paving the
way for experiments with more complex semantic
and linguistic models to improve paraphrase gen-
eration.



References

Auer, P., N. Cesa-Bianchi, and C. Gentile. 2001.
Adaptive and self-confident on-line learning algo-
rithms. Machine Learning.

Bannard, Colin and Chris Callison-Burch. 2005. Para-
phrasing with bilingual parallel corpora. In ACL
’05: Proceedings of the 43rd Annual Meeting on
Association for Computational Linguistics, pages
597-604, Morristown, NJ, USA. Association for
Computational Linguistics.

Barzilay, Regina and Lillian Lee. 2003. Learn-
ing to paraphrase: An unsupervised approach us-
ing multiple-sequence alignment. In HLT-NAACL
2003: Main Proceedings, pages 16-23.

Callison-Burch, Chris, Philipp Koehn, and Miles Os-
borne. 2006. Improved statistical machine transla-
tion using paraphrases. In Proceedings of the main
conference on Human Language Technology Con-
ference of the North American Chapter of the As-
sociation of Computational Linguistics, pages 17—
24, Morristown, NJ, USA. Association for Compu-
tational Linguistics.

Chevelu, Jonathan, Thomas Lavergne, Yves Lepage,
and Thierry Moudenc. 2009. Introduction of a new
paraphrase generation tool based on Monte-Carlo
sampling. In Su, Keh-Yih, Jian Su, Janyce Wiebe,
and Haizhou Li, editors, Proceedings of the ACL-
IJCNLP 2009 Conference Short Papers, pages 249—
252, Singapoure, August. Association for Computa-
tional Linguistics.

Duclaye, Florence, Frangois Yvon, and Olivier Collin.
2003. Learning paraphrases to improve a question-
answering system. In In Proceedings of the 10th
Conference of EACL Workshop Natural Language
Processing for Question-Answering, page 3541.

Gelly, Sylvain and David Silver. 2007. Combining on-
line and offline knowledge in UCT. In 24th Interna-
tional Conference on Machine Learning (ICML’07),
pages 273-280, June.

Kendall, Maurice G. 1938. A New Measure of Rank
Correlation. Biometrika, 1-2(30):81-89, June.

Kocsis, Levente and Csaba Szepesvari. 2006. Ban-
dit based monte-carlo planning. In 17th Euro-
pean Conference on Machine Learning, (ECML’06),
pages 282-293, September.

Koehn, Philipp, Franz Josef Och, and Daniel Marcu.
2003.  Statistical phrase-based translation. In
Proceedings of the Human Language Technology
Conference of the North American Chapter of the
Association for Computational Linguistics (HLT-
NAACL), pages 48-54, Edmonton, May. Associa-
tion for Computational Linguistics.

Koehn, Philipp, Hieu Hoang, Alexandra Birch Mayne,
Christopher Callison-Burch, Marcello Federico,
Nicola Bertoldi, Brooke Cowan, Wade Shen, Chris-
tine Moran, Richard Zens, Chris Dyer, Ondrej Bo-
jar, Alexandra Constantin, and Evan Herbst. 2007.
Moses: Open source toolkit for statistical machine
translation. In Annual Meeting of the Association
for Computation Linguistics (ACL), Demonstration
Session, pages 177-180, June.

Koehn, Philipp. 2005. Europarl: A parallel corpus
for statistical machine translation. In Proceedings
of MT Summit.

Lepage, Yves and Etienne Denoual. 2005. Automatic
generation of paraphrases to be used as translation
references in objective evaluation measures of ma-
chine translation. In IWP2005.

Max, Aurélien and Michael Zock. 2008. Looking
up phrase rephrasings via a pivot language. In
Proceedings of the 22nd International Conference
on Computational Linguistics (Coling 2008), pages
97-104, Manchester, UK, August. Coling 2008 Or-
ganizing Committee.

Och, Franz Josef and Hermann Ney. 2003. A sys-
tematic comparison of various statistical alignment
models. Computational Linguistics, 29(1):19-51.

Quirk, Chris, Chris Brockett, and Bill Dolan. 2004.
Monolingual machine translation for paraphrase
generation. In Lin, Dekang and Dekai Wu, edi-
tors, the 2004 Conference on Empirical Methods
in Natural Language Processing, pages 142-149.,
Barcelona, Spain, 25-26 July. Association for Com-
putational Linguistics.

Sekine, Satoshi. 2005. Automatic paraphrase dis-
covery based on context and keywords between ne
pairs. In Proceedings of International Workshop on
Paraphrase (IWP2005).

Stolcke, Andreas. 2002. Srilm — an extensible lan-
guage modeling toolkit. In Proceedings of Interna-
tional Conference on Spoken Language Processing.

152



1

Acquisition of Unknown Word Paradigmsfor Large-Scale Grammars
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Abstract

Unknown words are a major issue for
large-scale grammars of natural language.
We propose a machine learning based al-
gorithm for acquiring lexical entries for
all forms in the paradigm of a given un-
known word. The main advantages of our
method are the usage of word paradigms
to obtain valuable morphological knowl-
edge, the consideration of different con-
texts which the unknown word and all
members of its paradigm occur in and
the employment of a full-blown syntactic
parser and the grammar we want to im-
prove to analyse these contexts and pro-
vide elaborate syntactic constraints. We
test our algorithm on a large-scale gram-
mar of Dutch and show that its application
leads to an improved parsing accuracy.

I ntroduction

Gertjan van Noord
University of Groningen
The Netherlands
g.j . mvan. noord@ ug. nl

to improve which gives the grammar the opportu-
nity to participatedirectly in the LA process.

Our method achieves an F-measure of 84.6%
on unknown words in experiments with the wide-
coverage Alpino grammar (van Noord, 2006) of
Dutch. The integration of this method in the
parser leads to a 4.2% error reduction in terms of
labelled dependencies.

To predict a lexical entry for a given unknown
word, we take into account two factors— its mor-
phology and the syntactic constraints imposed by
its context. As for the former, the acquisition of
the whole paradigm provides us with a valuable
source of morphological information. If we were
to deal with only one form of the unknown word,
this information would not be accessible.

Further, looking at different contexts of the un-
known word gives us the possibility to work with
linguistically diverse data and to incorporate more
syntactic information into the LA process. Cases
where this is particularly important include mor-

In this paper, we present an efficient machin®hologically ambiguous words and verbs which
learning based method for automated lexical agubcategorize for various types of syntactic argu-
quisition (LA) which improves the performancements. We also consider contexts of the other
of large-scale computational grammars on reamembers of the paradigm of the unknown word
life tasks.
Our approach has three main advantages whi@yr method has access to.

distinguish it from other methods applied to the Finally, the usage of dull-blown syntactic

same task. First, it enables the acquisition of thparser and thegrammar we want to acquire lex-

whole paradigm of a given unknown word while ical entries for has two advantages.

in order to increase the amount of linguistic data

First, LA

other approaches are only concerned with the patan benefit from the high-quality analyses such
ticular word form encountered in the data suba parser produces and the elaborate syntactic in-
ject to LA. Second, we analysifferent contexts
which the unknown word occurs in. Third, thecomes directly from the grammar, thus allowing
analysis of these contexts is provided byuH-
blown syntactic parser and thegrammar we aim

formation they provide. Second, this information

the LA process to make predictions based on what
the grammar considers to be best suited for it.
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The remainder of the paper is organised as folinknown word and its contextis:
lows. Section 2 describes the basic steps in our
. ) o . exp(d, ©ifi(t,c))

LA algorithm. Section 3 presents initial exper- (1) p(tle) = s~ 24~
iments conducted with Alpino and shows that ner ' 7
the main problems our LA method encountergvhere f;(t,c) may encode arbitrary characteris-
are the acquisition of morphologically ambigu-tics of the context anet ©1, O, ... > can be eval-
ous words, the learning of the proper subcatesated by maximising the pseudo-likelihood on a
gorization frames for verbs and the acquisitioriraining corpus (Malouf, 2002).
of particular types of adjectives. In Section 4 Table 1 shows the features for the noim
we make extensive use of the paradigms of thgpraakprocedures (consultation procedures). Row
unknown words to develop specific solutions foi(i) contains 4 separate features derived from the
these problems. Section 5 describes experimersefix of the word and 4 other suffix features are
with our LA method applied to a set of real un-given in row(ii). The two features in row§ii)
known words. Section 6 provides a comparisoand (iv) indicate whether the word starts with a
between our approach and work previously donparticle and if it contains a hyphen, respectively.
on LA. This section also discusses the application Another source of morphological features is the
of our method to other systems and languages. paradigm of the unknown word which provides

. ) information that is otherwise inaccessible. For ex-
2 Basic Algorithm ample, in Dutch, neuter nouns always take ke

The Alpino wide-coverage dependency parser idefinite article while all other noun forms are used
based on a large stochastic attribute value grarM‘Lith thedearticle. Since the article is distinguish-
mar. The grammar takes a ‘constructional’ apable only in the singular noun form, the correct
proach, with rich lexical representations stored ifticle of a word, assigned a plural noun type, can
the lexicon and a large number of detailed, conP€ determined if we know its singular form.
struction specific rules (about 800). Currently, the We adopt the method presented in Cholakov
lexicon contains about 100K lexical entries andnd van Noord (2009) where a finite state mor-
a list of about 200K named entities. Each wordPhology is applied to generate the paradigm(s) of
is assigned one or more lexical types. For ex@ given word. The morphology does not have ac-
ample, the vertamuseert (to amuse) is assigned cess to any additional linguistic information and
two lexical types—verb(hebben,sg3,intransitive) thus, it generates all possible paradigms allowed
and verb(hebben,sg3 transitive)— because it can by the word structure. Then, the number of
be used either transitively or intransitively. Thesearch hits Yahoo returns for each form in a given
other type features indicate that it is a present thirgaradigm is combined with some simple heuris-
person singular verb and it forms perfect tens#cs to determine the correct paradigm(s).
with the auxiliary verthebben. However, we make some modifications to this
The goal of our LA method is tassign the cor- method because it deals only witbgular mor-
rect lexical type(s) to a given unknown word. Thephological phenomena. Though all typical irreg-
method takes into account only open-class lexicallarities are included in the Alpino lexicon, there
types: nouns, adjectives and verbs, under the agre cases of irregular verbs composed with parti-
sumption that the grammar is already able to hargles which are not listed there. One such example
dle all closed-class cases. We call the types cois the irregular verlmeevliegen (to fly with some-
sidered by our methodhiversal types. The adjec- one) for which no paradigm would be generated.
tives can be used as adverbs in Dutch and thus, weTo avoid this, we use a list of common parti-
do not consider the latter to be an open class. cles to strip off any particle from a given unknown
We employ a ME-based classifier which, forword. Once we have removed a particle, we check
some unknown word, takes various morphologicaf what is left from the word is listed in the lexicon
and syntactic features as input and outputs lexicak a verb (e.gvliegen in the case ofmeevliegen).
types. The probability of a lexical tygegiven an If so, we extract all members of its paradigm from

154



Features each attribute of the considered types is also taken
1)1, in, ins, insp

i s, es, res, ures as a separate feature. By doing this, we let the

iii) particleyes #in this casén grammar decide which lexical type is best suited

i/‘;)nhg’lf’r;‘g’e}’;‘; for a given unknown word. This is a new and ef-

vi) noun(de,count,pl), tmpoun(de,count,sg) fective way to include theyntactic constraints of

vii) noun(de), noun(count), noun(pl), tompun(de) the context in the LA process.

tmp-noun(count), tmmoun(sg) However, for the parsing method to work prop-
Table 1: Features fanspraakprocedures erly, the disambiguation model of the parser needs

to be adapted. The model heavily relies on the
lexicon and it has learnt preferences how to parse
the lexicon and use them to build the paradigm ofertain phrases. For example, it has learnt a pref-
the unknown word. All forms are validated by us-erence to parse prepositional phrases as verb com-
ing the same web-based heuristics as in the origplements, if the verb includes such a subcatego-
nal model of Cholakov and van Noord (2009). rization frame. This is problematic when parsing
A single paradigm is generated fom- With universal types. If the unknown word is a
spraakprocedures indicating that this word is a Vverb and it occurs together with a PP, it would al-
pluralde noun. This information is explicitly used Ways get analysed as a verb which subcategorizes

as a feature in the classifier which is shown in rofor a PP.
(v) of Table 1. To avoid this, the disambiguation model is re-

Next, we obtain syntactic features fdn- trained on a specific set of sentences meant to

spraakprocedures by extracting a number of sen- make it more robust to input containing many un-
tences which it occurs in from large corpora oknOWn words. We have selected words with low
Internet. These sentences are parsed with a difidféquency in large corpora and removed them tem-
ent ‘mode’ of Alpino where this word is assignedPorarily from the Alpino lexicon. Less frequent
all universal types, i.e. itis treated as being maxiwords are typically not listed in the lexicon and
mally ambiguous. For each sentence only the pesthe _selected words are meant to S|mu|ate- their be-
parse is preserved. Then, the lexical type that h&aviour. Then, aII_sentences from the Alpino tree-
been assigned iospraakprocedures in this parse bank which cpntam t_hese yvord_s are extracted and
is stored. During parsing, Alpino’s POS tagget“sed to retrain the disambiguation model.
(Prins and van Noord, 2001) keeps filtering im-3
plausible type combinations. For example, if a de-
terminer occurs before the unknown word, all verfTo evaluate the performance of the classifier, we
types are typically not taken into considerationconduct an experiment with a target type inven-
This heavily reduces the computational overloatbry of 611 universal types. A type is considered
and makes parsing with universal types computasmiversal only if it is assigned to at least 15 dis-
tionally feasible. When all sentences have beetinct words occurring in large Dutch newspaper
parsed, a list can be drawn up with the types thatorpora ¢16M sentences) automatically parsed
have been used and their frequency: with Alpino.

In order to train the classifier, 2000 words are
temporarily removed from the Alpino lexicon.

Initial Experiments and Evaluation

(2) noun(de,count,pl) 78
tmp_noun(de,count,sg) 7

tmp_noun(het,count,pl) 6 The same is done for another 500 words which
pﬁgpzﬁﬂzxﬁplﬁﬁg?ﬂ are used as a test set. All words have between
Serﬁ(hebbenf,gvp) 1 50 and 100 occurrences in the corpora. This se-

lection is again meant to simulate the behaviour
The lexical types assigned tospraakprocedures  of unknown words. Experiments with a minimum
in at least 80% of the parses are used as featuresver than 50 occurrences have shown that this is
in the classifier. These are the two features in ro& reasonable threshold to filter out typos, words
(vi) of Table 1. Further, as illustrated in rawii), written together, etc.
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The classifier yields a probability score for eaclverbal phrases (VPs) (3-a)i) adjectives which
predicted type. Since a given unknown word cagan attach to verbs and VPs but modify one of
have more than one correct type, we want to preahe complements of the verb, typically the sub-
dict multiple types. However, the least frequenject (3-b) andiii) adjectives which cannot attach
types, accounting together for less than 5% db verbs and VPs (3-c).

probability mass, are discarded.

We evaluate the results in terms of precisior(?’)
and recall. Precision indicates how many types
found by the method are correct and recall indi-
cates how many of the lexical types of a given
word are actually found. The presented results are
the average precision and recall for the 500 test

De hardloperdoopt mooi.

DET runner  walksnice

‘The runner runs nicely = The runner has a
good running technique’

Hij loopt dronken naarhuis.

he walksdrunk to home

‘He walks home drunk = He is walking home
while being drunk’

words.

Additionally, there are three baseline methods:

e Naive- each unknown word is assigned
the most frequent type in the lexicon:
noun(de,count,sg)

e POStagger— the unknown word is given the

type most frequently assigned by the Alpino

POS tagger in the parsing stage

c.  *Hij loopt nederlandstalig.
he walksDutch speaking

‘He walks Dutch speaking.’

Each of these is marked by a special attribute in

the lexical type definitions-adv, padv and non-

adv, respectively. Since all three of them are seen
in ‘typical’ adjectival contexts where they modify

nouns, itis hard for the classifier to make a distinc-
tion. The predictions appear to be arbitrary and

e Alpino- the unknown word is assigned thethere are many cases where the unknown word is
most frequently used type in the parsingclassified both as@onadv and aradv adjective. It

stage

The overall results are given in Table 2. Table )

shows the results for each POS in our model.

Model Precision(%) Recall(%) F-measure(%)
Naive 19.60 18.77 19.17
POS tagger 30 26.21 27.98
Alpino 44.60 37.59 40.80
Our model 86.59 78.62 82.41

Table 2: Overall experiment results

POS Precision(%) Recall(%) F-measure(%)
Nouns 93.83 88.61 91.15
Adjectives 75.50 73.12 74.29
Verbs 77.32 55.37 64.53

Table 3: Detailed results for our model

Our LA method clearly improves upon the

is even more difficult to distinguish betwepadv
ndadv adjectives since this is a solely semantic
distinction.

The main issue with verbs is the prediction of
the correct subcategorization frame. The classifier
tends to predict mostly transitive and intransitive
verb types. As a result, it either fails to capture in-
frequent frames which decreases the recall or, in
cases where it is very uncertain what to predict, it
assigns a lot of types that differ only in the subcat
frame, thus damaging the precision. For example,
onderschrijf (‘to agree with’) has 2 correct sub-
cat frames but receives 8 predictions which differ
only in the subcat features.

One last issue is the prediction, in some rare
cases, of types of the wrong POS for morpholog-

baselines. However, as we see in Table 3, adjeally ambiguous words. In most of these cases

tives and especially verbs remain difficult to pre
dict.

adjectives are wrongly assigned a past partici-
ple type but also some nouns receive verb pre-

The problems with the former are due to the facatlictions. For instanceQESO-landen (‘countries
that Alpino employs a rather complicated adjecef the OESO organisation’) has one correct noun

tive system. The classifier has difficulties distin
guishing between 3 kinds of adjective$:adjec-
tives which can attach to and modify verbs an

{ype but becauskanden is also the Dutch verb for
‘to land’ the classifier wrongly assigns a verb type
s well.
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4 Improving LA subcat frame is well studied (Brent, 1993; Man-

] ning, 1993; Briscoe and Caroll, 1997; Kinyon and
4.1 POSCorrection Prolo, 2002; O’Donovan et al., 2005). Most of
Since the vast majority of wrong POS predictionghe work follows the ‘classical’ Briscoe and Caroll
has to do with the assignment of incorrect verl§1997) approach where the verb and the subcate-
types, we decided to explicitly use the generatedorized complements are extracted from the out-
verb paradigms as a filtering mechanism. For eagtut analyses of a probabilistic parser and stored as
word which is assigned a verb type, we check isyntactic patterns. Further, some statistical tech-
there is a verb paradigm generated for it. If not, alhiques are applied to select the most probable
verb types predicted for the word are discarded. frames out of the proposed syntactic patterns.

In very rare cases a word is assigrardy verb Following the observations made in Korho-
types and therefore, it ends up with no predictiongien et al. (2000), Lapata (1999) and Messiant
For such words, we examine the ranked list of pre2008), we employ a maximum likelihood es-
dicted types yielded by the classifier and the wortimate (MLE) from observed relative frequen-
receives the non-verb lexical type with the high<cies with an empirical threshold to filter out low
est probability score. If this type happens to berobability frames. For each word predicted to
an adjective one, we first check whether there ise a verb, we look up the verb types assigned
an adjective paradigm generated for the word ito it during the parsing with universal types.
guestion. If not, the word gets the noun type witiThen, the MLE for each subcat frame is deter-
the highest probability score. mined and only frames with MLE of 0.2 and

The same procedure is also applied to all wordgbove are considered. For exampjammert
which are assigned an adjective type. Howeve(to moan.3SG.PRES) is assigned a single type—
it is not used for words predicted to be nouns beverb(hebben,sg3,intransitive). However, the cor-
cause the classifier is already very good at predictect subcat features for it anetransitive andsbar.
ing nouns. Further, the generated noun paradignttere is the list of all verb types assigned]&mn-
are not reliable enough to be a filtering mechanismert during the parsing with universal types:
because th_ere are mass nouns with no plural forrr@) verb(hebben.sg3,intransitive) 48
and thus with no paradigms generated. verb(hebben,sg3 transitive) 15

Another modification we make to the classifier z:;ggﬂ:gggﬂvpgzigzgi{’?;?)r)S
output has to do with the fact that past participles verb(zijn,sg3’fmrangtive) 2
(psp) in Dutch can also be used as adjectives. This verb(hebben,past(sg),lab) 2
systematic ambiguity, however, is not treated as verb(hebben,sg3,sbar) 1
such in Alpino. Each psp should also have a sep-

arate adjective lexical entry but this is not alwaysthe MLE for the intransitive subcat feature is 0.68
the case. That is why, in some cases, the classifighd for the transitive one— 0.2. All previously pre-
fails to capture the adjective type of a given pspdicted verb types are discarded and each consid-
To account for it, all words predicted to be paskred subcat frame is used to create a new lexi-
participles but not adjectives are assigned two ag¢a| type. That is howammert gets two types at
ditional adjective types— one with timenadv and  the end- the corresterb(hebben,sg3,intransitive)

one with theadv feature. For reasons explainedand the incorreaterb(hebben,sg3 transitive). The
later on, a type with thpadv feature is not added. shar frame is wrongly discarded.

After the application of these techniques, all To avoid such cases, the generated word
cases of words wrongly predicted to be verbs gsaradigms are used to increase the number of con-
adjectives have been eliminated. texts observed for a given verb. Up to 200 sen-
tences are extracted for each form in the paradigm
of a given word predicted to be a verb. These sen-
Our next step is to guess the correct subcategtences are again parsed with the universal types
rization feature for verbs. Learning the propemand then, the MLE for each subcat frame is recal-

4.2 Guessing Subcategorization Frames
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culated. (5)  verb:looghd/synoun:hardloper
We evaluated the performance of our MLE- noun:hardlopghd/detdet:de
. verb:looghd/modadj:mooi
based method on the 116 test words predicted to verb:loof—/-punct:.

be verbs. We extracted the subcat features from

their type definitions in the Alpino lexicon to cre- Each line is a single dependency triple. The line
ate a gold standard of subcat frames. Additioneontains three fields separated by theharacter.
ally, we developed two baseline methody:all  The first field contains the root of the head word
frames a55|gned during parsing are coh_5|dered _aﬁﬁd its POS, the second field indicates the type of
ii) each verb is taken to be both transitive and inhe dependency relation and the third one contains
transitive. Since most verbs have both or one Ghe root of the dependent word and its POS. The
these frames, the purpose of the second baselingf$d line in (5) shows that the adjectivaooi is a

to see if there is a simpler solution to the problemy,qdifier of the head, in this case the védopt.

of finding the correct subcat frame. The resultgch a dependency relation indicates that this ad-

are given in Table 4. jective can modify a verb and therefore, it belongs
Model Precision(%) Recall(%) F-measure(%) to theadv type.
all frames 16.76 94.34 28.46

i findr. 62.29 6917 g As already mentionedyadv adjectives cannot
our model 85.82 67.28 75.43 be distinguished from the ones of thadv kind.
That is why, if the classifier has decided to assign
apadv type to a given unknown word, we discard
o all other adjective types assigned to it (if any) and
Our methpd significantly o'utper_forms bOtr_‘do not apply the technique described below to this
baselines. Itis able to correctly identify the transiy, o,
tive and/or the intransitive frames. Since they are
the most frequent ones in the test data, this boostsFor each of the 59 words assigned an non-
up the precision. However, the method is also abléflected adjective type after the POS correction
to capture other, less frequent subcat frames. F&fage, we extract up to 200 sentences for all non-
example, after parsing the additional sentences féflected forms in its paradigm. These sentences
jammert, the sbar frame had enough occurrencesre parsed with Alpino and the universal types and
to get above the threshold. The MLE for the tranthe output is dependency triples. All triples where
sitive one, on the other hand, fell below 0.2 and ithe unknown word occurs as a dependent word in

Table 4: Subcat frames guessing results

was correctly discarded. a head modifier dependendyd(mod, as shown in
(5)) and its POS is adjective are extracted from the
4.3 Guessing Adjective Types parse output. We calculate the MLE of the cases

We follow a similar approach for finding the cor-Where the head vy(?rd is averb, i.e. Wherg the un-
rect adjective type. It should be noted that th&nown word modifies a verb. If the MLE is 0.05
distinction amongnonadv, adv and padv does or larger, the word is assigned adv lexical type.
not exist for every adjective form. Most ad- For example, the classifier correctly identifies
jectives in Dutch get ane suffix when used the worddoortimmerd (solid) as being of thad-
attributively— de mooie/mooiere/mooiste jongen  jective(no_e(nonadv)) type but it also predicts the
(the nice/nicer/nicest boy). Since these inflecteddjective(no_e(adv))! type for it. Since we have
forms can only occur before nouns, the distinctiomot found enough sentences where this word mod-
we are dealing with is not relevant for them. Thusfies a verb, the latter type is correctly discarded.
we are only interested in the noninflected base&ur technique produced correct results for 53 out
comparative and superlative adjective forms.  of the 59 adjectives processed.

One of the possible output formats of Alpino
is dependency triples. Here is the output for the

sentence in (3-a): 'The no_e type attribute denotes a noninflected base ad-
jective form.
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4.4 Improved Resultsand Discussion 5 Experiment with Real Unknown

Table 5 presents the results obtained after apply- Words

ing t'he improvement techniques pl_escribed in thigg investigate whether the proposed LA method
section to the output of the classifier (the "Models aiso beneficial for the parser, we observe how
2’ rows). For comparison, we also give the reparsing accuracy changes when the method is em-

sults from Table 3 again (the ‘Model 1’ rows). pioyed. Accuracy in Alpino is measured in terms
The numbers for the nouns happen to remain Ugs |apelled dependencies.

changed and that is why they are not shown in Ta- \ye have conducted an experiment with a test

ble 5. set of 300 sentences which contain 188 real un-
POS | Models | Prec.%) Rec(%) F-meas(%) Known words. The sentences have been randomly
. Model 1 | 75.50 73.12 74.29 selected from the manually annotated LASSY
Al | Model2 | 8516 8016  82.58 : ,
Model 117732 ot T corpus (van Noord, 2009) which contains text
Verbs ode 3 55.3 64.53 ) :
Model 2 | 80.56 56.24  66.24 from various domains. The average sentence
overall | \iodel 2 | 80.08 ~ 80.52  84.58 9 ' :

The results are given in Table 6. The standard
Table 5: Improved results Alpino model uses its guesser to assign types to
the unknown words. Model 1 employs the trained

The automatic addition of adjective types forVIE-based classifier to predict lexical entries for
past participles improved significantly the recalf"€ unknown words offline and then uses them

tween adv and nonadv types caused a 10% in- fied by applying the methods described in Section
crease in precision. 4 to the output of the classifier (Model 1).

_ However, thgse progedyres glso revealed some Model | Accuracy (%) msec/sentence
incomplete lexical entries in Alpino. For example, Alpino 88.77 3658
there are two past participles not listed as adjec- Model 1 89.06 8772
tives in the lexicon though they should be. Thus Model 2 89.24 8906
when our methodorrectly assigned them adjec-  Taple 6: Results with real unknown words
tive types, it got punished since these types were
not in the gold standard. Our LA system as a whole shows an error re-
We see in Table 5 that the increase in precisioduction rate of more than 4% with parse times re-
for the verbs is small and recall remains practimaining similar to those of the standard Alpino
cally unchanged. The unimproved recall showsersion. It should also be noted that though much
that we have not gained much from the subcatf the unknown words are generally nouns, we see
frame heuristics. Even when the number of thérom the results that it makes sense to also employ
observed sentences was increased, less frequémd methods for improving the predictions for the
frames often remained unrecognisable from thether POS types. A wrong verb or even adjec-
noise in the parsed data. This could be seen &se prediction can cause much more damage to
a proof that in the vast majority of cases verbshe analysis than a wrong noun one.
are usedrangitively and/orintransitively. Since These results illustrate that the integration of
the MLE method we employ proved to be good abur method in the parser can improve its perfor-
recognising these two frames and differentiatingnance on real-life data.
between them, we have decided to continue using
it. 6 Discussion
The overall F-score improved by only 2% be- ) )
cause the modified verb and adjective prediction@'1 Comparison to Previous Work
are less than 30% of the total predictions made byhe performance of the LA method we presented
the classifier. in this paper can be compared to the performance
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of a number of other approaches previously ag=xperiments with real unknown words have not
plied to the same task. been performed.

Baldwin (2005) uses a set of binary classifiers Other, non-statistical LA methods also exist.
to learn lexical entries for a large-scale grameussens and Pulman (2000) describe a symbolic
mar of English (ERG; (Copestake and Flickingerapproach which employisductive logic program-
2000)). The main disadvantage of the method iging and Barg and Walther (1998) and Fouvry
that it uses information obtained from secondary2003) follow a unification-based approach. How-
language resources— POS taggers, chunkers, afger, the generated lexical entries might be both
Therefore, the grammar takes no part in the LAoo general or too specific and it is doubtful if
process and the method acquires lexical entrighese methods can be used on a large scale. They
based on incomplete linguistic information pro-have not been applied to broad-coverage gram-
vided by the various resources. The highest Fmars and no evaluation is provided.
measure (about 65%) is achieved by using fea-
tures from a chunker but it is still 20% lower than6.2 Application to Other Systems and
the results we report here. Further, no evalua- L anguages
tion is done on how the method affects the per-

formance of the ERG when the grammar is usedle stress the fact that the experiments with
for parsing. Alpino represent only a case study. The proposed

Zhang and Kordoni (2006) and Cholakov etA method can be applied to other computational
al. (2008), on the other hand, include featuregrammars and languages providing that the fol-
from the grammar in a maximum entropy (ME)lowing conditions are fulfilled.

classifier to predict new lexical entries for the FEjrst words have to be mapped onto some fi-
ERG and a large German grammar (GG; (CrySsite set of labels of which a subset of open-class
mann, 2003)), respegtlvely: Th_e o_IeveIopment da@niversal) labels has to be selected. This subset
for this method consist of linguistically annOtatedrepresents the labels which the ME-based classi-
sentences from treebanks and the grammar feégs; can predict for unknown words. Second, a
tures used in the classifier are derived from thi?large) corpus has to be available, so that various
annotation. However, when the method is appliedenences in which a given unknown word occurs
to open-text unannotated data, the grammar fégan, pe extracted. This is crucial for obtaining dif-

tures are replaced with POS tags. Therefore, thgrent contexts in which this word is found.

grammar is no longer directly involved in the LA
: . . Next, we need a parser to analyse the extracted
process which affects the quality of the predic-

. . o sentences which allows for the syntactic con-
tions. Evaluation on sentences containing real un-_ .~ "~ )
) straints imposed by these contexts to be included
known words shows improvement of the coveraglen the prediction process
for the GG when LA is employed but the accuracy =~ P P N _ _
decreases by 2%. Such evaluation has not beenfinally, as for the paradigm generation, the idea
done for the ERG. The results on the developmei@f cOmbining a finite state morphology and web
data are not comparable with ours because evallJeuristics is general enough to be implemented
ation is done only in terms of precision while wefor different languages. It is also important to

are also able to measure recall. note that the classifier allows for arbitrary com-

Statistical LA has previously been applied tobina‘riorls of features and therefore,_ gresearcher is
Alpino as well (van de Cruys, 2006). However,free to mcIude any (Ianguage-specq‘lc) features he
his method employs less morphosyntactic featuré¥ she considers useful for performing LA.
in comparison to our approach and does not make \We have already started investigating the appli-
use of word paradigms. Further, though expericability of our LA method to large-scale gram-
ments on deve|opment data are performed onrgars of German and French and the initial experi-
smaller scale, the results in terms of F-measure af@ents and results we have obtained are promising.
10% lower than those reported in our case study.
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Abstract

Word co-occurrence networks are one
of the most common linguistic networks
studied in the past and they are known
to exhibit several interesting topological
characteristics. In this article, we inves-
tigate the global topological properties of
word co-occurrence networks and, in par-
ticular, present a detailed study of their
spectrum. Our experiments reveal cer-
tain universal trends found across the net-
works for seven different languages from
three different language families, which
are neither reported nor explained by any
of the previous studies and models of
word-cooccurrence networks. We hy-
pothesize that since word co-occurrences
are governed by syntactic properties of
a language, the network has much con-
strained topology than that predicted by
the previously proposed growth model. A
deeper empirical and theoretical investiga-
tion into the evolution of these networks
further suggests that they have a core-
periphery structure, where the core hardly
evolves with time and new words are only
attached to the periphery of the network.
These properties are fundamental to the
nature of word co-occurrence across lan-
guages.

1 Introduction

In a natural language, words interact among them-
selves in different ways — some words co-occur

with certain words at a very high probability
than other words. These co-occurrences are non-
trivial, as in their patterns cannot be inferred from
the frequency distribution of the individual words.
Understanding the structure and the emergence of
these patterns can present us with important clues
and insights about how we evolved this extremely
complex phenomenon, that is language.

In this paper, we present an in-depth study of
the word co-occurrence patterns of a language in
the framework of complex networks. The choice
of this framework is strongly motivated by its
success in explaining various properties of word
co-occurrences previously (Ferrer-i-Cancho and
Solé, 2001; Ferrer-i-Cancho et al, 2007; Kapustin
and Jamsen, 2007). Local properties, such as
the degree distribution and clustering coefficient
of the word co-occurrence networks, have been
thoroughly studied for a few languages (Ferrer-
i-Cancho and Solé, 2001; Ferrer-i-Cancho et al,
2007; Kapustin and Jamsen, 2007) and many in-
teresting conclusions have been drawn. For in-
stance, it has been found that these networks are
small-world in nature and are characterized by a
two regime power-law degree distribution. Efforts
have also been made to explain the emergence of
such a two regime degree distribution through net-
work growth models (Dorogovstev and Mendes,
2001). Although it is tempting to believe that a
lot is known about word co-occurrences, in or-
der to obtain a deeper insight into how these co-
occurrence patterns emerged there are many other
interesting properties that need to be investigated.
One such property is the spectrum of the word co-
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occurrence network which can provide important
information about its global organization. In fact,
the application of this powerful mathematical ma-
chinery to infer global patterns in linguistic net-
works is rarely found in the literature (few excep-
tions are (Belkin and Goldsmith, 2002; Mukher-
jee et al, 2009)). However, note that spectral anal-
ysis has been quite successfully applied in the
analysis of biological and social networks (Baner-
jee and Jost, 2007; Farkas et al, 2001).

The aim of the present work is to investigate
the spectral properties of a word co-occurrence
network in order to understand its global struc-
ture. In particular, we study the properties of
seven different languages namely Bangla (Indo-
European family), English (Indo-European fam-
ily), Estonian (Finno-Ugric family), French (Indo-
European family), German (Indo-European fam-
ily), Hindi (Indo-European family) and Tamil
(Dravidian family). Quite importantly, as we shall
see, the most popular growth model proposed by
Dorogovtsev and Mendes (DM) (Dorogovstev and
Mendes, 2001) for explaining the degree distribu-
tion of such a network is not adequate to repro-
duce the spectrum of the network. This observa-
tion holds for all the seven different languages un-
der investigation. We shall further attempt to iden-
tify the precise (linguistic) reasons behind this dif-
ference in the spectrum of the empirical network
and the one reproduced by the model. Finally, as
an additional objective, we shall present a hitherto
unreported deeper analysis of this popular model
and show how its most important parameter is cor-
related to the size of the corpus from which the
empirical network is constructed.

The rest of the paper is laid out as follows.
In section 2, we shall present a brief review of
the previous works on word co-occurrence net-
works. This is followed by a short primer to spec-
tral analysis. In section 4, we outline the construc-
tion methodology of the word co-occurrence net-
works and present the experiments comparing the
spectrum of these real networks with those gen-
erated by the DM model. Section 5 shows how
the most important parameter of the DM model
varies with the size of the corpus from which the
co-occurrence networks are constructed. Finally,
we conclude in section 6 by summarizing our con-

tributions and pointing out some of the implica-
tions of the current work.

2  Word Co-occurrence Networks

In this section, we present a short review of the
earlier works on word co-occurrence networks,
where the nodes are the words and an edge be-
tween two words indicate that the words have co-
occurred in a language in certain context(s). The
most basic and well studied form of word co-
occurrence networks are the word collocation net-
works, where two words are linked by an edge if
they are neighbors (i.e., they collocate) in a sen-
tence (Ferrer-i-Cancho and Solé, 2001).

In (Ferrer-i-Cancho and Solé, 2001), the au-
thors study the properties of two types of col-
location networks for English, namely the unre-
stricted and the restricted ones. While in the unre-
stricted network, all the collocation edges are pre-
served, in the restricted one only those edges are
preserved for which the probability of occurrence
of the edge is higher than the case when the two
words collocate independently. They found that
both the networks exhibit small-world properties;
while the average path length between any two
nodes in these networks is small (between 2 and
3), the clustering coefficients are high (0.69 for the
unrestricted and 0.44 for the restricted networks).
Nevertheless, the most striking observation about
these networks is that the degree distributions fol-
low a two regime power-law. The degree distribu-
tion of the 5000 most connected words (i.e., the
kernel lexicon) follow a power-law with an expo-
nent —3.07, which is very close to that predicted
by the Barabdasi-Albert growth model (Barabdasi
and Albert, 1999). These findings led the au-
thors to argue that the word usage of the human
languages is preferential in nature, where the fre-
quency of a word defines the comprehensibility
and production capability. Thus, higher the us-
age frequency of a word, higher is the probability
that the speakers will be able to produce it eas-
ily and the listeners will comprehend it fast. This
idea is closely related to the recency effect in lin-
guistics (Akmajian, 1995).

Properties of word collocation networks have
also been studied for languages other than En-
glish (Ferrer-i-Cancho et al, 2007; Kapustin and
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Jamsen, 2007). The basic topological characteris-
tics of all these networks (e.g., scale-free, small
world, assortative) are similar across languages
and thus, point to the fact that like Zipf’s law,
these are also linguistic universals whose emer-
gence and existence call for a non-trivial psycho-
linguistic account.

In order to explain the two regime power-
law in word collocation networks, Dorogovtsev
and Mendes (Dorogovstev and Mendes, 2001)
proposed a preferential attachment based growth
model (henceforth referred to as the DM model).
In this model, at every time step ¢, a new word
(i.e., a node) enters the language (i.e., the net-
work) and connects itself preferentially to one of
the pre-existing nodes. Simultaneously, ct (where
c is a positive constant and a parameter of the
model) new edges are grown between pairs of
old nodes that are chosen preferentially. Through
mathematical analysis and simulations, the au-
thors successfully establish that this model gives
rise to a two regime power-law with exponents
very close to those observed in (Ferrer-i-Cancho
and Solé, 2001). In fact, for English, the val-
ues keross (i.e., the point where the two power
law regimes intersect) and k., (i.e., the point
where the degree distribution cuts the x-axis) ob-
tained from the model are in perfect agreement
with those observed for the empirical network.

Although the DM model is capable of explain-
ing the local topological properties of the word
collocation network, as we shall see in the forth-
coming sections, it is unable to reproduce the
global properties (e.g., the spectrum) of the net-
work.

3 A Primer to Spectral Analysis

Spectral analysis' is a powerful mathematical
method capable of revealing the global structural
patterns underlying an enormous and complicated
environment of interacting entities. Essentially, it
refers to the systematic investigation of the eigen-
values and the eigenvectors of the adjacency ma-
trix of the network of these interacting entities.
In this section, we shall briefly outline the basic

'"The term spectral analysis is also used in the context
of signal processing, where it refers to the study of the fre-
quency spectrum of a signal.

concepts involved in spectral analysis and discuss
some of its applications (see (Chung, 1994) for
details).

A network consisting of n nodes (labeled as
1 through n) can be represented by an n X n
square matrix A, where the entry a;; represents
the weight of the edge from node ¢ to node 5. Note
that A, which is known as the adjacency matrix,
is symmetric for an undirected graph and have
binary entries for an unweighted graph. A is an
eigenvalue of A if there is an n-dimensional vec-
tor x such that

Ax = x

Any real symmetric matrix A has n (possibly non-
distinct) eigenvalues \g < A} < ... < A,_1,
and corresponding n eigenvectors that are mutu-
ally orthogonal. The spectrum of a network is
the set of the distinct eigenvalues of the graph and
their corresponding multiplicities. It is a distribu-
tion usually represented in the form of a plot with
the eigenvalues in x-axis and their multiplicities in
the y-axis.

The spectrum of real and random networks dis-
play several interesting properties. Banerjee and
Jost (Banerjee and Jost, 2007) report the spectrum
of several biological networks and show that these
are significantly different from the spectrum of ar-
tificially generated networks. It is worthwhile to
mention here that spectral analysis is also closely
related to Principal Component Analysis and Mul-
tidimensional Scaling. If the first few (say d)
eigenvalues of a matrix are much higher than the
rest of the eigenvalues, then one can conclude that
the rows of the matrix can be approximately rep-
resented as linear combinations of d orthogonal
vectors. This further implies that the correspond-
ing graph has a few motifs (subgraphs) that are re-
peated a large number of time to obtain the global
structure of the graph (Banerjee and Jost, 2009).

In the next section, we shall present a thorough
study of the spectrum of the word co-occurrence
networks across various languages.

4 Experiments and Results

For the purpose of our experiments, we con-
struct word collocation networks for seven dif-
ferent languages namely, Bangla, English, Esto-
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Figure 1: Cumulative degree distributions for Bangla, English, Estonian, French, German, Hindi and
Tamil respectively. Each red line signifies the degree distribution for the empirical network while each
blue line signifies the one obtained from the DM model.

Lang. ‘ Tokens (Mill.) Words KLD ¢ Max. Eig. (Real) Max. Eig. (DM)
English 325 97144 021 5.0e-4 849.1 756.8
Hindi 20.2 99210 0.32 2.3e4 472.5 329.5
Bangla 12.7 100000 0.29 2.0e-3 326.2 245.0
German 5.0 159842 0.19 6.3e-5 192.3 110.7
Estonian 4.0 100000 025 1.le-4 158.6 124.0
Tamil 23 75929 024 9.9e-4 116.4 73.06
French 1.8 100006 0.44 8.0e-5 236.1 170.1

Table 1: Summary of results comparing the structural properties of the empirical networks for the seven
languages and the corresponding best fits (in terms of KLLD) obtained from the DM model.

nian, French, German, Hindi and Tamil. We used
the corpora available in the Lipezig Corpora Col-
lection (http://corpora.informatik.uni-leipzig.de/)
for English, Estonian, French and German. The
Hindi, Bangla and Tamil corpora were collected
by crawling some online newspapers. In these net-
works, each distinct word corresponds to a ver-
tex and two vertices are connected by an edge

if the corresponding two words are adjacent in
one or more sentences in the corpus. We assume
the network to be undirected and unweighted (as
in (Ferrer-i-Cancho and Solé, 2001)).

As a following step, we simulate the DM model
and reproduce the degree distribution of the col-
location networks for the seven languages. We
vary the parameter c in order to minimize the KL
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divergence (KLD) (Kullback and Leibler, 1951)
between the empirical and the synthesized dis-
tributions and, thereby, obtain the best match.
The results of these experiments are summarized
through Figure 1 and Table 1. The results clearly
show that the DM model is indeed capable of gen-
erating the degree distribution of the collocation
networks to a very close approximation for cer-
tain values of the parameter c (see Table 1 for the
values of ¢ and the corresponding KLD).

Subsequently, for the purpose of spectral anal-
ysis, we construct subgraphs induced by the top
5000 nodes for each of the seven empirical net-
works as well as those generated by the DM model
(i.e., those for which the degree distribution fits
best in terms of KLLD with the real data). We then
compute and compare the spectrum of the real
and the synthesized networks (see Figure 2 and
Table 1). It is quite apparent from these results
that the spectra of the empirical networks are sig-
nificantly different from those obtained using the
DM model. In general, the spectral plots indicate
that the adjacency matrices for networks obtained
from the DM model have a higher rank than those
for the empirical networks. Further, in case of the
synthesized networks, the first eigenvalue is sig-
nificantly larger than the second whereas for the
empirical networks the top 3 to 4 eigenvalues are
found to dominate. Interestingly, this property is
observed across all the languages under investiga-
tion.

We believe that the difference in the spectra is
due to the fact that the ordering of the words in
a sentence are strongly governed by the grammar
or the syntax of the language. Words belong to
a smaller set of lexico-syntactic categories, which
are more commonly known as the parts-of-speech
(POS). The co-occurrence patterns of the words
are influenced, primarily, by its POS category. For
instance, nouns are typically preceded by articles
or adjectives, whereas verbs might be preceded by
auxiliary verbs, adverbs or nouns, but never ar-
ticles or adjectives. Therefore, the words “car”
and “camera” are more likely to be structurally
similar in the word co-occurrence network, than
“car” and “‘jumped”. In general, the local neigh-
borhoods of the words belonging to a particular
POS is expected to be very similar, which means

that several rows in the adjacency matrix will be
very similar to each other. Thus, the matrix is ex-
pected to have low rank.

In fact, this property is not only applicable to
syntax, but also semantics. For instance, even
though adjectives are typically followed by nouns,
semantic constraints make certain adjective-noun
co-occurrences (e.g., “green leaves”) much more
likely than some others (e.g., “green dreams” or
“happy leaves”). These notions are at the core of
latent semantics and vector space models of se-
mantics (see, for instance, Turney and Pantel (Tur-
ney and Pantel, 2010) for a recent study). The DM
model, on the other hand, is based on the recency
effect that says that the words which are produced
most recently are easier to remember and there-
fore, easier to produce in the future. Preferential
attachment models the recency effect in word pro-
duction, which perhaps is sufficient to replicate
the degree distribution of the networks. However,
the model fails to explain the global properties,
precisely because it does not take into account
the constraints that govern the distribution of the
words.

It is quite well known that the spectrum of a net-
work can be usually obtained by iteratively pow-
ering the adjacency matrix of the network (aka
power iteration method). Note that if the adja-
cency matrices of the empirical and the synthe-
sized networks are powered even once (i.e., they
are squared)?, their degree distributions match no
longer (see Figure 3). This result further cor-
roborates that although the degree distribution of
a word co-occurrence network is quite appropri-
ately reproduced by the DM model, more global
structural properties remain unexplained. We be-
lieve that word association in human languages
is not arbitrary and therefore, a model which ac-
counts for the clustering of words around their
POS categories might possibly turn out to present
a more accurate explanation of the spectral prop-
erties of the co-occurrence networks.
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Figure 2: The spectrum for Bangla, English, Estonian, French, German, Hindi and Tamil respectively.
The last plot shows a portion of the spectrum for English magnified around O for better visualization.
All the curves are binned distributions with bin size = 100. The blue line in each case is the spectrum
for the network obtained from the DM model while each red line corresponds to the spectrum for the

empirical network.

5 Reinvestigating the DM Model

In this section, we shall delve deeper into explor-
ing the properties of the DM model since it is one
of the most popular and well accepted models for
explaining the emergence of word associations in
a language. In particular, we shall investigate the
influence of the model parameter ¢ on the emer-
gent results.

If we plot the value of the parameter ¢ (from
Table 1) versus the size of the corpora (from Ta-
ble 1) used to construct the empirical networks for
the different languages we find that the two are
highly correlated (see Figure 4).

2Note that this squared network is weighted in nature. We
threshold all edges below the weight 0.07 so that the resultant
network is neither too dense nor too sparse. The value of the
threshold is chosen based on the inspection of the data.

In order to further check the dependence of ¢
on the corpus size we perform the following ex-
periment. We draw samples of varying corpus
size and construct empirical networks from each
of them. We then simulate the DM model and at-
tempt to reproduce the degree distribution for each
of these empirical networks. In each case, we note
the value c for which the KLD between the empir-
ical and the corresponding synthesized network is
minimum. Figure 5 shows the result of the above
experiment for English. The figure clearly indi-
cates that as the corpus size increases the value of
the parameter ¢ decreases. Similar trends are ob-
served for all the other languages.

In general, one can mathematically prove that
the parameter c is equal to the rate of change of
the average degree of the network with respect to
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Figure 3: Cumulative degree distribution for the
squared version of the networks for English. The
red line is the degree distribution for the squared
version of the empirical network while the blue
line is degree distribution of the squared version
of the network obtained from the DM model. The
trends are similar for all the other languages.

the time ¢. The proof is as follows.

At every time step ¢, the number of new edges
formed is (1+ct). Since each edge contributes to
a total degree of 2 to the network, the sum of the
degrees of all the nodes in the network (k) is

T
kot =2 (L+ct) =2T + cT(T + 1)
t=1

(D

At every time step, only one new node is added
to the network and therefore the total number of
nodes at the end of time 7' is exactly equal to 7.
Thus the average degree of the network is

2T +I(T +1)

(k) T =2+c(T+1) (2
The rate of change of average degree is
d(k)
bl U 3
T ¢ 3)

and this completes the proof.

In fact, it is also possible to make a precise
empirical estimate of the value of the parameter
c. One can express the average degree of the co-
occurrence networks as the ratio of twice the bi-
gram frequency (i.e., twice the number of edges
in the network) to the unigram frequency (i.e., the

x 10"

45

35

251
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05 . . . . .
0 5 10 15 20 25 30 35
Corpus Size(Across Languages)

Figure 4: The parameter c versus the corpus size
for the seven languages.

Figure 5: The parameter c versus the corpus size
for English.

number of nodes or unique words in the network).
Therefore, if we can estimate this ratio we can eas-
ily estimate the value of ¢ using equation 3. Let
us denote the total number of distinct bigrams and
unigrams after processing a corpus of size N by
B(N) and W (V) respectively. Hence we have

_ 2B(N)

“

Further, the number of distinct new unigrams after

Language | B(N) W(N) c

English | 292N07 593N 009N—20
Hindi 26.2N% 49 7N46  009N—-26
Tamil IONT  64N7T 207N

Table 2: Summary of expressions for B(N),
W (N) and ¢ for English, Hindi and Tamil.
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Figure 6: Variation of B(N) and W () with N
for English (in doubly-logarithmic scale). The
blue dots correspond to variation of B(N) while
the red dots correspond to the variation of W (N).

processing a corpus of size IV is equivalent to T’
and therefore
T =W(N) (5)

Sampling experiments across different languages
demonstrate that W (V) and B(N) are of the form
nN® (a < 1) where 7 and « are constants. For
instance, Figure 6 shows in doubly-logarithmic
scale how B(NN) and W(N) varies with N for
English. The R? values obtained as a result of
fitting the B(NN) versus N and the W (V) ver-
sus N plots using equations of the form nN® for
English, Hindi and Tamil are greater than 0.99.
This reflects the high accuracy of the fits. Similar
trends are observed for all the other languages.
Finally, using equations 3, 4 and 5 we have

_d{k) _ d(k)dN
~ dT  dN dT

and plugging the values of B(/N) and W(N) in
equation 6 we find that ¢ has the form kN7 (8 <
1) where « and (3 are language dependent positive
constants. The values of ¢ obtained in this way
for three different languages English, Hindi and
Tamil are noted in Table 5.

Thus, we find that as N — oo, ¢ — 0. In
other words, as the corpus size grows the number
of distinct new bigrams goes on decreasing and
ultimately reaches (almost) zero for a very large
sized corpus. Now, if one plugs in the values of ¢
and 7" obtained above in the expressions for kcyoss
and k., in (Dorogovstev and Mendes, 2001), one

(6)

observes that limpy_, o ]‘ﬁ:ﬁ = 0. This implies
that as the corpus size becomes very large, the
two-regime power law (almost) converges to a sin-
gle regime with an exponent equal to -3 as is ex-
hibited by the Barabdasi-Albert model (Barabasi
and Albert, 1999). Therefore, it is reasonable to
conclude that although the DM model provides a
good explanation of the degree distribution of a
word co-occurrence network built from a medium
sized corpora, it does not perform well for very
small or very large sized corpora.

6 Conclusions

In this paper, we have tried to investigate in de-
tail the co-occurrence properties of words in a
language. Some of our important observations
are: (a) while the DM model is able to reproduce
the degree distributions of the word co-occurrence
networks, it is not quite appropriate for explaining
the spectrum of these networks; (b) the parameter
c in the DM model signifies the rate of change of
the average degree of the network with respect to
time; and (c) the DM model does not perform well
in explaining the degree distribution of a word co-
occurrence network when the corpus size is very
large.

It is worthwhile to mention here that our analy-
sis of the DM model leads us to a very important
observation. As N grows, the value of k.,; grows
at a much faster rate than the value of k.,,ss and
in the limit N — oo the value of k., is so high as
compared to k.55 that the ratio % becomes
(almost) zero. In other words, the kernel lexicon,
formed of the words in the first regime of the two
regime power-law and required to “say everything
or almost everything” (Ferrer-i-Cancho and Solé,
2001) in a language, grows quite slowly as new
words creep into the language. In contrast, the pe-
ripheral lexicon making the other part of the two
regime grows very fast as new words enter the lan-
guage. Consequently, it may be argued that since
the kernel lexicon remains almost unaffected, the
effort to learn and retain a language by its speak-
ers increases only negligibly as new words creep
into the language.
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Abstract

Creating correct, semantic representa-
tions of questions is essential for appli-
cations that can use formal reasoning to
answer them. However, even within a
restricted domain, it is hard to anticipate
all the possible ways that a question
might be phrased, and engineer reliable
processing modules to produce a correct
semantic interpretation for the reasoner.
In our work on posing questions to a bi-
ology knowledge base, we address this
brittleness in two ways: First, we exploit
the DIRT paraphrase database to intro-
duce alternative phrasings of a question;
Second, we defer word sense and se-
mantic role commitment until question
answering. Resulting ambiguities are
then resolved by interleaving additional
interpretation with question-answering,
allowing the combinatorics of alterna-
tives to be controlled and domain
knowledge to guide paraphrase and
sense selection. Our evaluation suggests
that the resulting system is able to un-
derstand exam-style questions more re-
liably.

1 Introduction

Our goal is to allow users to pose exam-style
questions to a biology knowledge base (KB),
containing formal representations of biological
structures and processes expressed in first-order
logic. As the questions typically require auto-
mated reasoning to answer them, a semantic
interpretation of each question is needed. In our
earlier work (Clark et al, 2007), questions were
interpreted using a conventional pipeline (parse,
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coreference, sense and role disambiguation).
However, despite moderate performance, the
original ("base") system suffered from well-
known problems of brittleness, arising from
both premature commitments in the pipeline and
the system's limited knowledge of the multiple
ways that questions can be expressed. In this
paper, we describe how deferred commitment
and a large paraphrase database can be used to
reduce these problems, drawing on prior work
and applying it in the context of a large KB be-
ing available. In particular, by interleaving in-
terpretation and answering, we are able to con-
trol the combinatorics of alternatives that would
otherwise arise. An evaluation suggests that this
improves the ability of the system to correctly
interpret, and hence answer, questions.

2 Context and Related Work

Our system aims to interpret and answer high-
school level, exam-style biology questions, ex-
pressed in sentence form. Our source of answers
is a formal knowledge-base and reasoning en-
gine (rather than a text corpus), placing specific
requirements on the interpretation process - in
particular, a full semantic interpretation of the
question is required. Questions are typically one
or two sentences long, for example:

(1) Does a prokaryotic cell contain ribosomes?

(2) A eukaryotic cell has a nucleus. Does that
nucleus contain RRNA?

(3) Is adenine found in RNA molecules?

(4) Does a prokaryotic cell have a region con-
sisting of cytosol?

(5) Do ribosomes synthesize proteins in the cy-
toplasm?

(6) What is the material, containing DNA and
protein, that forms into chromosomes dur-
ing mitosis?

Coling 2010: Poster Volume, pages 171-179,
Beijing, August 2010



Interpreting and answering this style of question
has a long history in NLP, both for answers
found via database retrieval and formal reason-
ing, and for answers extracted from a large text
corpus.

For answers found using reasoning, the focus of
this paper, early NL systems typically used a
pipelined architecture for question interpretation
(e.g., Bobrow, 1964; Woods 1977), with later
systems also using semantic constraints to guide
disambiguation decisions (e.g., Novak, 1977).
More recently, as well as there being significant
improvements in the performance of typical
pipeline modules, e.g., word sense disambigua-
tion (Navigli, 2009), there has been substantial
work on various forms of deferred commitment,
underspecification, and paraphrasing to expand
the space of interpretations considered, and thus
improve interpretation. Underspecified repre-
sentations (e.g., van Deemter and Peters, 1996;
Pinkal, 1999) allow ambiguity (in particular
scope ambiguity) to be preserved in a single
structure and commitments deferred until later,
allowing multiple interpretations to be carried
through the system. Similarly, a system can de-
fer commitment by simply carrying multiple,
alternative interpretations forward as individual
structures, or packed together into a single
structure (e.g., Alshawi and van Eijck, 1989,
Bobrow et al., 2005; Kim et al., 2010a,b). Fi-
nally, canonicalized representations are often
used to represent (and hence carry through the
system) multiple, equivalent surface forms as a
single structure, e.g., normalizing active and
passive forms, or alternative forms of noun
modification (Rinaldi et al., 2003). All these
techniques help avoid premature commitment in
interpretation.

As well as avoiding early rejection of interpreta-
tions in these ways, there has been substantial,
recent work on expanding the space of possible
interpretations considered through the use of
paraphases (e.g., Sekine and Inui, 2007). Para-
phrasing is based on the observation that there
are many ways of saying (roughly) the same
thing, and that syntatic manipulation alone is
not sufficient to enumerate them all. Para-
phrases aim to enumerate these additional alter-
natives, and may be generated synthetically
(e.g., Rinaldi et al., 2003), drawn from similar
texts (e.g., from similar questions for QA,
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Harabagiu et al., 2000), or mined from a corpus
using machine learning techniques (e.g., Lin
and Pantel, 2001). They have proved to be par-
ticularly useful in the context of textual entail-
ment (e.g., Bentivogli et al., 2009), and in cor-
pus-based question answering (e.g., Harabagiu
et al., 2003).

Our work builds on this prior work, applying
and extending these ideas to the context where a
formal knowledge base and reasoning engine is
available. In particular, we interleave the proc-
ess of expanding the space of interpretations
considered (using paraphrases and deferred
commitment) with the process of question an-
swering (which narrows down that space by
selecting interpretations supported by the KB),
thus controlling the otherwise combinatorial
explosion of alternatives. This makes it feasible
to use the DIRT paraphrase database (12 million
paraphrases) for generating a full semantic in-
terpretation of the original question, extending
its previous use in the semi-formal context of
textual entailment (Bentivogli et al., 2009). Our
use of reasoning to guide disambiguation fol-
lows Hobbs et als (1993) method of "interpreta-
tion as abduction", where the system searches a
space of possible interpretations for one(s) that
are provable from the KB, preferring those in-
terpretations.

3  The Problem

Although the biology KB we are using con-
tains the knowledge to answer the six earlier
questions (1)-(6), only the first two are correctly
answered with the original pipelined (‘“base™)
system. For question (3):

(3) Is adenine found in RNA molecules?

the system (mis-)interprets this as referring to
some actual “finding” event, not recognizing
that this is an alternative way of phrasing a
question about physical structure. Similarly, the
notion of "consisting of" in question (4) is an
unexpected phrasing that the system does not
understand. Questions (5) and (6) are also an-
swered incorrectly by the base system due to
errors in semantic role labeling during interpre-
tation. In (5):

(5) Do ribosomes synthesize proteins in the cy-
toplasm?



"in" is (mis-)interpreted by the language inter-
preter as an is-inside(x,y) relation, while the KB
itself represents this relationship as site(x,y),
hence the system fails to produce the correct
answer (yes). Similarly, for (6) "into" is
(mis)interpreted as destination(x,y) but repre-
sented in the KB as result(x,y).

Clearly, one can tweak the original interpreter
to overcome these particular problems. How-
ever, it is a slow, expensive process, and in gen-
eral it is impossible to anticipate all such prob-
lems up front. Statistical methods (e.g., Man-
ning and Schutze, 1999) offer an alternative
approach but one that is similarly noisy, prob-
lematic for question-answering applications.

4 Solution Approach

The brittleness of the base system can be par-
tially attributed to its eager commitments,
ahead of specifics that might be discovered dur-
ing question-answering itself. To address this,
we have modified the system in two ways. First,
we have added use of paraphrases to explore
additional interpretations of the question during
question-answering. Second, we defer sense and
semantic role disambiguation until question an-
swering. As a result, part of interpretation oc-
curs during answering itself: multiple interpreta-
tions are tried and a commitment is made to the
one(s) that produce a non-null answer. The jus-
tification for this commitment is a benevolent
user assumption, namely that the interpretation
that “makes sense” with respect to the KB (i.e.,
produces a non-null answer) is the one that the
user intended.

This use of question-answering to drive dis-
ambiguation follows Hobbs et als. (1993) work
on Interpretation as Abduction. In that frame-
work, a system searches for an interpretation
that is provable from the KB plus a minimal
cost set of assumptions, the interpretation corre-
sponding to a particular way to disambiguate
the text. In our work we do a similar thing, al-
though restrict the assumptions to disambigua-
tion decisions and exclude assuming new
knowledge, as we are dealing with questions
rather than assertions (if no interpretations are
provable, then we treat the answer as "no"
rather than treating the unproven query as some-
thing that should be asserted as true).
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4.1 Paraphrases

Several paraphrase databases are now available
to the NLP community', typically built by auto-
matically finding phrases that occur in distribu-
tionally similar contexts (e.g., Dras et al, 2005).
To date, paraphrase databases have primarily
been exploited for recognizing textual entail-
ment (e.g., Bentivogli et al., 2009, Clark et al,
2009), and for corpus-based question answering
(e.g., Harabagiu et al., 2003). Here we use them
for generating a full semantic interpretation in
the context of querying a formal knowledge re-
source.

We use the DIRT paraphrase database (Lin
and Pantel, 2001), containing approximately 12
million automatically learned rules of the form:

IF X relation Y THEN X relation' Y

where relation is a path in the dependency tree
between constitutents X and Y, or equivalently
(as we use later) a chain of literals:

{Po(X0:X1), Wi(X1), ++ Pt (X n1,Xn) §
where p; is the syntactic relation between (non-
prepositional) constituents x; and x;,;, and w; is
the word used for x;. An example from DIRT is:

IF X is found in Y THEN X is inside Y

The condition “X is found in Y” can be ex-
pressed as the chain of literals:
{ object-of(x,f), "find"(f), "in"(fy) }

The database itself is noisy, containing both
good and nonsensical paraphrases. Interestingly,
their use in question-answering tends to filter
out most bad paraphrases, as it is rare that a
nonsensical paraphrases will by chance produce
an answer (i.e., the question + KB together help
"triangulate"” on good paraphrases). Neverthe-
less, bad paraphrases can sometimes produce
incorrect answers. To handle this in a practical
setting, we are adding an interactive interface
(outside the scope of this paper) that shows the
user any paraphrases used, and allows him/her
to verify/block them as desired.

4.2 Deferred Sense Commitment

A second, common cause of failure of the base
system was incorrect assignment of senses and

! e.g., http://www.aclweb.org/aclwiki/index.php?
title=RTE_Knowledge Resources



semantic relations during word sense disam-
biguation (WSD) and semantic role labeling
(SRL). While domain-specific terms are gener-
ally reliably disambiguated, disambiguation of
general terms (e.g., whether "split" denotes the
concept of Separate or Divide) and semantic
roles (e.g., whether "into" denotes destina-
tion(x,y) or result(x,y)) is less reliable, with
only limited improvement attainable through
manual engineering or machine learning. The
problem is compounded by a degree of subjec-
tivity in the way knowledge is encoded in the
KB, for example whether the KB engineer
chose to conceptualize a biological object as
the "agent" or "instrument" or "site" of an activ-
ity is to a degree a matter of viewpoint.

To overcome this, we defer WSD and SRL
commitments until question-answering itself.
One can view this as a trivial form of preserving
underspecification (eg. Pinkal, 1999) in the ini-
tial language processing, where the words them-
selves denote their possible meanings.

4.3  Algorithm and Implementation

Questions are first parsed using a broad cov-
erage, phrase structure parser, followed by
coreference resolution, producing an initial
"syntactic" logical form, for example:

Question: Do mitotic spindles consist of hollow

microtubules?

Logical Form (LF): "mitotic-spindle"(s), "con-
sist"(c), "hollow"(h), "microtubule"(m), sub-
ject(c,s), "of"(c,m), modifier(m,h).

Next, rather than attempting word sense dis-
ambiguation (WSD) and semantic role labeling
(SRL) as would be done in the base system, the
system immediately starts work on answering
the question, even though a complete semantic
interpretation has not yet been produced. In the
process of answering, the system explores alter-
native word senses, semantic roles, and para-
phrases for the particular literals it is working
on (described shortly), and if any are provable
from the knowledge in the knowledge base then
those branch(es) of the search are explored fur-
ther. There are two basic steps in this process:
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(a) setup: create an instance X0 of the object
being universally quantified over® (identi-
fied during initial language interpretation)

(b) query: for each literal in the LF with at
least one bound variable, iteratively query
the KB to see if some interpretation of those
literals are provable i.e., already known.

In this example, illustrated in Figure 1, for step
(a) the system first creates an instance X0 of a
mitotic spindle, i.e., asserts the instantiated first
literal isa(X0,Mitotic-Spindle), and then queries
the inference engine with the remaining LF lit-
erals. (If there are multiple senses for “mitotic
spindle”, then an instance for each sense is cre-
ated, to be explored in parallel). For step (b), the
system uses the algorithm as follows:

repeat
select a chain C, of “syntactic” literals in
the LF with at least 1 bound variable
Cu= {p(x,y)} or {w(x)} or
{pi(x.2), W(2), pa(zy)}
select some interpretation C of C, where:
C is a possible interpretation of C,
or C', is a possible paraphrase for C, and
C is a possible interpretation of C',
try prove C[bindings] — new-bindings
If success:
replace C, with C
add new-bindings to bindings
until
all clauses are proved

where:

e A syntactic literal is a literal whose predi-
cate is a word or syntactic role (subject, ob-
ject, modifier, etc.) All literals in the initial
LF are syntactic literals.

e A chain of literals is a set of syntactic liter-
als in the LF of the form {p(x,y)} or {w(x)}
or {pi(x,z), w(z), p2(z,y)}, where p;, w are
words or syntactic roles (subject, mod, etc).

e A possible paraphrase is a possible substi-
tution of one chain of literals with another,
listed in the DIRT paraphrase database.

% If the system can prove the answer for a (new) in-
stance X0 of the universally quantified class, then it
holds for all instances, i.e., if KB U f(X0) |- g(X0)
then KB | f(X0)—g(X0), hence KB | Vx f(x)—g(x)
via the principle of universal generalization (UG).




(Graphical depiction of) (part of) the representation of Mitotic-Spindle:
X1:Centrosome —4: : X2:Spindle-Pole |
goreseenans e y
I X0:Mitotic-Spindle § has-region )
\S, ..................... N eremsraenseos s sessrsarnssens Recognized Knowledge
- shape ]
has-function : :| X3:Microtubule | X4:Hollow |3
Popart L bassummnmnnnmnannnnnnnnn B
LF interpretation: RecognlzedKnOWIedge;\ \
"mitotic-spindle"(s), "consist"(c), "hollow"(h), "microtubule”(m), subjgct(c,s), "of"(c,m), \
# a | modifier(m,h)y
isa(X0,Mitotic-Spindle), "consist"(c), "hollow"(h), "microtubule"(m),'subject(c,XO), "of"(c,m),
(b modiﬁer(m,h).l
isa(X0,Mitotic-Spindle), “part*(p), "hollow"(g), "microtubule"(m), s{lbject(p,XO), "of"(p,X0), |
/ modiﬁer(m,h}.
(c) /
isa(X0,Mitotic-Spindle), "hollow"(h), isa(X3,Microtubule), has-part(X0,X3), modifier(X3,h). /
(d) /
isa(X0,Mitotic-Spindle), isa(X4,Hollow), isa(X3,Microtubule), has-part(X0,X3), shape(X3,X4).

Figure 1: The path found through the search space for an interpretation of the example question. (a)
setup (b) paraphrase substitution (IF X consists of Y THEN Y is part of X) (¢) interpretation of
{subject-of(X0,p), part”’(p), “of’(p,X0)} as has-part(X0,m), preferred as it is provable from the KB,
resulting in m=X3 (d) interpretation of the syntactic modifier(X3,h) relation (from “hollow micro-

tubule”) as shape(X3,h) as it is provable from the KB.

e A possible interpretation of the singleton
chain of literals {w(x)} is isa(x,class),
where class is a possible sense of word w.

e A possible interpretation of a chain of liter-
als {p(x,y)} or {pl(x,2),w(z),p2(zy)} is
r(x,y), where r is a semantic relation corre-
sponding to syntactic relation p (e.g.,
"in"(x,y) — is-inside(X,y)) or word w (e.g.,
{subject-of(e,h), "have"(h), "of'(h,n)} —
has-part(e,n)).

Possible word-to-class and word-to-predicate

mappings are specified in the KB.

Figure 1 illustrates this procedure for the exam-
ple sentence. The procedure iteratively replaces
syntactic literals with semantic literals that cor-
respond to an interpretation that is provable
from the KB. If all the literals are proved, then
the answer is “yes”, as there exists an interpreta-
tion under which it can be proved from the KB,
under the benevolent user assumption that this
is the interpretation that the user intended.
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As there are several points of non-determinism
in the algorithm, e.g., which literals to select,
which interpretation to explore, it is a search
process. Our current implementation uses most-
instantiated-first query ordering plus breadth-
first search, although other implementations
could traverse the space in other ways.

5 Evaluation

To evaluate the system, we measured its
question-answering performance on a set of 141
true/false biology questions, ablating para-
phrases and deferred commitment to measure
their impact. The 141 questions were senten-
cized versions of the multiple choice options in
22 original AP-level exam questions that, in an
earlier evaluation (Clark, 2009), users had diffi-
culty rephrasing into a form that the system un-
derstood. Each original multiple choice option
was minimally rewritten as a complete sentence
(most multiple choice questions were partial se-



Configuration Accuracy system/actual answers
(score=yly+n/n) | yly nly y/n n/n
Naive(all false) 67% (94) 0 47 0 94
Base system 72% (102) 8 41 0 94
+ Paraphrases 75% (106) 13 | 34 1 93
+ Deferred commitment 76% (107) 13 | 34 0 94
+ Both (full system) 84% (118) 25 | 22 1 93

Table 1: Performance of different configurations of the system. The y/y column shows the number
of questions for which the system answered “yes” and the correct answer is “yes”, etc.

ntences), while preserving the original Eng-
lish phrasing. For example the original ques-
tion:

73. Which of the following best describes the
DNA molecule?
a. Two parallel strands of nitrogen bases
held together by hydrogen bonding

b. Two complementary strands of deoxyri-
bose and phosphates held together by
hydrogen bonding

c. Two antiparallel strands of nucleotides
held together by hydrogen bonding

d. A single strand of nitrogen bases coiled
upon itself by hydrogen bonding

e. A single strand of nucleotides coiled into
a helix.

was rewritten as five questions:

e Does a DNA molecule have two parallel
strands of nitrogen bases held together by
hydrogen bonding?

e Does a DNA molecule have two com-
plementary strands of deoxyribose and
phosphates held together by hydrogen
bonding?

e Does a DNA molecule have two antipar-
allel strands of nucleotides held together
by hydrogen bonding?

e Does a DNA molecule have a single
strand of nitrogen bases coiled upon itself
by hydrogen bonding?

e Does a DNA molecule have a single
strand of nucleotides coiled into a helix?

Similarly:

79. All of the following organelles are associ-
ated with protein synthesis EXCEPT:
a. ribosomes; b. Golgi bodies;...; e...

was rewritten as five questions:
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e Are ribosomes associated with protein syn-
thesis?
¢ Are Golgi bodies associated with...etc.

For 18 of the original questions, each of the 5
options expanded to 1 true/false question. For
3 comparison questions (“Which X is in Y
but not Z?”), each option expanded into 2
questions (“Is X in Y?” “Is X in Z?”). Finally
1 question involved parallelism (“Which of
the following A,B,C do X,)Y,Z respec-
tively?””) which expanded into 21 questions
(“Does A do X?” “Does A do Y?” etc.) after
removing duplicates. Of the resulting 141
questions, 47 had the "gold" answer of true,
94 false. Of the 47 positives, 4 were out of
scope of the reasoning engine, involving
questions about possibility rather than truth,
for example:

e Can a DNA adenine bond to an RNA
uracil?

Another 3 were out of scope of the knowl-
edge in the KB (2 requiring unrepresented
temporal knowledge and 1 requiring com-
monsense knowledge). Thus the upper bound
on performance, given the particular KB and
reasoning engine that we are using, is
134/141 (95%).

We ran the base system alone, with para-
phrasing (only), with deferred commitment
(only), and with both. The results are shown
in Table 1. As can be seen, true negatives
(n/y) are a substantially larger challenge than
false positives (y/n), as the system answers
"no" by defalt if it is unable to prove the facts
in the interpreted question from the KB. Dur-
ing interpretation, the base "pipeline" system
commits to disambiguation decisions at each
step, and if any commitment is wrong then it
will also get the answer wrong, as reflected



by the only small (8) increase in number cor-
rectly answered.

Paraphrases allow the system to search for
alternative interpretations, adding five more
questions to be answered correctly but also
introducing one false positive (y/n). The false
positive was for the question:

Do peroxisomes make proteins?

This was (incorrectly) answered "yes" by the
system as it used a bad DIRT paraphrase (IF
X makes Y THEN X is made from Y), se-
lected because it led to a provable interpreta-
tion (peroxisomes are made (synthesized)
from proteins), but not the one the author in-
tended. It is an interesting and perhaps
somewhat surprising result that this was the
only false positive, given that the DIRT data-
base is noisy (approximately half its para-
phrases are questionable or invalid). The low
number of false positives appears to be due to
the fact that the vast number of invalid para-
phrases produce nonsensical, hence unprov-
able and rejected, interpretations.

Similarly, deferred commitment (alone) al-
lowed five additional questions (different to
those for paraphrasing) to be answered, again
as premature word sense and semantic role
labeling was avoided. For example, for "...the
polymerase builds a strand...", the pipeline
prematurely commits to the strand being the
object of the build, while in the KB it is rep-
resented as the result of the build. Deferred
commitment allows the system to search and
find such alternatives.

Finally there were several (7) questions re-
quiring both paraphrases and deferred com-
mitment to answer. For example, "Do mito-
chondria provide cellular energy?" was an-
swered using both a paraphrase (IF X pro-
vides Y THEN X creates Y) and deferred
commitment (mitochondria was correctly in-
terpreted as the site of the creation, as repre-
sented in the KB, while the pipeline prema-
turely committed to agent).

Although deferring SRL and WSD com-
mitment, the final system still eagerly com-
mits to a single syntactic analysis, and in
some cases that analysis was wrong (e.g.,
wrong PP attachment), causing failure for
some of the 16 in-scope, positive examples
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that the final system failed to answer. Clearly
deferred commitment can be further extended
to explore alternative syntactic analyses. The
remaining failures were due to incorrect se-
mantic interpretation of the syntactic analysis,
primarily due to poor handling of coordina-
tion.

The median, average, and maximum cpu
times per question were 0.7, 4.9, and 20.3
seconds respectively.

6 Discussion and Conclusion

Although question interpretation is challeng-
ing, we are in the unusual position of having
substantial, formal domain (biology) knowl-
edge available. We have illustrated how this
knowledge can be exploited to improve ques-
tion understanding by interleaving interpreta-
tion and answering together, allowing the
DIRT paraphrase database to be feasibly used
and avoiding premature sense commitment.
The result is an improved understanding of
the original biology questions.

Our work extends previous work (Section 2)
on exploring multiple interpretations and ex-
ploiting paraphrases, doing so in the context
of a task involving formal reasoning. In par-
ticular, by interleaving the expansion of pos-
sible interpretations with reasoning (that con-
tracts those alternatives), a viable system can
be constructed in which the combinatorics are
controlled. However, although the system
defers WSD and SRL commitment, there are
other sources of brittleness — in particular its
commitment to a single semantic analysis —
that could also benefit from exploration of
alternatives, e.g., by using packed representa-
tions (Bobrow et al., 2005).

A second limitation of the current approach is
that it assumes the (semantics of the) question
is a generalized subset of information in (or
inferrable from) the KB, i.e., questions are
"pure queries" about the KB that do not posit
any new information. However some ques-
tions, in particular hypotheticals ("X is true.
Does Y follow?"), violate this "pure query"
assumption by asserting a novel premise (X)
that is not in the KB, and hence cannot be
disambiguated by searching for the premise
X. Although such questions are relatively rare



in biology, they are common in other sciences
(e.g., physics). Handling such questions
would require extension of this approach, eg
by matching a generalized form of the asser-
tion X against the KB to identify how to dis-
ambiguate it. Similarly, if we wished to use
the system to read new knowledge, as op-
posed to identify old knowledge, further ex-
tensions would be needed, as new knowledge
by definition cannot be proved from the KB.

Finally, this work suggests that paraphrase
databases such as DIRT offer potential for
language understanding in the context of pos-
ing formal questions to a reasoning system or
database, by bridging gaps that would other-
wise have to be hand-engineered, extending
their previous use in semi-formal settings
such as textual entailment (Bentivogli et al.,
2009). Despite noise, the question plus KB
help "triangulate" on good paraphrases, and
with a suitable user interface to expose their
use, this work suggests that there is substan-
tial potential for deploying them in a practi-
cal, end-user environment.
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Two Methods for Extending Hierarchical Rules from the Bilingual Chart
Parsing

Martin émejrek and Bowen Zhou
IBM T. J. Watson Research Center
{martin.crejrek, zhou}@s.ibm com

Abstract In this work, we learn rules for hierarchical
phrase based MT systems directly from the par-
allel data, independently of bilingual word align-
ments.

This paper studies two methods for train-
ing hierarchical MT rules independently

of word alignments. Bilingual chart pars- Let us have an example of a German-English

ing and EM algorithm are used_ to train bi- sentence pair from the Europarl corpus (Koehn,
text correspondences. The first method, 2005)

rule arithmetic, constructs new rules as
combinations of existing and reliable rules (1) GER: die herausforderung besteht darin

used in the bilingual chart, significantly diese systeme zu den besten der welt zu
improving the translation accuracy on the machen

German-English and Farsi-English trans- ENG: the challenge is to make the system
lation task. The second method is pro- the very best

posed to construct additional rules directly _ _ _
from the chart using inside and outside The two pairs of corresponding sequendiese

probabilities to determine the span of the ~ Systéme ... der welt—the system ... best andzu
rule and its non-terminals. The paper also  Machen—to make are swapped. We believe that

presents evidence that the rule arithmetic the following rule could handle long distance re-
can recover from alignment errors, and orderings, still with a reasonably low number of

that it can learn rules that are difficult to  terminals, for example:

learn from bilingual alignments. (2) X — (besteht darint, zu X», is to X» X1),

1 Introduction There are 127 sentence pairs out of 300K of the

Hierarchical phrase-based systems for machirfeaining data that contain this pattern, but this rule
translation usually share the same pattern for obuas not learned using the conventional approach
taining rules: using heuristic approaches to extChiang, 2007). There are three potential risks:
tract phrase and rule pairs from word alignmentg1) alignment errors (the firsu aligned toto, or
Although these approaches are very successfdgr welt (of the world) aligned to null); (2) maxi-

in handling local linguistic phenomena, handlingnum phrase length for extracting rules lower than
longer distance reorderings can be more difficuliL1 words; (3) requirement of non-terminals span-
To avoid the combinatorial explosion, various rehing at least 2 words.

strictions, such as limitations of the phrase length Therule arithmetic (Cmejrek et al., 2009) con-
or non-terminal span are used, that sometimes prétructs the new rule (2) as a combination of good
vent from extracting good rules. Another reasoriule usages:

is the deterministic nature of those heuristics th
does not easily recover from errors in the wor
alignment.

) X — (besteht darin, i$
X — <X1 Zu Xs, tOX2X1>
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The approach consists of bilingual chart parsingently of word alignments. Similarly, Liu and
(BCP) of the training data, combining rules foundGildea (2009) identify matching long sequences
in the chart using aule arithmetic to propose new (“big templates”) using word alignments and “lib-
rules, and using EM to estimate rule probabilitieserate” matching small subtrees based on chart

In this paper, we study the behavior of theprobabilities. Our method of proposing rules di-
rule arithmetic on two different language pairsrectly from the chart does not use word alignment
German-English and Farsi-English. We also proat all.
pose an additional method for constructing new
rules directly from the bilingual chart, and com-1-2 Formally syntax-based models
pare it with the rule arithmetic. Our baseline model follows the Chiang’s hierar-

The paper is structured as follows: In Sec. 1, wehical model (Chiang, 2007; Chiang, 2005; Zhou
explain our main motivation, summarize previoust al., 2008) based on Synchronous Context-free
work, and briefly introduce the formalism of hi- Grammar (SCFG). The rules have form
erarchical phrase-based translation. In Sec. 2, we
describe the bilingual chart parsing and the EM X = (v, a,), (4)
algorithm. The rule arithmetic is introduced in . . .

: where X is the only non-terminal in the gram-
Sec. 3. The new method for proposing new rules . :

A . ) . mar, v and o are source and target strings with

directly from the chart is described in Sec. 4. Th . ) .
. . . . Termmals and up to two non-terminals, is the
experimental setup is described in Sec. 5. Results :
. . . correspondence between the non-terminals. Cor-
are thoroughly discussed in Sec. 6. Finally, we . .
. responding non-terminals have to be expanded at
conclude in Sec. 7.

the same time.

1.1 Related k . .
© a? wor _ 2 Bilingual chart parsing and EM
Many previous works use the EM algorithm to algorithm

estimate probabilities of translation rules: Wu

(1997) uses EM to directly estimate joint word!n this section, we briefly overview the algorithm
alignment probabilities of Inversion Transductionfor bilingual chart parsing and EM estimation of
Grammar (ITG). Marcu and Wong (2002) useSCFG rule features.

EM to estimate joint phrasal translation model Lete = e}’ andf = f{¥ of source and tar-
(JPTM). Birch et al. (2006) reduce its com-get sentences. For each sentence @disthe 'E’
plexity by using only concepts that match theStep of the EM algorithm will use the bilingual
high-confidence GIZA++ alignments. Similarly, chart parser to enumerate all possible derivations
Cherry and Lin (2007) use ITG for pruning. May ®, compute inside probabilities;;(X ) and out-
and Knight (2007) use EM algorithm to train tree-Side probabilitiesw;;x,(X), and finally calculate
to-string rule probabilities, and use the Viterbiexpected counts(r) how many times each rule
derivations to re-align the training data. Huangproduced the corpus.

and Zhou (2009) use EM to estimate conditional The inside probabilities can be defined recur-
rule probabilities P(a|y) and P(v|a) for Syn- sively and computed dynamically during the chart
chronous Context-free Grammar. Others try t®arsing:

overcome the deterministic nature of using bilin-

gual alignments for rule extraction by sampling

techniques (Blunsom et al., 2009; DeNero et al., Bijr = Z P(pr) H Birjwrs (3)
2008). Galley et al. (2006) define minimal PELijk (@) Ep-bp

_rules for tree-to-string _trgnslation, merge the”\‘/vhere ti;w represents the chart cell spanning
mto_composed_ rules_ (similarly to the_ rul_e ar'th'(e{,f,i), and the data structure stores the rule
metic), and train weights by EM. While in their o.r. If 7 has non-terminals, thembp stores back-

method, word alignments are used to define all ;o , 1, and p.bps to the cells representing
rules, rule arithmetic proposes new rules mdepeqheir derivations
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The outside probabilities can be computed resounts for proposed rules, and empty the tempo-
cursively by iterating the chart in top-down order-rary pool. This way we can try to propose many
ing. We start from the root cedt; 5,1 n := 1 and rules for each sentence pair, and to filter them later

propagate the probability mass as using accumulated expected counts from the EM.
The termmost promising is purposefully vague
Up.bpy T = P(p.r)ijrl (6) —to cover all possible approaches to filtering rule

usages. In our implementation, we are limited by

space and time, and we have to prune the number
@) of rules that we can combine. We use expected

counts as the main scoring criterion. When com-
Qpipy,  + = P(p.r)airiBp, » (8) puting the contributions to expected counts from

for rules with two non-terminals. The top-downp"’lrﬁcm"’1r rule usages as'described by (9), we re-
ordering ensures that eaeh;;; accumulates up- member the n-best contributors, and use them as

dates from all cells higher in the chart before itscandidates after the expected counts for the given
own outside probability is used sentence pair have been estimated.

The contributions to the rule expected counts Ths(;_lj!eanthmetl_c combines existing rlules ﬁ]
are computed as ing addition operation to create new rules. e

idea is shown in Example 12.

ﬁl,M,l,N (5,13,5,11,13,13)  (4,10,6,10,5,5) X — (X; zuX», to X5 X;)
(5,11,6,11,0,0)  (6,10,7,10,0,0) X — (dieseX,, the X;)

for rules with one non-terminal, and

Qpip;  + = P(p.r)airiBpip,,

clpr)+ =

1. 6
normalizing expected counts in the "M’ step. T o dee m . m AN T he s s
-3

To improve the grammar coverage, the rule-4 .. 0 diese . 3 2u 30 to -2 the 3 .. -3

. . - 5:(5,13,6,11,13,13)  (4,10,7,10,5,5) X — (dieseX; zu X, to X, the X} )
set is extended by the following rules providing First, create span projections for both source

*backoft” parses and scoring for the SCFG FUIeS:and target sides of both rules. Use symbol 0 for

Finally, rule probabilitiesP(r) are obtained by L4 5 RETRET 1%3 45 6 7 .. 10

(10) (X1, X1f), (X1, FX1), (X1e, X1), all unspanned positions, copy terminal symbols as

(eX1,X1), they are, and use symbols -1, -2, -3, and -4 to tran-
scribe X; and X, from the first rule, and\; and

(11) (X1 X2, XoX7). X, from the second rule. Repeat the non-terminal

, _ _ _symbol on all spanned positions. In Example 12
Rules (10) enable insertions and deletions, whllﬁne 1 shows the positions in the sentence, lines 2

rule (11) allows for aligning swapped constituents,,4 3 show the rule span projections of the two
in addition to the standard glue rule. rules.

Second merge source span projections (line 4),
record mappings of hon-terminal symbols. We re-
quire that merged projections arentinuous. We
The main idea of this work is to propose new rulegllow substituting non-terminal symbols by termi-
independently of the bilingual word alignments.nals, but we require that the whole span of the
We parse each sentence pair using the baselinen-terminal is fully replaced. In other words,
ruleset extended by the new rule types (10) anshortenings of non-terminal spans are not allowed.
(11). Then we select thmost promising rule us- Third, collect new rule. The merged rule us-
ages and combine each two of them using thages (lines 5) are generalized into rules, so that
rule arithmetic to propose new rules. We put thethey are not limited to the particular span for
new rules into a temporary pool, and parse anahich they were originally proposed.
compute probabilities and expected counts again, The rule arithmetic can combine all types of
this time we use rules from the baseline and frormules — phrase pairs, abstract rules, glues, swaps,
the temporary pool. Finally, we dump expectednsertions and deletions. However, we require that

3 Proposing new rules with rule
arithmetic
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at least one of the rules is either a phrase pair @stimated from the chart with the IBM Model 1

an abstract rule. lexical score.
) _ Since only the sequences spanned by filled
4 Proposing directly from chart chart cells can have non-zero expected counts,

One of the issues observed while proposing nelf€ can select the n-best matching sequences rela-
rules with the rule arithmetic is the selection of thdively efficiently.
best candidates. The number of all candidates that, Proposing non-terminal positions

can be combined depends on the length of the sen-

tence pair and on the number of competing par&Milar approach can be used to propose best po-
ing hypotheses. Using a fixed size of the n-besttions for non-terminals. We score every com-
can constitute a risk of selecting bad candidatd¥nation of non-terminal positions. The expected
from shorter sentences. On the other hand, tHRPUNTS can be estimated using Eq. 9. Since we are
spans of the best candidates extracted from |O|+g0posmg new rules, the probabilify(r) used in
sentences can be far from each other, so that md&8gt €guation is not defined. Again, we can use
combinations are not valid rules (e.g., the combi0del 1 score instead, and use the following scor-
nation of two discontinuous phrasal rules is nofnd function:

defined) sijha(bp1, bp2) = (15)

In our new approach we propose new rules di- Lea(ij kL bprbpa)on s B
rectly from the bilingual chart, relying on the in- B TV
side and outside probabilities computed after the . _ _
parsing of the sentence pair. The method has twer(i: 7, k. 1, bp1, bp2) is defined as in Eq. 14.
steps. In the first step we identify best matchind NiS time using0 < dou < dnT1 = ONT2 <
parallel sequences; in the second step we propo%erm. restricting the IBM Model 1 to score only

)

“noles” for non-terminals. word pairs that both belong either to the terminals

of the proposed rule, or to the sequences spanned
4.1 Identifying best matching sequences by the same non-terminal, or outside of the rule
To identify the best matching sequences, we scofPan: Th_e _scoring fun_ction for rules with one non-
all sequencese?, f1) by a scoring function: terminal is just a special case of 15.

Again, the candidates can be scored efficiently,
taking into account only those combinations of
‘;JLBU“LH(@J’ k,1), (13) non-terminal spans that correspond to filled cells
LM,1,N in the chart.
The proposed method is again independent of
bilingual alignment, but at the same time utilizes

o N oM the information obtained from the bilingual chart
Lex (i, j, k1) = > [ t(firlea)dijmiry (14) parsing.

§/=14=0

SCOT €4k =

where the lexical score is defined as:

Thet is the lexical probability from the word-to- 5 Experiments

word translation table, and;;;;» is defined as We carried out experiments on two language pairs,
dins If ' € (i,7) andj’ € (k,l), and asd,: if German-English and Farsi-English.
i' ¢ (i,jy andj’ ¢ (k,l), and as0 elsewhere. = The German-English data is a subset (297k
The purpose of this function is to score only thesentence pairs) of the Europarl (Koehn, 2005) cor-
pairs of words that are both either from within thepus. Since we are focused on speech-to-speech
sequence or from outside the sequence. Usualisanslation, the punctuation was removed, and the
0 < dour < dins to put more weight on words text was lowercased. The dev set and test set con-
within the parallel sequence. tain each 1k sentence pairs with one reference.
The scoring function is a combination of ex- The word alignments were trained by GIZA++
pected counts contribution of a sequertieg &) toolkit (Och and Ney, 2000). Phrase pairs were
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extracted using grow-diag-final (Koehn et al., The feature weights were tuned on the dev
2007). The baseline ruleset was obtained aset for each translation model separately. The
in (Chiang, 2007). The maximum phrase lengthranslation quality was measured automatically by
for rule extraction was set to 10, the minimum reBLEU score (Papineni et al., 2001).
quired non-terminal span was 2. _ )

Additional rules for insertion, deletion, and® Discussion of results

swap were added to improve the parsability of th§he BLEU score results are shown in the Ta-
data, and to help EM training and rule arithmeticpje 3. The cumulative gain of rule arithmetic and
However, these rules are not used by the decodgfy) (Ra + EM-i0) is 1 BLEU point for German-
since they would degrade the performance. English translation and 2 BLEU points for Farsi-
New rules were proposed after the firstiterationenglish, The cumulative gain of rules proposed
of EMY, either by rule arithmetic or directly from rom the chart (DC + EM-i0) is 0.2 BLEU points
the chart. . for German-English. For comparison of effects of
Only non-terminal rules proposed by the rulgarious components of our method, we also show
arithmetic from at least two different sentencecores after the first five iterations of EM (EM-i0—
pairs and ranked (by expected couats)) in the  g\1.i4) without adding any new rules, just using

top 100k were used. Figure 4 presents a sample @i_trained probabilities as feature weights, and

the new rules. _ also scores for new rules added into the baseline
New rules were also proposed directly from thyiihout adjusting their costs by EM (RA).

chart, using the approach in Sec. 4. 5% of best The gualities of proposed rules are discussed in
matching parallel sequences, and 5 best scoriRgis section.

rules were selected from each parallel sequence.
Non-terminal rules from the 200k-best rank weré.1 German-English rules from rule
added to the model. Figure 5 presents a sample of ~ arithmetic

the new rules. ' _ The Figure 4 presents a sample of new rules pro-
Finally, one more iteration of EM was used t0posed during this experiment. The table is di-
adjust the probabilities of the new and baselingjged into three parts, presenting rules from the
rules. These probabilities were used as featur¢sp, middle, and bottom of the 100K list. The
in the decoding. quality of the rules is high even in the middle part
The performance Of I’ule arithmetic was aISQ)f the table’ the ta” part is worse.
verified onFarsi-English translation. The train-  \ye were surprised by seeing short rules consist-
ing corpus contains conversational spoken datgg of frequent words. For examplem X1, in
from the DARPA TransTac program extendecrder X,). When looking into word-level align-
by movie subtitles and online dictionaries downments, we realized that these rules following the

loaded from the web (297k sentence pairs). Thgattern 16 prevent the baseline approach from ex-
punctuation was removed, and the text was lowyacting the rule.

ercased. The dev set is 1,420 sentence pairs held

out from the training data, with one reference. The GER:um Obj zu V

test set provided by NIST contains 470 sentencdd6)

with 4 references. The sentences are about 30%  ENG:in order to V Obj

longer and more difficult. Similarly many other rules match the pattern of
The training pipeline was the same as for thgeginning of a subordinated clause, sucthasis

German-English experiments. 122k new nong o insertions, such asf course, which both

terminal rules were proposed using the rule arithyaye 1o pe strictly followed by VSO construction

metic. in German, in contrast to the SVO word order in
!Since our initial experiments did not show any signifi-English.

cant gain ]frgm proposing rules after additional (lengtiy) i \yje glso studied the cases of rule arithmetic cor-
erations o . ) . A
recting for systematic word alignment errors. For
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example the new ruleX; zu koennen, tdX;) was RAGer.| DCGer.| RAFarsi
Sentences translated 1,000 1,000 417
learned from the sentence

JALL] (all rules) 5.359,751| 5.459,751] 8.532,691
INEW| (new rules) 100,000/ 200,000 121,784
(17) . i » . INEW 1.87%| 3.66%|  1.43%
um die in kyoto vereinbarten senkungen beibehalten kaennen m . 0 . 0 . 0
|hits ALL| 10,122 7,256 2,521
in order to maintain the reductions agreed in kyoto ‘g|ue| 2‘910 271 267
_ _ _ lhits ALL unique 6.303 6,433 2,058
The English translation often uses a different W_SA&LU‘HI& 0.12%|  0.12% 0.02
mpdality, _thus the modal veﬂmennen is always i NEW 928 1541 125
aligned with null. Since unaligned words are usu- |hits NEW uniqué 858 1,504 110
ally not allowed at the edges of sub-phrases gener-™ '\"EW e 0.86%| 0.75% 0.09
alized into non-terminals (Chlar_lg, 2007), this rule ‘l = AL‘L"f 9.17%| 21.23%|  4.96%
cannot be learned by the baseline. terminals from NEW 4,385 7,825 407
We observe that many new proposed rules cor-‘term"ﬂﬁ'ss,{{g{}“w’\”fw 473 5.08 3.26
respond to patterns with a non-terminal spanning
one word. For examp|éum X1 zu X, to Xs Table 1: Rule hits for 1,000 test set.
X1) corresponds to the same pattern 16, whéye
spans one verb. The lin@seine minl in the Ta- Niodel prre pr
ble 3 shows 0.3 BLEU improvement of a model GO eE basel P 8ras'\js ru?)(;/ls
trained without the minimum non-terminal span Ger-Eng basel!ne " SIEM 23 "
requirement. However, this improvement comes =2€"=Ng Das€lineé min : :

at a cost of more than four times increased model
size, as shown in Table 2. We observe that us-
ing the minimum span requirement while learning
from bitext alignments combined with rule arith-
metic that can learn the most reliable rules span- We also studied the correlation between the
ning one word yields better performance in speedank of the proposed rules (ranked by expected
memory, and precision. counts) and the hit rate during the decoding. The

We can also study the new rules quantitativelyFigure 2 measures the hit rate for each of 1,000
We want to know how the rules proposed by thdest ranking rules, and should be read as follows:
rule arithmetic are used in decoding. We tracethe rules ranking 0 to 999 were used 70 times, the
the translation of the 1,000 test set sentences fif rate decreases as the rank grows so that there
mark the rules that were used to generate the be¥gre no hits for rules ranking 90k and more. The
scoring hypotheses. rank is a good indicator of the usefulness of new

The stats are presented in the Table 1. Thelles.
chance that a new rules will be used in the test set We hypothesize that the new rules are capable
decoding (0.86%) is more than 7 times higher thafif combining partial solutions to form hypothe-
that of all rules (0.12%). Encouraging evidence i§€s With better word order, or better complex verb
that while the rule arithmetic rules constitute onlyforms so that these hypotheses are better scored
1.87% of total rules, they present 9.17% of rule@nd are parts of the winning solutions more often.
used in t_he dechmg. 6.2 German-English rules proposed directly

The Figure 1 lists the most frequently used new from the chart
rules in the decoding. We can see many rules
with 2 non-terminals that model complex verpWve also studied why the rules proposed directly
forms (wird X; haben,will haveX;)), reorder- from the bilingual chart yigld smaller improve-
ing in clauses (Um X, zu gewaehrleisten, to en- ment than the rule arithmetic. The number of new
sureX1)), or reordering of verbs from the second'ules used in the decoding (1,541) is even higher

position in German to SVO in Englisk{euteX; than that of the rule arithmetic, and it constitutes
wir X5, today weX; X»)). 21.23% of all cases. The two experiments were

Table 2: Model sizes.
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3+
=y
=
7]

Ger Eng Rik ATmmak

5 X stellt Xs dar X is X» £
3 X, sowohl X5 als auch X, both X, and £ 100
3 XyistesXy itis Xy X3 b
3 X, die X, ist X, which is X, 5o 80 1
2 wird X; haben will haveX; 5 @
2 wir X; damitX, we X; so thatXs @ E 60 7
2 wasX; hatX, whatX; hasX, ==
2 wasX; betrifft so as regardx’; £ o 40 ~
2 und X; muessen witX, andX; we mustXs, B 2
2 um X, zu gewaehrleisten  to ensuig 42 20 |
2 umX; zuXs to Xy X, ]
2 sowohlX; als auch bothX; and ':;_3: 0 LI L R B A A L I L LR
2 sieX; auchX, they alsoX; X,
2 in erster linieX; X in the first instance 1 51 101 131
2 inX;an inX; Rule Rank x 1000
2 ich X; meine iX;
2 heuteX; wir X» today weX; X,
2 herr praesidenk’; und herren mr presidedt; and gentlemel N
2 gleichX; X; a moment A
2 es mussY; werden it must beX; g E 60
. =]
Figure 1: Examples of the most frequenth £g 501
rules during the decoding. ;_,; 40 -
E5 30
¥g 20 -
IR
S8 10 -~
. #a O T T 1T T 1T T T T T T T 7T T T T T 1T
tuned separately, so that they used differen
rule weights. That is why we observe the d 1 51 101 151
ence in the number of glues (and the numt Rule Rank x 1000
total rules) in the Table 1. We do not observe Figure 3: Usage of new rules (DC).

significant correlation between the rank of the . _.._
and the hit rate. The Figure 3 shows that the first
10k-ranked rules are hit several times, and then

the hit rate stays flat. eralizing the worceuropean is not very helpful in
We offer an explanation based on our observahis context.

tions of rules used for the decoding. The rules The rule arithmetic could propose the rule 19 as
proposed directly from the chart contain a big por-

tion of content words. These rules do not capturé20) (die X1, the X;) + (kommission,

any important differences between the structures ~commission,

of the two languages that could not be handleg . . o
by phrasal rules as well. For example, the rul ut since the candidates for combination are se-
) ' ected as rules with the highest expected counts

(die neuen vorschriften SOIIe.Kl’.the new rule:_:, (Sec. 3), the rules 20 will most likely loose to the
areX,) is correct, but a combination of a baseline

. Phrase pair 18 and will not be selected.
phrasal rule and glue will produce the same result. :
. . To conclude our comparison, we observe that
We also see many rules with non-termlnal%

Spanning one word. For examole. the sequence oth methods produce reliable rules that are of-
P g ' Pie, d ten reused in decoding. Nevertheless, since the

(18) die europaeische kommission—the rule arithmetic combines the most successful rules
european commission from each parallel parse, the resulting rules enable
structural transformations that could not be han-

will produce the rule dled by baseline rules.

(19) (die X; kommission, theX; commissioi.

Although the sequence and the rule are high
scored by 13 and 15, we intuitively feel that gen-
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German-EnglisH  Farsi-English natuerﬁ%? 'c:}‘g;‘iﬁ;f;(
Model dev set| test set| dev set| test set deshami this is why ;{1
baseline 23.9 254 | 411 38.2 Xizu kO;nf)etn 'tt'OY)l(
T IS! Itis
RA + EM-i0 24.8 26.4 41.8 40.2 nach der tagesordnung folgttﬂa the nelxt item is theX;
DC + EM-i0 24.6 25.6 herr X, herr kommissaX, mr X; commissionetXy
- die X; derX, X, theX;
EM-i0 24.4 26.1 40.8 39.1 im gegénteile onlthe cozntraryXl
EM-i1 24.4 25.8 41.3 38.5 nach der tagesordnung foldf, the next item isX;
EM-i2 244 | 259 | 41.4 | 382 e theXithed
' ' ' ' ie X; die theX
EM-i3 244 | 26.0 | 413 | 393 ausserder,  in addition X,
EM-i4 24.4 26.0 41.6 39.6 ~ daherX, thatis whyX;
RA 244 | 261 | 407 | 384 ke e ot
baseline minl 24.0 25.7 deshalbX; for this reason¥;
umX; zuXs to X, X,
X1 nicht X, werden X; not beX»

Table 3: BLEU scores ]
Figure 4: Sample rules (RA).

ausserdenX; wir we X; also
die X; des kommissars the commissioneX's
den X, ratsvorsitz  theX; presidency
ich hoffe dassX; iwould hope thatX;
X ist zu X, geworden X has becomeX,
die X des vereinigten koenigreichs the ik
X, maij weggenX, X; maij weggenX,
X wir auf X, sind X7 we are onX,
ich frage michX; iwonderX;

6.3 Farsi-English rules from the rule
arithmetic

Although we have only limited resources to quali-
tatively analyze the Farsi-English experiments, we
noticed that there are two major groups of new
rules.

The first group corresponds to the fact that Farsi
does not have definite article and allows pro-drop.
We observe many new rules that could not be )
learned from word alignments, since some defil Conclusion

nite articles or pronouns in English were aligneq,, {xis work, we studied two new methods for
to null (and unaligned words are not allowed at thg,, ning hierarchical MT rules: the rule arith-
edges of phrases). However, if the chart containgetic and proposing directly from the parse for-
an insertion (of the determiner or pronoun) with gy5¢ e discussed systematic patterns where the
high expected count, the rule arithmetic may prog e arithmetic outperforms alignment-based ap-
pose new rule by combining it with other rules.  .naches and verified its significant improvement
The §econd group contains rules_ that help worgy, yyo different language pairs (German-English
reordering. We observe rules moving verbs from. 4 parsi-English). We also hypothesized why the
the SPP OV in Farsi into SVO in English as wellge.ong method — proposing rules directly from the

as rules reordering wh-clauses. chart — improves the baseline less than the rule
Most of the rules traced during the test set dejiihmetic.

coding belong to the second group. Figure 1
shows that the number of new rules hit duringAcknowledgment

the decoding is smaller compared to the German-

English experiments. On the other hand, the rulebiS Work is partially supported by the DARPA
have smaller number of terminals so that we as-RANSTAC program under the contract num-

sume that the positive effect of these rules comd¥ NBCH2030007. Any opinions, findings, and
from the reordering of non-terminals. conclusions or recommendations expressed in this

material are those of the authors and do not nec-
essarily reflect the views of DARPA.

Figure 5: Sample rules (DC).
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Abstract

In this paper we look at the problem of
cleansing noisy text using a statistical ma-
chine translation model. Noisy text is pro-
duced in informal communications such
as Short Message Service (SMS), Twit-
ter and chat. A typical Statistical Ma-
chine Translation system is trained on par-
allel text comprising noisy and clean sen-
tences. In this paper we propose an un-
supervised method for the translation of
noisy text to clean text. Our method has
two steps. For a given noisy sentence, a
weighted list of possible clean tokens for
each noisy token are obtained. The clean
sentence is then obtained by maximizing
the product of the weighted lists and the
language model scores.

1 Introduction

Noisy unstructured text data is found in informal
settings such as Short Message Service (SMS),
online chat, email, social message boards, news-
group postings, blogs, wikis and web pages. Such
text may contain spelling errors, abbreviations,
non-standard terminology, missing punctuation,
misleading case information, as well as false
starts, repetitions, and special characters.

We define noise in text as any kind of difference
between the surface form of a coded representa-
tion of the text and the correct text. The SMS “u
kno whn is d last train of delhi metro” is noisy
because several of the words are not spelled cor-
rectly and there are grammar mistakes. Obviously

the person who wrote this message intended to
write exactly what is there in the SMS. But still it
is considered noisy because the message is coded
using non-standard spellings and grammar.

Current statistical machine translation (SMT)
systems rely on large parallel and monolingual
training corpora to produce high quality transla-
tions (Brown et al., 1993). Most of the large paral-
lel corpora available comprise newswire data that
include well formed sentences. Even when web
sources are used to train a SMT system, noisy por-
tions of the corpora are eliminated (Imamura et
al., 2003) (Imamura and Sumita, 2002) (Khadivi
and Ney, 2005). This is because it is known that
noise in parallel corpora results in incorrect train-
ing of models thus degrading the performance.

We are not aware of sufficiently large paral-
lel datasets comprising noisy and clean sentences.
In fact, even dictionaries comprising of noisy to
clean mappings in one language are very limited
in size.

With the increase in noisy text data generated
in various social communication media, cleans-
ing of such text has become necessary. The lack
of noisy parallel datasets means that this prob-
lem cannot be tackled in the traditional SMT way,
where translation models are learned based on the
parallel dataset. Consider the problem of translat-
ing a noisy English sentence e to a clean English
sentence h. SMT imagines that e was originally
conceived in clean English which when transmit-
ted over the noisy channel got corrupted and be-
came a noisy English sentence. The objective of
SMT is to recover the original clean sentence.
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The goal of this paper is to analyze how noise
can be tackled. We present techniques to trans-
late noisy text sentences e to clean text sentences
h. We show that it is possible to clean noisy text
in an unsupervised fashion by incorporating steps
to construct ranked lists of possible clean English
tokens and then searching for the best clean sen-
tence. Of course as we will show for a given noisy
sentence, several clean sentences are possible. We
exploit the statistical machine learning paradigm
to let the decoder pick the best alternative from
these possible clean options to give the final trans-
lation for a given noisy sentence.

The rest of the paper is organized as follows.
In section 2 we state our contributions and give
an overview of our approach. In Section 3 we
describe the theory behind clean noisy text using
MT. In Section 4 we explain how we use a weigh-
ing function and a plain text dictionary of clean
tokens to guess possible clean English language
tokens. Section 5 describes our system along with
our results. We have given an analysis of the kind
of noise present in our data set in section 5.2

2  Our Approach

In this paper we describe an unsupervised method
to clean noisy text. We formulate the text cleans-
ing problem in the machine translation framework
using translation model 1 (Brown et al., 1993).
We clean the text using a pseudo-translation
model of clean and noisy words along with a lan-
guage model trained using a large monolingual
corpus. We use a decoder to search for the best
clean sentence for a noisy sentence using these
models.

We generate scores for the pseudo translation
model using a weighing function for each token in
an SMS and use these scores along with language
model probabilities to hypothesize the best clean
sentence for a given noisy SMS. Our approach can
be summarized in the following steps:

e Tokenize noisy SMS S into n tokens s, $o ...
sn- For each SMS token s; create a weighted
list based on a weighing function. These lists
along with their scores corresponds to the
translation probabilities of the SMT transla-
tion model.

e Use the lists generated in the step above
along with clean text language model scores,
in a decoder to hypothesize the best clean
sentence

e At the end of the search choose the highest
scoring sentence as the clean translation of
the noisy sentence

In the above approach we do not learn the trans-
lation model but emulate the translation model
during decoding by analyzing the noise of the to-
kens in the input sentence.

3 Noisy sentence translation

Statistical Translation models were invented by
Brown, et al (Brown et al., 1993) and are based
on the source-channel paradigm of communica-
tion theory. Consider the problem of translating a
noisy sentence e to a clean sentence ». We imag-
ine that e was originally conceived cleanly which
when transmitted over the noisy communication
channel got corrupted and became a noisy sen-
tence. The goal is to get back the original clean
sentence from the noisy sentence. This can be ex-
pressed mathematically as

h=arg max Pr(hle)
By Bayes’ Theorem
h = arg max Pr(elh)Pr(h)

Conceptually, the probability distribution
P(e|h) is a table which associates a probability
score with every possible pair of clean and noisy
sentences (e, h). Every noisy sentence e is a
candidate translation of a given clean sentence h.
The goodness of the translation h = e is given by
the probability score of the pair (e, h). Similarly,
Pr(h) is a table which associates a probability
score with every possible clean sentence h and
measures how well formed the sentence h is.

It is impractical to construct these tables exactly
by examining individual sentences (and sentence
pairs) since the number of conceivable sentences
in any language is countably infinite. Therefore,
the challenge in Statistical Machine Translation
is to construct approximations to the probability

190



distributions P(e|h) and Pr(h) that give an ac-
ceptable quality of translation. In the next section
we describe a model which is used to approximate

P(elh).
3.1 IBM Translation Model 2

IBM translation model 2 is a generative model,
i.e., it describes how a noisy sentence e could be
stochastically generated given a clean sentence h.
It works as follows:

e Given a clean sentence h of length [, choose
the length (m) for the noisy sentence from a
distribution e(m|l).

e For each position 7 = 1,2, ...m in the noisy
string, choose a position a; in the clean string
from a distribution a(a;|j,,m). The map-
pinga = (a1, as,...,ay) is known as align-
ment between the noisy sentence e and the
clean sentence h. An alignment between e
and h tells which word of e is the corrupted
version of the corresponding word of h.

e For each j = 1,2,...m in the noisy string,
choose an noisy word e; according to the dis-
tribution ¢(e;|hq,)

It follows from the generative model that prob-
ability of generating e = ejes...e,, given h =
hihg...h; with alignment a = (a1, ag,...,an)
is

Pr(e,alh) = e(m]l) H (ej]ha;)alazlj, m,1).

It can be easily seen that a sentence e could be
produced from h employing many alignments and
therefore, the probability of generating e given
h is the sum of the probabilities of generating
e given h under all possible alignments a, i.e.,
Pr(elh) = >, Pr(e,alh). Therefore,

Pr(elh) =

l l m
e(m|l) Z . Z Ht(ej|haj)a

a1=0 am=0j =1

(a;lj,m,1).

The above expression can be rewritten as follows:

m 1
Pr(elh) = e(m|l) [T D_tejlhi)a

7j=11=0

(il 4, m, 1).

Typical statistical machine translation systems
use large parallel corpora to learn the transla-
tion probabilities (Brown et al., 1993). Tradi-
tionally such corpora have consisted of news ar-
ticles and other well written articles. Therefore
in theory P(e|h) should be constructed by ex-
amining sentence pairs of clean and noisy sen-
tences. There exists some work to remove noise
from SMS (Choudhury et al., 2007) (Byun et al.,
2008) (Aw et al., 2006) (Neef et al., 2007) (Kobus
et al., 2008). However, all of these techniques re-
quire an aligned corpus of SMS and conventional
language for training.

Aligned parallel corpora for noisy sentence is
difficult to obtain. This lack of data for a lan-
guage and the domain dependence of noise makes
it impractical to construct corpus from which
P(e|h) can be learnt automatically. This leads
to difficulty in learning P(e|h). Fortunately the
alignment between clean and noisy sentences are
monotonic in nature hence we assume a uniform
distribution for a(i|j, m, () held fixed at (I +1)~!
This is equivalent to model 1 of IBM translation
model. The translation models t(e;|hy;) can be
thought of as a ranked list of noisy words given
a clean word. In section 4.2 we show how this
ranked list can be constructed in an unsupervised
fashion.

3.2 Language Model

The problem of estimating the sentence forma-
tion distribution Pr(h) is known as the lan-
guage modeling problem. The language mod-
eling problem is well studied in literature par-
ticularly in the context of speech recognition.
Typically, the probability of a n-word sentence
h = hyihg...h, is modeled as Pr(h) =
Pr(hy1|Hy)Pr(he|Hs) ... Pr(h,|Hy), where H;
is the history of the ith word h;. One of the most
popular language models is the n-gram model
(Brown et al., 1993) where the history of a word
consists o f the word and the previous n — 1 words
in the sentence, i.e., H; = hjh;—1...hj—p11. In
our application we use a smoothed trigram model.

3.3 Decoding

The problem of searching for a sentence h which
minimizes the product of translation model prob-
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ability and the language model probability is
known as the decoding problem. The decoding
problem has been proved to be NP-complete even
when the translation model is IBM model 1 and
the language model is bi-gram (K Knight., 1999).
Effective suboptimal search schemes have been
proposed (F. Jelinek, 1969), (C. Tillman et al.,
1997).

4 Pseudo Translation Model

In order to be able to exploit the SMT paradigm
we first construct a pseudo translation model. The
first step in this direction is to create noisy token
to clean token mapping. In order to process the
noisy input we first have to map noisy tokens in
noisy sentence, S, to the possible correct lexical
representations. We use a similarity measure to
map the noisy tokens to their clean lexical repre-
sentations .

4.1 Similarity Measure

For a term t. € D°, where D° is a dictionary of
possible clean tokens, and token s; of the noisy
input S, the similarity measure (¢, s;) between
them is

LCSRatio(te,s;)
EditDistancegprs(te,sqi)

if te and s; share

same starting

’V(tev Si) =

character

0 otherwise

ey

where LC'SRatio(te, s;) = lengi’;ﬁfggf(’fet;’si)) and
LCS(t., s;) is the Longest common subsequence
between t. and s;. The intuition behind this mea-
sure is that people typically type the first few char-
acters of a word in an SMS correctly. This way we
limit the possible variants for a particular noisy to-

ken.

The Longest Common Subsequence Ratio (LC-
SRatio) (Melamed et al., 1999) of two strings is
the ratio of the length of their LCS and the length
of the longer string. Since in the SMS scenario,
the dictionary term will always be longer than the

SMS token, the denominator of LCSR is taken as
the length of the dictionary term.

The EditDistancesys (Figure 1) compares
the Consonant Skeletons (Prochasson et al., 2007)
of the dictionary term and the SMS token. If the
Levenshtein distance between consonant skele-
tons is small then (., s;) will be high. The intu-
ition behind using Edit Distancegyss can be ex-
plained through an example. Consider an SMS
token “gud” whose most likely correct form is
“good”. The two dictionary terms “good” and
“guided” have the same LCSRatio of 0.5 w.r.t
“gud”, but the FditDistancegyrs of “good” is
1 which is less than that of “guided”, which has
EditDistancegyrg of 2 wrt “gud”. As a re-
sult the similarity measure between “gud” and
“good” will be higher than that of “gud” and
“guided”. Higher the LCSRatio and lower the
FEditDistancegasg, higher will be the similarity
measure. Hence, for a given SMS token “byk”,
the similarity measure of word “bike* is higher
than that of “break”.

In the next section we show how we use
this similarity measure to construct ranked lists.
Ranked lists of clean tokens have also been used
in FAQ retrieval based on noisy queries (Kothari
et al., 2009).

Procedure EditDistancesns(te, Si)
Begin

return LevenshteinDistance(CS(s;), CS(te)) + 1
End

Procedure CS (t): // Consonant Skeleton Generation
Begin
Step 1. remove consecutive repeated characters in ¢
I (fall — fal)
Step 2. remove all vowels in ¢
/l(painting — pntng, threat — thrt)
return ¢
End

Figure 1: EditDistancesys

4.2 List Creation

For a given noisy input string S¢, we tokenize it
on white space and replace any occurrence of dig-
its to their string based form (e.g. 4get, 2day) to
get a series of n tokens s1, s2,...,5,. Alist L
is created for each token s; using terms in a dic-
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hv u cmplted ure prj rprt

d ddline fr sbmission of d rprt hs bn xtnded
1 wil be lte by 20 mns

d docs shd rech u in 2 days

thnk u for cmg 2 d prty

Figure 2: Sample SMS queries

tionary D¢ consisting of clean english words. A
term t. from D¢ is included in Lf if it satisfies the
threshold condition

’y(te, Si) > @ ()

Heuristics are applied to boost scores of some
words based on positional properties of characters
in noisy and clean tokens. The scores of the fol-
lowing types of tokens are boosted:

1. Tokens that are a substring of a dictionary
words from the first character.

2. Tokens having the same first and last charac-
ter as a dictionary word.

3. Token that are dictionary words themselves
(clean text).

The threshold value ¢ is determined experimen-
tally. Thus we select only the top scoring possible
clean language tokens to construct the sentence.

Once the list are constructed the similarity mea-
sure along with the language model scores is used
by the decoding algorithm to find the best possi-
ble English sentence. It is to be noted that these
lists are constructed at decoding time since they
depend on the noisy surface forms of words in the
input sentence.

5 Experiments

To evaluate our system we used a set of 800 noisy
English SMSes sourced from the publicly avail-
able National University of Singapore SMS cor-
pus' and a collection of SMSes available from the
Indian Institute of Technology, Kharagpur. The
SMSes are a collection of day-to-day SMS ex-
changes between different users. We manually

"http://wing.comp.nus.edu.sg/downloads/smsCorpus

| Input SMS (S) with tokens S, |

English dictionary

Weight Generator

Compute LCS SMS editdistance of ot
ratic of token token

Languags Model

| Moses Decoder

h 4
| Clean cutput SMS |

Figure 3: System implementation

BLEU scores 1-gram 2-gram 3-gram | 4-gram
Noisy text 40.96 63.7 45.1 34.5 28.3
Cleaned text 53.90 77.5 58.7 47.4 39.5

Table 1: BLEU scores

generated a cleaned english version of our test set
to use as a reference.

The noisy SMS tokens were used to generate
clean text candidates as described in section 4.2.
The dictionary D® used for our experiments was a
plain text list of 25,000 English words. We cre-
ated a tri-gram language model using a collec-
tion of 100,000 clean text documents. The docu-
ments were a collection of articles on news, sport-
ing events, literature, history etc. For decoding
we used Moses?, which is an open source decoder
for SMT (Hoang et al., 2008), (Koehn et al.,
2007). The noisy SMS along with clean candi-
date token lists, for each SMS token and language
model probabilities were used by Moses to hy-
pothesize the best clean english output for a given
noisy SMS. The language model and translation
models weights used by Moses during the decod-
ing phase, were adjusted manually after some ex-
perimentation.

We used BLEU (Bilingual evaluation under-
study) and Word error rate (WER) to evaluate the
performance of our system. BLEU is used to

2http://www.statmt.org/moses/
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BLEU scores

I ETEr

2-gram

100
&0
&0

40
20
o '

BLEU 1-gram
SCOres

O Cleaned text
B Moisy text

Score

3-gram d-gram

Figure 4: Comparison of BLEU scores

establish similarity between a system translated
and human generated reference text. A noisy
SMS ideally has only one possible clean transla-
tion and all human evaluators are likely to provide
the same translation. Thus, BLEU which makes
use of n-gram comparisons between reference and
system generated text, is very useful to measure
the accuracy of our system. As shown in Fig 4
, our system reported significantly higher BLEU
scores than unprocessed noisy text.

The word error rate is defined as

S+D+1

WER = — 3)
where S is the number of substitutions, D is the
number of the deletions, I is the number of the in-
sertions and N is the number of words in the refer-
ence The WER can be thought of as an execution
of the Levenstein Edit distance algorithm at the
token level instead of character level.

Fig 5 shows a comparison of the WER. Sen-
tences generated from our system had 10 % lower
WER as compared to the unprocessed noisy sen-
tences. In addition, the sentences generated by our
system match a higher number of tokens (words)
with the reference sentences, as compared to the
noisy sentences.

5.1 System performance

Unlike standard MT system when P(e|h) is pre-
computed during the training time, list generation
in our system is dynamic because it depends on
the noisy words present in the input sentence. In
this section we evaluate the computation time for
list generation along with the decoding time for
finding the best list. We used an Intel Core 2
Duo 2.2 GHz processor with 3 GB DDR2 RAM
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Figure 5: Word error rates

Execution time

70 ms, 43% @ List creation

W /O Operations

90 ms, 55% O Decoder execution

1.7 me, 1%

Figure 6: Execution time slices

to implement our system. As shown in Fig 6 the
additional computation involving list creation etc
takes up 56% (90 milliseconds) of total translation
time. 43% of the total execution time is taken by
the decoder, while I/O operations take only 1% of
the total execution time. The decoder execution
time slices reported above exclude the time taken
to load the language model. Moses took approxi-
mately 10 seconds to load our language model.

5.2 Measuring noise level in SMS queries

The noise in the collected SMS corpus can be cat-
egorized as follows

1. Removal of characters : The commonly ob-
served patterns include deletion of vowels
(as in “msg” for “message”), deletion of re-
peated character (as in “happy” for “hapy”)
and truncation (as in “tue” for “tuesday’)

Type of Noise % of Total Noisy Tokens

Deletion of Characters
Phonetic Substitution
Abbreviations
Dialectical Usage
Deletion of Words

48%
33%
5%
4%
1.2%

Table 2: Measure of Types of SMS Noise



[ [ Clean (Reference) text [ Noisy text | Output text |
[ Perplexity | 19.61 [ 3456 | 2177 |

Table 3: Perplexity for Reference, Noisy Cleaned
SMS

2. Phonetic substitution: For example, “2” for
“to” or “too”, “lyf” for “life”, “lite” for
“light” etc.

3. Abbreviation: Some frequently used abbre-
viations are “tb” for “text back”, “lol” for
“laughs out loud”, “AFAICT” for “as far as
i can tell” etc.

4. Dialectal and informal usage: Often multiple
words are combined into a single token fol-
lowing certain dialectal conventions. For ex-

ample, “gonna” is used for “going to”, “aint”
is used for “are not”, etc.

5. Deletion of words: Function words (e.g. ar-
ticles) and pronouns are commonly deleted.
“I am reading the book” for example may be
typed as “readin bk”.

Table 2 lists statistics on these noise types from
101 SMSes selected at random from our data set.
The average length of these SMSes was 13 words.
Out of the total number of words in the SMSes,
52% were non standard words. Table 2 lists the
statistics for the types of noise present in these non
standard words.

Measuring character level perplexity can be an-
other way of estimating noise in the SMS lan-
guage.The perplexity of a LM on a corpus gives
an indication of the average number of bits needed
per n-gram to encode the corpus. Noise results
in the introduction of many previously unseen
n-grams in the corpus. Higher number of bits
are needed to encode these improbable n-grams
which results in increased perplexity.

We built a character-level language model (LM)
using a document collection (vocabulary size is
20K) and computed the perplexity of the language
model on the noisy and the cleaned SMS test-set
and the SMS reference data.

From Table 3 we can see the difference in per-
plexity for noisy and clean SMS data. Large per-
plexity values for the SMS dataset indicates a high

level of noise. The perplexity evaluation indicates
that our method is able to remove noise from the
input queries as given by the perplexity and is
close to the human correct reference corpus whose
perplexity is 19.61.

6 Conclusion

We have presented an inexpensive, unsupervised
method to clean noisy text. It does not require
the use of a noisy to clean language parallel cor-
pus for training. We show how a simple weigh-
ing function based on observed heuristics and a
vocabulary file can be used to shortlist clean to-
kens. These tokens and their weights are used
along with language model scores, by a decoder
to select the best clean language sentence.
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Word ordering is one of the major issues in statis

Josep Maria Crego
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Abstract

We present a new reordering model es-
timated as a standard-gram language
model with units built from morpho-
syntactic information of the source and
target languages. It can be seen as a
model that translates the morpho-syntactic
structure of the input sentence, in contrast
to standard translation models which take
care of the surface word forms. We take
advantage from the fact that such units
are less sparse than standard translation
units to increase the size of bilingual con-
text that is considered during the trans-
lation process, thus effectively account-
ing for mid-range reorderings. Empirical
results on French-English and German-
English translation tasks show that our
model achieves higher translation accu-
racy levels than those obtained with the
widely used lexicalized reordering model.

Introduction

Improving Reordering with Linguistically Informed Bilingual n-grams

Frangois Yvon
LIMSI-CNRS & Univ. Paris Sud
yvon@i nsi . fr

the kind of linguistic units involved and/or the
typical distortion distance they imply. Roughly
speaking, we facshort-rangereorderings when
single words are reordered within a relatively
small window distance. It consist of the easi-
est case as typically, the use of phrases (in the
sense of translation units of the phrase-based ap-
proach to SMT) is believed to adequately perform
such reorderingsMid-rangereorderings involve
reorderings between two or more phrases (trans-
lation units) which are closely positioned, typi-
cally within a window of aboutt words. Many
alternatives have been proposed to tackle mid-
range reorderings through the introduction of lin-
guistic information in MT systems. To the best
of our knowledge, the authors of (Xia and Mc-
Cord, 2004) were the first to address this prob-
lem in the statistical MT paradigm. They auto-
matically build a set of linguistically grounded
rewrite rules, aimed at reordering the source sen-
tence so as to match the word order of the target
side. Similarly, (Collins, et al 2005) and (Popovic
and Ney, 2006) reorder the source sentence us-
ing a small set of hand-crafted rules for German-

tical machine translation (SMT), due to the many=ndlish translation. - (Crego and Mad, 2007)

word order peculiarities of each language.

It iShow that the ordering problem can be more accu-

widely accepted that there is a need for S,[ru({_ately solved by building a source-sentence word

tural information to account for such differences
Structural information, such as Part-of-
(POS) tags, chunks or constituency/dependen
parse trees, offers a greater potential to lea
generalizations about relationships between lan=>"" )
guages than models based on word surface fornf&ining bi-text.
because such “surfacist” models fail to infer gen

eralizations from the training data.

lattice containing the most promising reordering

SIOeecHypotheses, allowing the decoder to decide for the

stword order hypothesis. Word lattices are built
means of rewrite rules operating on POS tags;

such rules are automatically extracted from the

(Zhang, et al 2007) introduce
shallow parse (chunk) information to reorder the
source sentence, aiming at extending the scope of
their rewrite rules, encoding reordering hypothe-

The word ordering problem is typically decom-

posed in a number of related problems which cafieS I the form of a confusion network that is

be further explained by a variety of linguistic phe-then passed to the decoder. These studies tackle

nomena. Accordingly, we can sort out the remid-range reordgrings by predicting more or less
ordering problems into three categories based @fcurate reordering hypotheses. However, none
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of them introduce a reordering model to be usedbles to account for arbitrary large sequences of
in decoding time. Nowadays, most of SMT sysunits. Hence, the proposed model takes care of
tems implement the well knowtexicalized re- the translation adequacy of the structural informa-
ordering model (Tillman, 2004). Basically, for tion present in translation hypotheses, here intro-
each translation unit it estimates the probabilitgluced in the form of POS tags. We also show how
of being translatednonotoneswappedr placed the new model compares to a widely usexical-
discontiguouswith respect to its previous trans-ized reorderingmodel, which we have also im-
lation unit. Integrated within thdoses(Koehn, plemented in our particular bilingual-gram ap-

et al 2007) decoder, the model achieves state-giroach to SMT, as well as to the widely known
the-art results for many translation tasks. On#&losesSMT decoder, a state-of-the-art decoder
of the main reasons that explains the success pérforming lexicalized reordering.

the model is that it considers information of the The remaining of this paper is as follows. In
source- and target-side surface forms, while th8ection 2 we briefly describe the bilingualgram
above mentionned approaches attempt to hypot&BMT system. Section 3 details the bilingual
esize reorderings relying only on the informatiorgram reordering model, the main contribution of
contained on the source-side words. this paper, and introduces additional well known

Finally, long-rangereorderings imply reorder- reordering models. In Section 4, we analyze the
ings in the structure of the sentence. Such réeordering needs of the language pairs considered
orderings are necessary to model the translatidf this work and we carry out evaluation experi-
for pairs like Arabic-English, as English typically ments. Finally, we conclude and outline further
follows the SVO order, while Arabic sentencegvork in Section 5.
have different structures. Even if several attempts -
exist which follow the above idea of making the? Bilingual n-gram SMT

ordering of the source sentence similar to the tagyyr SMT system defines a translation hypothesis
get sentence before decoding (Niehues and Kolssyiven a source sentenegas the sentence which

2009), long-range reorderings are typically bettefyaximizes a linear combination of feature func-
addressed by syntax-based and hierarchical (Chjgns:

ang, 2007) models. In (Zollmann et al., 2008),
an interesting comparison between phrase-based, .
hierarchical and syntax-augmented models is car- il = arg max{ Z Ambhon(s1, 1) } ()
ried out, concluding that hierarchical and syntax-
based models slightly outperform phrase-baseghere ), is the weight associated with the fea-
models under large data conditions and for sutureh,,(s,t). The main feature is the log-score of
ficiently non-monotonic language pairs. the translation model based on bilinguwagrams.
Encouraged by the work reported in (Hoanglhis model constitutes a language model of a par-
and Koehn, 2009), we tackle the mid-range reticular bi-languagecomposed of bilingual units
ordering problem in SMT by introducing a- Which are typically referred to dsples(Mariio et
gram language model of bilingual units built fromal., 2006). In this way, the translation model prob-
POS information. The rationale behind such abilities at the sentence level are approximated by
model is double: on the one hand we aim at inusingn-grams of tuples:
troducing morpho-syntactic information into the
reordering model, as we believe it plays an |m-
portant role for predicting systematic word or?
dering differences between language pairs; at the
same time that it drastically reduces the sparsevheres refers to source to target ands, ¢); to
ness problem of standard translation units builihe k" tuple of the given bilingual sentence pairs,
from surface forms. On the other handgram s/ and¢!. It is important to notice that, since
language modeling is a robust approach, that eboth languages are linked up in tuples, the context

=

(s{,th) = H (5, )] (5, )kt -+ (8,8 k1)
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information provided by this translation model isalignments.

bilingual. As for any standarad-gram language  Following on the previous example, the rule
model, our translation model is estimated over perfect translations.» translations perfecpro-
training corpus composed of sentences of the laluces the swap of the English words that is ob-
guage being modeled, in this case, sentences sdrved for the French and English pair. Typically,
the bi-languagepreviously introduced. Transla- POS information is used to increase the general-
tion units consist of the core elements of any SMTzation power of such rules. Hence, rewrite rules
system. In our case, tuples are extracted fromare built using POS instead of surface word forms.
word aligned corpus in such a way that a uniqu&ee (Crego and Mdro, 2007) for details on tuples
segmentation of the bilingual corpus is achievedxtraction and reordering rules.

allowing to estimate th@a-gram model. Figure 1 )

presents a simple example illustrating the uniqué Reordering Models

tuple segmentation for a given word-aligned paif, this section, we detail three different reordering

of sentences (top). models implemented in our SMT system. As pre-
viously outlined, the purpose of reordering mod-
parfaites o CooTT W : els is to accurately learn generalizations for the
traductions [------ """" ------ * word order modifications introduced on the source
des t------ oo oo side during the tuple extraction process.
voulons r--=-- n--- ;T | 3.1 Sourcen-gram Language Model
nousil}----- P R :

We employ an-gram language model estimated

we want perfect translations o
over the source words of the training corpus af-

(1) we iwant i NULL itranslations: perfect ter being reordered in the tuple extraction process.
nous;voulons | des ; traductions ; parfaites  Tparefore, the model scores a given source-side
(2) we i want : translations i perfect reordering hypothesis according to the reorder-

nousivoulons i des traductions | parfaites  jnqs performed in the training sentences.

POS tags are used instead of surface forms
in order to improve generalization and to reduce
sparseness. The model is estimated as any stan-
dard n-gram language model, described by the

The resulting sequence of tuplé) is further following equation:
refined to avoidNULL words in source side of the
tuples(2). Once the whole bilingual training data J
is F;egr(n;nted into tuplea,—gram%anguage rglodel p(st.t) = Hp(sé»\s;_l, o Sia) ()
probabilities can be estimated. Notice from the =1
example that the English source wopsfectand wheres§- relates to the POS tag used for tffé
translationshave been reordered in the final tu-source word.
ple segmentation, while the French target words The main drawback of this model is the lack
are kept in their original order. During decoding,of knowledge of the hypotheses on the target-
sentences to be translated are encoded in the fogile. The probability assigned to a sequence of
of word lattices containing the most promising ressource words is only conditioned to the sequence
ordering hypotheses, so as to reproduce the woud source words.
order modifications introduced during the tuple o _
extraction process. Hence, at decoding time, onfy-2 ~ Lexicalized Reordering Model
those reordering hypotheses encoded in the worlbroadly used reordering model for phrase-based
lattice are examined. Reordering hypotheses asgstems is lexicalized reordering (Tillman, 2004).
introduced following a set of reordering rules audt introduces a probability distribution for each
tomatically learned from the bi-text corpus wordphrase pair that indicates the likelihood of being

Figure 1: Tuple extraction from an aligned sen-
tence pair.
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translatedmonotone swappedor placeddiscon- Figure 2 shows the sequence of translation units
tiguousto its previous phrase. The ordering ofbuilt from POS tags, used in our previous exam-
the next phrase with respect to the current phragse.
is typically also modeled. In our implementa- ) ) )
tion, we modified the three orientation types and ~P : VBP : NNS P

. : g PRO:PER i VER:pres i PRP:det NOM i ADJ
consider: aconsecutivaype, where the original ' ' - '
monotone and swap orientations are lumped t(?:-
gether, aforward type, specifying discontiguous
forward orientation, and dackwardtype, spec-

ifying discontiguous backward orientation. Em- POS-tagged units used in our model are ex-

pirical results showed that in our case, the NeWe (e to be much less sparse than those built from
orl_entatlons sllghtly outperform the original ones; tace forms, allowing to estimate higher order
This may be explained by the fact that the mod§h g ,age models. Therefore, larger bilingual con-
is applied over tuples instead of phrases. text are introduced in the translation process. This
Counts of these three types are updated fQp,qe| can also be seen as a translation model of
each unit collected during the training processye sentence structure. It models the adequacy of

Given these counts, we can learn probability disgang|ating sequences of source POS tags into tar-
tributions of the forny,. (orientation|(st)) where get POS tags.

orientation € {c, f,b} (consecutive, forward ~ note that the model is not limited to using
and backward) andst) is a translation unit. pog jnformation. Rather, many other informa-
Counts are typically smoothed for the estimatioi,, sourees could be used (supertags, additional
of the probability distribution. A major Weak”essmorphology featurestc), allowing to model dif-

of the lexicalized reordering model is due 10 thggrent translation properties. However, we must

fact that it does not considers phrase neighboring,e into account that the degree of sparsity of the
i.e. a single probability is learned for each phras‘?nodel units, which is directly related to the in-

pairwithqut considering its context. An additione?tlformaﬁOn they contain, affects the level of bilin-
concern is the problem of sparse data: translatiqf),a| context finally introduced in the translation
units may occur only a few times in the tra'n'ngprocess. Since more informed units may yield
data, making it hard to estimate reliable probabily, e accurate predictions, more informed units
ity distributions. may also force the model to fall to lowergrams.
Hence, the degree of accuracy and generalization
power of the model units must be carefully bal-
anced to allow good reordering predictions for
The bilingualn-gram LM is estimated as a stan-contexts as large as possible.
dardn-gram LM over translation units built from A any standard language model, smoothing is
POS tags represented as: needed. Empirical results showed that Kneser-
K Ney smoothing (Kneser and Ney, 1995) achieved
p(s{,t{) _ H p((s)L](st)e_y ... (st)h_, ) the best performance among other options (mea-
k=1

igure 2: Sequence of POS-tagged units used to
estimate the bilinguak-gram LM.

3.3 Linguistically Informed Bilingual
n-gram Language Model

sured in terms of translation accuracy).

where (st)!, relates to thekt" translation unit, 3-4 Decoding Issues
(st)g, built from POS tags instead of words. A straightforward implementation of the three
This model aims at alleviating the drawbacks omodels is carried out by extending the log-linear
the previous two reordering models. On the oneombination of equation (1) with the new features.
hand it takes into account bilingual informationNote that no additional decoding complexity is
to model reordering. On the other hand it conintroduced in the baseline decoding implementa-
siders the phrase neighboring when estimating then. Considering the bilinguat-gram language
reordering probability of a given translation unit.model, the decoder must know the POS tags for
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each tuple. However, each tuple may be tagged French, German and English Part-of-speech
differently, as words with same surface form mayags are computed by means of fireeTagger*
have different POS tags. toolkit. Additional German tags are obtained us-
We have implemented two solutions for this siting the RFTagger? toolkit, which annotates text
uation. Firstly, we assume that each tuple haswith fine-grained part-of-speech tags (Schmid and
single POS-tagged version. Accordingly, we sekaws, 2008) with a vocabulary of more th&no
lect a single POS-tagged version out of the multags containing rich morpho-syntactic information
tiple choices (the most frequent). Secondly, al(gender, number, case, tenst).
POS-tagged versions of each tuple are allowed.
The second choice implies using more accurate Lang. | Sent. | Words| Voc. | OOV |Refg
POS-tagged tuples to model reordering, howevey, Train
it overpopulates the search space with spuriousFrench|1.75 M |52.4M | 137k | — —
hypotheses, as multiple identical units (with dif-| English| 1.75 M |47.4 M| 138k | — -
ferent POS tags) are considered. Tune
Our first empirical findings showed no differ- | French| 2,051 | 55.3k | 8,957 |1,282| 1
ences in translation accuracy for both configurar English| 2,051 | 49.2k | 8,359 |1,344| 1
tions. Hence, in the remaining of this paper we Test
only consider the first solution (a single POS- French| 2,525 | 72.8 k |10,832|1,749| 1
tagged version of each tuple). The training cori English| 2,525 | 65.1k | 9,568 |1,724| 1
pus composed of tagged units out of which ou Train
new model is estimated is accordingly modified to Germaw 1,61M|42.2M] 381k | — _

contain only those tagged units considered in de-English| 1,61 M |44.2 M | 137 k — —
coding. Note that most of the ambiguity present in Tune

word tagging is resolved by the fact that transla: German 2,051 | 47,8 k [10,994|2,153] 1
tion units may contain multiple source and target English| 2,051 | 49,2k | 8,359 |1,491| 1

side words. Test
_ Germar| 2,525 | 62,8k |12,856|2,704| 1
4 Evaluation Framework English| 2,525 | 65,1k | 9,568 [1,810| 1

In this section, we perform evaluation experi-Table 1: Statistics for the training, tune and test
ments of our novel reordering model. First, wejata sets.

give details of the corpora and baseline system

employed in our experiments and analyze the re- _

ordering needs of the translation tasks, Frenck-2 System Details

English and German-English (in both directions)After preprocessing the corpora with standard tok-
Finally, we evaluate the performance of our modeénization tools, word-to-word alignments are per-
and contrast results with other reordering modelrmed in both directions, source-to-target and

and translation systems. target-to-source. In our system implementation,
the GIZA++ toolkit® is used to compute the
4.1 Corpora word alignments. Then, thgrow-diag-final-and

We have used the fifth version of tE®PSand the (Koehn et al., 2005) heuristic is used to obtain the
News Commentargorpora made available in the 8lignments from which tuples are extracted.
context of theFifth ACL Workshop on Statistical N addition to the tuplen-gram translation
Machine Translation Table 1 presents the basicmodel, our SMT system implements six addi-
statistics for the training and test data sets. Odjonal feature functions which are linearly com-
test sets f:orrespond t_UEWS_teStZOO&nd new- Lwww.ims.uni-stuttgart.de/projekte/corplex/TreeTagger
stest2009ile sets, hereinafter referred to &sne 2www.ims.uni-stuttgart.de/projekte/corplex/RF Tagger
andTestrespectively. Shttp://www.fjoch.com/GIZA++.html
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bined following a discriminative modeling frame-which considers the source worgerfect transla-
work (Och and Ney, 2002): target-language tions
modelwhich provides information about the tar-
get language structure and fluency; tlexicon T ‘ ‘ ‘ ‘ =
models which constitute complementary trans- | |
lation models computed for each given tuple; .|
a 'weak’ distance-basedistortion model and
finally a word-bonus modebnd atuple-bonus
modelwhich are used in order to compensate for  =f
the system preference for short translations.
All language models used in this work are
estimated using theSRI language modeling : 5 . 5
toolkit*. According to our experience, Kneser- ’ ’ Y e o

Ney sm_oothlng (Kneser a_nd Ney, 1995) ?”d Ir‘I-:igure 3: Size (in words) of reorderings (%) ob-
terpolation of lower and highet-grams options

. . served in training bi-texts.
are used as they typically achieve the best per- g

formance. Optimization work is carried out by
means of the widely useMERT toolkit® which As can be seen, the French-English and
has been slightly modified to perform optimiza-German-English pairs follow a different distribu-
tions embedding our decoder. TBLEU (Pap- tion of reorderings according to their size. A
ineni et al., 2002) score is used as objective fundewer number of short-range reorderings are ob-
tion for MERT and to evaluate test performance. served for the German-English task while a higher
o _ number of long-range reorderings. Considering
4.3 Reordering in German-English and mid-range reorderings (frorfi to 7 words), the
French-English Translation French-English pair shows a lower percentage (
Two factors are found to greatly impact the overall4%) than the German-English(22%). A simi-
translation performance: the morphological miskar performance is expected when considering the
match between languages, and their reorderirgpposite translation directions. Note that reorder-
needs. The vocabulary size is strongly influenceithgs are extracted from word-alignments, an au-
by the number of word forms for number, casetomatic process which is far notoriously error-
tense, moodetc, while reordering needs refer toprone. The above statistics must be accordingly
the difference in their syntactic structure. In thisconsidered.
work, we are primarily interested on the reorder-
ing needs of each language pair. Figure 3 displays4 Results

a quantitative analysis of the reordering needs fof ansjation accuracy (BLEU) results are given in
the language pairs under study. table 2 for the sameaselinesystem performing
Figure 3 displays the’) distribution of the gifferent reordering models: sour€egram LM
reordered sequences, according to their size, OE'LM); lexicalized reorderingléx); bilingual 6-
served for the training bi-texts of both translatiorgram LM (bLM ) assuming a single POS-tagged
tasks. Word alignments are used to determine rgersion of each tuple. In the case of the German-
orderings. A reordering sequence can also be SeRglish translation task we also report results for
as the sequence of words implied in a reordegye pjlinguals-gram LM built from POS tags ob-
ing rule. Hence, we used the reordering rules &tained fromRFTaggercontaining a richer vocab-
tracted from the training corpus to account for rylary tag setlf™LM ). For comparison purposes
ordering sequences. Coming back to the examp|ge also show the scores obtained by Meses
of Figure 1, a single reordering sequence is founghnrase-hased system performing lexicalized re-

*http:/www.speech.sri.com/projects/srilm/ ordering. Models of both systems are built sharing
Shttp://www.statmt.org/moses/ the same training data and word alignments.
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The worst results are obtained by theM  test set. Table 3 shows the BLEU results of the
model. The fact that it only considers sourcefreordering task. Bigram, trigram adgram pre-
language information results clearly relevant taision scores are also given.
accurately model reordering. A very similar

performance is shown by our bilinguakgram | Pair | Config|  BLEU (29/3g/4g) |
system and Moses under lexicalized reordering Fr~En | lex 71.69 (75.0/63.4/55.6)
(bLM and Mosey, slightly lower results are bLM | 71.98 (75.3/63.7/56.0)
obtained by then-gram system under French- | En~Fr | lex 72.92 (75.5/65.0/57.6)
English translation. bLM | 73.25 (75.8/65.4/58.1)

_ De—En | lex 62.12 (67.3/52.1/42.5)
| Config| Fr—En _En-Fr | DewEn En-De] b™LM | 63.29 (68.3/53.5/44.0)
stM | 2232 2197 | 1711 1223 En—De | lex 62.72 (67.9/52.8/43.1)
lex 22.46  22.09 17.31 12.38 btLM | 63.36 (68.6/53.6/43.8)
bLM 23.03 2232 17.37 12.58
b*LM | — - 17.57 12.92 Table 3:Reordering accuracy (BLEU) results.
Moses| 22.81 22.33 17.22 12.45

As can be seen, the bilingualgram reordering
Table 2:Translation accuracy (BLEU) results. model shows higher results for both translation
tasks and directions than lexicalized reordering,
When moving fromlex to bLM, our system specially for German-English translation. Our
increases its accuracy results for both tasks andodel also obtains higher values @fgram pre-
translation directions. In this case, results arejsion for all values of.
slightly higher than those obtained by Moses Next, we validate the introduction of additional
(same results for English-to-French). Finally, repijlingual context in the translation process. Fig-
sults for translations performed with the biIinguaIure 4 shows the average size of the translation
n-gram reordering model built from rich Germanunit n-grams used for the test set according to dif-
POS tagstf"LM) achieve the highest accuracyferent models (German-English), the surface form
results for both directions of the German—Enins@_gram language model (main translation model),
task. Even though results are consistent for afind the new reordering model when built from the

translation tasks and directions they fall withinreduced POS tagset (POS) and using the rich POS
the statistical confidence margin. Ad2.36 tagset (POS).

to French-English results and1.25 to German-
English results for &5% confidence level. Very
similar results were obtained when estimating our
model for orders frond to 7.

In order to better understand the impact of the
proposed reordering model, we have measured the
accuracy of the reordering task. Hence, isolat-
ing the reordering problem from the more general
translation problem. We use BLEU to account the
n-gram matching between the sequence of source e e
words aligned to the-best translation hypothe- N R A R
sis,i.e. the permutation of the source words out-_ ) ) )
put by the decoder, and the permutation of sourdg9uré 4: Size of translation unit-grams (%)
words that monotonizes the word alignments witi§€€n in test for different-gram models.
respect to the target reference. Note that in or-
der to obtain the word alignments of the test sets As expected, translation units built from the re-
we re-aligned the entire corpus after including theluced POS tagset are less sparse, enabling us to

a0

30 |
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introduce largem-grams in the translation pro- 5 Conclusions and Further Work
cess. However, the fact that they achieve IOWP\R/ .

. - e have presented a new reordering model based
translation accuracy scores (see Table 2) indicates

that the probabilities associated to these latge on bilingual n-grams with units built from lin-

grams are less accurate. It can also be seen t%{lstlc information, aiming at modeling the struc-

the model built from the rich POS tagset uses Elural adequacy of translations. We compared our

higher number of large-grams than the Ianguage_new reordering model to the widely used lexical-

. ized reordering model when implemented in our
model built from surface forms.

The availability of mid-range-grams validates bilingual n-gram system as well as usindoses
. . . " a state-of-the-art phrase-based SMT system.
the introduction of additional bilingual context

. . Our model obtained slightly higher transla-
achieved by the new model, leading to effec-.
. . . . .__tion accuracy (BLEU) results. We also analysed
tively modeling mid-range reorderings. Notice

additionally that considering the language modetpe quality of the r_eordermgs output b.y our sys-
. tem when performing the new reordering model,
built from surface forms, only a few-grams of

. . . which also outperformed the quality of those out-
the test set are seen in the training set, whic . 0
; Lo put by the system performing lexicalized reorder-
explains the small reduction in performance ob:

served when translating with a bilingu&lgram ing. The back-off procedure usgd by standard
language models allows to dynamically adapt the

language model (internal results). Similarly, the .
guag ) (. . ) Y cope of the context used. Therefore, in the case
results shown in Figure 4 validates the choice o

using bilingual5-grams forb* LM and 6-grams o_f our reordering mode!,_ back-off allows to con-
for bL . sider always as much bilingual context§rams)

. . as possible. The new model was straightfor-
Finally, we evaluate the mismatch between the : . .
ard implemented in our bilinguat-gram sys-

reorderings collected on the training data, an Lm by extending the log-linear combination im-

those output by the decoder. Table 4 shows thqemented by our decoder. No additional decod-

percentage of reordered sequences found for the . . . .
. . ing complexity was introduced in the baseline de-
1-best translation hypothesis of the test set ac-

cording to their size. The French-to-English ané:od!ng implementation. .
. . Finally, we showed that mid-range reorder-
German-to-English tasks are considered.

ings are present in French-English and German-
P [Confg 2 5 115 0_T[=5] Crolshtansiaons ana et o rearierng moce
Fr-Enlex 58 23105 2 11 saw thatylong-range reorderingsg élso prese’nt in
bLM |57 23 11|4 2.5 1.5] 1 '
these tasks, are yet to be addressed.
De-Enjlex 133 24 22114 5 1.5/0.5 We plan to further investigate the use of differ-
b*LM |35 25 19|13 5 2.5]0.5 ent structural information, such as supertags, and
tags conveying different levels of morphology in-

Table 4:Size %) of the reordered sequences Ob'formation (gender, number, tense, moett) for
served when translating the test set. different language pairs.

Very similar distributions are observed for bothAcknowledgments

i Is. | llel, distributi
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Comparing Sanskrit Texts for Critical Editions *
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Abstract

Traditionally Sanskrit is written without
blank, sentences can make thousands of
characters without any separation. A crit-
ical edition takes into account all the dif-
ferent known versions of the same text in
order to show the differences between any
two distinct versions, in term of words
missing, changed or omitted. This pa-
per describes the Sanskrit characteristics
that make text comparisons different from
other languages, and will present different
methods of comparison of Sanskrit texts
which can be used for the elaboration of
computer assisted critical edition of San-
skrit texts. It describes two sets of meth-
ods used to obtain the alignments needed.
The first set is using the L.C.S., the sec-
ond one the global alignment algorithm.
One of the methods of the second set uses
a classical technique in the field of artifi-
cial intelligence, the A* algorithm to ob-
tain the suitable alignment. We conclude
by comparing our different results in term
of adequacy as well as complexity.

1 Introduction

A critical edition is an edition that takes into
account all the different known versions of the
same text. If the text is mainly known through
a great number of manuscripts that include non
trivial differences, the critical edition often looks
rather daunting for readers unfamiliar with the
subject: the edition is then formed mainly by

* This work is supported by the EEC FP7 project IDEAS

Tristan Cazenave
LAMSADE
Universite Paris-Dauphine,

cazenave@lamsade.dauphine. fr

footnotes that enlighten the differences between
manuscripts, while the main text (that of the edi-
tion) is rather short, sometimes a few lines on a
page. The differences between the texts are usu-
ally described in term of words (sometime sen-
tences) missing, added or changed in a specific
manuscript. This reminds us the edit distance but
in term of words instead of characters. The text
of the edition is established by the editor accord-
ing to his own knowledge of the text. It can be
a particular manuscript or a “mean” text built ac-
cording to some specific criteria. Building a crit-
ical edition by comparing texts two by two, espe-
cially manuscript ones, is a task which is certainly
long and, sometimes, tedious. This is why, for
a long time, computer programs have been help-
ing philologists in their work (see O’Hara (1993)
or Monroy (2002) for example), but most of them
are dedicated to texts written in Latin (sometimes
Greek) scripts.

In this paper we will focus on the problems in-
volved by a critical edition of manuscripts writ-
ten in Sanskrit. Our approach will be illustrated
by texts that are extracted from manuscripts of the
“Banaras gloss”, kasikavrtti.

The Banaras gloss was written around the 7th
century A.D., and is one of the most famous com-
mentary on the Panini’s grammar, which is known
as the first generative grammar ever written, and
was written around the fifth century B.C. as a
set of rules. These rules cannot be understood
without the explanation provided by a commen-
tary such as the kasikavreti. This collection was
chosen, because it is one of the largest collection
of Sanskrit manuscripts (about hundred different
ones) of the same text actually known.
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In what follows we will first describe the char-
acteristics of Sanskrit that matter for text compar-
ison algorithms, we will then show that such a
comparison requires the use of a lemmatized text
as the main text. The use of a lemmatized text in-
duces the need of a lexical preprocessing. Once
the lexical preprocessing is achieved, we can pro-
ceed to the comparison, where we develop two
kinds of approach, one based on the LCS, which
was used to solved this problem, the other one re-
lated to sequence alignment. In both cases the re-
sults are compared in terms of adequacy as well
as complexity. We then conclude and examine the
perspective of further work.

2 How to compare Sanskrit manuscripts

One of the main characteristics of Sanskrit is that
it is not linked to a specific script. But here
we will provide all our examples using the De-
vandagart script, which is nowadays the most used.
The script has a 48 letters alphabet. Due to the
long English presence in India, a tradition of writ-
ing Sanskrit with the Latin alphabet (a translitera-
tion) has been established for a long time. These
transliteration schemes were originally carried out
to be used with traditional printing. It was adapted
for computers by Frans Velthuis (Velthuis, 1991),
more specifically to be used with TgX. According
to the Velthuis transliteration scheme, each San-
skrit letter is written using one, two or three Latin
characters; notice that according to most translit-
eration schemes, upper case and lower case Ro-
man characters have a very different meaning.

In ancient manuscripts, Sanskrit is written with-
out spaces, and this is an important graphical
specificity, because it increases greatly the com-
plexity of text comparison algorithms. On the
other hand, each critical edition deals with the no-
tion of word. Since electronic Sanskrit lexicons
such as the one built by Huet (2006; 2004) do not
cope with grammatical texts, we must find a way
to identify each Sanskrit word within a character
string, without the help of either a lexicon or of
spaces to separate the words.

The reader interested in a deeper approach of
the Sanskrit characteristics which matters for a
computer comparison can look in Csernel and
Patte (2009).

The solution comes from the lemmatization of
one of the two texts of the comparison: the text
of the edition. The lemmatized text is prepared
by hand by the editor. We call it a padapatha,
according to a mode of recitation where sylla-
bles are separated. From this lemmatized text, we
will build the text of the edition, that we call a
samhitapatha, according to a mode of recitation
where the text is said continuously. The trans-
formation of the padapatha into the samhitapatha
is not straightforward because of the existence of
sandhi rules.

What is called sandhi — from the Sanskrit: li-
aison — is a set of phonetic rules which apply to
the morpheme junctions inside a word or to the
junction of words in a sentence. These rules are
perfectly codified in Panini’s grammar. Roughly
speaking the Sanskrit reflects (via the sandhi) in
the writing the liaison(s) which are made by a
human speaker. A text with separators (such as
spaces) between words, can look rather different
(the letter string can change greatly) from a text
where no separator is found (see the example of
padapatha on next page).

The processing is done in three steps, but only
two of them will be considered in this paper:

e First step: The padapatha is transformed
into a virtual samhitapatha in order to make
feasible a comparison with a manuscript.
The transformation consists in removing all
the separations between words and then
in applying the sandhi. This virtual
samhitapatha which will form the text of the
edition, is compared with each manuscript.
As a sub product of this lexical treatment, the
places where the separation between words
occur will be kept into a table which will be
used in further treatments.

e Second step: An alignment of a manuscript
and the virtual samhitapatha. We describe
three different methods to obtain these align-
ments. The aim is to identify, as precisely as
possible, the words in the manuscript, using
the padapatha as a pattern. Once the words
of the manuscript have been determined, we
can see through the alignment those which
have been added, modified or suppressed.
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e Third step:: Display the results in a compre-
hensive way for the editor.

The comparison is done paragraph by para-
graph, according to the paragraphs made in the
padapatha during its elaboration by the editor.
Each of the obtained alignments, together with
the lemmatized text (i.e. padapatha), suggests an
identification of the words of the manuscript.

3 The lexical preprocessing

The goal of this step is to transform both the
padapatha and the manuscript in order to make
them comparable. This treatment will mainly
consist in transforming the padapdtha into a
samhitapatha by applying the sandhi.

At the end of the lexical treatment the texts are
transmitted to the comparison module in an inter-
nal encoding.

This allows us to ensure the comparison what-
ever the text encoding.

An example of padapatha:
vi®ud”"panna_ruupa-siddhis+v.rttis+iya.m
kaa"sikaa_naama
We can see that words are separated by three dif-
ferent lemmatization signs: +, _, ~ which indicate
respectively the presence of an inflected item, the
component of a compound word, the presence of
a prefix.

The previous padapatha becomes the following

samhitapatha:
vyutpannaruupasiddhirv.rttiriya.mkaa"si

kaanaama

after the transformation induced by the lexical

pre-processing, the bold letters represent the let-

ters (and the lemmatization signs) which have

been transformed.

Notice that we were induced (for homogene-
ity reasons) to remove all the spaces from the
manuscript before the comparison process. Thus
no word of the manuscript can appear separately
during that process.

The sandhi are perfectly determined by
the Sanskrit grammar (see for example Re-
nou (1996)). They induce a special kind of dif-
ficulties due to the fact that their construction can
be, in certain cases, a two-step process. During
the first step, a sandhi induces the introduction of

1d0 Word 1 ’'tasmai’ is :
< tasmai - Missing

4c3,5 Word 2 ’"srii’ is :
< gurave - Followed by

- Added word(s)

> gane "ga.ne"saaya’
> " Word 3 ’'gurave’ is :
> saaya — Missing

Ediff with spaces L.C.S. based results without space

Table 1: different comparisons

a new letter (or a letter sequence). This new letter
can induce, in the second step, the construction of
another sandhi.

4 The first trials

The very first trials on Sanskrit critical edition
were conducted by Csernel and Patte (2009).
Their first idea was to use di £ £ (Myers (1986)) in
order to obtain the differences between two San-
skrit sequences.

But they find the result quite disappointing. The
classical diff command line provided no useful
information at all.

They obtained a slightly better result with
Emacs ediff, as shown in Table 1, left col-
umn: we can see which words are different. But
as soon as they wanted to compare the same se-
quences without blank, they could not get a better
result using edi £ f than using di f £. This is why
they started to implement an L.C.S. (Hirschberg,
1975) based algorithm. Its results appear in the
right column of Table 1.

4.1 The L.C.S based algorithm

The L.C.S matrix associated with the previous re-
sult can be seen on figure 1 on next page.

On this figure the vertical text represents the
samhitapatha, the horizontal text is associated
with a manuscript. The horizontal bold dark lines
have been provided by the padapatha, before it
has been transformed into the samhitapatha.

The rectangles indicate how the correspon-
dences have been done between the samhitapatha
and the manuscript. One corresponds to a word
missing (tasmai), two correspond to a word
present in both strings: the words s"rii and
nama . h, the last one corresponds to a word with
a more ambiguous status, we can say either that
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[ 1 S T (O -V I (O A B A
| Isl r |i Ilg |a In Je |s Ja |y la In Ja |m |a |h]
t |l 000 000 O0O0O0O0O0O0TO0TO0 O0 O
a ||l o o0 o0 o011 11 1 1 11 1111
s |1 o o0 o0 o011 11 1 1 1 1 11 11
m || o o0 o0 o011 11 1 1 11 1 2 2 2
aif | oo o0 o0 1 1 1 1 1 1 1 1 1 2 2 2
"s|1 0 1)1 1 1 1 2 2 2 2 2 2 2 2 2
r|l of1 2|2 2 2 2 2 2 2 2 2 2 2 2 2
iil|] 0 3 3 3 3 3 3 3 3 3 3 3 3 3
g |l 0 1 2 3[4 4 4 4 4 4 4 4[4 4 4 4 4
u|l 0 1 2 3[4 4 4 4 4 4 4 4|4 4 4 4 4
r|l 0 1 2 3[4 4 4 4 4 4 4 4[4 4 4 4 4
all 0 1 2 34 5 5 5 5 5 5 55 5 5 5 5
vifil o1 2 3[4 55 5 5 5 5 5|5 5 5 5 5

L il il A oY a1 o [N (Y [ B o [
n|l 0 1 2 3 4 5 5 6 6 6 6 6 77 7 1
al|l 0 1 2 3 4 5 5 6 6 6 6 7|7 8 8 8
m||] 0 1 2 3 4 5 5 6 6 6 6 7|7 8 9
al|l 0 1 2 3 4 5 5 6 6 6 6 7|7 8 9
hj|] 0 1 2 3 4 5 5 6 6 6 6 7 |7 8 9

Figure 1: The L.C.S. Matrix

the word has been replaced or that one word is
missing and another word has been added. We can
see below the result in term of alignment where
the double ”|” represents a separation between
two words.

the corresponding alignment

If the result appears quite obvious within this
example, it is not always so easy, particularly
when different paths within the matrix can lead
to different alignments providing different results.

This induced them to put a lot of post treat-
ments to improve their results, and, at the end, the
method looked rather complicated. This is why
we were induced to produce an aligment method
based on the edit distance.

5 Alignment based on edit distance

We used two different methods to get the align-
ments formed by the matrix: the first one, based
on the common sense, is the subject of this sec-
tion. The second one, based on the IDA* algo-
rithm is the subject of the next one.

The idea is to get anyone of the alignments be-
tween the samhitapatha and the manuscript, from
the distance matrix, and then apply some simple
transformations to get the right one.

The first goal is to minimize the number of in-
complete words which appear in the alignment
(mostly in the manuscript). The second goal is to
improve the compactness of each letter sequence

by moving in the same word the letters apart from
the gaps.

In the following we consider that the distance
matrix has been built from the top left to the bot-
tom right, and that the alignment is built by keep-
ing a path from the bottom right till the top left of
the matrix.

In such case, if some words are missing in the
manuscript, some letters can be misaligned (not
with the proper word), but this misalignment can
be easily corrected by shifting the orphan letters
till the correct matching word.

5.1 Shifting the orphan letters

We will call an orphan letter a letter belonging to
an incomplete word of the manuscript (generally)
and being isolated. To obtain a proper alignment
these letters must fit with the words to which they
belong.

The sequence Seq 1 below gives a good ex-
ample. The upper line of the table represents
the padapatha, the second one the manuscript.
In this table, the words pratyaahaaraa and
rtha.h are missing in the manuscript. Conse-
quently the letters a.h are misplaced, with the
word rtha.h. The goal is to shift them to the
right place with the word upade"sa.h. The
result after shifting the letters appears in the se-
quence Seq 2 .

Seq 2

On the second example (Seq 3 & 4) we see on the
left side of the table that the letter a must just be
shifted from the beginning of asiddhy to the
end of saavarny giving Seq 4.

n|y|a p|r|a|s|y|d

. I
| .nlv[-[[-[-]als]v
Seq 3: the orphan letter

Seq 4: once shifted
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But another kind of possible shift is the one
linked to the presence of supplementary letters
within the manuscript such as in Seq 5. The
letters a and nam of the padapatha are shifted to
the right end of the sequence prayoj such as
shown in Seq 6.

[
l

[
l

[el=lalv o[S[-T-[-[-[-Ta] - [-[ =T - [n[a[n]]
[el=]alv[o[5[a[n[a[n]s]a] .n]5]["n]aa][n]a]m]]
Seq 5: before shifting
%llplrlaMOljlalnlalml*l*l*H*I*H*H%

[Ipl=]a]y][o]3[a[n[a[m[s[a[ .m]5]"n]aa]n[a[m]

P a
P a

Seq 6: once shifted
5.2 The results

The results of the program are first displayed as a
text file. They do not come directly from the align-
ment but from a further treatment, which elimi-
nates some of the useless differences discovered,
and transform the other ones into something more
convenient for a human reader.

Paragraph 3 is Missing in File Asb2
Word 11 ’saara’ is:

— Substituted with ’saadhu’
Word 17 ’'viv.rta’ is:

- Followed by Added word(s) ’grantha"saa’
in Manuscript A3

Word 21 ’'viudpanna’ is:

— Substituted with ’vyutpannaa’
(P3) Word 32 ’'k.rtyam’ is:

— Substituted with ’karyam’ in
Manuscript A3

- Substituted with ’kaaryam’ in
Manuscripts aa, am4, ba2

in Man. aa

in Man. A3

Such a result, if not fully perfect, has been vali-
dated as a correct base for further ameliorations.

6 Using A* for critical edition

In this section we explain the application of A*
(Hart et al., 1968; Ikeda and Imai, 1994) to critical
edition. We start defining a position for the prob-
lem, then we explain the cost function we have
used and the admissible heuristic. We end with
the search algorithm.

6.1 Positions

A position is a couple of indexes (x, y) that repre-
sents a position in the dynamic programming ma-
trix. The starting position is at the bottom right of
the matrix. The goal position is at the upper left of
the matrix (0,0). There are at most three succes-
sors of a position: the upper position (x, y—1),
the position on the left (x—1, y) and the position
at the upper left (x—1, y—1).

Moving to the position at the upper left means
aligning two characters in the sequences. Mov-
ing up means aligning a gap in the horizontal se-
quence with a letter in the vertical sequence. Mov-
ing to the left means aligning a gap in the vertical
sequence with a letter in the horizontal sequence.

6.2 A cost function for the critical edition

It appeared at the end of the first trials of Csernel
and Patte (2009) that we can consider the most
important criteria concerning the text alignment
to be an alignment concerning as few words as
possible, and as a secondary criteria the highest
possible compactness.

It can be formalized by a cost function which
will contain

o the edit distance between the two strings.
o the number of sequences of gaps.

e the number of words in the manuscript con-
taining at least a gap.

6.3 The admissible heuristic

We can observe that the edit distance contained
in the dynamic programming matrix is always
smaller than the score function we want to min-
imize since the score function is the edit distance
increased by the number of gap sequences and the
number of words containing gaps.

At any node in the tree, the minimum cost path
that goes through that node will be greater than the
cost of the path to the node (the g value) increased
by the edit distance.

The edit distance contained in the dynamic pro-
gramming matrix is an admissible heuristic for
our problem.

6.4 The search algorithm

The search algorithm is the adaptation of IDA*
(Korf, 1985) to the critical edition problem. It
takes 7 parameters: g the cost of the path to the
node, y and x the coordinates of the current po-
sition in the matrix, and four booleans that tell if
a gap has already been seen in the same word of
the padapatha, if a gap has already been seen in
the same word of the manuscript, if the previous
move is a gap in the manuscript or a move in the
padapatha.
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The search is successful if it has reached the up-
per left of the matrix (x = 0 and y = 0, lines
3 and 4 of the pseudo code), and it fails if the
minimal cost of the path going through the current
node is greater than the threshold (lines 5-6). The
search is also stopped if the position has already
been searched during the same iteration, with the
same threshold and a less or equal g (lines 7-8).

In other cases recursive calls are performed
(lines 15, 22, 36 and 43).

The first case deals with the insertion of a gap
in the padapatha (possible if x is strictly positive,
lines 11-16). If this is the first gap in the word
we do not add anything to the cost, since we don’t
care about the number of words containing gaps in
the padapatha, if the previous move is not a gap
in the padapatha then we add one to the cost (line
14) and the recursive call is made with a cost of
g + deltag + 1 since inserting a gap also costs
one.

The second case deals with alignment of the
same letters (lines 17-23). In that case the re-
cursive call is performed with the same g since
it costs zero to align the same letters and that no
gap is inserted.

The third case deals with the insertion of a gap
in the manuscript (possible if y is strictly positive,
lines 24-37). Then the cost is increased by one for
the first gap in the word (line 28), by one for the
first gap of a sequence of gaps (line 32), and by
one since a gap is inserted.

The fourth case deals with the alignment of two
different letters and increases the cost by one since
aligning two different letters costs one and no gap
is inserted (lines 38-45).

The pseudo code for the search algorithm is:

1 Dbool search (g, vy, x, gapAlreadySeen,

gapInMat,

2 previousIsGapInMat,
previousIsGapInPad)

3 if y=0 and x=0

4 return true

5 if g + h(y,x) > threshold

6 return false

7 if position already searched with smaller g

8 return false

9 newSeen = gapAlreadySeen

10 newSeenMat = gapInMat

11 if x >0
12 deltag = 0
13 if not previousIsGapInPad
// cost of a sequence of gaps

// in the Padapatha

14 deltag = deltag + 1
15 if search (g+deltag+l, y, x-1,
true, gapInMat, false, true)

16 return true

17 if y > 0 and x > 0

18 if alignment of the same letters

19 if new word in the Padapatha

20 newSeen = false

21 newSeenMat = false

22 if search (g, y-1 , x-1, newSeen,
newSeenMat, false, false)

23 return true

24 if y >0

25 deltag = 0;

26 if not gapInMat

27 // cost of each word containing
// gaps in the Matrikapatha

28 deltag = 1

29 newSeenMat = true

30 if not previousIsGapInMat

31 // cost of a sequence of gaps in
// the Matrikapatha

32 deltag = deltag + 1

33 if new word in the Padapatha

34 newSeen = false;

35 newSeenMat = false;

36 if search (g+deltag+l, y-1, x,
newSeen, newSeenMat, true, false)

37 return true;

38 if y>0 and x>0

39 if alignment of different letters

40 if new word in the Padapatha

41 newSeen = false

42 newSeenMat = false

43 if search (g+1, y-1 , x-1, newSeen,

newSeenMat, false, false)
44 return true
45 return false

The search function is bounded by a threshold
on the cost of the path. In order to find the shortest
path, an iterative loop progressively increasing the
cost is used.

7 Experiments and Conclusions

We have tested on our Sanskrit texts three differ-
ent methods to align them: one based upon the
L.C.S., the two other ones based on the edit dis-
tance. We have tested them on a set of 43 different
manuscripts of a short text, the introduction of the
kasikavrtti: the pratyaharasitrah. A critical edi-
tion of this text exists (Bhate et al., 2009), and we
have not seen obvious differences with our results.

The size of the padapatha related to this text is
approximately 9500 characters. The time needed
for the treatment is approximately 29 seconds for
the L.C.S based one, 22 for the second method
(with the shifts) and 185 seconds for the third one
based on the IDA*algorithm (all mesured on a
Pentium 4 (3.2mgz)).

The comparison between the first method and
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the two others cannot be absolute, because the
first one displays its results under a more syn-
thetic form, and cannot display only the align-
ments. This form takes a little more time to be
proceeded but less time to be written.

Comparing the different methods:

e The first trial (L.C.S.) was a very useful
one, because it allows displaying significant
results to Sanskrit philologists, and opens
the possibility of further research. But it
is too complicated compared with other ap-
proaches, and the different steps needed,
though useful, do not provide the opportunity
to make easily further improvements.

o The second approach gives the best results in
term of time. It is conceptually quite simple,
and not too difficult to implement in term of
programming. And it gives place, because
it has been simple to implement, for further
improvements.

e What can we say then about the IDA*
method, which is by far the longest to make
the computation? That it is unmistakably not
the best choice as a production method when
computation time is a preoccupation (but the
time overhead has nothing definitive), but it
is for sure, for the person "who knows” the
most flexible, and the easiest way to imple-
ment alignment methods, and to check an
hypothesis. Using A* would probabbly be
faster as the branching factor is small.

The use of edit distance based methods has
been, by the simplifications and the ameliorations
it provide for the comparison of the Sanskrit text
a great improvement. Both methods will allow
us to consider different coefficients for replacing
the letters in the edit distance matrix and leads to
further simplification of the pre-processing. The
IDA* (or other A*) method, opens wide the doors
for further experiments. Among these experi-
ments one of the most interesting will consist in
the modelling of an interaction between the infor-
mation provided by the annotations contained in
each manuscript (especially the presence of miss-
ing parts of the text) and the alignment.

It is difficult to provide a numerical evaluation
of the different results, first because they are not
provided under the same form, the first method
is provided as a human readable text and the two
other ones as sequence alignments, secondly be-
cause it is difficult (and we did not find it) to
provide a criterion which differs from the func-
tion we optimize in the A* algorithm. Otherwise
even if the differences between the two methods
are rather tiny, the A* algorithm which optimizes
by construction the criterion will be considered al-
ways as slightly better.

Another possible improvement is related to the
fact that in Sanskrit, the order of the words is not
necessary meaningful. Two sentences with the
words appearing in two different orders can have
the same meaning.

But there is a problem that none of these meth-
ods can solve, the problem induced by the absence
of a word which has been used to build a sandhi.
Once it disappeared the sandhi disappeared too,
and a new sandhi can appear, then it looks like
a real change of the text, but these modifications
are perfectly justified in term of Sanskrit grammar
and should not be notified in the critical edition.
For example if we look at the following sequence:

I [s]e]xTa [[p[r[a]v].r[e[e]y[[alx[th]a]
I [slefelaall-[-[-[-[ - [-[-[-][-[=]tn]a]

I
|

[aa .h
[aa .h

g
S

e the word "saastra has been changed in
"saastraa (with a long a at the end).

e the word prav. rtty has disappeared.

e the word artha.h has been changed to
rtha.h

In fact only the second point is valid. If
we put the words "saastra and artha.h
one after another in a Sanskrit text we get
"saastraartha.h. The two short a at the
junction of the two words become a long aa (in
bold) because of a sandhi rule. We have (until
now) no precise idea on the way to solve this kind
of problem, but we have the deep feeling that the
answer will not be straightforward.

On the other hand we believe that the problems
induced by the comparison of Sanskrit texts for
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the construction of a critical edition, is an inter-
esting family of problems. We hope that the so-
lutions of these problems can be applied to other
languages, and perhaps that it will also benefit to
some other problems.
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Abstract

In this paper, we present hybrid decod-
ing — a novel statistical machine transla-
tion (SMT) decoding paradigm using mul-
tiple SMT systems. In our work, in ad-
dition to component SMT systems, sys-
tem combination method is also employed
in generating partial translation hypothe-
ses throughout the decoding process, in
which smaller hypotheses generated by
each component decoder and hypotheses
combination are used in the following de-
coding steps to generate larger hypothe-
ses. Experimental results on NIST evalu-
ation data sets for Chinese-to-English ma-
chine translation (MT) task show that our
method can not only achieve significant
improvements over individual decoders,
but also bring substantial gains compared
with a state-of-the-art word-level system
combination method.

1 Introduction

In recent years, system combination for SMT has
been known to be quite effective with translation
consensus information built from multiple SMT
systems. The combination approaches can be
classified into two types. One is the combination
with each system’s outputs, which can be seen as
full hypotheses combination. The other is the par-
tial hypotheses (PHS) combination during the de-
coding phase.

A lot of impressive work has been done to im-
prove the performance of the SMT systems by uti-

This work has been done while the first author was vis-
iting Microsoft Research Asia.

lizing consensus statistics which come from sin-
gle system or multiple systems. For example,
Minimum Bayes Risk (MBR) (Kumar and Byrne,
2004) decoding over n-best list finds a translation
that has lowest expected loss with all the other hy-
potheses, and it shows that improvement over the
Maximum a Posteriori (MAP) decoding. Several
word-based methods (Rosti et al., 2007a; Sim et
al., 2007) have also been proposed. Usually, these
methods take n-best list from different SMT sys-
tems as inputs, and construct a confusion network
for second-pass decoding. There are also a lot of
research work to advance the confusion network
construction by finding better alignment between
the skeleton and the other hypotheses (He et al.,
2008; Ayan et al., 2008). Typically, all the ap-
proaches above only use full hypotheses but have
no access to the PHS information.

Moreover, some dedicated efforts have been
tried by manipulating PHS between multiple MT
systems. Collaborative decoding (co-decoding)
(Li et al., 2009) leverages translation consensus
by exchanging partial translation results and re-
ranking both full and partial hypotheses explored
in decoding. However, no new PHS are generated
compared to the individual decoding but only the
ranking is affected. Liu et al. (2009) proposes
joint decoding, a method that integrates multiple
translation models in one decoder. Although joint
decoding is able to generate new translations com-
pared to single decoder, it has to use the PHS
existed in one of its component decoder at each
step. Different from their work, we propose a
new perspective which leverages outputs from lo-
cal word-level combination. This will potentially
bring much benefit of performance since word-

214

Coling 2010: Poster Volume, pages 214-222,
Beijing, August 2010



level combination can produce more promising
PHS.

The word-level system combination method is
employed to generate partial translation hypothe-
ses in our hybrid decoding framework. In this
sense, full hypotheses word-level combination
(FH-Comb) method(Rosti et al., 2007a; Sim et al.,
2007; He et al., 2008; Ayan et al., 2008) can be
considered as a special case of hybrid decoding,
where their combinations are only performed on
the largest hypotheses. Similar with FH-Comb,
hybrid decoding also uses word alignment infor-
mation. However, challenge exists in hybrid de-
coding as word alignment needs to be carefully
conducted through the decoding process. Obvi-
ously, document-level word alignment methods
such as GIZA++(Och and Ney, 2000) are quite
time consuming and unpractical to be embedded
into hybrid decoding. We propose a heuristic
method that can conduct word alignment of par-
tial hypotheses based on word alignment informa-
tion of phrase pairs learnt automatically from the
model training process. In this way, more PHS are
generated and the search space is enlarged sub-
stantially, which brings better translation results.

The rest of the paper is organized as follows:
Section 2 gives a formal description of hybrid
decoding, including framework overview, word-
level PHS combination and parameter estimation.
We conduct experiments with different settings
and make comparison between our method and
baseline, as well as a state-of-the-art word-level
system combination method in Section 3. Exper-
imental results discussion is presented in Section
4. Section 5 concludes the paper.

2 Hybrid Decoding

2.1 Overview

Different system combination methods (Li et al.,
2009; Liu et al., 2009) offer different frameworks
to coordinate multiple SMT decoders. Hybrid de-
coding provides a new scheme to organize mul-
tiple decoders to work synchronously. As the
decoding algorithms may differ in multiple de-
coders!, hybrid decoding has some difficulty in

'In the SMT area, some decoders use left-right decod-
ing to generate the hypothesis and “Pharaoh” (Koehn etal.,

integrating different decoding algorithms. With-
out loss of generality, we assume that bottom-up
CKY-based decoding is adopted in each individ-
ual decoder, which is the same as co-decoding
(Li et al., 2009) and joint decoding (Liu et al.,
2009). Hybrid decoding collects n-best PHS of a
source span® from multiple decoders, then results
from word-level PHS combination of that span are
given back to each decoder, mixed with the origi-
nal PHS. After that, we re-rank the hybrid list and
continue the decoding. In an example with two
decoders, parts of the whole decoding process are
illustrated in Figure 1 and can be summarized as
follows:

( Decoderl ) ( Decoder2 )

|
|
|
|
|
|
|
|
|
Lo
I

Local decoding layer

Local combination layer ---------+-><~---~f---->p----------

Local decoding layer ---

36 36 36

Local combination layer ---------~f 4% ——p - fommmmomo o

3-6 | 3-6
Local decoding layer ----- ééréé ffffff
35 66 | 34 56

Figure 1: Hybrid decoding with two decoders,
where the string “s-e¢” means the source span
starts from position s and ends at position e. The
blank rectangles represent the n-best partial trans-
lations of each decoder, and the shaded rectan-
gles illustrate the n-best local combination out-
puts. The ovals denote bottom-up CKY-based de-
coding results.

2003) is one of them, while others adopt bottom-up decoding
which is represented by “Hiero” (Chiang, 2007).

>The word “span” is used to represent translation unit
in CKY-based decoders, which denotes one or more consec-
utive words in the source sentence.
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1. Individual decoding. Each individual de-
coder should maintain the n-best PHS of
each span from the bottom. After all the in-
dividual decoders finish translating the same
span, they feed their own partial translations
into a public container which can be used for
word-level PHS combination, then get back
the partial combination outputs for step 3.

2. Local word-level combination. After fed
with PHS from multiple decoders, a confu-
sion network is built and word-level combi-
nation for PHS is conducted. The obtained
new partial translations are given back to
each individual decoder to continue the de-
coding.

3. Mix new PHS with the original ones. The
span in each individual decoder will receive
the corresponding new PHS from the local
combination outputs. The feature space of
the new PHS is not exactly the same with that
of the original ones. It has to be mapped in
some way then the mixed hypotheses are re-
ranked.

In the following sub-sections, we first present
the background of word-level combination for
PHS, then introduce hybrid decoding algorithm in
detail, as well as the feature definition and param-
eter estimation.

2.2 Word-Level Combination for Partial
Hypotheses

Most word-level system combination methods are
based on confusion network decoding. In con-
fusion network construction, one hypothesis has
to be selected as the skeleton which determines
the word order of the combination results. Other
hypotheses are aligned against the skeleton. Ei-
ther votes or some word confidence scores are as-
signed to each word in the network.

Most of the research on confusion network con-
struction focuses on seeking better word align-
ment between the skeleton and the other hypothe-
ses. So far, several word alignment procedures are
used for SMT system combination, which mainly
are GIZA++ alignments (Matusov et al., 2006),
TER alignments (Sim et al., 2007) and [HMM

BA]|| political []] 0-0

BUA 2 5F||| political and economic ||| 0-0 1-2
Z3%||| economic ||| 0-0

2% F25|| economic interests ||| 0-0 1-1
BUA [X1] ||| political and [X,] ||| 0-0 1-2

Figure 2: The example of translation alignment
from phrase-table and rule-table

alignments (He et al., 2008). Similar with general
word-level system combination method, word-
level PHS combination also uses word alignment
information. However, in hybrid decoding, it is
quite time-consuming and impractical to conduct
word alignment like GIZA++ for each span. For-
tunately, unit hypotheses word alignment can be
obtained from the model training process, which
is shown in Figure 2. We devise a heuristic
approach for PHS alignment that leverages the
translation derivations from the sub-phrases. The
derivation information ultimately comes from the
phrase table in phrase-based systems (Koehn et
al., 2003; Xiong et al., 2006) or the rule table in
syntactic-based systems (Chiang, 2007; Liu et al.,
2007; Galley et al., 2006).

The derivation is built in a phrase-based sys-
tem as follows. For example, we have two phrase
translations  “ A1 # ||| our ||| 0-0 1-0” and

“Z % Az ||| economic interests ||| 0-0 1-1”,
where string “m-n” means the m!" word in the
source phrase is aligned to the n'"* word in the tar-
get phrase. When combining the two phrases for
generating “ AT ) &5 A&7 , we obtain
the translation hypothesis as “our economic in-
terests” and also integrate the alignment fragment
to get “0-0 1-0 2-1 3-2” . The case is similar in
syntactic-based system for non-terminal substitu-
tion, which we will not discuss further here.

Next, we introduce the skeleton-to-hypothesis
word alignment algorithm in detail. With the
translation derivations, the skeleton-to-hypothesis
(sk2hy) word alignment can be performed based
on the source-to-skeleton (so2sk) and source-to-
hypothesis (so2hy) word alignment as they share
the same source sentence. The basic idea is to
construct the sk2hy word alignment with the min-
imum correspondence subsets (MCS). A MCS is
defined as a triple < SK, HY, SO > where the
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SK is the subset of skeleton words, HY is the
subset of the hypothesis words, and SO is the
minimum source word set that all target words in
both SK and HY are aligned to. Figure 3 shows
the algorithm for skeleton-to-hypothesis align-
ment. Most of the pseudo-code is self-explained
except for some subroutines, which are listed in
Table 1.

1: procedure SKEHYPALIGN(s02sk, so2hy)
2 repeat

3 Fetch out a source word to SO

4: S0 =505 =50

5: repeat

6 SO=UNION(S501, SO5)

7 SK=GETALIGN(SO, so2sk)

8 HY=GETALIGN(S0, so2hy)
9: SO1=GETALIGN(S K, so2sk)
10: SO9=GETALIGN(HY, so2hy)

11: until [SO;| == |SO3| == |SO|
12: SiMypar = —in finity

13: for all sk € SK do

14: for all hy € HY do

15: stm =SIM(sk, hy)

16: if sim > simypq. then
17: StMmaz = SIM

18: Skmaz = Sk

19: hYmaz = hy

20: end if

21: end for

22: end for

23: ADDALIGN(Skmazs NYmaz)
24: until all the source words are fetched out

25: end procedure

Figure 3: Algorithm for skeleton-to-hypothesis
alignment

[ Subroutines | Description ]

UNION(A,B) the union of set A and set B
GETALIGN(S,align) | get the words aligned to
S based on align
SIM(w1,ws2) similarity between wi and w2,
we use edit distance here
ADDALIGN(w1,ws2) align wy with ws

Table 1: Description for subroutines

Due to the variety of the word order in n-
best outputs, skeleton selection becomes essen-

tial in confusion network construction. The sim-
plest way is to use the top-1 PHS from any indi-
vidual decoder with the best performance under
some criteria. However, this cannot always lead
to better performance on some evaluation met-
rics (Rosti et al., 2007a). An alternative would
be MBR method with some loss function such as
TER (Snover et al., 2006) or BLEU (Papineni et
al., 2002). We show the experimental results of
two skeleton selection methods for PHS combina-
tion in Section 3.

2.3 Hybrid Decoding Model

For a given source sentence f, any individual de-
coder in hybrid decoding finds the best transla-
tion e* among the possible translation hypotheses
®(f) in terms of a ranking function F:

" = argmax,cq(s)F(e) (1)

Suppose we have n individual decoders. The
ranking function F}, of the n'* decoder can be
written as:

Fu(e) =Y Anihni(f.€) 2)
=1

where each hy, ;(f,e) is a feature function of the
nth decoder, and An,i 1s the corresponding feature
weight. m is the number of features in each de-
coder.

The final result of hybrid decoder is the top-
1 translation from the confusion network, which
is constructed on multiple decoders with the last
layer’s output of CKY-based decoding.

2.4 Hybrid Decoding Algorithm

The hybrid decoder acts as a control unit which
controls the synchronization of multiple individ-
ual decoders. The algorithm is fully demonstrated
in Figure 4. The hybrid decoder pushes the same
span f7 to different decoders and gets back the n-
best PHS (lines 2-6). When the span’s length is
too small, both word alignment and partial com-
bination results are not accurate. We predefine a
fixed threshold ¢ which is used for determining the
start-up of combination (line 7). When the length
condition holds, the n-best PHS of each individual
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decoder are stored in container G (lines 8). Con-
fusion network is constructed and new PHS can be
extracted from it and are further mixed and sorted
with the original ones (lines 11-15).

1: procedure HYBRIDDECODING(f{*, D)

2 for/ <« 1..ndo

3 foralli,jst. j—i=1[do

4: G+ 0

5: foralld € D do

6 nbest =DECODING(d, 7, j)
7 if j —¢ > ¢ then

8 ADD(G, nbest)

9: end if
10: end for
11: cn =CONNETBUILD(G)
12: nbest’ =GETPARHYP(cn)
13: foralld € D do
14 MIXSORT(nbest g, nbest’)
15: end for
16: end for

17: end for
18: end procedure

Figure 4: Hybrid decoding algorithm

2.5 Hybrid Decoding Features

Next we present the PHS word-level combination
feature functions for hybrid decoding. Following
(Rosti et al., 2007b), four features are utilized to
model the PHS as:

Word Confidence Feature /., (¢)
The word confidence feature is computed as
hye(€) = > 1 piCiw, where n is the num-
ber of the systems, p; is the system confi-
dence of system ¢, and ¢;,, is the word confi-
dence of word w in system 1.

Word Penalty Feature /., (e)
Word penalty feature is the number of words
in the partial hypothesis (PH).

Null Penalty Feature h,,,(e)
For null penalty feature, we mean the number
of NULL links along the PH when extracted
from the confusion network.

Language Model Feature /;,,(¢)
Different from the above three combination

features, which can be obtained during the
confusion network construction or hypothe-
ses extraction, the language model feature
cannot be summed up on the fly. Instead,
it must be re-computed when building each
new PH.

2.6 Feature Space Mapping

The features used in hybrid decoding can be clas-
sified into two categories: features for individual
decoders (FID) and features for PHS word-level
combination (FComb), and they are independent.
When mixing the new PHS with the original ones
of individual decoders, FComb space has to be
mapped to a FID space. However, several features
in FID are not defined in FComb, such as source
to target (S2T) phrase probability, target to source
(T2S) phrase probability, S2T lexical probability,
T2S lexical probability and other model specific
features. A mapping function H needs to be de-
fined as follows:

Ffid = H(chomb) (3)

where F'tcomp denotes the feature vector from
FComb space, while Fy;q is the feature vector
from FID space.

An easy mapping function is implemented with
an intuitive motivation: PHS combination results
are better than the ones in individual decoder and
we prefer not to disorder the original search space.
Thus, the undefined feature values of PHS from
FComb space are assigned by corresponding fea-
ture values of the top-1 PH in original decoder.
Experiments show that our method is not only
practical but also quite effective.

2.7 Parameter Estimation

Minimum Error Rate Training (MERT) (Och,
2003) algorithm is adopted to estimate feature
weights for hybrid decoding. As hybrid decoder
makes use of PHS from both individual decoders
and combination results as a whole, we devise
a new feature vector representation. The feature
vectors from FID space and FComb space are sim-
ply concatenated to form a longer vector without
overlapping. The weights are tuned simultane-
ously in order to reach a relatively global optima.
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3 Experiment

3.1 Data and Metric

We conducted our experiments on the test data
of NIST 2005 and NIST 2006 Chinese-to-English
machine translation tasks. The NIST 2003 test
data is used as the development data to tune the
parameters. Statistics of the data sets are shown in
Table 2. Translation performances are measured
with case-insensitive BLEU4 score (Papineni et
al., 2002). Statistical significance test is per-
formed using the bootstrap re-sampling method
proposed by Koehn (2004).

The bilingual training corpora we used are
listed in Table 3, which contains 498K sentence
pairs, 12.1M Chinese words and 13.8M English
words after pre-processing. Word alignment is
performed by GIZA++ (Och and Ney, 2000) in
both directions with the default setting, and the
intersect-diag-grow method is used to refine the
symmetric word alignment.

[ Data Set | # Sentences |
NIST 2003(dev) 919
NIST 2005(test) 1,082
NIST 2006(test) 1,664

Table 2: Statistics of test/dev data sets

[ LDCID | Description ]
LDC2003E07 | Ch/En Treebank Par Corpus
LDC2003E14 | FBIS Multilanguage Texts
LDC2005T06 | Ch News Translation Text Part 1
LDC2005T10 | Ch/En News Magazine Par Text
LDC2005E83 | GALE Y1 Q1 Release - Translations
LDC2006E26 | GALE Y1 - En/Ch Par Financial News
LDC2006E34 | GALE Y1 Q2 Release - Translations

V2.0
LDC2006E85 | GALE Y1 Q3 Release - Translations
LDC2006E92 | GALE Y1 Q4 Release - Translations

Table 3: Training corpora for Chinese-English
translation

The language model used for hybrid decoding
and all the baseline systems is a 5-gram model
trained with the Xinhua portion of LDC English
Gigaword Version 3.0 plus the English part of
bilingual training data.

3.2 Implementation

We use two baseline systems. The first one
(SYS1) is re-implementation of Hiero, a hi-
erarchical phrase-based system (Chiang, 2007)
based on Synchronous Context Free Grammar
(SCFQG). Phrasal translation rules and hierarchi-
cal translation rules with nonterminals are ex-
tracted from all the bilingual sentence pairs.
The second one (SYS2) is a phrase-based sys-
tem (Xiong et al., 2006) based on Bracketing
Transduction Grammar (Wu, 1997) with a lex-
icalized reordering model (Zhang et al., 2007)
under maximum entropy framework, where the
phrasal translation rules are exactly the same
with that of SYS1. The lexicalized reorder-
ing model is trained using the MaxEnt toolkit
(Zhang, 2006) where the training instances are
extracted from subset of the training corpora,
which contains LDC2003E07, LDC2003E14,
LDC2005T06, LDC2005T10. Both systems use
the bottom-up CKY-based decoding with cube-
pruning (Chiang, 2007) and the beam size is set
to 10 for decoding efficiency.

For hybrid decoder, we set § to be
sentence.length — 3, meaning that the PHS of
individual decoders only perform local combi-
nation in the last three layers. The reason why
we adopt this setting is because we find that
starting local combination on short spans hurts
the performance badly on test data. Experimental
results are shown in the next section.

3.3 Translation Results

We present the overall results of hybrid decod-
ing over two baseline systems on both test sets.
We also implement an IHMM-based word-level
system combination method (He et al., 2008) to
make comparison with hybrid decoding system,
and the n-best candidates used for IHMM-based
word-level system combination is set to 10. Pa-
rameters for all the systems are tuned on NIST
2003 test set. The results are shown in Table 4.

In Table 4, we find that the hybrid decoding per-
forms significantly better than SYS1 and SY2 on
both test sets. Besides, compared to IHMM word-
level system combination method, hybrid decod-
ing also brings substantial gains with 0.63% and
0.92% points respectively.
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| [ NIST 2005 | NIST 2006 |

SYSI1 0.3745 0.3346
SYS2 0.3699 0.3296

THMM Word-Comb | 0.3821° 0.34217
Hybrid 0.3884*T [ 0.3513*T

Table 4: Hybrid decoding results on test sets,
*:significantly better than SYS1 and SYS2 with
p<0.01, +:significantly better than IHMM Word-
Comb with p<0.01

We also try different layers for determining
the start-up of local word-level PHS combination.
Figure 5 gives the intuitive BLEU results.

0.4
0.39
0.38
0.37 /
0.36
0.35
0.34
0.33
0.32

O AR PN DL DD
& F FF FFF

Figure 5: Performance of hybrid decoding with
different start-up settings on NIST 2005 test set,
where the ”lastM” means to conduct local word-
level PHS combination in the last M layers from
the perspective of CKY-based decoding.

As shown in Figure 5, the performance drops
drastically if we start to conduct word-level PHS
combination too early. After considering about ef-
ficiency and performance, we determine to do that
in the last three layers.

We then investigate the effects on hybrid de-
coding with different beam sizes, and compare the
trend with two baseline systems and IHMM-based
word-level system combination method as well.
The results are illustrated in Figure 6.

From what we see in Figure 6, the performance
of each system is monotonically increasing as the
beam size becomes larger. Hybrid decoding per-
forms consistently better than IHMM Word-Comb
when the beam size is small, and the largest im-
provement (+0.63% points) is obtained when the
beam size is set to 10. However, as the beam size

0.4
0.395 -
0.39 e —
0385 _—" ~SYS1
0.38 *
i =SYS2
0.37 —==|HMM
0.365 —<Hybrid
0.36 -
0.355

10 20 50 100

Figure 6: Performance of hybrid decoding with
different beam sizes on NIST 2005 test set

increases, the performance gap is getting narrow.
One intuitive observation is that hybrid decoding
performs slightly worse than IHMM Word-Comb
when the beam size is set to 100. One possible
reason for this phenomenon is that, the alignment
noise may be introduced to hybrid decoding since
we have to generate monolingual alignments with
many poor translation derivations.

The confusion network for PHS of each system
can be built independently. We would like to eval-
uate the performance of single system hybrid de-
coding. Table 5 gives the results on both Hiero
and BTG decoders.

| [ NIST2005 |  NIST2006 ]
SYST [ SYS2 [ SYSI | SYs2
baseline | 0.3745 | 0.3699 | 0.3346 | 0.3296
self-comb | 0.3770 | 0.3758" | 0.3358 | 0.3355"

Table 5: Hybrid decoding for single system,
*:significantly better than baseline with p<0.05

Table 5 shows that BTG decoder (SYS2) has
more potential for so-called “self-boosting” .
The self-combination of BTG decoder improves
the performance substantially over the baseline.
However, we did not observe any significant im-
provement for Hiero decoder (SYS1).

Finally, we examine the impacts of skeleton se-
lection for PHS in hybrid decoding. The results in
Table 6 demonstrate that, compared to the top-1
selection method, translation performance can be
improved significantly with MBR-based skeleton
selection method. It strongly suggests that choos-
ing the skeleton with more consistent word order
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will lead to better translation results.

| [ NIST 2005 | NIST 2006 |

Top-1 | 0.3817 0.3415
MBR | 0.3884" 0.3513"

Table 6: Skeleton selection in hybrid decoding,
*:significantly better than top-1 skeleton selection
method with p<0.01

4 Discussion

System combination methods have been widely
used in SMT to improve the performance. For
example, in (Rosti et al., 2007a), several combi-
nation methods have been proposed to make use
of different kinds of consensus information. In
(He et al., 2008), better word alignment method is
adopted to advance the word-level system combi-
nation. Our method is different from these meth-
ods in the sense that we do not exclusively rely
on the n-best full hypotheses from each individual
decoder, but emphasize the importance of word-
level combination for PHS. Thus, it enlarges the
search space and is more prone to find better trans-
lations. Experimental results have shown the ef-
fectiveness of our method.

The idea of multiple systems collaborative de-
coding (Li et al., 2009) works well on re-ranking
the outputs of each system using n-gram agree-
ment statistics. However, no new translation re-
sults are generated compared to individual decod-
ing. Our method takes advantage of confusion
network to give PHS which cannot be seen before.

Although (Liu et al., 2009) also work on PHS,
we explore the cooperation of multiple systems
from a new perspective. They use translation
derivations from different decoders jointly as a
bridge to connect different models. Different from
their work, we devise a heuristic method to ob-
tain word alignment information from the deriva-
tion of each decoder, which can be embedded
for word-level PHS combination easily and effi-
ciently.

5 Conclusion and Future Work

In this paper, we propose a new SMT decoding
framework named hybrid decoding, in which mul-
tiple decoders work synchronously to conduct lo-

cal decoding and local word-level PHS combina-
tion in turn. We also devise a heuristic method to
obtain word alignment information directly from
the translation derivations, which is both intuitive
and efficient. Experimental results show that with
hybrid decoding the overall performance can be
improved significantly over both the individual
baseline decoder and the state-of-the-art system
combination method.

In the future, we will involve more individual
SMT decoders into hybrid decoding. In addition,
we would like to keep on this work in two direc-
tions. On the one hand, start-up threshold of PHS
combination will be explored in detail to find its
underlying impact on hybrid decoding. On the
other hand, we will try to employ a more theoreti-
cally sound approach to conduct the feature space
mapping from the feature space of confusion net-
work to that of individual decoders.
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Abstract

Global ranking, a new information re-
trieval (IR) technology, uses a ranking
model for cases in which there exist re-
lationships between the objects to be
ranked. In the ranking task, the ranking
model is defined as a function of the
properties of the objects as well as the
relations between the objects. EXisting
global ranking approaches address the
problem by “learning to rank”. In this
paper, we propose a global ranking
framework that solves the problem via
data fusion. The idea is to take each re-
trieved document as a pseudo-IR sys-
tem. Each document generates a pseu-
do-ranked list by a global function. The
data fusion algorithm is then adapted to
generate the final ranked list. Taking a
biomedical information extraction task,
namely, interactor normalization task
(INT), as an example, we explain how
the problem can be formulated as a
global ranking problem, and demon-
strate how the proposed fusion-based
framework outperforms baseline me-
thods. By using the proposed frame-
work, we improve the performance of
the top 1 INT system by 3.2% using
the official evaluation metric of the
BioCreAtlIvE challenge. In addition, by
employing the standard ranking quality
measure, NDCG, we demonstrate that
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the proposed framework can be cas-
caded with different local ranking
models and improve their ranking re-
sults.

1 Introduction

Information Retrieval (IR) involves finding
documents that are relevant to a given query in
a large corpus. The task is usually formulated
as a ranking problem. When a user submits a
query, the IR system retrieves all documents
that contain at least one query term, calculates
a ranking score for each of the documents us-
ing a ranking model, and sorts the documents
according to the ranking scores. The scores
represent the relevance, importance, and/or
diversity of the retrieved documents. Thus, the
quality of a search engine can be determined
by the accuracy of the ranking results.
Recently, a machine learning technology
called learning to rank has been applied exten-
sively to the task. Several state-of-the-art ma-
chine learning-based ranking algorithms have
been proposed, e.g., RankSVM and RankNet.
These algorithms differ substantially in terms
of the ranking models and optimization tech-
niques employed, but most of them can be re-
garded as “local ranking” approaches in the
sense that each model is defined on a single
document without considering the possible
relations to other documents to be ranked. In
many applications, this is only a loose approx-
imation as there is always relational informa-
tion among documents. For example, in some
cases, users may prefer that two similar docu-
ments have similar relevance scores; even

Coling 2010: Poster Volume, pages 223-231,
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though one of the documents is not as relevant
to the given query as the other; this problem is
similar to Pseudo Relevance Feedback (Kwok,
1984). In other cases, web pages from the
same site form a sitemap hierarchy in which a
parent document should be ranked higher than
its child documents (referred to as Topic Dis-
tillation at TREC (Chowdhury, 2007)). To util-
ize all available information, more advanced
ranking algorithms define a ranking model as a
function of all the documents to be ranked, i.e.,
a global ranking model (Qin et al., 2008a; Qin
et al., 2008b).

Unlike conventional ranking and learning to
rank models, such as BM25 and RankSVM,
whose ranking functions are defined on a
query and document pair, global ranking mod-
els utilize both content information and rela-
tion information. Qin et al. (2008) proposed
the first supervised learning framework for the
global ranking problem. They formulated the
problem as an optimization problem that in-
volves finding an objective function to minim-
ize the trade-off between local consistence and
global consistence and implemented it on
SVM. Subsequently, they defined the global
ranking problem formally in (Qin et al., 2008)
and solved it by employing continuous condi-
tional random fields (CRF).

In this paper, we propose a new framework
for the global ranking problem. The major dif-
ference between our work and that of Qin et al.
(2008a; 2008b) is that we do not compile a
feature vector of relational information directly
to construct a new machine-learned ranking
model for global ranking. Instead, we use the
ranking results generated by the original rank-
ing model and then employ an algorithm with
the relational information to transform the
global ranking problem into a data fusion prob-
lem; that is also known as a rank aggregate
problem. The proposed framework is flexible
and can be cascaded with conventional ranking
models or learning to rank models.

The remainder of this paper is organized as
follows. In Section 2, we present a formal de-
finition of global ranking. In Section 3, we de-
scribe the proposed framework and consider
three fusion algorithms that can be used with
our framework. We also explain how the algo-
rithms can be adapted to solve the global rank-
ing problem. In Section 4, we introduce a bio-
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medical text mining task called the interactor
normalization task (INT) (Krallinger et al.,
2009) and show why it should be formulated
as a global ranking problem. In Section 5, we
report extensive experiments conducted on the
INT dataset released by BioCreAtlvE
(Krallinger et al., 2009). Section 6 contains
some concluding remarks.

2 Global Ranking Problem

The global ranking problem was first defined
formally by Qin et al. (2008). In this paper, we
propose a new global ranking framework
based on their definition. Although we devel-
oped the framework independently, we adopt
Qin et al.’s terminology.

Let g denote a query. In addition, let

(@ — {xf‘”,xg‘”, ...,xfl‘g)} denote the docu-

ments retrieved by ¢, and let y@ =

{yl(q),yz(q), yy(ﬁ)} denote the ranking scores
assigned to the documents. Here, n(®

represents the number of documents retrieved
by g. Note that the numbers of documents va-
ries according to different queries. We assume
that y (@ is determined by a ranking model.

If a ranking model is defined on a single
document, i.e., in the form of

wWO=f(x?)i=1,..n@, @
it is called a “local ranking” model.

Let {gk (}’-(Q).yj(q),x(‘”)}::l be a set of

L
real-value functions defined on @, y©, and

x@ (i,j =1,..,nD,i # j). The functions

91, x) (2)
represents the relations between documents.
Equation 2 is defined according to the re-
quirements of different tasks. For example, for
the Pseudo Relevance Feedback problem, Qin
et al. (2008) defined Equation 2 as the similari-
ties between any two documents in their CRF-
based model.

If a ranking model takes all the documents
as its input and exploits both local and global
information (Equation 2) in the documents, i.e.,
in the form of

y@ = F(x(q)),
it is called a “global ranking” approach.
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Figure 1. The Proposed Framework for
Global Ranking.

3  Fusion-based Global

Framework

Ranking

It is usually difficult to develop a global rank-
ing algorithm that can fully utilize all the local
and global information in documents to pro-
duce a document rank and also consider the
score ranks. One example of a global ranking
algorithm that satisfied these criteria is the one
proposed in (Qin et al., 2008) in which the
modified CRF algorithm handles context (local)
features and relational (global) features in the
documents. Without solving a ranking problem
directly, however, the modified CRF algorithm
is more like a regression algorithm since it op-
timizes the CRF parameters in a maximum
likelihood estimate without considering the
score ranks. With respect to the ranking feature,
in this section, we describe our framework
based on the idea of data fusion for solving the
global ranking problem.

3.1

The flow chart of the proposed framework is
illustrated in Figure 1. The first step is the
same as that of the traditional local ranking

Framework Description
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model. Given a query, the local ranking model

yl.(q) defined in Equation 1 is used to calculate
the ranking score for each document, and re-
turn a document list sorted according to the
local scores.

The second step transforms the global rank-
ing problem into a data fusion problem. Our
idea is to take each retrieved document as a
pseudo-IR system, and the pseudo-ranking

model, y’gq), used by each system is the func-

tion defined in Equation 2. For each pseudo-IR
system, xj("), the pseudo-ranking model for a
(@)

i

y'EQ) =f (xi(q)) =g (yi(q)’ngq)’x(q))' @
i=1,..,n@.

There are totally n(@ pseudo-IR systems,
which generate n(@) pseudo-ranked lists. As a
result, the global ranking problem is trans-
formed into a data fusion problem, that is to
aggregate the pseudo-ranked lists. Figure 2
shows the steps of the transformation algo-
rithm.

The final step is to adapt fusion algorithms
to aggregate the pseudo-ranked lists. A canoni-
cal data fusion task is called meta-search
(Aslam and Montague, 2001; Fox and Shaw,
1994; Lee, 1997; Nuray and Can, 2006), which
aggregates Web search query results from sev-
eral engines into a more accurate ranking. The
origin of research on data fusion can be traced
back to (Borda, 1781). In recent years, the
process has been used in many new applica-
tions, including aggregating data from micro-
array experiments to discover cancer-related
genes (Pihura et al., 2008), integration of re-
sults from multiple mRNA studies (Lin and
Ding, 2008), and similarity searches across
datasets and information merging (Adler et al.,
2009; Zhao et al., 2010).

Liu et al. (2007) classified data fusion tech-
nologies into two categories: order-based fu-
sion and score-based fusion. In the first catego-
ry, the orders of the entities in individual rank-
ing lists are used by the fusion algorithm. In
the second category, the entities in individual
ranking lists are assigned scores and the fusion
algorithm uses the scores. In the following
sub-sections, we adapt three fusion algorithms

document x;*/ is defined as follows:



function transform (x(@: the documents retrieved
with query q)
{generate pseudo-ranked lists for x (@}
# a dictionary that maps the pseudo-IR systems to
# their corresponding pseudo-ranked lists
. pseudoRankedLists = {}
2 for x{ in x(@:
# a dictionary that maps the relation score (real
# value) to a list of documents.
3. relation={}

for xj(q) in x@:

4. relation[g (yi("), yj(q), x(q))].append(xj(q))
# relation.keys() returns all keys stored in the
# dictionary relation. The key of relation is the
# relation score.
5. Sort relation.keys() in decreasing order
# a dictionary that maps a new rank to a list of
# documents.
pseudoRankedList = {}
7. newRank =0
for score in sorted relation.keys():
# relation[score] returns the document list
# corresponding to the given score
for doc in relation[score]:

[y

o

8. pseudoRankedList[1+newRank]
.append(doc)
9. newRank = newRank + 1
10. (q)] _

pseudoRankedLists [x;
return pseudoRankedLists

Figure 2. The Dependent Ranked List Gen-
eration Algorithm (represented using python
syntax).

= pseudoRankedList

for the proposed framework. The first is the
Borda-fuse model (Aslam and Montague,
2001), an order-based fusion approach based
on an optimal voting procedure. The second is
a linear combination (LC) model (Vogt and
Cottrell, 1999), which is a score-based fusion
approach.

3.2 Borda-fuse

The Borda-fuse model (Aslam and Montague,
2001) is based on a political election strategy
called the Borda Count. For our framework,
the rationale behind the strategy is as follows.

Each pseudo-IR system xj(‘” is an analogy for

a voter; and each voter ranks a fixed set of n(®
documents in order of preference (Equation 3).
For each voter, the top ranked document is
given n(? points, the second ranked document
is given n(9-1 points, and so on. If some doc-
uments left unranked by the voter, the remain-
ing points are divided equally among the un-
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ranked documents. The documents are ranked
in descending order of the total points.

In our framework, we implement two Bor-
da-fuse-based models. The first is the modified
Borda-fuse (MBF) model. In MBF, the number
of points given for a voter's first and subse-
quent preferences is determined by the number
of documents they have actually ranked, rather
than the total number of ranked. Because the

ranking model, y’g"), used by the pseudo-IR
system may only retrieve m documents where
m is smaller than n{?, we penalize systems
that do not rank a full document set by reduc-
ing the number of points their vote distributes
among the documents. In other words, if there
are ten documents, but the pseudo-IR system
only retrieves five, then the first document will
only receive 5 points; the second will receive 4
points, and so on.

The second is the weighted Borda-fuse
(WBF) model. The original Borda-fuse model
reflects a democratic election in which each
voter has equal weight. However, in many cas-
es, we prefer some voters because they are
more reliable. We employ a simple weighting
scheme that multiplies the points assigned to a

document determined by system xj(Q) by a
weight W @-
j

3.3 LC Model

The LC model has been used by many IR re-
searchers with varying degrees of success
(Bartell et al., 1994; Knaus et al., 1995; Vogt
and Caottrell, 1999; Vogt and Cottrell, 1998). In
our framework, it is defined as follows. Given

a query g, a document xi(‘”, the weights
w = (wy, Wy, Ws, ..., w, @) for n@ individual
pseudo-IR systems, and jth pseudo-IR sys-
tem’s ranking score yj’gq), the LC model cal-

culates the ranking score p of xi(q) against all
pseudo-IR systems as follows:
(@ '
p (W, xi(q)) = 2% wiyy (P ©
This score is then used to rank the documents.
For example, for two pseudo-IR systems, this

reduces to:

p (W1:Wz»xi(q)) = lellgq) + WzYZ'EQ)

Compared with MBF, Equation 4 requires
both relevance scores and training data to de-



termine the weight w; given to each pseudo-IR
system.

4  Case Study

In this section, we describe the task examined
in our study. We also explain how we formu-
late the task as a global ranking problem. The
experiments results are detailed in Section 5.

4.1 Interactor Normalization Task

The interactor normalization task (INT) is a
complicated text mining task that involves the
following steps: (1) It recognizes gene men-
tions in a full text article. (2) It maps the rec-
ognized gene mentions to corresponding
unique database identifiers which is similar to
the word sense disambiguation task in compu-
tational linguistics. (3) It generates a ranked
list of the identifiers according to their impor-
tance in the article and their probability of
playing the interactor role in protein-protein
interactions (PPIs). Such ranked lists are useful
for human curators and can speed up PPI data-
base curation.

Dai et al. (2010) won first place in the Bio-
CreAtlvE 11.5 INT challenge (Mardis et al.,
2009) by using a SVM-based local ranking
model in which they treat gene mentions’ iden-
tifiers in an article as the document set, and the
query is a constant string “interactor”. Based
on their feature sets and evaluation results, we
can find that their local ranking model tends to
rank focus genes higher (Dai et al., 2010).
However, the primary objective of INT is to
generate a ranked list of interaction gene iden-
tifiers. According to (Jenssen et al., 2001), co-
mentioned genes are usually related in some
way. For example, if two gene mentions fre-
quently occur alongside each other in the same
sentence in an article, they probably have an
association and influence each other’s rank.
Take a low-ranked interactor that is only men-
tioned twice in an article as an example. If
both mentions are next to the highest-ranked
interactor in the article, then the low-ranked
interactor’s rank should be boosted significant-
ly. Therefore, the ranking task for each article
can be formulated as a global ranking problem;
the global ranking algorithm should consider
both the local information from Dai et al.’s
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model and the global information from the as-
sociations among identifiers.

4.2 Global Ranking in INT

Let gbe a constant “interactor.” The identifier
set generated by an INT system for a full-text
article is analogous to the document set

x(@ = {xgq),xé‘“, xi‘g)} Here n(@ denotes

the number of identifiers. Note that the number
of identifiers varies for different articles. Let

y(q) = {yl(Q),yz(q), ...,yr(l‘g)} denote the ranking

scores assigned to the identifiers given by a
local ranking model. In this study, we used the
INT system and SVM-based local ranking
model released by (Dai et al., 2010) to gener-
ate the identifier set and ranking scores.

To obtain the global information, we con-
sider the co-occurrence of identifiers and em-
ploy mutual information (MI) to measure the
association between two identifiers as follows:

9(i v x) = Ml(x;, %) =

P(xi,xj)/(P(xl-) X P(xj)).
In the above formula, the identifier probabili-
ties P(x;) and P(x;) are estimated by counting
the number of occurrences in an article norma-
lized by N, i.e., the number of sentences con-
taining identifiers. The joint probability,
P(x;,x;), is estimated by the number of times
x; co-occurs with x; in a window of k words
normalized by N. Note that, in practice, other
advanced approaches can be used to calculate

the association score.

For the proposed framework, each identifier
x@ is a pseudo-IR system with MI as its
pseudo-ranking model y'g‘” . The identifiers

that co-occur with xl.(‘” become candidates on

xi(q)’s pseudo-ranked list.

5 Experiments

In the following sub-sections, we introduce the
dataset used in the experiments, describe the
evaluation methods, report the results of the
experiments conducted to compare the perfor-
mance of different methods, and discuss the
efficiency of the proposed global ranking
framework.



5.1 Dataset

We used the BioCreAtIVE 1.5 Elsevier corpus
released by BioCreAtIvE 11.5 challenge in the
experiments. The corpus contains 1,190 full-
text journal articles selected mainly from
FEBS Letters. Following the same format as
the BioCreAtIVE I1.5 INT challenge, we used
articles published in 2008 (61 articles) as our
training set and articles published in 2007 or
earlier (61 articles) as our test set.

5.2 A Fusion-based Global
Framework for INT

Ranking

0.8

os \
P

1234567 8 9101112131415

Precision

Rank

Figure 3. Precision of Different Ranks.

Before applying the proposed framework, we
preprocess the articles in the dataset to identify
all gene mentions, and map them to their cor-
responding identifiers. After preprocessing,
each full-text article is associated with a list of
identifiers (Step 1 in Figure 1). The transform
and fusion algorithm is then applied on each
article (Steps 2 and 3 in Figure 1).

To apply the WBF and LC models, we need
to determine the weight assigned to each pseu-
do-IR system. To obtain the weight, we calcu-
late the precision of each rank of the ranked
lists generated by Dai et al.’s INT system. Fig-
ure 3 shows the precision of ranks 1 to 15 cal-
culated by applying three-fold cross validation
on the INT training set. We observe that the
precision declines as the rank increases, which
implies that the higher ranks predicted by their
SVM-based local ranking model are more reli-
able than the lower ranks.

5.3 Evaluation Metrics

Our evaluations focus on two comparisons: the
first compares the ranking of the proposed
framework with the original local ranking
model by using the area under the curve of the
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interpolated precision/recall (iP/R) curve. This
is the evaluation metric used in the BioCreA-
tivE 11.5 challenge and is a common way to
depict the degradation of precision as one tra-
verses the retrieved results by plotting interpo-
lated precision numbers against percentage
recall. The area under the iP/R function f,,, is
defined as follows:

Area iPR(fypr) = X (pi,- x (5 = rj_l))’

pi(r) = max,»p(r’)
where n is the total number of correct identifi-
ers and p; is the highest interpolated precision
for the correct identifier j at r, the recall for
that hit. The interpolated precision p; is calcu-
lated for each recall r by taking the highest
precisionatr orany r’' > r.

In the second comparison, we use a standard
quality measure in IR to estimate the ranking
performance of local ranking models and the
proposed framework. We adopt Normalized
Discounted Cumulative Gain (NDCG) to
measure the performance. The NDCG score of
a ranking is computed based on DCG (Dis-
counted Cumulative Gain) as follows:

_ r 9@
DCG(T) - g(l) + Zi=2 logz(i)’
where r is the rank position, and g(i) € {0,1}
is the relevance grade of the ith identifier in
the ranked result set. In our experiment,
g (i) =1 corresponds to an interaction iden-
tifier, and g (i) = 0 corresponds to other iden-
tifiers. NDCG is then computed as follows:

DCG(7)
NDCG(r) = poets,

where IDCG denotes the results of a perfect
ranking. The NDCG values for all articles are
averaged to obtain the average performance of
the proposed framework.

5.4 INT Test Set Performance

Figure 4 shows the Area iPR scores of four
configurations. In the baseline configuration
(Local/Rankl), the SVM-based local ranking
model released by Dai et al. is employed. In
the configuration Global+LC, Global+MBF,
and Global+WBF, the proposed global ranking
framework is cascaded with the local ranking
model and with three data fusion models: the
LC model, the modified Borda-fuse (MBF)
model, and the weighted Borda-fuse model.
The figure also shows the Area_iPR scores of
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Figure 4. The Area_iPR Results of Different
Ranking Models

the top three teams and the average Area_iPR
score of all BioCreAtIVE I1.5 INT participants
(Average).

The results show that under the global rank-
ing framework, Area_iPR performance is im-
proved in addition to Global+MBF. The high-
est Area_iPR (Global+LC: 46.7%) is 3.2%
higher than the Rank 1 score in the BioCreA-
tivE 1.5 INT challenge. According to our
analysis, before global ranking, identifiers
whose feature values rarely appear in the train-
ing set are often ranked incorrectly because
their feature values are under-estimated by the
ranking model. However, if the identifiers co-
occur with higher-ranked identifiers whose
feature values appear frequently, the proposed

framework is very likely to increase their ranks.

This results in an improved Area_iPR score.

5.5 Global Ranking Performance

Based on Global Ranking |[NDCG1|{NDCG3|NDCG5
Local Ranking |Global+LC +0.908| +1.323| -0.003
/Rank1 Global+MBF -3.279| -1.034| -0.020
Global+WBF -0.016| +3.630| +2.071
Freq Global+LC¢ +1.639| +3.152| +2.817
Global+MBF; -6.860| -4.275| -4.839
Global+WBF; +2.549| +2.390| +3.043

Table 1. The NDCG Gain (%) of Different
Ranking Models.

To illustrate the effectiveness of the proposed
global ranking framework and assess its per-
formance when it is cascaded with other con-
ventional ranking models, we implement a
simple term frequency-based ranking function,
which is based on the identifier frequency in
an article as another local ranking model. If
two or more identifiers have the same frequen-
cy, two heuristic rules are employed sequen-
tially to rank them: (1) the identifier with the
highest frequency in the Results section of the
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article, and (2) the identifier mentioned first in
the article.

Table 1 shows the NDCG percentage gain
of different ranking models. It compares the
ranked list generated by our global ranking
framework and by the local ranking models.
We observe that (1) irrespective of whether the
local ranking model is a conventional model or
a learning to rank model, Global+LC and
Global+WBF models achieve NDCG gains
over the original rankings of the local ranking
models; (2) the results show that our global
ranking framework can improve the perfor-
mance by only exploiting MI analysis. Howev-
er, it is expected that employing more ad-
vanced relation extraction methods to deter-
mine the global information (Equation 3)
would yield more reliable pseudo-ranked lists
and lead to a further improvement in the final
ranking; and (3) similar to the results in Sec-
tion 5.4, the performance of Global+MBF does
not improve. Global+MBF has a negative
NDCG gain and the Area_iPR decreases by
2.61%. We believe this is due to MBF gives
equal weight to each pseudo-IR system. As
mentioned in Section 4.1, the document set in
INT is comprised of the identifiers of the gene
mentions derived by Dai et al.’s system. Un-
fortunately, there must be incorrect identifiers
(the errors may be due to their gene mention
recognition or identifier mapping processes).
As in the meta-search, the best performance is
often achieved by weighting the input systems
unequally. Reasonable weights allow the algo-
rithm to concentrate on good feedback from
pseudo-IR systems and ignore poor feedback.
As shown by the average precision results in
Figure 3, the identifiers (corresponding to the
pseudo-IR systems in our framework) in the
higher ranks are more reliable; however, MBF
cannot use this information, which leads to a
negative NDCG gain and a lower Area iPR
score.

6 Conclusion

We have presented a new global ranking
framework based on data fusion technology.
Our approach solves the global ranking prob-
lem in three stages: the first stage ranks the
document set by the original local ranking
model; the second stage transforms the prob-



lem into a data fusion task by using global in-
formation, and the final stage adapts fusion
algorithms to solve the ranking problem. The
framework is flexible and it can be combined
with other mature ranking models and fusion
algorithms. We also show how the BioCreA-
tIVE INT can be formulated as a global ranking
problem and solved by the proposed frame-
work. Experiments on the INT dataset demon-
strate the effectiveness of the proposed frame-
work and its superior performance over other
ranking models.

In our future work, we will address the fol-
lowing issues: (1) the use of advanced data
fusion algorithms in the proposed framework;
(2) assessing the performance of the proposed
framework on other tasks, such as Pseudo Re-
levance Feedback and Topic Distillation; and
(3) design an advanced supervised learning
relation extraction algorithm to replace Ml in
INT to evaluate the system performance.
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Abstract

In this paper the development of an opi-
nion summarization system that works on
Bengali News corpus has been described.
The system identifies the sentiment in-
formation in each document, aggregates
them and represents the summary infor-
mation in text. The present sys-tem fol-
lows a topic-sentiment model for senti-
ment identification and aggregation. Top-
ic-sentiment model is designed as dis-
course level theme identification and the
topic-sentiment aggregation is achieved
by theme clustering (k-means) and Doc-
ument level Theme Relational Graph re-
presentation. The Document Level
Theme Relational Graph is finally used
for candidate summary sentence selection
by standard page rank algorithms used in
Information Retrieval (IR). As Bengali is
a resource constrained language, the
building of annotated gold standard cor-
pus and acquisition of linguistics tools
for lexico-syntactic, syntactic and dis-
course level features extraction are de-
scribed in this paper. The reported accu-
racy of the Theme detection technique is
83.60% (precision), 76.44% (recall) and
79.85% (F-measure). The summarization
system has been evaluated with Precision
of 72.15%, Recall of 67.32% and F-
measure of 69.65%.

1 Introduction

The Web has become a rich source of various
opinions in the form of product reviews, travel
advice, social issue discussions, consumer com-
plaints, movie review, stock market predictions,
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real estate market predictions, etc. Present com-
putational systems need to extend the power of
understanding the sentiment/opinion expressed in
an electronic text to act properly in the society
rather than dealing with the topic of a document.
The topic-document model of information re-
trieval has been studied for a long time and sys-
tems are available publicly since last decade. On
the contrary Opinion Mining/Sentiment Analysis
is still an unsolved research problem. Although a
few systems like Twitter Sentiment Analysis
Tool', TweetFeel® are available in World Wide
Web since last few years still more research ef-
forts are necessary to match the user satisfaction
level and social need.

Researchers have taken multiple approaches
towards the problem of Opinion Summarization
like Topic-sentiment model, Textual summaries
at single document or multiple document pers-
pective and graphical summaries or visualization.
The works on opinion tracking systems have ex-
plicitly incorporated temporal dimension. The
topic-sentiment model is well established for
opinion retrieval.

The concept of reputation system was first in-
troduced in (Resnick et al., 2000). Reputation
systems for both buyers and sellers are needed to
earn each other’s trust in online interactions.

Ku et al., (2005) selects representative words
from a document set to identify the main con-
cepts in the document set. A term is considered
to represent a topic if it appears frequently across
documents or in each document. Different me-
thodologies have been used to assign weights to
each word both at document level and paragraph
level. The precision and recall values of the sys-
tem have been reported as 0.56 and 0.85.

! http://twittersentiment.appspot.com/
“http://www.tweetfeel.com/

Coling 2010: Poster Volume, pages 232-240,
Beijing, August 2010



Zhou et al. (2006) have proposed the architec-
ture for generative summary from blogosphere.
Typical multi-document summarization (MDS)
systems focus on content selection followed by
synthesis by removing redundancy across mul-
tiple input documents. The online discussion
summarization system (Zhou et al., 2006) work
on an online discussion corpus involving mul-
tiple participants and discussion topics are passed
back and forth by various participants. MDS sys-
tems are insufficient in representing this aspect
of the interactions. Due to the complex structure
of the dialogue, similar subtopic structure identi-
fication in the participant-written dialogues is
essential. Maximum Entropy Model (MEMM)
and Support Vector Machine (SVM) have been
used with a number of relevant features.

Carenini et al. (2006) present and compare
two approaches to the task of multi document
opinion summarization on evaluative texts. The
first is a sentence extraction based approach
while the second one is a natural language gener-
ation-based approach. Relevant extracted fea-
tures are categorized in two types: User Defined
Features (UDF) and Crude Features (CF) as de-
scribed in (Hu and Liu, 2004).

The summary generation technique uses the
aggregation of the extracted features, CF and
UDF. Opinion aggregation has been done by the
two relevant features: opinion strength and polar-
ity. A new opinion distribution function feature
has been introduced to capture the overall opi-
nion distributed in corpus.

Kawai et al. (2007) developed a news portal
site called Fair News Reader (FNR) that recom-
mends news articles with different sentiments for
a user in each of the topics in which the user is
interested. FNR can detect various sentiments of
news articles and determine the sentimental pre-
ferences of a user based on the sentiments of
previously read articles by the user. News ar-
ticles crawled from various news sites are stored
in a database. The contents are integrated as
needed and the summary is presented on one
page. A sentiment vector on the basis of word
lattice model has been generated for every doc-
ument. A user sentiment model has been pro-
posed based on user sentiment state. The user
sentiment state model works on the browsing
history of the user. The intersection of the docu-
ments under User Vector and Sentiment Vector
are the results.
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2 Resource Organization

Resource acquisition is one of the most challeng-
ing obstacles to work with resource constrained
languages like Bengali. Bengali is the fifth popu-
lar language in the World, second in India and
the national language in Bangladesh. Extensive
NLP research activities in Bengali have started
recently but resources like annotated corpus, var-
ious linguistic tools are still unavailable for Ben-
gali in the required measure. The manual annota-
tion of gold standard corpus and acquisition of
various tools used in the feature extraction for
Bengali are described in this section.

2.1 Gold Standard Data Acquisition

2.1.1 Corpus

For the present task a Bengali news corpus has
been developed from the archive of a leading
Bengali news paper available on the Web
(http://www.anandabazar.com/). A portion of the
corpus from the editorial pages, i.e., Reader’s
opinion section or Letters to the Editor Section
containing 28K word forms has been manually
annotated with sentence level subjectivity and
discourse level theme words. Detailed reports
about this news corpus development in Bengali
can be found in (Das and Bandyopadhyay,
2009b).

2.1.2 Annotation

From the collected document set (Letters to the
Editor Section), some documents have been cho-
sen for the annotation task. Some statistics about
the Bengali news corpus is represented in the
Table 1. Documents that have appeared within an
interval of four months are chosen on the hypo-
thesis that these letters to the editors will be on
related events. A simple annotation tool has been
designed for annotating the sentences considered
to be important for opinion summarization.
Three annotators (Mr. X, Mr. Y and Mr. Z) par-
ticipated in the present task.

<Story>

<SS><TW>Sargeant  O’Leary</TW>  said  “the
<TW>incident</TW> took place at 2:00pm.”’</SS>

</Story>

Figure 1: XML Annotation Format
Annotators were asked to annotate sentences
for summary and to mark the theme words (topi-
cal expressions) in those sentences. The docu-
ments with such annotated sentences are saved in




XML format. Figure 1 shows the XML annota-
tion format. “<SS>" marker denotes subjective
sentences and “<TW>" denotes the theme words.

Bengali NEWS Corpus Statistics

Total number of documents in the corpus 100
Total number of sentences in the corpus 2234
Average number of sentences in a document 22
Total number of wordforms in the corpus 28807
Average number of wordforms in a document 288
Total number of distinct wordforms in the | 17176
corpus

Table 1: Bengali News Corpus Statistics

The annotation tool highlights the sentiment
words (Das and Bandyopadhyay, 2010a)’ by four
different colors within a document according to
their POS categories (Noun, Adjective, Adverb
and Verb). This technique helps to increase the
speed of annotation process. Finally 100 anno-
tated documents have been developed.

2.1.3 Inter-annotator Agreement

The agreement of annotations among three anno-
tators has been evaluated. The agreements of tag
values at theme words level and sentence levels
are listed in Tables 2 and 3 respectively.

Annotators | Xvs.Y | XVs.Z | YVs.Z | Avg
Percentage 82.64% | 71.78% | 80.47% | 78.30%
All Agree 69.06%

Table 2: Agreement of annotators at theme
words level

Annotators | Xvs.Y | XVs.Z | YVs.Z Avg
Percentage 73.87% 69.06% 60.44% | 67.8%
All Agree 58.66%
Table 3: Agreement of annotators at sentence
level

From the analysis of inter-annotator agree-
ment, it is observed that the agreement drops fast
as the number of annotator’s increases. It is less
possible to have consistent annotations when
more annotators are involved. In the present task
the inter-annotator agreement is better for theme
words annotation rather than candidate sentence
identification for summary though a small num-
ber of documents have been considered.

Further discussion with annotators reveals that
the psychology of annotators is to grasp as many
as possible theme words identification during
annotation but the same groups of annotators are
more cautious during sentence identification for
summary as they are very conscious to find out
the most concise set of sentences that best de-
scribe the opinionated snapshot of any document.

? http://www.amitavadas.com/sentiwordnet.php
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The annotators were working independent of
each other and they were not trained linguists.

2.2 Subjectivity Classifier

Work in opinion mining and classification often
assumes the incoming documents to be opinio-
nated. Opinion mining system makes false hits
while attempting to summarize non-subjective or
factual sentences or documents. It becomes im-
perative to decide whether a given document
contains subjective information or not as well as
to identify which portions of the document are
subjective or factual. This task is termed as sub-
jectivity detection in sentiment literature. The
subjectivity classifier that uses SVM machine
learning technique and described in (Das and
Bandyopadhyay, 2009a) has been used here. The
recall measure of the present classifier is greater
than its precision value. The evaluation results of
the classifier are 72.16% (Precision) and 76.00
(recall) on the News Corpus.

2.3 Feature Organization

The set of features used in the present task have
been categorized as Lexico-Syntactic, Syntactic
and Discourse level features. These are listed in
the Table 4 below and have been described in the
subsequent subsections.

Types Features
POS
Lexico-Syntactic SentiWordNet
Frequency
Stemming
Chunk Label

Syntactic Dependency Parsing Depth

Title of the Document

First Paragraph

Discourse Level =
Term Distribution

Collocation

Table 4: Features
2.3.1
2.3.1.1 Part of Speech (POS)

It has been shown in (Hatzivassiloglou et. al.,
2000), (Chesley et. al., 2006) etc. that opinion
bearing words in sentences are mainly adjective,
adverb, noun and verbs. Many opinion mining
tasks, like (Nasukawa et. al., 2003) are mostly
based on adjective words. Details of the Bengali
POS tagger used can be found in (Das and Ban-
dyopadhyay 2009b).

Lexico-Syntactic Features



2.3.1.2 SentiWordNet (Bengali)

Words that are present in the SentiWordNet car-
ry opinion information. The developed Senti-
WordNet (Bengali) (Das and Bandyopadhyay,
2010a) is used as an important feature during the
learning process. These features are individual
sentiment words or word n-grams (multiword
entities) with strength measure as strong subjec-
tive or weak subjective. Strong and weak subjec-
tive measures are treated as a binary feature in
the supervised classifier. Words which are col-
lected directly from SentiWordNet (Bengali) are
tagged with positivity or negativity score. The
subjectivity score of these words are calculated
as:

E =S 1+1§, 1
where E_ is the resultant subjective measure
and §,, S, are the positivity and negativity

scores respectively.

2.3.1.3 Frequency

Frequency always plays a crucial role in identify-
ing the importance of a word in the document.
The system generates four separate high frequent
word lists for four POS categories: Adjective,
Adverb, Verb and Noun after function words are
removed. Word frequency values are then effec-
tively used as a crucial feature in the Theme De-
tection technique.

2.3.14 Stemming

Several words in a sentence that carry opinion
information may be present in inflected forms
and stemming is necessary for them before they
can be searched in appropriate lists. Due to non
availability of good stemmers in Indian languag-
es especially in Bengali, a stemmer (Das and
Bandyopadhyay, 2010b) based on stemming
cluster technique has been used. This stemmer
analyzes prefixes and suffixes of all the word
forms present in a particular document. Words
that are identified to have the same root form are
grouped in a finite number of clusters with the
identified root word as cluster center.

2.3.2 Syntactic Features

2.3.2.1 Chunk Label

Chunk level information is effectively used as a
feature in supervised classifier. Chunk labels are
defined as B-X (Beginning), I-X (Intermediate)
and E-X (End), where X is the chunk label. In
the task of identification of Theme expressions,
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chunk label markers play a crucial role. Further
details of development of chunking system could
be found in (Das and Bandyopadhyay 2009b).

2.3.2.2 Dependency Parser

Dependency depth feature is very useful to iden-
tify Theme expressions. A particular Theme
word generally occurs within a particular range
of depths in a dependency tree. Theme expres-
sions may be a Named Entity (NE: person, or-
ganization or location names), a common noun
(Ex: accident, bomb blast, strike etc) or words of
other POS categories. It has been observed that
depending upon the nature of Theme expressions
it can occur within a certain depth in the depen-
dency tree for the sentence. A statistical depen-
dency parser has been used for Bengali as de-
scribed in (Ghosh et al., 2009).

2.3.3 Discourse Level Features

2.3.3.1 Positional Aspect

Depending upon the position of the thematic
clue, every document is divided into a number of
zones. The features considered for each docu-
ment are Title words of the document, the first
paragraph words and the words from the last two
sentences. A detailed study was done on the
Bengali news corpus to identify the roles of the
positional aspect features of a document (first
paragraph, last two sentences) in the detection of
theme words and subjective sentences for gene-
rating the summary of the document. The impor-
tance of these positional features is shown in
Tables 5 on the Bengali gold standard set.

2.3.3.2 Title Words

Title words of a document always carry some
meaningful thematic information. The title word
feature has been used as a binary feature during
CRF based machine learning.

2.3.3.3 First Paragraph Words

People usually give a brief idea of their beliefs
and speculations in the first paragraph of the
document and subsequently elaborate or support
them with relevant reasoning or factual informa-
tion. Hence first paragraph words are informative
in the detection of Thematic Expressions.

2.3.3.4 Words From Last Two Sentences

Generally every document concludes with a
summary of the opinions expressed in the docu-
ment.



Positional Factors Bengali
First Paragraph 56.80%
Last Two Sentences 78.00%

Table 5: Statistics on Positional Aspect.

2.3.3.5 Term Distribution Model

An alternative to the classical TF-IDF weighting
mechanism of standard IR has been proposed as
a model for the distribution of a word. The model
characterizes and captures the informativeness of
a word by measuring how regularly the word is
distributed in a document. As discussed in Sec-
tion 1, Carenini et al. (2006) have introduced the
opinion distribution function feature to capture
the overall opinion distributed in the corpus.
Thus the objective is to estimate f,(w,) that

measures the distribution pattern of the k occur-
rences of the word w; in a document d. Zipf's law
describes distribution patterns of words in an
entire corpus. In contrast, term distribution mod-
els capture regularities of word occurrence in
subunits of a corpus (e.g., documents, paragraphs
or chapters of a book). A good understanding of
the distribution patterns is useful to assess the
likelihood of occurrences of a word in some spe-
cific positions (e.g., first paragraph or last two
sentences) of a unit of text. Most term distribu-
tion models try to characterize the informative-
ness of a word identified by inverse document
frequency (IDF). In the present work, the distri-
bution pattern of a word within a document for-
malizes the notion of topic-sentiment informa-
tiveness. This is based on the Poisson distribu-
tion. Significant Theme words are identified us-
ing TF, Positional and Distribution factor. The
distribution function for each theme word in a
document is evaluated as follows:

fd(wi)zzn:(si _Si—l)/”"'zn:(m_mfl)/”

i=1 i=1

where n=number of sentences in a document
with a particular theme word, S;=sentence id of
the current sentence containing the theme word
and S;,;=sentence id of the previous sentence
containing the query term, 7w, is the positional id

of current Theme word and 7w, , is the positional
id of the previous Theme word.

2.3.3.6 Collocation

Collocation with other thematic word/expression
is undoubtedly an important clue for identifica-
tion of theme sequence patterns in a document. A
window size of 5 including the present word is
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considered during training to capture the colloca-
tion with other thematic words/expressions.

3  Theme Detection

Term Frequency (TF) plays a crucial role to
identify document relevance in Topic-Based In-
formation Retrieval. The motivation behind de-
veloping Theme detection technique is that in
many documents relevant words may not occur
frequently or irrelevant words may occur fre-
quently. Moreover for sentiment analysis topic
words should have sentiment conceptuality. The
Theme detection technique has been proposed to
resolve these issues to identify discourse level
relevant topic-semantic nodes in terms of word
or expressions using a standard machine learning
technique. The machine learning technique used
here is Conditional Random Field (CRF)*. The
theme word detection is defined as a sequence
labeling problem. Depending upon the series of
input feature, each word is tagged as either
Theme Word (TW) or Other (O).

4 Theme Clustering

Theme clustering algorithms partition a set of
documents into finite number of topic based
groups or clusters in terms of theme
words/expressions. The task of document cluster-
ing is to create a reasonable set of clusters for a
given set of documents. A reasonable cluster is
defined as the one that maximizes the within-
cluster document similarity and minimizes be-
tween-cluster similarities. There are two princip-
al motivations for the use of this technique in
theme clustering setting: efficiency, and the clus-
ter hypothesis.

The cluster hypothesis (Jardine and van Rijs-
bergen, 1971) takes this argument a step further
by asserting that retrieval from a clustered col-
lection will not only be more efficient, but will in
fact improve retrieval performance in terms of
recall and precision. The basic notion behind this
hypothesis is that by separating documents ac-
cording to topic, relevant documents will be
found together in the same cluster, and non-
relevant documents will be avoided since they
will reside in clusters that are not used for re-
trieval. Despite the plausibility of this hypothe-
sis, there is only mixed experimental support for
it. Results vary considerably based on the clus-

* http://crfpp.sourceforge.net



tering algorithm and document collection in use
(Willett, 1988; Shaw et al., 1996).

Application of the clustering technique to the
three sample documents results in the following
theme-by-document matrix, A, where the rows
represent Docl, Doc7 and Docl3 and the col-
umns represent the themes politics, sport, and
travel.

election  cricket  hotel
A =| parliament sachin vacation
governor  soccer  tourist

The similarity between vectors is calculated
by assigning numerical weights to these words
and then using the cosine similarity measure as
specified in the following equation.

NN N N
s(qk,djj =q,.d; = Zwiﬁk Xw, ;- (1)
i=1

This equation specifies what is known as the
dot product between vectors. Now, in general,
the dot product between two vectors is not par-
ticularly useful as a similarity metric, since it is
too sensitive to the absolute magnitudes of the
various dimensions. However, the dot product
between vectors that have been length norma-
lized has a useful and intuitive interpretation: it
computes the cosine of the angle between the
two vectors. When two documents are identical
they will receive a cosine of one; when they are
orthogonal (share no common terms) they will
receive a cosine of zero. Note that if for some
reason the vectors are not stored in a normalized
form, then the normalization can be incorporated
directly into the similarity measure as follows.

N
Zi:l Wik Xwi,j

] \/ZZ, wikX\/Z,-N:I Wi ?

Of course, in situations where the document
collection is relatively static, it makes sense to
normalize the document vectors once and store
them, rather than include the normalization in the
similarity metric.

Calculating the similarity measure and using a
predefined threshold value, documents are classi-
fied using standard bottom-up soft clustering k-
means technique. The predefined threshold value
is experimentally set to 0.5 as shown in Table 6.

A set of initial cluster centers is necessary in
the beginning. Each document is assigned to the
cluster whose center is closest to the document.
After all documents have been assigned, the cen-
ter of each cluster is recomputed as the centroid

- -
or mean g (where g is the clustering coeffi-

237

cient) of its members, that

- -
is= (1/‘Cj‘)zm_j X . The distance function is

the cosine vector similarity function.

ID Themes 1 2 3
1 TSNS (administration ) 0.63 | 0.12 | 0.04
1 ST (good-government ) 0.58 | 0.11 | 0.06
1 WS ( Society ) 0.58 | 0.12 | 0.03
1 IR (Law) 0.55 | 0.14 | 0.08
2 ST (Research) 0.11 | 0.59 | 0.02
2 S (College ) 0.15 | 0.55 | 0.01
2 SETT (Higher Study) 0.12 | 0.66 | 0.01
3 =W (Jehadi) 0.13 | 0.05 | 0.58
3 T (Mosque ) 0.05 | 0.01 | 0.86
3 % (Musharaf) 0.05 | 0.01 | 0.86
3 FTMF (Kashmir) 0.03 | 0.01 | 0.93
3 TFIF  (Pakistan ) 0.06 | 0.02 | 0.82
3 FAMA (New Delhi) 0.12 | 0.04 | 0.65
3 FET (Border) 0.08 | 0.03 | 0.79
-

Table 6: Five cluster centroids (mean 4; )

Table 6 gives an example of theme centroids
from the K-means clustering. Bold words in
Theme column are cluster centers. Cluster cen-
ters are assigned by maximum clustering coeffi-
cient. For each theme word, the cluster from ta-
ble 6 is still the dominating cluster. For example,
“spre” has a higher membership probability in
cluster 1. But each theme word also has some
non-zero membership in all other clusters. This is
useful for assessing the strength of association
between a theme word and a topic. Comparing
two members of the cluster2, “@FiE” and
“amfug”, it is seen that “amfudl” is strongly asso-
ciated with cluster2 (p=0.65) but has some affini-
ty with other clusters as well (e.g., p =0.12 with
the clusterl). This is a good example of the utili-
ty of soft clustering. The