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Abstract

As the first step of modern natural language pro-
cessing, text representation encodes discrete
texts as continuous embeddings. Pre-trained
language models (PLMs) have demonstrated
strong ability in text representation and signif-
icantly promoted the development of natural
language understanding (NLU). However, ex-
isting PLMs represent a text solely by its con-
text, which is not enough to support knowledge-
intensive NLU tasks. Knowledge is power, and
fusing external knowledge explicitly into PLMs
can provide knowledgeable text representa-
tions. Since previous knowledge-enhanced
methods differ in many aspects, making it
difficult for us to reproduce previous meth-
ods, implement new methods, and transfer be-
tween different methods. It is highly desirable
to have a unified paradigm to encompass all
kinds of methods in one framework. In this
paper, we propose , a knowledge-
enhanced text representation toolkit for nat-
ural language understanding. According to
our proposed Unified Knowledge-Enhanced
Paradigm (UniKEP), CogKTR consists of four
key stages, including knowledge acquisition,
knowledge representation, knowledge injection,
and knowledge application. CogKTR currently
supports easy-to-use knowledge acquisition in-
terfaces, multi-source knowledge embeddings,
diverse knowledge-enhanced models, and vari-
ous knowledge-intensive NLU tasks. Our uni-
fied, knowledgeable and modular toolkit is pub-
licly available at GitHub 1, with an online sys-
tem 2 and a short instruction video 3.

1 Introduction

In modern natural language processing (NLP), texts
need to be represented into a machine-readable
form. Many work has shown that pre-trained lan-

*These authors contribute equally to this work.
1https://github.com/CogNLP/CogKTR/
2http://cognlp.com/cogktr/
3https://youtu.be/SrvXrXdDiVY

guage models (PLMs) (Qiu et al., 2020) can pro-
vide powerful distributed representations for natu-
ral language texts, leading to great successes on var-
ious natural language understanding (NLU) (Wang
et al., 2018a) tasks.

Recently, some studies (Manning et al., 2020;
Roberts et al., 2020; Penha and Hauff, 2020) have
shown that specific knowledge is implicitly stored
in the parameters of PLMs. This implicit knowl-
edge is vague so that it is hard to dynamically up-
date this knowledge to satisfy the needs of real-
world applications (Yin et al., 2022). Existing
PLMs (Peters et al., 2018; Devlin et al., 2019) rep-
resent and understand a text solely by its context,
which is insufficient to solve knowledge-intensive
NLU tasks. These tasks are highly dependent on
background knowledge. It is necessary to leverage
external knowledge to enhance the text represen-
tations explicitly. For word sense disambiguation,
synonyms, sense definitions, and other linguistic
knowledge play an essential role in identifying
the meaning of ambiguous words. For common-
sense question answering, commonsense knowl-
edge like structured knowledge graph (KG) triples
can enhance the models’ reasoning capacity.

As illustrated above, knowledge-enhanced text
representations are essential for NLU tasks, mean-
while, many methods (Wei et al., 2021; Ding et al.,
2022; Zhu et al., 2022) have been proposed. How-
ever, previous methods differ in many aspects, espe-
cially in knowledge acquisition procedure, knowl-
edge representation form, and knowledge fusion
approach. These differences make it challenging to
reproduce previous methods, implement new meth-
ods, and transfer between different methods. So
we need a unified paradigm to implement various
knowledge-enhanced methods in the same frame-
work. Therefore, designing the framework should
consider the following key principles.

First, the process of knowledge acquisition is
laborious and complex, including knowledge tag-
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ging (e.g., named entity recognition and semantic
role labeling), knowledge grounding (e.g., entity
linking) and knowledge retrieving (e.g., regular ex-
pression matching and SPARQL query). A good
framework should let users pay more attention to
the details in the models rather than tedious data
processing. Second, different knowledge embed-
dings vary in knowledge sources (e.g., Wikidata
(Vrandečić and Krötzsch, 2014) and ConceptNet
(Speer et al., 2017)) and knowledge representation
algorithms (e.g., TransE (Bordes et al., 2013) and
Wikipedia2Vec (Yamada et al., 2020a)). To make
rigorous comparisons between them, it is highly
desirable to have a toolkit that provides built-in
knowledge embeddings. Third, although a lot of
knowledge fusion approaches have been proposed,
there is still a lack of a comprehensive framework
to encompass them. Such a framework should pro-
vide knowledgeable text representations which can
be directly used in numerous downstream tasks.

To this end, we propose , a
Knowledge-enhanced Text Representation toolkit
for natural language understanding. CogKTR
is built on the Unified Knowledge-Enhanced
Paradigm (UniKEP), which can be formalized
in four stages, including knowledge acquisition,
knowledge representation, knowledge injection,
and knowledge application. First, knowledge ac-
quisition aims to identify structured information
from unstructured texts, then ground them in knowl-
edge sources. Then, knowledge representation
can transform knowledge from discrete form to
continuous form. Next, knowledge injection, as
the most critical stage, combines raw texts and ex-
ternal knowledge for knowledgeable text represen-
tation. In the end, knowledge application verifies
the effectiveness of knowledge-enhanced methods
in downstream tasks.

In detail, CogKTR has the following functions.
First, our toolkit provides user-friendly knowledge
acquisition interfaces. Users can use our toolkit to
enhance the given texts with one click. And we also
implement plenty of knowledge-enhanced methods
so researchers can quickly reproduce these models.
Moreover, CogKTR supports many built-in NLU
tasks to evaluate the effectiveness of knowledge-
enhanced methods. In our paradigm, users can
easily conduct their research via a pipeline. Be-
sides the toolkit, we also release an online CogKTR
demo to show the process of knowledge acquisition
and the effect of knowledge enhancement.

In summary, the main features and contributions
are as follows:

• Unified. CogKTR is designed and built on
our Unified Knowledge-Enhanced Paradigm,
which consists of four stages: knowledge ac-
quisition, knowledge representation, knowl-
edge injection, and knowledge application.

• Knowledgeable. CogKTR integrates multi-
ple knowledge sources, including Wikidata,
Wikipedia, ConceptNet, WordNet (Miller,
1995) and CogNet (Wang et al., 2021a), and
implements a series of knowledge-enhanced
methods, such as K-BERT (Liu et al., 2020),
SemBERT (Zhang et al., 2020a), QAGNN
(Yasunaga et al., 2021), etc.

• Modular. CogKTR modularizes our proposed
paradigm and consists of Enhancer, Model,
Core and Data modules, each of which is
highly extensible so that researchers can im-
plement new components easily.

2 Unified Knowledge-Enhanced
Paradigm

As mentioned above, it is vital to propose
a paradigm that can formalize the knowledge-
enhanced process. As shown in Figure 1, our
proposed Unified Knowledge-Enhanced Paradigm
(UniKEP) consists of four key stages: knowledge
acquisition, knowledge representation, knowl-
edge injection and knowledge application. Below
are the detailed descriptions of the four stages.

2.1 Knowledge Acquisition
Knowledge acquisition, the first step towards our
knowledge-enhanced paradigm, aims at detecting
knowledge concealed beneath the raw texts. Details
of our implementation of the acquisition process
can be found in Section 3.1. The obtained knowl-
edge can be divided into three categories according
to the different sources they belong to.

World Knowledge. It contains general facts
about some particular entities or events. For ex-
ample, given a sentence “Elmo and Bert read
books in the Sesame street library.”, “Elmo”, “Bert”
and “Sesame street” can be spotted as entities via
named entity recognition. Then, “Bert” can be
linked to the target entity “Bert (Sesame Street)” in
Wikipedia via entity linking. World knowledge is
helpful in many entity-related tasks, such as entity
typing, relation extraction and fact verification.
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Figure 1: The Unified Knowledge-Enhanced Paradigm of CogKTR.

Linguistic Knowledge. It refers to the internal
syntactic structure and the meaning of words and
phrases in the texts. As shown in Figure 1, the de-
pendency tree describes the directed grammatical
relations between words and semantic role labeling
extracts the predicate-argument structure. Incorpo-
rating linguistic knowledge can bring better text
representations in downstream tasks like informa-
tion retrieval and machine reading comprehension.

Commonsense Knowledge. It tries to catch im-
plicit facts in our daily life. For example, (Bert, is
a type of, fictional character) and (library, is used
for, reading) are the commonsense triples extracted
from ConceptNet. Current models usually have
a poor commonsense awareness, thus leveraging
commonsense knowledge can help models gain
stronger capability on commonsense reasoning.

2.2 Knowledge Representation

The aforementioned knowledge can be represented
in two forms, including discrete representation and
continuous representation.

Discrete Representation. Discrete knowledge is
usually represented as texts, triples, subgraphs and
symbols. Texts are the most commonly used repre-
sentation forms, such as descriptions of nodes and
relations in KGs or definitions of words in lexicons.
Triples describe a particular connection between
two nodes in KGs. A subgraph’s topology con-

tributes a lot to the comprehension of the central
node. However, discrete knowledge cannot be di-
rectly used in deep learning systems and need to be
further represented.

Continuous Representation. It usually refers to
the dense vectors in a unified continuous repre-
sentation space. The traditional skip-gram model
can be used to compute the embeddings of words
(Yamada et al., 2020a). Entities and relations in
triples can be viewed as translational operations
and points from the perspective of conventional
knowledge embedding models (Bordes et al., 2013).
The continuous representation can be easily fused
to models as prior knowledge.

2.3 Knowledge Injection

Injecting knowledge into original models is vital to
the whole paradigm. The injection strategy varies
depending on when knowledge is fused into origi-
nal models. We divide them into three categories:
knowledge-enriched input, knowledge-aware archi-
tecture and knowledge-assistant training.

Knowledge-enriched Input. A typical case of
knowledge injection is to combine the input text
with the extracted knowledge. Entity descriptions,
concepts, brief interpretations and synonyms of
the words can all be concatenated together with
original texts to form input samples of the model.
However, too much knowledge may be noisy. Thus
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some attention masks are constructed for the self-
attention process in the model. Besides, pretrained
knowledge embeddings can be fused to the text
representations by direct arithmetic operations.

Knowledge-aware Architecture. In some cases,
a certain architecture is designed to encode the
extracted knowledge. Graph neural network (GNN)
is often used to encode the structured knowledge
(Yu et al., 2022). Transformer-like architectures
is usually used to deal with textual descriptions
(Zhang et al., 2019). Memory network is used to
restore learned knowledge embeddings and can be
applied to any sequence output (Févry et al., 2020).

Knowledge-assisted Training. Knowledge can
also be used to design knowledge-driven training
objectives. Entity-level masking masks the enti-
ties in a sentence to guide the text representation
learning (Sun et al., 2019). Relation prediction re-
quires models to identify the relation between two
given entities in order to inject world knowledge
(Wang et al., 2021b). Supersense prediction trains
the model to classify the masked word’s sense into
45 supersense categories (Levine et al., 2020).

2.4 Knowledge Application
Various downstream NLU tasks can benefit from
the knowledge-enhanced models. This subsection
presents the definition, application and necessity of
the existence of external knowledge of each down-
stream NLU task.

Text Classification. It is a task to assign labels
to language entries like sentences or documents.
Sentiment analysis, fact verification, and fake news
detection all fall into this category. Fake news
detection needs additional knowledge to serve as
evidence for better detection (Hu et al., 2021).

Text Matching. It is a task determining whether
one sentence is related to another based on seman-
tic meanings and plays a significant role in text
entailment and entity disambiguation. For text en-
tailment, knowledge in the two statements can help
information flow between them (Jo et al., 2021).

Sequence Labeling. This task is to label each
token of the given sentence. Named entity recog-
nition (NER), part-of-speech tagging and semantic
role labeling can be viewed as a sequence label-
ing problem. For example, a preconstructed en-
tity dictionary contributes to recognizing the entity
boundary in NER tasks (Zhang and Yang, 2018).

Machine Reading Comprehension. This task is
to comprehend a given passage and then answer
questions based on it. It can be approximately
divided into four different kinds of forms: cloze-
style, multi-choice, span extraction and free-form.
In open domain QA, knowledge can be beneficial
in identifying answers which are not likely lying
inside the given context (Yamada et al., 2020b).

3 System Design and Architecture

According to the paradigm mentioned above, we
divide CogKTR architecture into four modules.
For knowledge acquisition and representation,
CogKTR modularizes them as the Enhancer mod-
ule. To implement knowledge injection and ap-
plication, we build the Model module to integrate
knowledge into models. Considering that the devel-
opment process is time-consuming, we also design
two basic modules, namely Data module and Core
module, to accelerate the data processing procedure
and improve training efficiency. An overview of
CogKTR architecture is shown in Figure 2. In the
following, we will introduce these four modules.

3.1 Enhancer

This module is designed for knowledge acquisi-
tion and representation to leverage relevant knowl-
edge to enhance raw texts. It can be divided
into four steps. Firstly, parse sentences and de-
tect candidate mentions by Tagger. Then, link
these mentions to KGs by Linker. Next, search
the relevant information in KGs and textual cor-
pus by Searcher. Finally, convert discrete knowl-
edge to dense embeddings in continuous space
by Embedder. The specific classes of Enhancer,
Tagger, Linker, Searcher and Embedder are rep-
resented in Table 1.

Tagger. It is a text annotator to convert unstruc-
tured texts into structured knowledge. It can be
categorized into two streams according to the exis-
tence of external KGs. If corresponding KGs exist,
we focus on identifying the locations of knowledge-
related text mentions, including words, entities,
phrases, etc. They can be linked to KGs, enriching
raw sentences with external information. Other-
wise, we parse the given sentences to obtain in-
ternal syntactic and semantic knowledge, such as
part-of-speech tags, dependency trees and seman-
tic role labels. CogKTR contains three external
knowledge taggers and three internal knowledge
taggers.
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Figure 2: The system architecture of CogKTR.

Linker. It aims to link the candidate mentions
detected by the Tagger modules to external KGs.
It is an essential bridge between unstructured texts
and structured knowledge, where linking methods
include entity linking and string matching. Entity
linking is based on measuring the similarity be-
tween mentions in the texts and entities in KGs and
string matching is to find the corresponding nodes
in KGs through strict comparison or fuzzy query.
We implement three linkers in CogKTR.

Searcher. It is to retrieve detailed information
about target mentions in KGs (such as Wikipedia,
ConceptNet and WordNet), and textual corpus. In
this paper, we divide KG-related knowledge into
unstructured textual information and structured in-
formation. Unstructured textual information in-
cludes entity titles, entity descriptions and example
sentences, while structured information includes
triples, subgraphs and relation paths. As for textual
corpus, we use retrieval methods to obtain related
texts of the queries. We implement four searchers.

Embedder. It is used to embed discrete knowl-
edge into continuous space. We encode KGs as
low-dimensional and dense vectors by TransE,
Wikipedia2Vec and PLMs, which can be directly
injected into deep learning models.

3.2 Model

To implement knowledge injection and applica-
tion, we design the Model module to fuse texts and
knowledge acquired from the Enhancer module.
For extensibility, we decouple the Model module
into T-Model and K-Model. T-Model denotes task-

specific models, designed for various downstream
tasks. K-Model denotes knowledge-enhanced mod-
els, aiming to inject knowledge into PLMs to repre-
sent texts. K-Model and T-Model can be combined
to realize the application of different knowledge-
enhanced models on different downstream tasks.

T-Model. This module is used to achieve down-
stream tasks. It can be classified into seven types:
ReadingComprehension, TextClassification,
MLM, QuestionAnswering, SequenceLabeling,
TextMatching, Disambiguation class.

K-Model. This module is responsible for knowl-
edge injection and built on huggingface transform-
ers library (Poerner et al., 2020). It can be divided
into two categories: (1) Input-enhanced models
aim to enrich input texts and constrain attention
masks. In terms of input texts, we divide injec-
tion into two types, discrete injection and continu-
ous injection. Discrete injection means concatenat-
ing raw texts and additional knowledge texts like
ESR (Song et al., 2021), K-BERT (Liu et al., 2020),
and then feeding into PLMs. Continuous injection
refers to converting texts or entities into vectors,
such as KT-Emb and KG-Emb (Xu et al., 2021). For
attention masks, symbolic knowledge like depen-
dency trees with directed graphs is used to con-
strain attention masks based on SG-Net (Zhang
et al., 2020b). (2) Architecture-enhanced mod-
els use additional network architecture to encode
knowledge and incorporate knowledge represen-
tation into language models. In CogKTR, SAFE
(Jiang et al., 2022) is used to encode relation paths
by MLP, while RNN is used to capture semantic
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role labeling knowledge like SemBERT (Zhang et al.,
2020a). For graph structure knowledge, we imple-
ment QAGNN (Yasunaga et al., 2021) and HLG (Li
et al., 2022) models with GNN to encode common-
sense knowledge and linguistic knowledge.

3.3 Data

This module is responsible for data loading and
processing procedures. It is composed of Reader
and Processor classes. To unify input, we design
Reader class to load raw datasets, which inherits
from BaseReader class. The Processor class is a
data processing component in CogKTR. It is used
to build the bridge among models, raw data and
enhanced data, which can process raw data and
enhanced data into the form required by the models.

3.4 Core

It focuses on accelerating the efficiency of model
training and evaluation. It contains Trainer,
Evaluator, Predictor and Analyzer classes.
Trainer class is designed for model training, sup-
porting multi-GPU distributed parallel training
and experimental results recording. Evaluator
class contains classification metric, regression met-
ric, reading comprehension metric and so on.
Predictor class supports various downstream in-
ference tasks with additional knowledge.

4 System Usage

In this section, we will give detailed guidelines on
how to use CogKTR toolkit and online demo.

4.1 Code Usage

We separate the source code to three main parts: en-
hancing the given texts with knowledge, construct-
ing a knowledge-aware model and training the
model. In Appendix A, Figure 3 shows an example
for the usage of our code. We formalize a pipeline
for these three steps so users can achieve our Uni-
fied Knowledge-Enhanced Paradigm easily. Be-
fore processing the input text, users should prepare
the corresponding knowledge sources, which will
be downloaded automatically. Then, the Reader,
Enhancer and Processor class should be initial-
ized to generate the knowledge-enhanced input of
the models. Moreover, the T-Model, Metric, Loss
and Optimizer class should be initialized before
added to Trainer class. Users should initialize the
K-Model class as the knowledge-enhanced encoder
of the T-Model class.

4.2 Demo Usage

Besides this toolkit, we also release an online demo
as shown in Figure 4, 5 and 6. The online demo
consists of two parts: knowledge-enhanced text
and knowledge-enhanced task. The knowledge-
enhanced text part will acquire different types of
knowledge in the given sentence, including world,
linguistic, and commonsense knowledge. And the
knowledge-enhanced task part performs different
downstream tasks, including sentiment analysis,
text entailment and commonsense reasoning.

5 Evaluation

CogKTR aims to support various NLU tasks un-
der a unified paradigm. To demonstrate the ef-
fectiveness of knowledge-enhanced methods, we
implement several baselines and evaluate them on
the corresponding tasks. The evaluation tasks in-
clude CommonsenseQA (Talmor et al., 2018) and
OpenBookQA (Mihaylov et al., 2018) for com-
monsense reasoning; LAMA (Petroni et al., 2019)
for knowledge probing; SQuAD2.0 (Rajpurkar
et al., 2018) for reading comprehension; QNLI
and SST-B (Wang et al., 2018b) for text entailment;
CoNLL2003 (Sang and De Meulder, 2003) for se-
quence labeling; SST-2 and SST-5 (Socher et al.,
2013) for sentiment analysis; SemCor (Miller et al.,
1994) and SemEval (Pradhan et al., 2007) for word
sense disambiguation. Reader and Processor
classes of these datasets have already been inte-
grated into CogKTR. The experimental results are
available at our GitHub 4.

6 Conclusion and Future Work

In this paper, we propose CogKTR, a knowledge-
enhanced text representation toolkit for natural lan-
guage understanding. CogKTR is built on our
Unified Knowledge-Enhanced Paradigm, which
is composed of four stages: knowledge acquisi-
tion, knowledge representation, knowledge injec-
tion, and knowledge application. In CogKTR, we
provide easy-to-use knowledge acquisition inter-
face, off-the-shelf knowledge embeddings, built-
in knowledge-enhanced models, and knowledge-
intensive NLU tasks. Besides the toolkit, we also
release an online demo system. In the future, more
knowledge sources, benchmark datasets, and mod-
els will be incorporated into CogKTR.

4https://github.com/CogNLP/CogKTR/
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Limitations

In this paper, we propose Unified Knowledge-
Enhanced Paradigm to formalize the knowledge-
enhanced process. However, there are still some
limitations in the existing knowledge-enhanced pro-
cess. We discuss these in detail below.

First, in the knowledge acquisition stage, we
should discover knowledge from raw texts via
name entity recognition, entity linking, semantic
role labeling and other methods. These methods are
usually provided by off-the-shelf toolkits, causing
inevitable errors. Such noise will affect the perfor-
mance on downstream tasks. In the future work, we
should further study how to eliminate the influence
of noise caused by knowledge acquisition.

Second, a vast number of knowledge embedding
methods are designed to address knowledge graph
completion (KGC), which aims to predict miss-
ing links for KGs. These methods only consider
the structured information and ignore the valuable
textual and logic knowledge in KGs. How to pro-
vide more informative knowledge embeddings for
knowledge-enhanced methods is worth studying.

Finally, we utilize a broad set of downstream
tasks to evaluate the knowledge-enhanced mod-
els. But better performance does not mean that
the model has really learned the knowledge. We
should find a better way to probe the knowledge in
models and improve the interpretability.
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Components Classes Functions Tools

Tagger

NerTagger identify entity mention spans CogIE (Jin et al., 2021)
ConceptNetTagger identify concept mention spans spaCy (Honnibal et al., 2020)
WordNetTagger identify candidate texts spans NLTK (Bird et al., 2009)

SrlTagger tag sentences and get semantics labeling Stanza (Qi et al., 2020)
SyntaxTagger parse sentences and get dependency trees AllenNLP (Gardner et al., 2017)

WordSegmentationTagger chinese word segmentation jieba

Linker
WikipediaLinker link entities to Wikipedia CogIE (Jin et al., 2021)
ConceptNetLinker link concepts to ConceptNet spaCy (Honnibal et al., 2020)
WordNetLinker link candidate texts to WordNet CogIE (Jin et al., 2021)

Searcher

WikipediaSearcher query entity titles and text descriptions in Wikipedia KILT (Bird et al., 2009)
WikidataSearcher look up triples and subgraphs in Wikidata qwikidata
ConceptNetSearcher search subgraphs and relation paths in ConceptNet spaCy (Honnibal et al., 2020)
WordNetSearcher synonyms, example sentences, definitions and hypernyms NLTK (Bird et al., 2009)

Embedder
WikidataEmbedder convert Wikidata into continuous knowledge CogKGE (Jin et al., 2022)
ConceptNetEmbedder convert ConceptNet into continuous knowledge MHGRN (Feng et al., 2020)
WordNetEmbedder convert WordNet into continuous knowledge CogKGE (Jin et al., 2022)

Table 1: Specific classes of Enhancer module, contains Tagger, Linker, Searcher and Embedder components.

import cogktr
import torch
# Load the dataset and construct the vocabulary
reader = cogktr.Reader(data_path)
train_data, dev_data, test_data = reader.read_all()
vocab = reader.read_vocab()

# Enhance the data
enhancer = cogktr.Enhancer(knowledge_graph_path, cache_path, cache_file)
enhanced_train_dict = enhancer.enhance_train(datable=train_data, return_entity_desc=True)
enhanced_dev_dict = enhancer.enhance_dev(datable=dev_data, return_entity_desc=True)
enhanced_test_dict = enhancer.enhance_test(datable=test_data, return_entity_desc=True)

# Process the data with external knowledge
processor = cogktr.Processor(max_token_len=128, vocab=vocab)
train_dataset = processor.process_train(data=train_data, enhanced_dict=enhanced_train_dict)
dev_dataset = processor.process_dev(data=dev_data, enhanced_dict=enhanced_dev_dict)
test_dataset = processor.process_test(data=test_data, enhanced_dict=enhanced_test_dict)

# Construct the knowledge-aware model
k_model = cogktr.KModel(pretrained_model="bert-base-cased")
t_model = cogktr.TModel(k_model, vocab)
metrics = cogktr.Metrics(mode="multi")
loss = torch.nn.CrossEntropyLoss()
optimizer = torch.optim.Adam(t_model.parameters())

# Train the knowledge-aware model
trainer = cogktr.Trainer(t_model, train_dataset, dev_dataset, n_epochs=1000,

batch_size=128, loss=loss, optimizer=optimizer, metrics=metrics)
trainer.train()

Figure 3: A code example of model training.
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Figure 4: A demo example of world knowledge acquisition.

Figure 5: A demo example of linguistic knowledge acquisition.

Figure 6: A demo example of commonsense reasoning task.
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Abstract

The opaque nature and unexplained behavior
of transformer-based language models (LMs)
have spurred a wide interest in interpreting
their predictions. However, current interpre-
tation methods mostly focus on probing mod-
els from outside, executing behavioral tests,
and analyzing salience input features, while
the internal prediction construction process is
largely not understood. In this work, we in-
troduce LM-Debugger, an interactive debug-
ger tool for transformer-based LMs, which
provides a fine-grained interpretation of the
model’s internal prediction process, as well as
a powerful framework for intervening in LM
behavior. For its backbone, LM-Debugger re-
lies on a recent method that interprets the inner
token representations and their updates by the
feed-forward layers in the vocabulary space.
We demonstrate the utility of LM-Debugger for
single-prediction debugging, by inspecting the
internal disambiguation process done by GPT2.
Moreover, we show how easily LM-Debugger
allows to shift model behavior in a direction
of the user’s choice, by identifying a few vec-
tors in the network and inducing effective in-
terventions to the prediction process. We re-
lease LM-Debugger as an open-source tool and
a demo over GPT2 models.

1 Introduction

Transformer-based language models (LMs) are the
backbone of modern NLP models (Bommasani
et al., 2021), but their internal prediction construc-
tion process is opaque. This is problematic to end-
users that do not understand why the model makes
specific predictions, as well as for developers who
wish to debug or fix model behaviour.

Recent work (Elhage et al., 2021; Geva et al.,
2022) suggested that the construction process of
LM predictions can be viewed as a sequence of
updates to the token representation. Specifically,

∗Work done during an internship at AI2.
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kindergarten, 
school, kids, 
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teacher, 
classroom

lawyer
nurse
dentist
nanny

DJ
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rapper

FFN

FFN

FFN

album, DJ, 
rapper, funk, 
music, song, 
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disco, rock, …

inspection
intervention
projections

Figure 1: Illustration of the main capabilities of
LM-Debugger. Our tool interprets dominant changes
in the output distribution induced by the feed-forward
layers across the network (self-attention layers are not
shown), and enables configuring interventions for shift-
ing the prediction in directions of the user’s choice.

Geva et al. (2022) showed that updates by the feed-
forward network (FFN) layers, one of the building
blocks of transformers (Vaswani et al., 2017), can
be decomposed into weighted collections of sub-
updates, each induced by a FFN parameter vector,
that can be interpreted in the vocabulary space.

In this work, we make a step towards LM trans-
parency by employing this interpretation approach
to create LM-Debugger, a powerful tool for inspec-
tion and intervention in transformer LM predic-
tions. LM-Debugger provides three main capabil-
ities for single-prediction debugging and model
analysis (illustrated in Figure 1). First, for a given
input (e.g. “My wife is working as a”), it interprets
the model’s prediction at each layer in the network,
and the major changes applied to it by FFN layers.
This is done by projecting the token representa-
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tion before and after the FFN update as well as the
major FFN sub-updates at any layer to the output
vocabulary. Second, it allows intervening in the
prediction by changing the weights of specific sub-
updates, e.g. increasing (decreasing) a sub-update
that promotes music-related (teaching-related) con-
cepts, which results in a modified output. Last, for
a given LM, LM-Debugger interprets all the FFN
parameter vectors across the network and creates a
search index over the tokens they promote. This al-
lows an input-independent analysis of the concepts
encoded by the model’s FFN layers, and enables
configuring general and effective interventions.

We demonstrate the utility of LM-Debugger for
two general use-cases. In the context of predic-
tion debugging, we use the fine-grained tracing of
LM-Debugger to inspect the internal disambigua-
tion process performed by the model. Furthermore,
we demonstrate how our tool can be used to con-
figure a few powerful interventions that effectively
control different aspects in text generation.

We release LM-Debugger as an open-source tool
at https://github.com/mega002/lm-debugger
and host a demo of GPT2 (Brown et al., 2020)
at https://lm-debugger.apps.allenai.org.1

This to increase the transparency of transformer
LMs and facilitate research in analyzing and con-
trolling NLP models.

2 Underlying Interpretation Method

LM-Debugger establishes a framework for inter-
preting a token’s representation and updates ap-
plied to it at each layer in the network. This frame-
work builds upon recent findings by Geva et al.
(2022), who viewed the token representation as a
changing distribution over the output vocabulary,
and the output from each FFN layer as a collec-
tion of weighted sub-updates to that distribution,
which are often interpretable to humans. We next
elaborate on the findings we rely on at this work.

Consider a transformer LM with L layers and an
embedding matrix E ∈ Rd×|V| of hidden dimen-
sion d, over a vocabulary V . Let w = w1, ..., wt
s.t. ∀i = 1, ..., t : wi ∈ V be an input sequence
of tokens, then at each layer ℓ = 1, ..., L, the hid-
den representation xℓi of the i-th token is being
processed and updated by a FFN layer through a
residual connection (He et al., 2016):2

x̃ℓi = xℓi + FFNℓ(xℓi),

1See a video at https://youtu.be/5D_GiJv7O-M
2Layer normalization is omitted (Geva et al., 2022).

where xℓi is the output from the preceding multi-
head self-attention layer, and x̃ℓi is the updated to-
ken representation (Vaswani et al., 2017). Geva
et al. (2022) proposed an interpretation method for
these updates in terms of the vocabulary, which
we employ as the backbone of LM-Debugger and
describe in detail next.

Token Representation as a Distribution Over
the Output Vocabulary. The token representa-
tion before (xℓi) and after (x̃ℓi) the FFN update at
any layer ℓ is interpreted by projecting it to the vo-
cabulary space and converting it to a distribution:

pℓi = softmax(Exℓi) ; p̃ℓi = softmax(Ex̃ℓi)

The final model output is defined by y = p̃Li .

The FFN Output as a Weighted Collection of
Sub-Updates. Each FFN layer is defined with
two parameter matrices Kℓ, V ℓ ∈ Rdm×d, where
dm is the intermediate hidden dimension, and a
non-linearity function f (bias terms are omitted):

FFNℓ(xℓ) = f
(
Kℓxℓ

)
V ℓ (1)

Geva et al. (2022) interpreted the FFN output by (a)
decomposing it into sub-updates, each induced by
a single FFN parameter vector, and (b) projecting
each sub-update to the vocabulary space. Formally,
Eq. 1 can be decomposed as:

FFNℓ(xℓ) =
dm∑

i=1

f(xℓ · kℓi)vℓi =
dm∑

i=1

mℓ
iv
ℓ
i .

where kℓi is the i-th row of Kℓ, vℓi is the i-th col-
umn of V ℓ, and mℓ

i := f(xℓ · kℓi) is the activation
coefficient of vℓi for the given input. Each term in
this sum is interpreted as a sub-update to the output
distribution, by inspecting the top-scoring tokens
in its projection to the vocabulary, i.e. Evℓi .

In the rest of the paper, we follow Geva et al.
(2022) and refer to columns of V ℓ as “value vec-
tors” and to their weighted input-dependent form
as “sub-updates”. Importantly, value vectors are
static parameter vectors that are independent on the
input sequence, while sub-updates are dynamic as
they are weighted by input-dependent coefficients.
For a model with L layers and a hidden dimension
dm, there are L ∗ dm static value vectors, which
induce L ∗ dm corresponding sub-updates when
running an input through the model.
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Figure 2: The prediction view of LM-Debugger, showing the prediction trace for a given input (main panel), allowing
to configure interventions (lower panel) and interpret sub-updates to the output distribution (right panel).

3 LM-Debugger

LM-Debugger leverages both static and dynamic
analysis of transformer FFN layers and the updates
they induce to the output distribution for debugging
and intervention in LM predictions. These capa-
bilities are provided in two main views, which we
describe next.

3.1 Prediction View
This view, shown in Figure 2, is designed for
per-example debugging. It allows running inputs
through the model to generate text in an auto-
regressive manner, while tracing the dominant sub-
updates in every layer and applying interventions.

Prediction Trace (Figure 2, main panel). The
user enters an input for the model, for which a de-
tailed trace of the prediction across the network is
provided. For each layer, it shows the top-tokens in
the output distribution, before and after the FFN up-
date, and the 10 most dominant FFN sub-updates.
For every sub-update miv

ℓ
i we show an identifier

L[ℓ]D[i] of its corresponding value vector and the
coefficient for the given input (e.g. L17D4005 and
9.79).3 The top distribution tokens and sub-updates
are sorted by the token probability/sub-update co-
efficient from left (highest) to right (lowest). A
small arrow next to each sub-update allows setting
an intervention on its corresponding value vector.

3The layer and dimension in the identifier use zero-index.

Interventions (Figure 2, lower panel). Beyond
tracing the output distribution, LM-Debugger also
allows intervening in the prediction process by set-
ting the coefficients of any vector values in the
network, thus, inducing sub-updates of the user’s
choice. To set an intervention for a specific value
vector, the user should enter its identifier to the
panel and choose whether to “turn it on or off”,
that is, setting its coefficient to the value of the
coefficient of the most dominant sub-update in that
layer, or to zero, respectively. When running an
input example, all interventions in the panel will
be effective, for the entire generation process.

Value Vector Information (Figure 2, right
panel). A natural question that arises is how to
choose meaningful interventions. LM-Debugger
provides two complementary approaches for this.
A bottom-up approach is to observe the dominant
sub-updates for specific examples, and apply inter-
ventions on them. A sub-update can be interpreted
by inspecting the top-tokens in the projection of
its corresponding value vector to the vocabulary
(Geva et al., 2022). For convenience, we let the
user assign names to value vectors. Another way to
find meaningful interventions is by a top-down ap-
proach of searching for value vectors that express
concepts of the user’s interest. We provide this
capability in the exploration view of LM-Debugger,
which is described next.
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3.2 Exploration View
This view allows static exploration of value vec-
tors, primarily for analyzing which concepts are
encoded in the FFN layers, how concepts are spread
over different layers, and identifying groups of re-
lated value vectors.

Keyword Search (Figure 3). Value vectors are
interpreted by the top tokens they promote. By
considering these sets of tokens as textual docu-
ments, LM-Debugger allows searching for concepts
encoded in value vectors across the layers. This is
enabled by a search index that LM-Debugger holds
in the background, which stores the projections
of all value vectors to the vocabulary, and allows
executing simple queries against them using the
BM25 (Robertson et al., 1995) algorithm.

Cluster Visualization (Figure 4). Assuming the
user is interested in locating a specific concept in
the network and that she has found a relevant value
vector, either from debugging an example in the
prediction view or by the keyword search. A nat-
ural next step is to find similar value vectors that
promote related tokens. To this end, LM-Debugger
provides a clustering of all value vectors in the
network, which allows mapping any value vector
to a cluster of similar vectors in the hidden space
(Geva et al., 2022). The interface displays a ran-
dom sample of vectors from the cluster, as well as
an aggregation of their top tokens as a word cloud,
showing the concepts promoted by the cluster.

4 Debugging LM Predictions by Tracing
FFN Updates

In this section, we demonstrate the utility of
LM-Debugger for interpreting model behaviour
upon a given example. As an instructive example,
we will consider the case of sense disambiguation.

When generating text, LMs often need to per-
form sense disambiguation and decide on one plau-
sible continuation. For example, the word “for”
in the input “The book is for” has two plausible
senses of purpose (e.g. “reading”) and person
(e.g. “him”) (Karidi et al., 2021). We will now in-
spect the prediction by GPT2 (Brown et al., 2020)
and track the internal sense disambiguation pro-
cess for this example. To this end, we enter the
input in the prediction view and click Trace, which
provides a full trace of the prediction across layers.

Table 1 displays a part of this trace from selected
layers, showing a gradual transition from purpose

Layer: 4 Sense: purpose
Before: example, the, instance, purposes
After: example, the, instance, all

Layer: 10 Sense: purpose
Before: the, sale, example, a
After: the, sale, a, example

Layer: 15 Sense: purpose/person
Before: sale, the, anyone, use
After: sale, anyone, the, ages

Layer: 20 Sense: person
Before: beginners, anyone, adults, sale
After: anyone, beginners, adults, readers

Table 1: Partial prediction trace of GPT2 for the input
“This book is for”, showing the internal disambiguation
process from purpose to person sense across layers.

to person sense. Until layer 11 (out of 24), the top-
tokens in the output distribution are mostly related
to sale/example purposes. Starting from layer 12,
the prediction slowly shifts to revolve about the
audience of the book, e.g. anyone and ages, until
layer 18 where sale is eliminated from the top
position. In the last layers, tokens become more
specific, e.g. beginners and adults.

To examine the major updates through which
the prediction has formed, we can click on spe-
cific sub-updates in the trace to inspect the top-
scoring tokens in their projections. We observe
that in early layers, tokens are often related to
purpose sense (e.g. instance in L2D1855 and
buyers in L12D659), in intermediate layers tokens
are a mix of both senses (readers in L16D3026
and preschool in L17D2454, and sale/free in
L16D1662), and mostly person sense in the last lay-
ers (users in L18D685, people in L20D3643, and
those in L21D2007).

5 Configuring Effective Interventions for
Controlled Text Generation

Beyond interpretability, LM-Debugger enables to
intervene in LM predictions. We show this by find-
ing value vectors that promote specific concepts
and applying simple and effective interventions.

Controlling Occupation Prediction. Consider
the input “My wife is working as a”. When run-
ning it through GPT2, the final prediction from
the last layer has the top tokens nurse, teacher,
waitress. We would like to intervene in the pre-
diction in order to change its focus to occupations
related to software engineering, which in general
are less associated with women (De-Arteaga et al.,
2019). To this end, we will use the exploration
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Figure 3: Keyword search in the exploration view of LM-Debugger, which matches user queries against the tokens
promoted by value vectors of the model.

Figure 4: Cluster visualization in the exploration view of LM-Debugger, which maps a given value vector to its
cluster of similar value vectors in the network.

view of LM-Debugger to search for value vectors
promoting software-related concepts.

Searching the keywords “software”, “devel-
oper”, and “engineer” brings up two value vectors
with coherent concepts: L10D3141 and L17D115
(Figure 3). Now, we will add these value vectors
to the intervention panel in the prediction view,
and run the example again. Our intervention, that
only involved two (0.002%) vectors in the network,
dramatically changed the prediction to software,
programmer, consultant, developer, effec-
tively shifting it in the direction we wanted. This
demonstrates the power of LM-Debugger to change
model behaviour and fix undesirable predictions.

Controlling the Sentiment of Generated Text.
The previous example focused on next-token pre-
diction. We now take this one step further and
configure powerful and general interventions that

influence various texts generated by the model. For
our experimental setting, we will attempt to control
the sentiment in generated reviews by GPT2, for
inputs taken from the Yelp dataset (Asghar, 2016).

We choose our interventions independently of
the inputs, with two easy steps. First, we use the
keyword search (Figure 3) to identify “seed” value
vectors that promote positive and negative adjec-
tives/adverbs, using the queries “terrible, mediocre,
boring” and “spacious, superb, delicious”. Then,
we take one value vector for each polarity and, us-
ing the cluster visualization (Figure 4), expand it
to a diverse set of vectors from its corresponding
cluster, that promote similar concepts. Overall, we
select 5-6 value vectors for each polarity (details in
Appendix A.1), to which we apply interventions.

Table 2 presents the texts generated by GPT2
(each limited to 10 tokens) for multiple inputs, with
and without applying interventions. Clearly, across
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Input Interven. Continuation

“Service in this place is”
- a bit of a mess. I’m not sure
↑ Positive a good place to make the right efforts to make
↑ Negative a waste of a bunch of crap that is too

“I have been to this
restaurant twice and”

- both times I was disappointed. The first time I
↑ Positive have been served excellent food and good service. The
↑ Negative have been disappointed. The food is over processed and

“We went on a weeknight.
Place was”

- packed. We had to wait for the bus
↑ Positive good, good food, good staff, good people
↑ Negative too far for us to get lost. We were

“Went for breakfast on
6/16/14. We”

- had a great time. We had a great time
↑ Positive have a good team of people who are able to
↑ Negative were too heavy for the wrong type of food that

Table 2: Continuations (limited to 10 tokens) generated by GPT2 for different inputs from the Yelp dataset, with
and without interventions for “turning on” sub-updates for positive and negative sentiment.

all the examples, our intervention in the prediction
successfully leads to the desired effect, turning the
sentiment of the generated text to be positive or
negative, according to the configured sub-updates.

6 Implementation Details

The prediction view is implemented as a React web
application with a backend Flask server that runs an
API for executing models from the Transformers
library by HuggingFace (Wolf et al., 2020). The
exploration view is a Streamlit web application,
which (a) sends user search queries to an Elas-
ticsearch index with the top tokens of all vector
value projections, and (b) visualize clusters of value
vectors created with the scikit-learn package (Pe-
dregosa et al., 2011). Our current implementation
supports any GPT2 model from HuggingFace, and
other auto-regressive models can be plugged-in
with only a few local modifications (e.g. translat-
ing the relevant layer names). More details and in-
structions for how to deploy and run LM-Debugger
are provided at https://github.com/mega002/
lm-debugger.

7 Related Work

Interpreting single-predictions and the general be-
havior of LMs is a growing research area that at-
tracted immense attention in recent years (Belinkov
et al., 2020; Choudhary et al., 2022). LM-Debugger
is a the first tool to interpret and intervene in the pre-
diction construction process of transformer-based
LMs based on FFN updates.

Existing interpretation and analysis frameworks
mostly rely on methods for behavioral analysis
(Ribeiro et al., 2020) by probing models with ad-
versarial (Wallace et al., 2019b) or counterfactual

examples (Tenney et al., 2020), input saliency meth-
ods that assign importance scores to input features
(Wallace et al., 2019b; Tenney et al., 2020), and
analysis of the attention layers (Hoover et al., 2020;
Vig and Belinkov, 2019).

More related to LM-Debugger, other tools ana-
lyze patterns in neuron activations (Rethmeier et al.,
2020; Dalvi et al., 2019; Alammar, 2021). Unlike
these methods, we focus on interpreting the model
parameters and on intervening in their contribution
to the model’s prediction.

The functionality of LM-Debugger is mostly re-
lated to tools that trace hidden representations
across layers. Similarly to LM-Debugger, Alammar
(2021); Nostalgebraist (2020) interpret the token
representation in terms of the output vocabulary.
We take this one step further and interpret the FFN
updates to the representation, allowing to observe
not only the evolution of the representation but also
the factors that induce changes in it.

Our intervention in FFN sub-updates relates to
recent methods for locating and editing knowledge
in the FFN layers of LMs (Meng et al., 2022;
Dai et al., 2022). Different from these methods,
LM-Debugger aims to provide a comprehensive
and fine-grained interpretation of the prediction
construction process across the layers.

8 Conclusion

We introduce LM-Debugger, a debugger tool for
transformer-based LMs, and the first tool to analyze
the FFN updates to the token representations across
layers. LM-Debugger provides a fine-grained inter-
pretation of single-predictions, as well as a power-
ful framework for intervention in LM predictions.
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Ethical Statement

Our work aims to increase the transparency of
transformer-based LMs. It is well known that such
models often produce offensive, harmful language
(Bender et al., 2021; McGuffie and Newhouse,
2020; Gehman et al., 2020; Wallace et al., 2019a),
which might originate in toxic concepts encoded in
their parameters (Geva et al., 2022). LM-Debugger,
which traces and interprets LM predictions, could
expose such toxic concepts and therefore should be
used with caution.
LM-Debugger also provides a framework for

modifying LM behavior in particular directions.
While our intention is to provide developers tools
for fixing model errors, mitigating biases, and build-
ing trustworthy models, this capability also has the
potential for abuse. In this context, it should be
made clear that LM-Debugger does not modify the
information encoded in LMs, but only changes
the intensity in which this information is exposed
in the model’s predictions. At the same time,
LM-Debugger lets the user observe the intensity of
updates to the prediction, which could be used to
identify suspicious interventions. Nonetheless, be-
cause of these concerns, we stress that LMs should
not be integrated into critical systems without cau-
tion and monitoring.
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A Appendix

A.1 Details on Interventions to Control
Generated Text Sentiment

Table 3 lists all the value vectors selected for our
interventions described in §5, and examples for
top-scoring tokens in their projections. These
vectors were found with the exploration view of
LM-Debugger (§3.2), using both keyword search
and clustering visualisation. All the interventions
were configured to “turn on” these vectors, namely,
setting their coefficients to be maximal for the cor-
responding layer. This is following the observation
by Geva et al. (2022) that FFN updates operate in
a token promotion mechanism (rather than elimina-
tion).
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Sentiment Value Vector Example Top-scoring Tokens

Positive

L13D1763 properly, appropriately, adequate, truthful, humane,
fulfil, inclusive, timely, patiently, sustainable

L13D2011 clean, Proper, secure, flawless, safest, graceful, smooth,
calmly

L14D944 peacefully, graceful, respectful, careful, generous,
patiently, calm, tolerant, fair

L15D74 Excellence, superb, trustworthy, marvelous, terrific,
awesome, Amazing

L20D988 successful, optimal, perfect, satisfactory, welcome,
helpful, fulfilling, healthy

Negative

L11D4 outdated, inadequate, stale, lousy, dull, mediocre, boring,
wasteful

L14D2653 trivial, dismiss, rigid, unsupported, only, prejud, obfusc,
pretend, dispar, slander

L16D974 inappropriately, poorly, disrespect, unreliable,
unhealthy, insecure, improperly, arrogance

L17D3790 inappropriate, improper, wrong, bad, harmful,
unreasonable, defective, disturbance, errors

L18D91 confused, bizarre, unfairly, horrible, reckless, neglect,
misplaced, strange, nasty, mistakenly

L18D3981 wrong, incorrect, insufficient, misleading, premature,
improperly, unrealistic, outdated, unfair

Table 3: Value vectors used for controlling sentiment in generated text, that promote positive and negative
adjectives/adverbs. For each vector, we show example top-scoring tokens from its projection to the vocabulary, as
presented in the exploration view of LM-Debugger.
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Abstract
Pre-Trained Models (PTMs) have reshaped the
development of Natural Language Processing
(NLP) and achieved significant improvement in
various benchmarks. Yet, it is not easy for in-
dustrial practitioners to obtain high-performing
PTM-based models without a large amount of
labeled training data and deploy them online
with fast inference speed. To bridge this gap,
EasyNLP is designed to make it easy to build
NLP applications, which supports a compre-
hensive suite of NLP algorithms. It further fea-
tures knowledge-enhanced pre-training, knowl-
edge distillation and few-shot learning func-
tionalities, and provides a unified framework of
model training, inference and deployment for
real-world applications. EasyNLP has powered
over ten business units within Alibaba Group
and is seamlessly integrated to the Platform
of AI (PAI) products on Alibaba Cloud. The
source code of EasyNLP is released at GitHub
(https://github.com/alibaba/EasyNLP).

1 Introduction

Pre-Trained Models (PTMs) such as BERT, GPT-
3 and PaLM have achieved remarkable results in
NLP. With the scale expansion of PTMs, the per-
formance of NLP tasks has been continuously im-
proved; thus, there is a growing trend of ultra-large-
scale pre-training, pushing the scale of PTMs from
millions, billions, to even trillions (Devlin et al.,
2019; Brown et al., 2020; Chowdhery et al., 2022).

However, the application of large PTMs in indus-
trial scenarios is still a non-trivial problem, with
reasons as follows. i) Large PTMs are not always
smarter and can make commonsense mistakes due
to the lack of world knowledge (Petroni et al.,
2019). Hence, it is highly necessary to make PTMs
explicitly understand world facts by knowledge-
enhanced pre-training, especially for supporting
domain-specific applications. ii) Although large-
scale PTMs have achieved good results with few

∗ Corresponding Author.

training samples, the problem of insufficient data
and the huge size of models such as GPT-3 still
restrict the usage of these models. Thus, few-shot
fine-tuning BERT-style PTMs is more practical for
online applications (Gao et al., 2021). iii) Last but
not least, although large-scale PTMs have become
an important part of the NLP learning pipeline, the
slow training and inference speed seriously affects
online applications that require higher QPS (Query
Per Second) with limited computational resources.

To address these issues, we develop EasyNLP,
an NLP toolkit that is designed to make the ap-
plications of large PTMs to industrial scenarios
more efficiently and effectively. EasyNLP pro-
vides knowledge-enhanced pre-training function-
alities to improve the knowledge understanding
abilities of PTMs. Specifically, it integrates our
DKPLM framework (Zhang et al., 2022) that en-
ables the decomposition of knowledge-enhanced
pre-training and task-specific learning. Hence,
the resulting models can be tuned and deployed
in the same way as BERT (Devlin et al., 2019).
EasyNLP is equipped with a variety of popular
prompt-based few-shot learning algorithms such as
PET (Schick and Schütze, 2021) and P-Tuning (Liu
et al., 2021b). Particularly, we propose a new few-
shot learning paradigm named Contrastive Prompt
Tuning (CP-Tuning) (Xu et al., 2022) that eases
the manual labor of verbalizer construction based
on contrastive learning. Finally, EasyNLP sup-
ports several knowledge distillation algorithms that
compress large PTMs into small and efficient ones.
Among them, the MetaKD algorithm (Pan et al.,
2021) can significantly improve the effectiveness
of the learned models with cross-domain datasets,
which is particular common in industry.

Overall, our EasyNLP toolkit can provide users
with large-scale and robust learning functionali-
ties, and is seamlessly connected to the Platform
of AI (PAI)1 products. To demonstrate the useful

1https://www.alibabacloud.com/product/
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of EasyNLP, we also present the results of stan-
dard benchmarks and some real-world industrial
scenarios to show how EasyNLP brings substantial
improvements to these applications.

In a nutshell, the main features of the EasyNLP
toolkit include the following aspects:

• Easy-to-use and highly customizable. In ad-
dition to providing easy-to-use commands to
call cutting-edge NLP models, EasyNLP ab-
stracts customized modules such as AppZoo
and ModelZoo to make it easy to build NLP
applications. It also features DataHub that
provides users with a simple interface to load
and process various types of NLP datasets.

• Compatible with open-source community.
EasyNLP has rich APIs to support the train-
ing of models from other open-source libraries
such as Huggingface/Transformers2 with the
PAI’s distributed learning framework. It is
also compatible with the PTMs in EasyTrans-
fer ModelZoo 3 (Qiu et al., 2021).

• Product-ready support. EasyNLP is seam-
lessly integrated to PAI products on Alibaba
Cloud to provide full model training and serv-
ing experience, including PAI-DSW for model
development, PAI-DLC for cloud-native train-
ing, PAI-EAS for online serving, and PAI-
Designer for zero-code model training.

• Pre-training knowledge-enhanced PTMs.
EasyNLP also is equipped with knowledge-
enhanced PTMs of various domains. Its
pre-training APIs enable users to obtain cus-
tomized PTMs using their own knowledge
bases with just a few lines of codes.

• Deploying large-scale PTMs. EasyNLP pro-
vides few-shot learning capabilities based on
prompts, allowing users to fine-tune large-
scale PTMs with only a few training samples
to achieve good results. Meanwhile, it pro-
vides knowledge distillation functionalities to
help quickly distill large models to small and
efficient models for online deployment.

2 Related Work

In this section, we summarize the related work on
PTMs, prompt learning and knowledge distillation.

machine-learning
2https://github.com/huggingface/transformers
3https://github.com/alibaba/EasyTransfer

Pre-trained Language Models. PTMs have
achieved significant improvements on various tasks
by self-supervised pre-training (Qiu et al., 2020).
To name a few, BERT (Devlin et al., 2019) learns
bidirectional contextual representations by trans-
former encoders. Other transformer encoder-based
PTMs include Transformer-XL (Dai et al., 2019),
XLNet (Yang et al., 2019) and many others. The
encoder-decoder and auto-regressive decoder archi-
tectures are used in T5 (Raffel et al., 2020) and
GPT-3 (Brown et al., 2020). Knowledge-enhanced
PTMs (Zhang et al., 2019; Liu et al., 2020; Sun
et al., 2020) improve language understanding abil-
ities of PTMs via injecting relational triples ex-
tracted from knowledge bases.
Prompt Learning for PTMs. Prompt learning
models the probability of texts directly as the model
prediction results based on language models (Liu
et al., 2021a). In the literature, PET (Schick and
Schütze, 2021) models NLP tasks as cloze prob-
lems and maps the results of the masked language
tokens to class labels. Gao et al. (2021) generates
discrete prompts from T5 (Raffel et al., 2020) to
support prompt discovery. P-Tuning (Liu et al.,
2021b) learns continuous prompt embeddings with
differentiable parameters. Our CP-Tuning (Xu
et al., 2022) optimizes the output results based on
contrastive learning, without defining mappings
from outputs to class labels.
Knowledge Distillation. Knowledge distillation
aims at learning a smaller model from an ensem-
ble or a larger model (Hinton et al., 2015). For
large-scale PTMs, DistillBERT (Sanh et al., 2019)
and PKD (Sun et al., 2019) applies the distilla-
tion loss in the pre-training and fine-tuning stages,
separately. TinyBERT (Jiao et al., 2020a) further
distills BERT in both stages, considering various
types of signals. Due to space limitation, we do not
further elaborate other approaches. Our MetaKD
method (Pan et al., 2021) further improves the ac-
curacy of the student models by exploiting cross-
domain transferable knowledge, which is fully sup-
ported by EasyNLP.

3 The EasyNLP Toolkit

In this section, we introduce various aspects of our
EasyNLP toolkit in detail.

3.1 Overview

We begin with an overview of EasyNLP in Figure 1.
EasyNLP is built upon PyTorch and supports rich
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Figure 1: An overview of the EasyNLP toolkit.

data readers to process data from multiple sources.
Users can load any PTMs from ModelZoo and
datasets from DataHub, build their applications
from AppZoo, or explore its advanced function-
alities such as knowledge-enhanced pre-training,
knowledge distillation and few-shot learning. The
codes can run either in local environments or PAI’s
products on the cloud. Users can also explore vari-
ous solutions on our platform to support real-world
applications. In addition, all EasyNLP’s APIs are
also released to make it easy for users to customize
any kinds of NLP applications.

3.2 DataHub, ModelZoo and AppZoo
DataHub. DataHub provides users with an in-
terface to load and process various kinds of data.
It is compatible with Huggingface datasets4 as a
built-in library that supports unified interface calls
and contains datasets of a variety of tasks. Some
examples are listed in Table 1. Users can load
the required data by specifying the dataset name
through the load_dataset interface, and then
use the GeneralDataset interface to automat-
ically process the data into model input. An ex-
ample of loading and pre-processing the TNEWS
dataset, together with its subsequent steps, is shown
in Code 1. For user-defined datasets, it is also
straightforward to inherit the GeneralDataset
class to customize the data format.
ModelZoo. PTMs such as BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019) and T5 (Raffel
et al., 2020) greatly improve the performance of
NLP tasks. To facilitate user deployment of mod-
els, ModelZoo provides general pre-trained models

4https://github.com/huggingface/datasets

Task Type Example of Datasets

Sequence Classification TNEWS5, SogouCA6

Text Generation THUCNews7, SogouCS8

Few-shot / Zero-shot Learning BUSTM9, CHID10

Knowledge-based NLU OntoNotes11, SanWen12

Table 1: A partial list of datasets in EasyNLP DataHub.

from easynlp.dataset import load_dataset,
GeneralDataset

# load dataset
dataset = load_dataset(’clue’, ’tnews’)["train"]
# parse data into classification model input
encoded = GeneralDataset(dataset, ’chinese-bert-base’)
# load model
model = SequenceClassification(’chinese-bert-base’)
trainer = Trainer(model, encoded)
# start to train
trainer.train()

Code 1: Load the TNEWS training set and build a text
classification application using EasyNLP.

as well as our own models for users to use, such as
DKPLM (Zhang et al., 2022) of various domains.
A few widely-used non-PTM models are also sup-
ported, such as Text-CNN (Kim, 2014).
AppZoo. To help users build NLP applications
more easily with our framework, we further pro-
vide a comprehensive NLP application tool named
AppZoo. It supports running applications with a
few command-line arguments and provides a vari-

5https://github.com/CLUEbenchmark/CLUE
6http://www.sogou.com/labs/resource/ca.php
7http://thuctc.thunlp.org/
8https://www.sogou.com/labs/resource/cs.php
9https://github.com/xiaobu-coai/BUSTM

10https://github.com/chujiezheng/ChID-Dataset
11https://catalog.ldc.upenn.edu/LDC2013T19
12https://github.com/lancopku/

Chinese-Literature-NER-RE-Dataset
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easynlp \
--mode=train \
--worker_gpu=1 \
--tables=train.tsv,dev.tsv \
--input_schema=sent:str:1,label:str:1 \
--first_sequence=sent \
--label_name=label \
--label_enumerate_values=0,1 \
--checkpoint_dir=./classification_model \
--epoch_num=1 \
--sequence_length=128 \
--app_name=text_classify \
--user_defined_parameters=
’pretrain_model_name_or_path=bert-small-uncased’

Code 2: AppZoo for training a BERT-based text classifier
using EasyNLP.

ety of mainstream or innovative NLP applications
for users. AppZoo provides rich modules for users
to build different application pipelines, including
language modeling, feature vectorization, sequence
classification, text matching, sequence labeling and
many others. An example of training a text classi-
fier using AppZoo is shown in Code 2.

3.3 In-house Developed Algorithms

In this section, we introduce in-house developed
algorithms in EasyNLP. All these algorithms have
been tested in real-world applications.

3.3.1 Knowledge-enhanced Pre-training
Knowledge-enhanced pre-training improves the
performance of PTMs by injecting the relational
facts from knowledge bases. Yet, a lot of existing
works require additional knowledge encoders dur-
ing pre-training, fine-tuning and inference (Zhang
et al., 2019; Liu et al., 2020; Sun et al., 2020).

The proposed DKPLM paradigm (Zhang et al.,
2022) decomposes the knowledge injection pro-
cess. For DKPLM, knowledge injection is only
applied during pre-training, without introducing
extra parameters as knowledge encoders, allevi-
ating the significant computational burdens for
users. Meanwhile, during fine-tuning and inference
stages, our model can be utilized in the same way as
that of BERT (Devlin et al., 2019) and other plain
PTMs, which facilitates the model fine-tuning and
deployment in EasyNLP and other environments.
Specifically, the DKPLM framework introduces
three novel techniques for knowledge-enhanced
pre-training. It recognizes long-tail entities from
text corpora for knowledge injection only, avoiding
learning too much redundant and irrelevant infor-
mation from knowledge bases (Zhang et al., 2021).
Next, the representations of entities are replaced
by “pseudo token representations” derived from

knowledge bases, without introducing any extra
parameters to DKPLM. Finally, a relational knowl-
edge decoding task is introduced to force the model
to understand what knowledge is injected.

In EasyNLP, we provide the entire pre-training
pipeline of DKPLM for users. In addition, a collec-
tion of pre-trained DKPLMs for specific domains
have been registered in ModelZoo for supporting
domain-specific applications.

3.3.2 Few-shot Learning for PTMs
For low-resource scenarios, prompt-based learning
leverages prompts as task guidance for effective
few-shot fine-tuning. In EasyNLP, to facilitate easy
few-shot learning, we integrate PET (Schick and
Schütze, 2021) and P-Tuning (Liu et al., 2021b)
into AppZoo that allow users call the algorithms in
the similar way compared to standard fine-tuning.

It should be further noted that either PET or P-
Tuning require the explicit handcraft of verbalizers,
which is a tedious process and may lead to unsta-
ble results. Our CP-Tuning approach (Xu et al.,
2022) enables few-shot fine-tuning PTMs without
the manual engineering of task-specific prompts
and verbalizers. A pair-wise cost-sensitive con-
trastive learning is introduced to achieve verbalizer-
free class mapping by learning to distinguish differ-
ent classes. Users can also explore CP-Tuning in
AppZoo for any tasks that classical prompt-based
methods support.

3.3.3 Knowledge Distillation for PTMs
The large model size and the long inference time
hinder the deployment of large-scale PTMs to
resource-constrained applications. In EasyNLP,
we provide a complete learning pipeline for knowl-
edge distillation, including data augmentation for
training sets, logits extraction from teacher models
and distilled training of student models.

In addition, we notice that a majority of existing
approaches focus on a single domain only. The
proposed MetaKD algorithm (Pan et al., 2021)
explicitly leverages the cross-domain transferable
knowledge to improve the accuracy of student mod-
els. It first obtain a meta-teacher model to capture
transferable knowledge at both instance-level and
feature-level from multiple domains. Next, a meta-
distillation algorithm is employed to learn single-
domain student models with selective signals from
the meta-teacher. In EasyNLP, the MetaKD pro-
cess is implemented as a general feature for any
types of BERT-style PTMs.
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PTM AFQMC CMNLI CSL IFLYTEK OCNLI TNEWS WSC Average

BERT-base 72.17 75.74 80.93 60.22 78.31 57.52 75.33 71.46
BERT-large 72.89 77.62 81.14 60.70 78.95 57.77 78.18 72.46
RoBERTa-base 73.10 80.75 80.07 60.98 80.75 57.93 86.84 74.35
RoBERTa-large 74.81 80.52 82.60 61.37 82.49 58.54 87.50 75.40
MacBERT-base 74.23 80.65 81.70 61.14 80.65 57.65 80.26 73.75
MacBERT-large 74.37 81.19 83.70 62.05 81.65 58.45 86.84 75.46

Table 2: CLUE performance of BERT, RoBERTa and MacBERT fine-tuned with EasyNLP (%).

PTM MNLI QNLI QQP RTE SST-2 MRPC CoLA STSB Average

BERT-base 84.8 91.4 91.1 68.3 92.5 88.1 55.3 89.6 82.6
BERT-large 86.6 92.4 91.2 70.8 93.4 88.2 61.1 90.1 84.2
RoBERTa-base 87.3 92.5 92.1 77.3 94.9 90.2 63.9 91.1 86.2
RoBERTa-large 90.1 94.5 92.3 87.1 96.4 91.0 67.8 92.3 88.9

Table 3: GLUE performance of BERT and RoBERTa fine-tuned with EasyNLP (%).

4 System Evaluations and Applications

In this section, we empirically examine the effec-
tiveness and efficiency of the EasyNLP toolkit on
both public datasets and industrial applications.

4.1 CLUE and GLUE Benchmarks

In order to validate the effectiveness of EasyNLP
on model fine-tuning, we fine-tune PTMs on the
CLUE and GLUE benchmarks (Wang et al., 2019;
Xu et al., 2020). For all tasks, we use a limited
hyper-parameter search space, with batch sizes in
{8, 16, 32, 48}, sequence length in {128, 256} and
learning rates in {1e−5, 2e−5, 3e−5, 4e−5, 5e−
5}. The underlying PTMs include BERT (Devlin
et al., 2019) and RoBERTa (Liu et al., 2019). We
also evaluate MacBERT (Cui et al., 2020) for the
Chinese benchmark CLUE. We report the results
over the development sets of each task in the two
benchmarks, shown in Tables 2 and 3, respectively.
The obtained comparable performance has shown
the reliability of EasyNLP, which achieves similar
performance compared to other open-source frame-
works and their original implementations.

4.2 Evaluation of Knowledge-enhanced
Pre-training

We report the performance of DKPLM over zero-
shot knowledge probing tasks, including LAMA
(Petroni et al., 2019) and LAMA-UHN (Pörner
et al., 2019), with the results summarized in Ta-
ble 4. Compared to strong baselines (i.e., Co-
LAKE (Sun et al., 2020) K-Adapter (Wang et al.,
2021a) and KEPLER (Wang et al., 2021b)), we
see that DKPLM achieves state-of-the-art results
over three datasets (+1.57% on average). The re-

sult of DKPLM is only 0.1% lower than K-Adapter,
without using any T-REx training data and larger
backbones. We can see that our pre-training pro-
cess based on DKPLM can effectively store and
understand factual relations from knowledge bases.

Industrial Applications. Based on the proposed
DKPLM framework (Zhang et al., 2022), we have
pre-trained a series of domain-specific PTMs to
provide model service inside Alibaba Group, such
as medical and finance domains, and observed con-
sistent improvement in downstream NLP tasks. For
example, the medical-domain DKPLM improves
the accuracy of a medical named entity recognition
task by over 3%, compared to the standard BERT
model (Devlin et al., 2019). The pre-trained model
(named pai-dkplm-medical-base-zh) has
also been released in our EasyNLP ModelZoo.

4.3 Evaluations of Few-shot Learning

We compare CP-Tuning (Xu et al., 2022) against
several prompt-based fine-tuning approaches in-
cluding PET (Schick and Schütze, 2021), LM-
BFF (Gao et al., 2021) (in three settings where
“Auto T”, “Auto L” and “Auto T+L” refer to the
prompt-tuned PTM with automatically generated
templates, label words and both, respectively) and
P-Tuning (Liu et al., 2021b). The experiments are
conducted over several text classification datasets
in a 16-shot learning setting. The underlying PTM
is RoBERTa (Liu et al., 2019). Readers can refer
to Xu et al. (2022) for more details. From the re-
sults in Table 5, we can see that the performance
gains of CP-Tuning over all the tasks are consistent,
compared to state-of-the-art methods.

Industrial Applications. For business customer
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Dataset ELMo BERT RoBERTa CoLAKE K-Adapter∗ KEPLER DKPLM

Google-RE 2.2% 11.4% 5.3% 9.5% 7.0% 7.3% 10.8%
UHN-Google-RE 2.3% 5.7% 2.2% 4.9% 3.7% 4.1% 5.4%

T-REx 0.2% 32.5% 24.7% 28.8% 29.1% 24.6% 32.0%
UHN-T-REx 0.2% 23.3% 17.0% 20.4% 23.0% 17.1% 22.9%

Table 4: The performance on LAMA knowledge probing datasets. Note that K-Adapter is trained based on a
large-scale model and uses a subset of T-REx as its training data.

Method SST-2 MR CR MRPC QQP QNLI RTE SUBJ Avg.

Standard Fine-tuning 78.62 76.17 72.48 64.40 63.01 62.32 52.28 86.82 69.51
PET 92.06 87.13 87.13 66.23 70.34 64.38 65.56 91.28 78.01
LM-BFF (Auto T) 90.60 87.57 90.76 66.72 65.25 68.87 65.99 91.61 78.42
LM-BFF (Auto L) 90.55 85.51 91.11 67.75 70.92 66.22 66.35 90.48 78.61
LM-BFF (Auto T+L) 91.42 86.84 90.40 66.81 61.61 61.89 66.79 90.72 77.06
P-tuning 91.42 87.41 90.90 71.23 66.77 63.42 67.15 89.10 78.43

CP-Tuning 93.35 89.43 91.57 72.60 73.56 69.22 67.22 92.27 81.24

Table 5: Comparison between CP-Tuning and baselines over the testing sets in terms of accuracy (%).

Method Amazon MNLI

BERT-s 87.9 81.9
BERT-mix 89.5 84.4
BERT-mtl 89.8 84.2

BERT-s → TinyBERT 86.7 79.3
BERT-mix → TinyBERT 87.3 79.6
BERT-mtl → TinyBERT 87.7 79.7

MetaKD 89.4 80.4

Table 6: Evaluation of MetaKD over Amazon reviews
and MNLI in terms of averaged accuracy (%).

service, it is necessary to extract the fine-grained at-
tributes and entities from texts, which may involve
a large number of classess with few training data
available. By applying our algorithm in EasyNLP,
the accuracy scores of entity and attribute extrac-
tion are improved by 2% and 5%. In addition, our
few-shot toolkit produces the best performance on
the FewCLUE benchmark (Xu et al., 2021).

4.4 Evaluations of Knowledge Distillation

We further report the performance of MetaKD (Pan
et al., 2021) on Amazon reviews (Blitzer et al.,
2007) and MNLI (Williams et al., 2018), where the
two datasets contain four and five domain instances,
respectively. In the experiments, we train the meta-
teacher over multi-domain training sets, and distill
the meta-teacher to each of all the domains. The
teacher model is BERT-base (with 110M parame-
ters), while the student model is BERT-tiny (with
14.5M parameters). Table 6 shows the performance
of baselines and MetaKD, in terms of averaged ac-

curacy across domains. BERT-s refers to a single
BERT teacher trained on each domain. BERT-mix
is one BERT teacher trained on the mixture of all
domain data. BERT-mtl is one teacher trained by
multi-task learning over all domains. For distilla-
tion, “→ TinyBERT” means using the KD method
described in Jiao et al. (2020b) to distill the cor-
responding teacher model. The results show that
MetaKD significantly reduces the model size while
preserving a similar performance. For more details,
we refer the readers to Pan et al. (2021).

Industrial Applications. Distilled PTMs have
been widely used inside Alibaba Group due to the
high QPS requirements of online e-commerce ap-
plications. For example, in the AliMe chatbot (Qiu
et al., 2017), we distill the BERT-based query in-
tent detection model from the base version to the
tiny version, resulting in 7.2x inference speedup
while the accuracy is only decreased by 1%.

5 Conclusion

In this paper, we introduced EasyNLP, a toolkit that
is designed to make it easy to develop and deploy
deep NLP applications based on PTMs. It supports
a comprehensive suite of NLP algorithms and fea-
tures knowledge-enhanced pre-training, knowledge
distillation and few-shot learning functionalities for
large-scale PTMs. Currently, EasyNLP has pow-
ered a number of business units inside Alibaba
Cloud and provided NLP service on the cloud. The
toolkit has been open-sourced to promote research
and development for NLP applications.
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Broader Impact

EasyNLP is a comprehensive toolkit for building
various NLP applications to support industrial sce-
narios. It has been seamlessly integrated into the
PAI products, and has been released to the open-
source community. EasyNLP is also highly bene-
ficial for academia, as it integrates state-of-the-art
methods and models to make it easy for researchers
to benchmark and develop their own algorithms.
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Abstract

We introduce VL-CheckList, a toolbox
for evaluating Vision-Language Pretrain-
ing (VLP) models, along with a benchmark
dataset for fine-grained VLP model anal-
ysis. Most existing VLP models evaluate
their performance by comparing the fine-
tuned downstream task performance. How-
ever, only average downstream task accu-
racy provides little information about the
pros and cons of each VLP method. In this
paper, we demonstrate how minor input
changes in language and vision will affect
the prediction outputs. We also provide a
guideline for the research community to uti-
lizes and contributes to this toolbox. Lastly,
a case study based on VL-CheckList is con-
ducted to analyze one of the representa-
tive VLP models. Data and code are avail-
able at https://github.com/om-ai-lab/
VL-CheckList

1 Introduction

The ability to quickly iterate various methods
and obtain insightful feedback is crucial for
successful research. For production machine
learning (ML) system, comprehensive testing
before deployment is crucial for reliable user
experience. Therefore, explainable ML evalu-
ation has emerged to complement benchmark
evaluation (Bolya et al., 2020; Ribeiro et al.,
2020; Du et al., 2022), which strives to provide
an interpretable evaluation of a ML systems
and analyze the system from a number of dis-
entangled aspects (Bolya et al., 2020).

The advantages of explainable evaluation
vs. typical benchmark evaluation include: (1)
downstream task performance only provides
a black box score and it is difficult to obtain
insights for improving a system. (2) typical
dataset is not designed to test models’ robust-
ness against extreme corner cases, which are

however crucial for many real-world tasks, e.g.
autonomous driving.

Given the importance of explainable ML
evaluation, this paper concerns about Vision-
Language Pretraining (VLP) models. VLP
models have rapidly improved (Li et al., 2020;
Radford et al., 2021; Li et al., 2021; Zhao
et al., 2022), thanks to the emergence of mul-
timodal transformers (Vaswani et al., 2017)
and the availability of large paired image-text
dataset (Sharma et al., 2018; Changpinyo et al.,
2021). Many proposed VLP models have aided
in achieving the state-of-the-art performance
of a variety of downstream multimodal tasks,
ranging from visual QA (Lu et al., 2019), mul-
timodal retrieval (Lu et al., 2021) to visual
grounding (Kamath et al., 2021) and many
others. On the other hand, the current defacto
method to evaluate a VLP model is based on
the fine-tuned downstream tasks performance,
which is insufficient due to the limitations of
benchmark evaluation.

To address this challenge, this paper intro-
duces VL-CheckList, an explainable framework
that comprehensively evaluates VLP models,
facilitates deeper understanding, and inspires
new ideas for improvement. The core princi-
ple of VL-CheckList are: (1) evaluate a VLP
model’s fundamental capabilities instead of its
performance on applications (2) disentangle
capabilities into relatively independent vari-
ables that are easier to analyze. Specifically,
we choose Image-Text-Matching (ITM) as the
main target of evaluation since it is perhaps
the most universal pretraining objective that
appear in all VLP methods (Li et al., 2019a,
2020; Radford et al., 2021; Li et al., 2021).
We then propose a taxonomy that divides the
capabilities of VLP systems into three cate-
gories: object, attribute and relation. Each
aspect is then further divided into more fine-
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grained variables, e.g. attribute is composed of
color, material, and size, etc. Then, a linguistic-
aware negative sample sampling strategy is pro-
posed to create ”hard negative” that challenges
a VLP model’s discriminative power against
small changes in the input space. Lastly, VL-
CheckList is implemented as a toolbox that
allows the research community to plug into
their evaluation pipeline.

2 Related Work

Benchmark evaluation is a common method to
compare different ML models in previous re-
search (Rajpurkar et al., 2016; Bowman et al.,
2015; Wang et al., 2018). However, researchers
have reported several limitations of the existing
VLP benchmark. 1) the objects of interest have
a biased distribution of size and location, i.e.,
tend to be large objects that appeared in the
center region. 2) benchmark evaluation returns
only a plain score instead of fine-grained details
on the taxonomy. Therefore, it is difficult to
understand the strengths and weaknesses of a
model without a comprehensive analysis. Re-
cent studies show even the state-of-the-art sys-
tems that achieved better scores than humans,
may still be insufficient in real-world applica-
tions (Ribeiro et al., 2020). Thus, researchers
have attempted to evaluate ML models with
more fine-grained details and avoid bias on the
test set.

One of the successful tools for the qualitative
analysis of natural language processing (NLP)
is CheckList (Ribeiro et al., 2020) which evalu-
ates general linguistic capabilities and revealed
weaknesses in several state-of-the-art NLP mod-
els and commercial applications. In computer
vision, the Vision CheckList was proposed to
help system designers to understand model ca-
pabilities (Du et al., 2022). They offered a
set of transformation operations to generate
diverse test samples of different test types, such
as rotation, replacing image patches, blur, and
shuffle. However, target objects in the trans-
formed images are unchanged, still center and
large.

The idea of the CheckList has also been ap-
plied other fields, e.g. evaluating Reinforce-
ment Learning (RL) agents (Lam et al., 2022),
Dynabench (Kiela et al., 2021) was proposed to
generate dynamic benchmark datasets. It over-

comes the problem that the existing benchmark
fails to cover fundamental linguistic challenges.
TIDE (Bolya et al., 2020) is a tool to analyze
the errors of object detection. It defines crit-
ical error types and shows a comprehensive
analysis.

3 VL-CheckList

An intuitive approach to evaluate multi-modal
systems is to check if a model correctly predicts
alignment between different modalities. We
choose image-text matching (ITM) to check the
alignment between vision and language for the
following reasons. Specifically, ITM is defined
as the function that outputs the probability of
an image i is matched to a sentence t.

The ITM task is used as an effective and
universal pretraining objective in almost all
VLP models (Li et al., 2020). The ITM task
is also model agnostic and applies to all multi-
modal fusion architectures. Thus, we exploit
the ITM to fairly compare the VLP models
without finetuning them on downstream tasks.

The basic principle of the VL-CheckList is
to probe the model’s robustness on the nega-
tive examples. A robust VLP model should be
able to return a higher ITM score for the posi-
tive image-text pair than the negative example
on the ITM head. We perturb the one-side
modality to manipulate them and compare the
score with original samples. LV-CheckList of-
fers both language-side and vision-side varia-
tions.

3.1 Language Variation
To provide a fine-grained analysis of the ro-
bustness of the text-side, we build evaluation
taxonomies that are selected based on common
mistakes or frequent usage. Based on the com-
mon issues in VLP models, the proposed frame-
work places the three input properties (object,
attribute, and relation) as the top layer of the
evaluation taxonomy.

Object: A strong VLP model is supposed
to recognize whether or not the objects men-
tioned in a text exist in the image. There-
fore, if we replace objects in the correct text
with some other random noun phrases, a VLP
model should give it a lower ITM score than
the original sentence. Furthermore, a strong
VLP model should be able to recognize the ex-
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istence of objects, regardless of its location and
sizes. Thus, we further evaluate the robustness
Object ITM by testing location variance (e.g.,
center, middle, and margin) and size variance
(e.g., small, large, medium), specifically:

loc(x, y)=





center if y
x ≤ 1

3
mid if 1

3 < y
x ≤ 2

3
margin otherwise

where, x is the half-length of the diagonal
of the full image x =

√
w2+h2

2 . and y is the dis-
tance between its central point and the central
point of the full image.

To get the size of an object, we use the object
area information (i.e., the bounding box of
height multiplies the width).

size(x)=





small if area ≤ S
medium if S < area ≤ M

large otherwise
where, area = w∗h, S denotes small size and

M is the medium size. We set S = 1024, M =
9216 in this paper.

Attribute: Determining specific attributes
for any object is very challenging. The at-
tribute generally contains color, material, size,
state, and action.

• Size: replace the size expression like small,
big, and medium with another (e.g., There
is a big apple vs. there is a small apple)

• Material: replace a material word in the
sentence (e.g., a metal box vs. a wood
box)

• State: replace the state expression, such
as cleanliness and newness (e.g., a man
with dry hair vs. a man with wet hair).

• Action: replace the action-related word
in the text (e.g., a standing person vs. a
sitting person).

• Color: replace the color word in the text
(e.g., A red apple is on the table vs. A
green apple is on the table)

Relation: Relation cares about the inter-
action between two objects. It covers replacing
the predicate in a triple (e.g., subject, predi-
cate, object), where the subject and object are
both objects in the image. A strong VLP ITM
head should assign a higher score to text match-
ing the pair-wise object interaction. Further,
we divide prediction into spatial and action. If

a predicate is one of the spatial prepositions
(e.g., in, on, at, etc), it is sub-categorized as
’spatial’; otherwise, it is labeled ’action.’

• Spatial: If a model can predict spatial
relation between two objects (e.g, <cat,
on, table> vs. <cat, under, table>).

• Action: If a model can predict other rela-
tion than a spatial preposition, usually ac-
tion verbs like run, jump, kick, eat, break,
cry, or smile (e.g., <cat, catch, fish> vs.
<cat, eat, fish>)

3.2 Vision Variation
A strong VLP model should be able to return
consistent scores when an image is transformed
with augmentation techniques such as rotation,
shift, flip, random brightness, etc. However,
previous augmentations are applied on the en-
tire image-level. We provide the object-level
data augmentation by combining cropped ob-
jects and image background. The generated
images are utilized to investigate the robustness
of the model outputs in various locations and
sizes of the target object. Strong VLP mod-
els should be able to return consistent scores
regardless of the location and size of target ob-
jects unless the language description is related
to location and size (e.g., an apple is the left
side of the tree, an apple is small). We allow to
input cropped objects and background images
and randomly place the target objects from
margin to center with various sizes to probe
the robustness. The goal of the LV-CheckList
on the vision-variations is to show how sim-
ple input changes such as object location and
size will affect the prediction outputs in the
VL-CheckList Demo.

4 Detailed User Guideline

This section describes a guideline for re-
searchers to use and contribute to the VL-
CheckList project.

First, users can install from GitHub1 or
from pip install vl-checklist. We further
provide a HuggingFace demo for people to try
out different VLP models2. Then the following
is a step-by-step guideline to use VL-CheckList.

1github.com/om-ai-lab/VL-CheckList
2huggingface.co/spaces/omlab/VL_checklist_demo
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Figure 1: Language Variation: negative samples are based on object, attribute and relation. Vision
Variation: a user inputs target objects and backgrounds and evaluates the various synthesized images

1) Define Corpus: a user defines a cor-
pus in the yaml config file. We provide four
initial pre-processed corpora using the semi-
structured dataset such as VG (Krishna et al.,
2017), SWiG (Pratt et al., 2020), VAW (Pham
et al., 2021) and HAKE (Li et al., 2019b). We
build a benchmark dataset for each capability
test in the proposed framework. We provide
the pre-processed datasets in the corpus folder
of our Github page. An example of the corpus
config yaml file is as follows:

ANNO_PATH: " A t t r / a c t i o n . j s o n "
IMG_ROOT: " vg / "
TYPE: " T U P L E _ J S O N "

ANNO_PATH is the specific Json file path
that includes positive and negative captions
and the specific image path.

The data type is TUPLE_JSON. We
converted the corpus into list of image path
and captions(positive and negative), in the
format of a list of [[{image_path:str,
"POS":pos_captions:list, "NEG":
neg_captions:list}] . . . ]

2) Define evaluation configuration:
Users can specify the evaluation settings in
another yaml to define evaluation in detail as
the following example:

MAX_NUM: 2 0 0 0
MODEL_NAME: " C L I P "
BATCH_SIZE: 4
TASK: " itc "
DATA:

TYPES: [ " O b j e c t / L o c a t i o n / mid " ]

TEST_DATA: [ " v g _ o b j " ]
OUTPUT:

DIR: " o u t p u t / c l i p "

The "MAX_NUM" is the maximum number
of data points and the "MODEL_NAME"
needs to be specified. Appropriate
"BATCH_SIZE" should be input based
on the GPU resources. The "TASK" can
be either "ITC" or "ITM". The "ITC" score
compares models’ scores on both positive and
negative captions. It counts as a true positive
when the score on the original is higher than
the negatively transformed one. The "ITM"
is predicting each image and a caption. It
is called the true positive when a softmax
score on a positive example on the image is
higher than the threshold of 0.5. The Data tag
consists of TYPES and TEST_DATA. The
TYPES is the storage paths of the "ymal_files".
In the top-level directory, we can divide it
into three categories: Object, Relation, and
Attribute. For Swig, Vg, etc., there are
multiple data subsets, so the data subset
type should be filled in the TEST_DATA.
We can specify the evaluation data, output
directory, and format as the example above.
After defining a config file, users can simply
start the evaluation as follows:.
from engine import Model
from vl_checklist import Evaluate
if __name__ == '__main__ ':

model = Model('model.ckpt')
eval = Evaluate("sample.yaml",

model=model)
eval.start()
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3) Define Model: Users can import
VL-CheckList to their projects (e.g., import
vl_checklist) and need to implement one
model class that includes the essential func-
tions, "predict". The predict function should
return probabilities on each pair of images and
texts. We included several representative mod-
els for quick comparisons, such as ViLT (Kim
et al., 2021), ALBEF (Li et al., 2021), OS-
CAR (Li et al., 2020), etc as example projects.

5 Experimental Settings
In this section, we profile one of the most rep-
resentative VLP models, CLIP (Radford et al.,
2021) by testing its ability to understand an
object, attribute, and relationship between a
text prompt and a given image for language
variations.

Metric: We return the model output scores
between the text description and the generated
negative samples. If the model score on the
original text description is higher than the score
on the generated negative samples, we regard
it as positive output. We obtain the accuracy
with the following equation.

acc =
∑i<n

i=0 f(xp
i , xn

i )
N

(1)

where, f(xp
i , xn

i ) = 1 if p(xp
i |Ii) > p(xn

i |Ii),
otherwise 0. xp

i denotes a positive sample of
ith data. xn

i means a positive sample of ith

data. The N is the total number of pairs of
positive and negative samples. Ii is ith image
data.

Data: The proposed VL-CheckList focuses
on a directional expectation test, in which the
label is expected to change in a certain way.
For example, when there is a black bear in the
photo and the text description is "A black bear
is holding a stick". We can transform several
variations (e.g., <a black bear → a red bear>,
<a stick → an apple>, <holding → throw-
ing>, etc). The negative sampling strategy
is the essential step for unbiased evaluations.
To generate hard negative examples, we use
the structured text description datasets such
as Visual Genome (VG) (Krishna et al., 2017),
SWiG (Pratt et al., 2020), and Human Activity
Knowledge Engine (HAKE) (Li et al., 2019b).
The VG provides attributes, relationships, and
region graphs which can make a hard negative

sample by replacing one attribute in the rela-
tion in the image. The SWiG dataset provides
structured semantic summaries of images with
roles such as agent and tool. We generate hard
negative samples by replacing one of the roles
in the text description to mismatch with the
image. HAKE dataset provides the relation-
ship between instance activity and body part
states (e.g., "head" inspect rear view, "right
hand" hold wheel, "hip" sit on chair seat).

For the VG dataset, we first assign each at-
tribute, object, and relation to the closet type
by cosine similarity from sentence transform-
ers. For objects and relationships, we randomly
sample a corresponding instance with a co-
sine similarity threshold of 0.5. For attribute,
we randomly sample a corresponding instance
from the same attribute class with a cosine
similarity threshold of 0.5. We further conduct
manual correction on the generated to data to
fix inappropriate data.

For vision variations, we only conduct quali-
tative analysis by visualizing the output scores
via the GUI demo. (Figure 2).

6 Results and Analysis

In general, the ability of CLIP to understand
object changes is promising when the object is
center and large (see the prefix-O at Figure 3).
We hypothesize that the CLIP model pays more
attention to the central region and focus on
salient objects, similar to the perspective of
human observation. On the other hand, CLIP’s
ability on recognizing attribute and relation-
related variants is surprisingly low, especially
for Relation-spatial variations (Figure 3).

Then, We investigate whether performance
can be improved by cropping the regions of
interest (ROI) first and then encoding the
cropped ROIs via CLIP. We extract text
descriptions on each bounding box on the
VG dataset to form a new image-text pair
(Imagelocal,text), and construct new datasets
for VG: Localsubj , Localobj . Results on
Localsubj and Localobj show that Region CLIP
outperforms the original CLIP (whole image en-
coding) by 3.9% and 5.7% respectively (Table
1). This confirms our hypothesis that the origi-
nal CLIP was trained to match the entire image
to a text description, without capturing the
fine-grained alignment between image regions
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Figure 2: A comparison of CLIP’s performances of the image with a big object in the center and image
with the same small object in the corner

Figure 3: A radar chart for text variance on the
CLIP model. (The prefix O, A, and R is Object,
Attribute, and Relation respectively)

and text spans. Thus the understanding of mi-
nor objects in the image for CLIP is still chal-
lenging and explore more fine-grained region-
to-text multimodal alignment is a promising
direction (Zhong et al., 2022).

For vision variations, we synthesize images
by changing an object’s size and location. In
Figure 2, the image on the left is a big apple
in the center, while the image on the right is a
small apple in the corner. The text prompt we
input is "an apple on the grass" and "a dog on
the grass". The accuracy of the left image with
a big and center apple is nearly 1.00, while the
right image with a small and corner apple only
obtains 0.127 of accuracy. The location and

size of the object in the image can significantly
affect the judgment of the model.

Thus Experimental results indicate that the
current benchmark evaluation reveals a gap of
performance for real applications. CLIP mostly
focus on objects that appeared in the center of
the image and the size of the objects should be
large. This limits its performance if the target
objects are minor in the marginal regions for
real-world applications.

Model \ VGdata_type Subj Obj
CLIP_Global 80.7 86
CLIP_Local 84.6 91.7

Table 1: Subj and Obj are two attribute subsets
extracted from VG dataset. A new dataset is con-
structed using the bounding box tag of VG to merge
and extract the region image pointed by subj and
obj fields. The text remains the same as previous
content (Imagelocal,text). It only does the expan-
sion experiment for CLIP.

7 Conclusion
This paper introduces VL-CheckList to analyze
VLP models from language and vision varia-
tions. For language variance, we evaluated
from three aspects: object, attribute and rela-
tion. For vision variance, we generated synthe-
sized images using cropped target objects and
background. We found limitations of the CLIP
model: 1) limited understanding for small ob-
jects in the corner 2) incompetence for recogniz-
ing relations and attributes. In the future, we
plan to include more fine-grained taxonomies
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and synthesizing strategies into VL-CheckList
and also improve existing VLP methods under
the guidance of VL-CheckList report.
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Abstract

In this paper we present TweetNLP, an inte-
grated platform for Natural Language Process-
ing (NLP) in social media. TweetNLP sup-
ports a diverse set of NLP tasks, including
generic focus areas such as sentiment analysis
and named entity recognition, as well as social
media-specific tasks such as emoji prediction
and offensive language identification. Task-
specific systems are powered by reasonably-
sized Transformer-based language models spe-
cialized on social media text (in particular, Twit-
ter) which can be run without the need for ded-
icated hardware or cloud services. The main
contributions of TweetNLP are: (1) an inte-
grated Python library for a modern toolkit sup-
porting social media analysis using our various
task-specific models adapted to the social do-
main; (2) an interactive online demo for code-
less experimentation using our models; and (3)
a tutorial covering a wide variety of typical
social media applications.

1 Introduction

Today’s society cannot be understood without the
role of social media. Online users connect more
and more via platforms that enable content sharing,
either generic or around specific topics, and do this
by means of text-only messages, or augmenting
them with multimedia content such as pictures, au-
dio or video. As such, these platforms have been
used to understand user, group and organization-
wide behaviours (Yang et al., 2021; Hu et al., 2021).
In particular, Twitter, which is the main platform
studied in this paper, has long been an important
resource for understanding society at large (Weller
et al., 2013). Twitter is interesting for NLP be-
cause it embodies many features that are natural in
spontaneous and ever-evolving fast-paced commu-
nication. However, the majority of NLP research
focuses on optimizing model development against
training data and evaluation benchmarks which are,
at worst, reasonably clean (e.g., news articles, blog

posts or Wikipedia). Consequently, when deployed
in the wild, features such as noisiness, multilin-
guality, immediacy, slang, technical jargon, lack of
context, platform-specific restrictions on message
length, emoji and other modalities, etc. become
core communicative variables that need to be fac-
tored in. Indeed, even traditional NLP tasks such as
normalization (Han and Baldwin, 2011; Baldwin
et al., 2015), POS tagging (Derczynski et al., 2013),
sentiment analysis (Poria et al., 2020) or named en-
tity recognition (Ritter et al., 2011; Baldwin et al.,
2013) have been shown to produce suboptimal re-
sults in the context of social media.

Given the above, we put forward TweetNLP
(tweetnlp.org), which offers a full-fledged
NLP platform specialized in Twitter. The back-
bone of TweetNLP consists of Transformer-based
language models that have been trained on Twitter
(Barbieri et al., 2020, 2022; Loureiro et al., 2022).
Then, these specialized language models have been
further fine-tuned for specific NLP tasks on Twitter
data. These models have already proved highly
popular, with thousands of downloads from the
Hugging Face model hub every month (Wolf et al.,
2020).1 TweetNLP integrates all these resources
into a single platform. With a simple Python API,
TweetNLP offers an easy-to-use way to leverage
cutting-edge NLP models in a variety of social me-
dia tasks. Despite the trend of ever-larger language
models (Shoeybi et al., 2019; Brown et al., 2020),
TweetNLP is more focused on the general user and
applicability, and therefore integrates base models
which are easily run in standard computers or on
free cloud services. Finally, all models can be ac-
cessed from an interactive online demo, offering
anyone the possibility to test models and perform

1Most notably, the sentiment analysis model has been the
most downloaded model in the Hugging Face model hub in
January 2022, with over 15M downloads. Similarly, the Tweet-
Eval benchmark, in which most task-specific Twitter models
are fine-tuned, has been the second most downloaded dataset
in April 2022, with over 150K downloads.
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real-time analysis on Twitter.

2 Related Work

General-purpose NLP libraries have been avail-
able for many years. Starting from the Java-based
CoreNLP (Manning et al., 2014) to the more re-
cent Python-based library Stanza (Qi et al., 2020).
More recently, libraries such as spaCy2 have been
ubiquitous in NLP, both in research and industry.
Finally, in the language models and Transformers
era, the Hugging Face Transformer hub has be-
come indispensable for state-of-the-art NLP (Wolf
et al., 2020), which is also leveraged for our li-
brary TweetNLP. However, none of these libraries
is specialized in social media or Twitter.

As for libraries developed specifically for social
media, these are more limited and mostly asso-
ciated with low-level tasks such as tokenization,
part-of-speech (Owoputi et al., 2013) tagging or
dependency parsing (Kong et al., 2014), and ini-
tially available for Java. The most recent Twitter-
specific Python library is TweebankNLP (Jiang
et al., 2022) based on Stanza. This library provides
state-of-the-art models on tokenization and lemma-
tization, besides competitive models on NER, part-
of-speech tagging and dependency parsing. In con-
trast, TweetNLP focuses on specialized Twitter-
specific language models for downstream tasks
such as sentiment analysis and offensive language
identification.

3 Models and Functionalities

TweetNLP is versatile in that it covers a wide
range of tasks and applications. The backbone of
TweetNLP are transformer-based language models,
which are covered in Section 3.1. The concrete
NLP tasks integrated in TweetNLP are presented
in Section 3.2. Finally, in Section 3.3 we present
embeddings used to represent words and tweets.
All TweetNLP model checkpoints are available in
the appendix.

3.1 Language models
Language models are at the core of TweetNLP. In-
stead of relying on general-purpose models (De-
vlin et al., 2019) or training a language model
from scratch (Nguyen et al., 2020), we start from
RoBERTa (Liu et al., 2019) and XLM-R (Conneau
et al., 2020) checkpoints and continue pre-training
on Twitter-specific corpora. This was shown to be

2https://spacy.io

generally more reliable for the amount of text anal-
ysed in Barbieri et al. (2020). Given our aim for
democratizing the usage of specialized language
models for social media, another important feature
of TweetNLP is the relatively small size of the lan-
guage models. To this end, all language models
rely on the equivalent of a RoBERTa-base or XLM-
R-base architecture. These models are efficient on
standard hardware and free-tiers of cloud comput-
ing services, with reasonable speed even without
GPU support.

TweetEval (Barbieri et al., 2020). This model
was initially released as part of the TweetEval
project. It is based on a RoBERTa-base architec-
ture using the original model as an initial check
point (Liu et al., 2019). Later, this language model
was further pre-trained on a corpus of 60M tweets
from May 2018 to August 2019.

TimeLMs (Loureiro et al., 2022). This model is
initially trained on the same Twitter corpus used by
Barbieri et al. (2020). The main difference lies on
a few preprocessing improvements applied to the
underlying corpus, including measures to reduce
potential spam and near duplicates, and more recent
corpora used for continual pretraining. The overall
quantity of tweets is therefore larger, as the model
is regularly updated (every 3 months) with a fixed
number of additional tweets. The most recently
released TimeLMs model to date is pre-trained on
132M tweets until the end of June 2022.

XLM-T (Barbieri et al., 2022). This model was
trained on 198M tweets on over thirty languages
from May 2018 to March 2020, following a simi-
lar strategy to Barbieri et al. (2020). In this case,
the initial checkpoint was XLM-R-base (Conneau
et al., 2020).

3.2 Supported tasks

In the following we describe the tasks supported
by TweetNLP. For the tweet classification tasks
included in TweetEval, and for topic classification,
we simply fine-tune the models described above on
the corresponding datasets, as described in Barbieri
et al. (2020). For model fine-tuning on named
entity recognition, we rely on the T-NER library
(Ushio and Camacho-Collados, 2021), which is
also integrated into TweetNLP.

Sentiment Analysis. The sentiment analysis task
integrated in TweetNLP consists of predicting the
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sentiment of a tweet with one of the three follow-
ing labels: positive, neutral or negative. The base
dataset for English is the unified TweetEval ver-
sion of the Semeval-2017 dataset from the task
on Sentiment Analysis in Twitter (Rosenthal et al.,
2017). Moreover, for the languages other than En-
glish we include the datasets integrated in UMSAB
(Barbieri et al., 2022), namely Arabic (Rosenthal
et al., 2017), French (Benamara et al., 2017), Ger-
man (Cieliebak et al., 2017), Hindi (Patra et al.,
2015), Italian (Barbieri et al., 2016), Portuguese
(Brum and Volpe Nunes, 2018), and Spanish (Díaz-
Galiano et al., 2018).

Emotion Recognition. Given a tweet, this task
consists of associating it with its most appropriate
emotion. As a reference dataset we use the Se-
mEval 2018 task on Affect in Tweets (Mohammad
et al., 2018), simplified to only the four emotions
used in TweetEval: anger, joy, sadness and opti-
mism.

Emoji Prediction. The goal of emoji prediction
is to predict the final emoji on a given tweet. The
dataset used to fine-tune our models is the Tweet-
Eval adaptation from the SemEval 2018 task on
Emoji Prediction (Barbieri et al., 2018), including
20 emoji as labels.

Irony Detection. This is a binary classification
task that aims at detecting whether a tweet is ironic
or not. It is based on the Irony Detection dataset
from the SemEval 2018 task (Van Hee et al., 2018).

Hate Speech Detection. The hate speech dataset
consists of detecting whether a tweet is hateful
towards women or immigrants. It is based on the
Detection of Hate Speech task at SemEval 2019
(Basile et al., 2019).

Offensive Language Identification. The task
consist of identifying any form of offensive lan-
guage in a tweet. The dataset is based on the
SemEval 2019 task on Identifying and Categoriz-
ing Offensive Language in Social Media (Zampieri
et al., 2019).

Stance Detection. Given a target topic and
a tweet, stance detection consists of assessing
whether the author of the tweet has a positive, neu-
tral or negative position towards the target. The
dataset considered was initially released for the Se-
mEval 2016 task on Detecting Stance in Tweets
(Mohammad et al., 2016).

Topic Classification. The aim of this task is,
given a tweet, assign topics related to its content.
The task is formulated as a supervised multi-label
classification problem where each tweet is assigned
one or more topics from a total of 19 available top-
ics. The topics were carefully curated based on
Twitter trends with the aim to be broad and general,
consisting of classes such as: arts and culture, mu-
sic, or sports. The underlying tweet topic classifi-
cation dataset contains over 10K manually-labeled
tweets (Antypas et al., 2022).

Named Entity Recognition. The goal of named
entity recognition (NER) is to find entities and iden-
tify their entity types in a given sentence. The un-
derlying Twitter NER dataset is composed of over
10K tweets which were annotated (internally) with
seven entity types.3

3.3 Embeddings

In addition to the language models and their sup-
ported tasks, we also release high-quality vec-
tor representation models for words and tweets,
i.e., embeddings (Pilehvar and Camacho-Collados,
2020). These relatively low-dimensional vector rep-
resentations can be exploited for a different range
of applications and analyses such as word/tweet
similarity or tweet retrieval, to name a few.

Word embeddings. TweetNLP word embed-
dings are based on fastText (Bojanowski et al.,
2017) and trained on the same corpora used to
train the language models described in Section 3.1.
In particular, we trained two sets of embeddings:
(1) a monolingual English model trained with the
TimeLMs Twitter corpus until the end of 2021; and
(2) a multilingual model trained with the Twitter
corpus used for XLM-T. Both models were trained
using the official fastText package with 300 dimen-
sions, minimum n-gram size 2, maximum n-gram
size 12, and remaining parameters set to defaults.

Tweet embeddings. For tweet embeddings, we
pulled tweet-reply pairs from the Twitter API and
trained contrastive embeddings with an InfoNCE
loss (Oord et al., 2018). For tweets with multiple
replies, we randomly sampled one reply. In train-
ing, one mini-batch is composed of a list of tweet-
reply pairs. The tweet-reply pairs are regarded as

3More details about the datasets for topic classification
and named entity recognition will be provided at a later stage.
Datasets were annotated internally in Snap and we are working
on releasing them to the public according to regulations.
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positive samples; the enumeration of all other pos-
sible combination of tweet-reply, tweet-tweet, and
tweet-reply pairs are regarded as negative samples.
The contrastive InfoNCE loss then pulls positive
pair representations close while pushes negative
representations away from each other. Training
was performed on 1.1M tweet-reply pairs, and we
collected a separate tweet-reply set of 10k pairs for
selecting the model checkpoint.

4 TweetNLP Python library

The TweetNLP Python library has been integrated
into pypi4 and therefore is easily accessible and
can be installed from pip ("pip install tweetnlp").
All the details on how to use TweetNLP are in
the associated Github repository, which is re-
leased fully open-source: https://github.
com/cardiffnlp/tweetnlp.

Once installed, loading and using a fine-tuned
model on any specific task can be done as follows.

from tweetnlp import load
tweet = "I love Paris!!"
# Sentiment Analysis
model = load(’sentiment’)
model.sentiment(tweet)
# Tweet Embeddings
model = load(’sentence_embedding’)
model.embedding(tweet)
# Masked Language Model
model = load(’language_model’)
tweet = "I love <mask>!!"
model.mask_prediction(tweet)

With the load statement, the associated fine-tuned
language models are loaded in the background.
Users can then get the predictions for any given sen-
tence or tweet with a simple pre-defined function
(e.g., .sentiment or .predict). Custom loading of ex-
isting fine-tuned language models not included in
TweetNLP is also possible. The same functionali-
ties apply to all the other tasks described in Section
3.2.

5 Tutorials

In addition to the Python library presented in
the previous section, TweetNLP offers access
to the underlying Python code structured in in-
structive Google Colab notebooks with starter
code and examples (https://tweetnlp.
org/get-started/). These notebooks are
aimed at users with varying degrees of experience
in NLP and social media processing. In the fol-

4https://pypi.org/project/tweetnlp/

lowing we list the currently existing tutorials and a
brief description:

Introduction to TweetNLP. In this initial intro-
duction, users learn how to use the TweetNLP
Python library to make use of specialized mod-
els in social media for a wide variety of tasks from
sentiment analysis to named entity recognition.

Getting data from Twitter. This notebook helps
users understand the Twitter API5 and how to in-
teract with it. More importantly, there are concrete
examples on how to retrieve data (i.e. tweets) from
Twitter, usually given a hashtag or a keyword.

Custom fine-tuning. In this notebook users can
learn to fine-tune any given language model on a
specific task (e.g. sentiment analysis). For this, we
will take advantage of the TweetEval task data and
unified format (Barbieri et al., 2020). Additionally,
users can learn how to easily evaluate language
models on TweetEval.

Word embeddings. With this notebook users can
learn how to train their own word embeddings on
custom data using Gensim6 (Řehůřek and Sojka,
2010). The notebook also includes examples on
how to get similarity scores from Twitter-specific
word embeddings, or how to obtain the nearest
neighbour words from a given input word.

Language models over time. This notebook
leverages the TimeLMs library (Loureiro et al.,
2022). Users can learn how to make use of lan-
guage models that have been trained in short peri-
ods of time since 2019 until recently.

Tweet embeddings. This notebook contains ex-
amples on how to transform a tweet into a vector
(embedding) and how these enable important appli-
cations such as tweet similarity and retrieval.

6 Demo

In addition to the Python-based library and tuto-
rials, we developed a comprehensive web-based
demo integrating all our models, available at
https://tweetnlp.org/demo/. The goal
of the demo is for any user to be able to test our
models and get predictions. In particular, the model
includes the following five functionalities:

5https://developer.twitter.com/en/
docs/twitter-api

6https://radimrehurek.com/gensim/

41

https://github.com/cardiffnlp/tweetnlp
https://github.com/cardiffnlp/tweetnlp
https://tweetnlp.org/get-started/
https://tweetnlp.org/get-started/
https://pypi.org/project/tweetnlp/
https://tweetnlp.org/demo/
https://developer.twitter.com/en/docs/twitter-api
https://developer.twitter.com/en/docs/twitter-api
https://radimrehurek.com/gensim/


Sentence/tweet classification (Figure 1). Users
can input a sentence or a tweet (including a tweet
URL) and the output is a plot display of the confi-
dence of the model with respect to its predictions.
This demo includes all tweet classification tasks
supported in English (see Section 3.2), as well as
a multilingual sentiment analysis model based on
XLM-T.

Figure 1: TweetNLP tweet classification demo.

Hashtag analysis (Figure 2). This demo directly
interacts with the Twitter API. Users can type a
hashtag (or any keyword), initial and end dates,
task and language. The system will then retrieve
tweets for the given time interval and compute an
aggregated analysis of the results. Languages sup-
ported for this demo are available in the appendix.

Figure 2: TweetNLP hashtag analysis demo. The output
is a bar plot that shows the sentiment of the retrieved
tweets over time for the input hashtag #NLProc.

Word prediction (Figure 3). Masked language
models utilized in TweetNLP are trained to predict
unknown (or masked) words within a sentence. For
this demo, users can input a sentence with a masked
word and the system will show the most likely
words as given by the masked language model, in
order of confidence.

Figure 3: TweetNLP word prediction demo.

Tweet similarity (Figure 4). Given two short
pieces of text (e.g., two sentences or two tweets),
this demo displays their cosine similarity score
on a 0-100 scale as provided by our default tweet
embedding model.

Figure 4: TweetNLP tweet similarity demo.

Named Entity Recognition (Figure 5). Given
a tweet or a sentence, this NER demo locates its
named entities and infers their types.

7 Evaluation

In this section, we provide experimental results of
the default models integrated into TweetNLP.

7.1 Experimental setting
Datasets. For the evaluation we utilized all the
train/validation/test splits described in Section 3.2.
In particular, we relied on the TweetEval-released
datasets for all tweet classification tasks except for
topic classification.
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Figure 5: TweetNLP Named Entity Recognition demo.

Default TweetNLP language models. While in
TweetNLP all Twitter-specific language models are
included, we use as a default (1) TimeLMs trained
until December 2021 for English and (2) XLM-T
for the languages other than English and multilin-
gual tasks. These models are then fine-tuned to the
corresponding tasks as described in Section 3.2.

Comparison systems. We report the perfor-
mance of all original TweetEval baselines (Barbieri
et al., 2020): a frequency-based SVM classifier,
fastText (Joulin et al., 2017), a Bidirectional LSTM,
RoBERTa-base (Liu et al., 2019), a RoBERTa-
base model trained on Twitter from scratch (RoB-
Twitter) and the original TweetEval RoBERTa-base
model. As another baseline we include BERTweet
(Nguyen et al., 2020), trained on almost 1 billion
tweets from 2013 to 2019.

Language model fine-tuning. Fine-tuning is per-
formed on the training sets of each corresponding
dataset, using their corresponding development sets
for validation. We followed TweetEval training
protocols for tweet classification, where only the
learning rate and number of epochs are tuned (Bar-
bieri et al., 2020). All reported results for language
models are based on an average of three runs.

7.2 Results

Table 1 shows the main results of our TweetNLP
default language model and comparison systems on
nine Twitter-based tasks.7 The default TimeLMs-
21 model achieves the overall results on most tasks,
especially comparing it with a comparable general-
purpose RoBERTa-based model. In the following
we also provide details of our experimental results

7The BERTweet result on Irony is marked with * as their
pre-training corpus overlapped with the Irony dataset, which
was constructed using distant supervision.

on languages other than English , and for the inte-
grated word and tweet embedding models.

Multilingual sentiment analysis results. In ad-
dition to the English evaluation, we report results
on multilingual sentiment analysis (Table 2). The
evaluation is performed on the UMSAB multin-
gual sentiment analysis benchmark (Barbieri et al.,
2022). For this evaluation we compare XLM-T
fine-tuned on all the language-specific training sets
of UMSAB with XLM-R (Conneau et al., 2020)
using the same fine-tuning strategy. As an ad-
ditional indicative baseline, we include fastText
trained on the language-specific training sets. As
can be observed, our domain-specific XLM-T lan-
guage model achieves the best overall results in all
languages, further reinforcing the importance of
in-domain language model training.

Word embedding results. As a sanity check
to verify the quality of the word embeddings,
we simply test them on standard word similar-
ity datasets: The WS-Sim similarity and WS-
Rel relatedness subsets (Agirre et al., 2009) from
WordSim-353 (Finkelstein et al., 2002), SemEval-
2017 (Camacho-Collados et al., 2017) and MEN
(Bruni et al., 2014). Then, we compared the re-
sults with the pre-trained fastText model trained
on the Common Crawl (Bojanowski et al., 2017),
and Wikipedia. According to Spearman correla-
tion, the results of our Twitter embeddings were
0.77 (WS-Sim), 0.72 (WS-Rel), 0.69 (SemEval),
and 0.79 (MEN).8 In contrast, the pre-trained fast-
Text Common Crawl results were 0.84 (WS-Sim),
0.64 (WS-Rel), 0.67 (SemEval), and 0.81 (MEN).
We should note that these datasets are not specific
to social media and even so, our trained embed-
dings outperform the standard pre-trained fastText
in two datasets. In particular, there seems to be a
marked difference between similarity and related-
ness, where our Twitter embeddings appear to be
more suited to relatedness.

Tweet embedding results. For tweet embed-
dings we explore a tweet retrieval task setting
which consists of finding the reply to a given tweet
from the 10k replies in the search space. We ran-
domly sampled 3k tweet-reply pairs that do not

8While not directly comparable given the different sizes,
we also compared with our previously-released Twitter-
specific 100-dimensional fastText embeddings (Camacho-
Collados et al., 2020). The results for these embeddings were
consistently lower: 0.65 (WS-Sim), 0.43 (WS-Rel), 0.52 (Se-
mEval), and 0.76 (MEN).
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Emoji Emotion Hate Irony Offensive Sentiment Stance Topic NER
SVM 29.3 64.7 36.7 61.7 52.3 62.9 67.3 30.5 -

fastText 25.8 65.2 50.6 63.1 73.4 62.9 65.4 24.0 -
BLSTM 24.7 66.0 52.6 62.8 71.7 58.3 59.4 27.0 -

RoB-Base 30.9 76.1 46.6 59.7 79.5 71.3 68.0 50.1 58.0
RoB-Twitter 29.3 72.0 46.9 65.4 77.1 69.1 66.7 - -
TweetEval 31.4 78.5 52.3 61.7 80.5 72.6 69.3 56.8 56.8
BERTweet 33.4 79.3 56.4 82.1* 79.5 73.4 71.2 52.7 58.7

TweetNLP (TimeLMs-21) 34.0 80.2 55.1 64.5 82.2 73.7 72.9 58.8 59.7
Evaluation metric M-F1 M-F1 M-F1 F(i) M-F1 M-Rec AVG (F) M-F1 M-F1

Table 1: Test results in the nine TweetNLP-supported tasks.

Arabic English French German Hindi Italian Portuguese Spanish ALL
fastText 45.98 50.85 54.82 59.56 37.08 54.65 55.05 50.06 51.01
XLM-R 64.31 68.52 70.52 72.84 53.39 68.62 69.79 66.03 66.75

TweetNLP (XLM-T) 66.89 70.63 71.18 77.35 56.35 69.06 75.42 68.52 67.91

Table 2: Sentiment analysis results (Macro-F1) on the UMSAB unified benchmark. XLM-R and TweetNLP models
are fine-tuned on the training sets of all languages.

overlap with training data and split them into 3 sets
of 1k pairs. We report accuracy@1 and average
models’ performance on the 3 sets. We also in-
clude results on sentence similarity, using the STS-
benchmark (Cer et al., 2017) and reporting Spear-
man’s correlation. We list tweet-reply retrieval
accuracy and STS-benchmark Spearman’s correla-
tion in Table 3. We compare with recent supervised
(Reimers and Gurevych, 2019, Sentence-BERT;
all-mpnet-base-v2), and unsupervised (Liu et al.,
2021, Mirror-BERT), (Gao et al., 2021, SimCSE)
sentence embedding models.9 On the task of tweet-
reply retrieval, our tweet-embeddings model sig-
nificantly outperforms all-mpnet-base-v2 trained
with around 1B sentence pairs. This highlights the
importance of in-domain training. On the STS-
Benchmark, all-mpnet-base-v2 achieves the best
performance and our tweet-embeddings perform
the worst among baselines but they are generally in
a similar ballpark. To complement this evaluation,
we plan to test our tweet embeddings with a textual
similarity dataset in the tweet domain in the future.

8 Conclusion and Future Work

In this demo paper we have presented TweetNLP,
an all-round platform for NLP specialized in so-
cial media. The platform is powered by relatively
lightweight language models trained on Twitter,
and adapted (fine-tuned) to various popular NLP
tasks on social media, such as sentiment analysis
and offensive language identification. In addition

9Baseline checkpoint links are included in the Appendix.

Model Retrieval STS

Sentence-BERT 6.1 77.0
all-mpnet-base-v2 15.8 83.4
Mirror-RoBERTa 8.8 79.6
SimCSE-RoBERTa 9.2 80.3

TweetNLP (Tweet-embeddings) 26.7 70.7

Table 3: Results of sentence and tweet embedding mod-
els on tweet-reply retrieval and the STS-benchmark.

to sharing the models, TweetNLP provides an on-
line demo, a Python library, and a tutorial to make
the most of the models, regardless of the expertise
of the user. TweetNLP also enables easy inspection
of the models by non-programmers, which can help
identify harmful biases or errors, that in turn would
help improve the models in the future.

While this first release version of TweetNLP is
self-contained and complete, our goal is to keep
updating it with both new models and tasks. Since
social media data is at the core of TweetNLP, we are
planning to develop new datasets and models for so-
cial media tasks. In particular, our idea is to go be-
yond tweet classification tasks, which are currently
well covered in TweetNLP. For instance, low-level
tasks such as syntactic parsing and part-of-speech
tagging has been traditionally hard in noisy environ-
ments such as social media. Finally, in the future
we are also planning to extend TweetNLP to other
social media platforms such as Reddit, LinkedIn
or Instagram, and to provide support for languages
other than English in a wider variety of tasks.

44



9 Impact Statement

This paper deals with social media data, in par-
ticular with Twitter. All Twitter regulations were
followed and data was extracted through the offi-
cial Twitter API. To mitigate the potential effect of
working with this type of data, all dataset-related
tweets were anonymized, with URLs removed. In
most cases dataset creators made an effort to re-
move offensive or harmful content from the tweets.
Nonetheless, models trained on this data may am-
plify existing biases present in the social media
platform. While this is in many cases unavoidable,
we hope that by making this demo public with
model prototypes, experts will be able to more eas-
ily inspect these biases and we will be able to better
understand the potential biases of models trained
on this type of data.
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A Languages supported

In addition to English, the sentiment analysis demo
(including hashtag analysis) is also available for
the following languages: Amharic, Arabic, Arme-
nian, Basque, Bengali, Bulgarian, Burmese, Cata-
lan, Chinese, Czech, Danish, Dhivehi, Dutch, Esto-
nian, Finnish, French, Georgian, German, Greek,
Haitian, Hebrew, Hindi, Hungarian, Icelandic, In-
donesian, Italian, Japanese, Kannada, Khmer, Ko-
rean, Kurdish, Lao, Latvian, Lithuanian, Malay-
alam, Marathi, Nepali, Norwegian, Oriya, Panjabi,
Persian, Polish, Pushto, Romanian, Russian, Ser-
bian, Sindhi, Sinhala, Slovenian, Spanish, Swedish,
Tagalog, Tamil, Telegu, Thai, Turkish, Uighur,

Ukranian, Urdu, Vietnamese, Welsh. These lan-
guages are supported both by a XLM-T multilin-
gual model and the Twitter API.

B Model Links

Table 4 lists all TweetNLP models and their corre-
sponding Hugging Face model hub links.

We release the word embeddings along
with Gensim-optimized versions: (1) English-
monolingual word embeddings are available at
https://tweetnlp.org/downloads/
twitter-2021-124m-300d.new.bin; (2)
Multilingual word embeddings are available at
https://tweetnlp.org/downloads/
twitter-multilingual-300d.new.
bin.

Table 5 lists the baselines used for the evaluation
(Section 7) and their corresponding Hugging Face
hub links.
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Model Link

TweetEval https://huggingface.co/cardiffnlp/twitter-roberta-base
TimeLMs-21 (default) https://huggingface.co/cardiffnlp/twitter-roberta-base-2021-124m
XLM-T https://huggingface.co/cardiffnlp/twitter-xlm-roberta-base
Sentiment Analysis https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment-latest
Multilingual Sentiment Analysis https://huggingface.co/cardiffnlp/twitter-xlm-roberta-base-sentiment
Emotion Recognition https://huggingface.co/cardiffnlp/twitter-roberta-base-emotion
Emoji Prediction https://huggingface.co/cardiffnlp/twitter-roberta-base-emoji
Irony Detection https://huggingface.co/cardiffnlp/twitter-roberta-base-irony
Hate Speech Detection https://huggingface.co/cardiffnlp/twitter-roberta-base-hate
Offensive Language Identification https://huggingface.co/cardiffnlp/twitter-roberta-base-offensive
Stance Detection (abortion) https://huggingface.co/cardiffnlp/twitter-roberta-base-stance-abortion
Topic Classification https://huggingface.co/cardiffnlp/tweet-topic-21-multi
Named Entity Recognition https://huggingface.co/tner/twitter-roberta-base-dec2021-tweetner7-all
Tweet Embeddings https://huggingface.co/cambridgeltl/tweet-roberta-base-embeddings-v1

Table 4: Hugging Face model links of all the NLP models included in TweetNLP (if available).

Model Link

RoBERTa-base https://huggingface.co/roberta-base
XLM-R https://huggingface.co/xlm-roberta-base
BERTweet https://huggingface.co/vinai/bertweet-base
Sentence-BERT https://huggingface.co/sentence-transformers/bert-base-nli-mean-tokens
all-mpnet-base-v2 https://huggingface.co/sentence-transformers/all-mpnet-base-v2
Mirror-RoBERTa https://huggingface.co/cambridgeltl/mirror-roberta-base-sentence-drophead
SimCSE-RoBERTa https://huggingface.co/princeton-nlp/unsup-simcse-roberta-base

Table 5: Baseline models’ Hugging Face links (if available).
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Abstract

JoeyS2T is a JoeyNMT (Kreutzer et al., 2019)
extension for speech-to-text tasks such as au-
tomatic speech recognition and end-to-end
speech translation. It inherits the core philos-
ophy of JoeyNMT, a minimalist NMT toolkit
built on PyTorch, seeking simplicity and acces-
sibility. JoeyS2T’s workflow is self-contained,
starting from data pre-processing, over model
training and prediction to evaluation, and is
seamlessly integrated into JoeyNMT’s compact
and simple code base. On top of JoeyNMT’s
state-of-the-art Transformer-based encoder-
decoder architecture, JoeyS2T provides speech-
oriented components such as convolutional lay-
ers, SpecAugment, CTC-loss, and WER eval-
uation. Despite its simplicity compared to
prior implementations, JoeyS2T performs com-
petitively on English speech recognition and
English-to-German speech translation bench-
marks. The implementation is accompanied
by a walk-through tutorial and available on
https://github.com/may-/joeys2t.

1 Introduction

End-to-end models recently have been shown to
be able to outperform complex pipelines of indi-
vidually trained components in many NLP tasks.
For example, in the area of automatic speech recog-
nition (ASR) and speech translation (ST), the per-
formance gap between end-to-end models and cas-
caded pipelines, where an acoustic model is fol-
lowed by an HMM for ASR, or an ASR model is
followed by a machine translation (MT) model for
ST, seems to be closed (Sperber et al., 2019; Ben-
tivogli et al., 2021). An end-to-end approach has
several advantages over a pipeline approach: First,
it mitigates error propagation through the pipeline.
Second, its data requirements are simpler since in-
termediate data interfaces to bridge components
can be skipped. Furthermore, intermediate com-
ponents such as phoneme dictionaries in ASR or
transcriptions in ST need significant amounts of ad-

ditional human expertise to build. For end-to-end
models, the overall model architecture is simpler,
consisting of a unified end-to-end neural network.
Nonetheless, end-to-end components can be ini-
tialized from non end-to-end data, e.g., in audio
encoding layers (Xu et al., 2021) or text decoding
layers (Li et al., 2021).

ASR or ST tasks usually have a higher entry bar-
rier than MT, especially for novices who have little
experience in machine learning, but also for NLP
researchers who have previously only worked on
text and not speech processing. This can also be
seen in the population of the different tracks of NLP
conferences. For example, the “Speech and Multi-
modality” track of ACL 2022 had only a third of
the number of papers in the “Machine Translation
and Multilinguality” track.1 However, thanks to
the end-to-end paradigm, those tasks are now more
accessible for students or entry-level practitioners
without huge resources, and without the experi-
ence of handling the different modules of a cas-
caded system or speech processing. The increased
adoption of Transformer architectures (Vaswani
et al., 2017) in both text (Kalyan et al., 2021) and
speech processing (Dong et al., 2018; Karita et al.,
2019a,b) has further eased the transfer of knowl-
edge between the two fields, in addition to making
joint modeling easier and more unified.

Reviewing existing code bases for end-to-end
ASR and ST—for example, DeepSpeech (Han-
nun et al., 2014), ESPnet (Inaguma et al., 2020;
Watanabe et al., 2020), fairseq S2T (Wang et al.,
2020), NeurST (Zhao et al., 2021) and Speech-
Brain (Ravanelli et al., 2021)—it becomes appar-
ent that the practical use of open-source toolkits
still requires significant experience in navigating
large-scale code, using complex data formats, pre-
processing, neural text modeling, and speech pro-
cessing in general. High code complexity and a

1https://public.tableau.com/views/ACL2022map/
Dashboard1?:showVizHome=no
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lack of documentation are frustrating hurdles for
novices. We propose JoeyS2T, a minimalist and
accessible framework, to help novices get started
with speech recognition and translation, to accel-
erate their learning process, and to make ASR and
ST more accessible and transparent, that is directly
targeting novices and their needs.

We hope that making more accessible imple-
mentations will also have trickle-down effects of
making the research built on top of it more ac-
cessible and more linguistically and geograph-
ically diverse (Joshi et al., 2020). This ef-
fect has already been observed for the adoption
of JoeyNMT for text MT for low-resource lan-
guages (∀ et al., 2020; Camgoz et al., 2020; Zhao
et al., 2020; Zacarías Márquez and Meza Ruiz,
2021; Ranathunga et al., 2021; Mirzakhalov et al.,
2021). Furthermore, speech technology has an even
higher potential for language inclusivity (Black,
2019; Abraham et al., 2020; Zhang et al., 2022; Liu
et al., 2022).

2 Speech-to-Text Modeling

Automatic speech recognition and translation re-
quire mapping a speech feature sequence X =
{xi ∈ Rd} to a text token sequence Y = {yt ∈ V}.
The continuous speech signal in its raw wave form
is pre-processed into a sequence of discrete frames
that are each represented as d-dimensional speech
feature vectors xi, e.g., log Mel filterbanks at the
i-th time frame. In contrast, a textual sequence is
naturally composed of discrete symbols that can
be broken down into units of different granularity,
e.g. characters, sub-words, or words. These units
then form a vocabulary, so in the above formulation
yt is the t-th target token from the vocabulary V .
The goal of S2T modeling is then to find the most
probable target token sequence Ŷ from all possible
vocabulary combinations V∗:

Ŷ = argmax
Y ∈V∗

p(Y | X). (1)

2.1 Why End-to-End Modeling?
In conventional HMM modeling, the posterior
probability p(Y | X) from Eq. 1 is decomposed
into three components by introducing the HMM
state sequences S = {st}:

p(Y | X) ≈ p(X | S)︸ ︷︷ ︸
Acoustic Model

p(S | Y )︸ ︷︷ ︸
Lexical Model

p(Y )︸ ︷︷ ︸
LM

. (2)

The components correspond to an acoustic model
p(X | S), a lexical representation model p(S |

Y ), and a language model p(Y ). For practitioners,
this means that three individual models need to be
implemented, trained and combined. This comes
with a large overhead, since each of them requires
dedicated linguistic resources and experience in
training and tuning. Attention-based deep neural
networks have reduced this burden significantly
since they implicitly model all three components
in a single neural network, mapping X directly to
Y (Chorowski et al., 2015; Chan et al., 2016).

2.2 Optimization
Most approaches to sequence-to-sequence learning
tasks like MT use the cross-entropy (Xent) loss for
optimization, and break the sequence prediction
task down to a token-level objective. The posterior
probability from above is modeled as the product
of output token probabilities conditioned on the
entire input sequence X and the target prefix y<t:

pxent(Y | X) :=
∏

t

p(yt | y<t;X). (3)

A popular alternative in ASR is to employ
Connectionist Temporal Classification (CTC) loss
(Graves and Jaitly, 2014). CTC uses a Markov as-
sumption to model the transition of states similar
to conventional HMM:

pctc(Y | X) :=
∑

A

∏

t

p(at | X), (4)

where A denotes the set of valid alignments from
X to Y , at ∈ A is one possible alignment at the
t-th time step, and marginalizing the conditional
probability p(at | X) over all valid possible align-
ments yields the sequence-level probability.

This CTC formulation is suitable to learn mono-
tonic alignments between audio and text, and it
also can handle very long sequences efficiently by
solving dynamic programming on the state tran-
sition graph. The assumption of conditional in-
dependence at different time steps is a potentially
harmful simplification which is compensated for
by a token-level objective and by jointly minimiz-
ing cross-entropy and CTC loss (Hori et al., 2017;
Watanabe et al., 2017). The final optimization ob-
jective in the JoeyS2T implementation is a loga-
rithmic linear combination of the label-smoothed
cross-entropy loss and the CTC loss defined above:

Ltotal :=(1− λ) log pxent(Y | X)

+ λ log pctc(Y | X), (5)

where λ ∈ [0, 1] is an interpolation parameter.
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3 Design Principles

Simplicity: We devoted considerable effort to
keep JoeyS2T’s module structure simple and flat. It
directly employs the PyTorch (Paszke et al., 2019)
backend and has a low level of abstraction (details
in Section 4.6). JoeyS2T has a minimal list of
external dependencies that can be easily installed
via the PyPI2 tool. Even for pre-processing, ex-
ternal dependencies on tools such as Kaldi (Povey
et al., 2011) are avoided. For filterbank feature ex-
traction, we use TorchAudio3 which is seamlessly
integrated into PyTorch. In contrast to other toolk-
its, speech modules extended in JoeyS2T are only
built for speech-to-text modeling. It does not imple-
ment speech enhancement, nor speaker detection
or speech generation. While this might appear like
a limitation, we believe that the reduction of func-
tionalities to a carefully identified minimum for ST
and ASR is the key for increased accessibility.4

Accessibility: We also have written extensive
documentation and walk-through tutorials to help
newcomers become more familiar with speech tech-
nologies. JoeyS2T also provides pretrained mod-
els including configuration files which lower the
barrier to get started. To guarantee the accessi-
bility of the code, we open-sourced JoeyS2T un-
der a very permissive license (Apache 2.0). The
JoeyS2T developer community actively supports
user questions and requests. We maintain an open
platform to discuss bug fixes, possible extensions
etc. All contributions are first automatically con-
trolled by the internal unit tests and will manually
be reviewed by our team.

Reproducibility: To ensure that the reported re-
sults are comparable and reproducible, we release
models trained on publicly available data. Our
evaluation metrics are described in detail (tokeniza-
tion, punctuation handling etc.). All pre- and post-
processing scripts are published with a data down-
load path and explicit hyperparameter configura-
tions. We track all code changes in our repository
and provide version information which is often a
critical factor for reproducibility as bug fixes can
affect evaluation scores.

2https://pypi.org/
3https://github.com/pytorch/audio
4A clean code base can always be extended by users once

they are more proficient. For example, JoeyNMT has been suc-
cessfully extended to other modalities and integrated into web
interfaces by advanced users. See https://github.com/
joeynmt/joeynmt#projects-and-extensions

4 Implementation and Usage

4.1 Hyperparameter Configuration
JoeyS2T sets up experiments based on a YAML-
style configuration file which declares the whole
pipeline, just like JoeyNMT. Processes are run in a
Python interface without relying on external Bash
or Perl scripts. In the configuration file, users can
choose between the tasks MT (Machine Translation)
or S2T (Speech-to-Text) in order to inform JoeyS2T
about the input data type: audio or text. The hy-
perparameters of speech-related modules such as
SpecAugment, 1d-Conv etc. can also be specified
in the same configuration file.5

4.2 Data Loading and Pre-processing
Source Audios: We separated computationally
heavy pre-processing steps from model training,
e.g., the conversion from raw wave forms to spec-
trograms by Fourier transformation. We employ
the TorchAudio API to extract audio features in
the pre-processing scripts. JoeyS2T includes mod-
ules for Cepstral Mean Variance Normalization
(CMVN) (Viikki and Laurila, 1998) and SpecAug-
ment (Park et al., 2019) by default. These are ap-
plied minibatch-wise before the input data are fed
into the encoder.

Data Loading: As a precautionary measure to
avoid memory allocation errors (which can happen
for large audio inputs) we implemented on-the-fly
data loading: we only store the path to the data
in the iterator, and load the actual spectrogram
features into memory every time a minibatch is
constructed.

Target Texts: For target texts, we expect users
to prepare a tokenization model independently and
to specify the path to the trained tokenizer. Be-
sides rule-based character-level tokenization and
basic white space splitting, we currently support
subword-nmt tokenizers (Sennrich et al., 2016)
and SentencePiece tokenizers (Kudo and Richard-
son, 2018). Users can specify tokenizer options
in JoeyS2T’s configuration file. During training,
JoeyS2T applies text tokenization on the fly. Since
the text length can be calculated only after tokeniza-
tion, instance filtering by length is applied in this
step. Thanks to this flexible on-the-fly tokeniza-
tion, dynamic data augmentation methods i.e., BPE
Dropout (Provilkov et al., 2020), SwitchOut (Wang

5Sample configuration files for different datasets are avail-
able at https://github.com/may-/joeys2t/configs
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Figure 1: Architecture of JoeyS2T. We reuse
JoeyNMT’s basic building blocks and extended them by
essential audio-specific modules.

et al., 2018) or ADA (Lam et al., 2021) can be
easily integrated.

4.3 Architectures

JoeyS2T supports a Transformer-based encoder-
decoder architecture (see Figure 1). We reuse
the self-attention encoder and decoder layers of
JoeyNMT, and modify them in order to support
speech-specific components.

Input Representations: Instead of converting to-
ken embeddings from discrete one-hot encodings
to continuous vectors (as done for text input), we
directly feed the sequence of filterbank vectors to
the encoder. The embedding size in text-based
JoeyNMT thus corresponds to the filterbank fre-
quency size in JoeyS2T.

Encoder: The biggest difference to the origi-
nal text-to-text Transformer architecture is the 1-
dimensional convolution layer (1d-Conv) placed
before the self-attention encoder. It compresses
potentially redundant features along the time di-
mension in order to capture phonetic structures.
Each 1d-Conv layer has a stride of 2. This further
downsamples the sequence by a factor of 2l, where
l is the number of 1d-Conv layers. The reduction
of the input length is essential for computation
speed: Speech feature sequences are usually much
longer than text token sequences, and the compu-
tational complexity of one self-attention block is
O(u2 · d) (Vaswani et al., 2017), where u is the
maximal input length (number of tokens in textual
input, or number of time frames in speech input),
and d is the embedding size.

Decoder: We reuse the decoder construction of
the original JoeyNMT code, but add one additional

linear layer for the CTC loss on top of the self-
attentive decoder layers.

Inference: We support greedy and beam search
based on the token probability distributions. All
inference enhancements introduced in JoeyNMT
v2.0 such as repetition penalty, n-gram blocker,
probability scoring, attention visualization of cross-
attention heads in transformer layers, etc. are sup-
ported by JoeyS2T as well.

4.4 Evaluation Metrics
JoeyS2T supports Character F-score
(ChrF) (Popović, 2015), BLEU (Papineni
et al., 2002) and Word Error Rate (WER) based
on Levenshtein distance (Navarro, 2001) as
evaluation metrics for ASR and ST. We import
sacrebleu7 (Post, 2018) for ChrF and BLEU,
and editdistance8 (Hyyrö, 2001) for WER. In
addition, perplexity and accuracy can be monitored
during training on Tensorboard (Abadi et al.,
2015).

4.5 Documentation and Tutorial
We follow the documentation strategy of JoeyNMT,
which means that all extended functions have their
own docstring and in-line comments for tensor
shapes. Unit tests covering essential modules are
automatically triggered on every commit to the
repository.

In the hands-on tutorial, we present working ex-
amples for ASR and ST as Jupyter notebooks.9 The
walk-through tutorial is self-contained and explains
the whole pipeline: installation steps, data down-
loading, data pre-processing, configuration, model
training/fine-tuning, inference and evaluation. We
will keep the tutorial up to date with potential future
API changes.

4.6 Code complexity
JoeyNMT exhibits the spirit of minimalism by aim-
ing to achieve 80% of the output quality with 20%
of a common toolkit’s code size (80/20 principle;
(Pareto, 1896)). Table 3 gives statistics on code

6nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.1.0
7https://github.com/mjpost/sacrebleu
8https://github.com/roy-ht/editdistance
9Demo video: https://youtu.be/bpBtq2jLolQ

10https://github.com/espnet/espnet/tree/master/
espnet2 (commit hash 039cc5d)

11https://github.com/pytorch/fairseq/tree/main/
fairseq (commit hash ad3bec5)

12https://github.com/may-/joeys2t/tree/main/
joeynmt (commit hash a80802a)
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LibriSpeech 100h (WER ↓)
System Architecture dev-clean dev-other test-clean test-other

Kahn et al. (2020)† BiLSTM 14.00 37.02 14.85 39.95
Laptev et al. (2020)† Transformer 10.3 24.0 11.2 24.9
ESPnet‡ Transformer 8.1 20.2 8.4 20.5
ESPnet‡ Conformer 6.3 17.4 6.5 17.3
JoeyS2T Transformer 10.66 ± 0.36 23.82 ± 0.34 12.02 ± 0.32 24.75 ± 0.37

LibriSpeech 960h (WER ↓)
System Architecture dev-clean dev-other test-clean test-other

Gulati et al. (2020)† Conformer 1.9 4.4 2.1 4.9
ESPnet‡ Conformer 2.3 6.1 2.6 6.0
SpeechBrain* Conformer 2.13 5.51 2.31 5.61
fairseq S2T* Transformer 3.23 8.01 3.52 7.83
fairseq wav2vec2* Conformer 3.17 8.86 3.39 8.57
JoeyS2T Transformer 3.79 ± 0.27 8.84 ± 0.39 4.31 ± 0.52 8.66 ± 0.35

Table 1: Averaged results in WER on the English LibriSpeech dataset over three runs with standard deviations
(±). We compute the WER on lowercased transcriptions without punctuations using SacreBLEU’s 13a tokenizer.
†: results were reported in the papers linked above. ‡: results were taken from the repository linked above. *: we
downloaded their pretrained models from the repository, and ran the inference and the evaluation on the same test
data as we use in JoeyS2T.

MuST-C ver. ASR (WER ↓) MT (BLEU ↑)
System train eval tst-COMMON tst-HE tst-COMMON tst-HE

Gangi et al. (2019)† v1 v1 27.0 - 25.3 -
Zhang et al. (2020)† v1 v1 - - 29.69 -
ESPnet‡ v1 v1 12.70 - 27.63 -
fairseq S2T* v1 v1 12.72 10.93 - -
JoeyS2T v2 v1 18.86±0.37 15.19±0.56 23.07±0.14 20.21±0.17
fairseq S2T* v1 v2 11.88 10.43 - -
JoeyS2T v2 v2 12.95±0.32 11.16±0.31 27.17±0.63 24.85±0.68

MuST-C ver. Cascade ST (BLEU ↑) End2End ST (BLEU ↑)
System train eval tst-COMMON tst-HE tst-COMMON tst-HE

Gangi et al. (2019)† v1 v1 18.5 - 17.3 -
Zhang et al. (2020)† v1 v1 22.52 - 20.67 -
ESPnet‡ v1 v1 - - 22.91 -
fairseq S2T* v1 v1 - - 22.70 21.70
JoeyS2T v2 v1 21.89±0.64 21.03±0.66 20.53±0.29 21.13±0.46
fairseq S2T* v1 v2 - - 23.20 22.23
JoeyS2T v2 v2 23.95±0.59 22.65±0.58 23.33±0.39 22.90±0.69

Table 2: Averaged results on the MuST-C en-de dataset over three runs with standard deviations (±). We compute
the BLEU on truecased translations with punctuations using SacreBLEU’s 13a tokenizer.6 †: results were reported
in the papers linked above. ‡: results were taken from the repository linked above. *: we downloaded their pretrained
models from the repository, and ran the inference and evaluation on the same test data as we use in JoeyS2T.

complexity. In terms of the numbers of Python files
and code lines, JoeyS2T is 10–11 times more com-
pact than ESPnet (Inaguma et al., 2020; Watanabe
et al., 2020) and fairseq (Wang et al., 2020). How-
ever, both ESPnet and fairseq are general-purpose
toolkits, covering a wide range of tasks beyond MT,

ASR or ST, such as language modeling or speech
synthesis, while JoeyS2T is designed for a speech-
to-text tasks only. Yet JoeyS2T’s comment-to-code
ratio is much higher than that of the competitors.

JoeyS2T offers a flat code structure in order
to make debugging along the stack trace easier
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ESPnet210 fairseq11 JoeyS2T12

Python files 287 407 24
Code lines 41427 65097 5450
Comment lines 10260 11042 2137

Comment/Code Ratio 0.25 0.17 0.39

Table 3: Code complexity measured using https://
github.com/AlDanial/cloc v1.94.

and to reduce the number of code files and nested
classes/functions to read through. In contrast,
fairseq’s codebase is organized hierarchically. This
deep hierarchy comes from the structured class
inheritance, which is an important component of
object-oriented programming for experienced de-
velopers. However, such hierarchical class in-
heritance is sometimes a big stumbling block for
novices (Wiedenbeck et al., 1999). We intention-
ally abandon deeply inherited class design and use
novice-friendly flat structure instead. As a result,
developers do not have to allocate their cognitive
resources to framework-specific software design
principles, but they can concentrate on the logic
they want to realize. JoeyS2T encourages novices
to dive into speech-to-text research before they ma-
ture in high-context system design such as hierar-
chical class inheritance or decorators.

5 Experimental Results on Benchmarks

Despite its simplicity, JoeyS2T achieves a perfor-
mance on standard benchmarks that is comparable
to other high-functional speech-to-text toolkits.

5.1 ASR on LibriSpeech

LibriSpeech (Panayotov et al., 2015) is the de-facto
standard English ASR benchmark that contains 960
hours of audiobooks in Project Gutenberg. The
corpus is publicly available under the CC BY 4.0
license and many works set their goal to achieve
state-of-the-art WER on its test splits.

Tables 1 present the results of models trained on
100h and 960h audio, respectively. JoeyS2T shows
comparable performance with current Transformer-
based models, which are generally outperformed
by Conformer (Gulati et al., 2020) models.

5.2 ST on MuST-C

MuST-C (Cattoni et al., 2021) is a publicly avail-
able speech translation corpus built from English
TED Talks. It consists of English transcriptions
and translations into 14 languages, contributed by

volunteers. We trained our model on the English-
German subset of version 2, and evaluated the
model both on version 1 and version 2 tst-COMMON,
and tst-HE splits.

MuST-C is a challenging dataset due to its spon-
taneous speech that contains hesitations, disfluent
utterances, etc. on the source side. Furthermore,
the ground-truth target texts derived from the sub-
titles are also noisy. There are some additional
descriptions of non-verbal information, i.e., “(ap-
plause)” “(laughter)”, or “♪ (music)”. Those are
not actually pronounced in the source, but provided
in the target, which makes learning more difficult.
We normalized such noisy expressions and spec-
ified them as special tokens during the subword
training, so that they are not tokenized into sub-
words but kept as single tokens. For the sake of
reproducibility, we provide a preprocessing script
for all normalization steps.

For ST tasks, we first pretrained ASR models
and MT models using the gold transcriptions. Then
we initialized the encoder layers of an end-to-end
ST model with the pretrained ASR encoders and
the decoder layers with the pretrained MT decoders,
and further trained it on the end-to-end ST task.

The ST results can be found in Table 2. JoeyS2T
shows competitive results, both in end-to-end sce-
narios and in a cascade using the same pre-trained
models. We also include the ASR and MT pretrain-
ing results for reference.

6 Conclusion & Future Work

We described JoeyS2T, an extension of the
JoeyNMT toolkit to the spoken language process-
ing tasks ASR and ST. JoeyS2T is characterized
by its minimalist design, prioritization of simplic-
ity, accessibility and reproducibility in its code and
documentation. The code is self-contained and
requires minimal prior experience with speech or
language processing. In benchmark evaluations,
JoeyS2T performed comparable or superior to other
ASR or ST code bases, while having much lower
code complexity.

While its functionality is kept minimal, support
for state-of-the-art architectures such as wav2vec
and Conformer might be desired for future exten-
sions.

Limitations

The limitations of our work mainly concern the
reproducibility of comparable state-of-the-art re-
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sults. First, there are many different preprocessing
variants which are quite complex (length filtering,
speed shift, lowercasing, punctuation normaliza-
tion etc.) and not always clearly documented. Sec-
ond, the same problem appears in evaluation. There
is no commonly accepted evaluation scheme (in-
cluding lower-cased vs. true-cased results, with or
without punctuation, etc.). While the sacrebleu
library is a first step to addressing this problem in
MT, we believe that the speech processing commu-
nity also needs such efforts to standardize speech-
to-text evaluation.

Since the goal of our work is not to present a new
state-of-the-art in speech-to-text modeling, we did
not invest a large effort into hyperparameter tuning,
but only varied three different random seeds in our
setup, and used the default settings for competitor
systems.
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Abstract

This paper presents FairLib , an open-source
Python library for assessing and improving
model fairness. It provides a systematic frame-
work for quickly accessing benchmark datasets,
reproducing existing debiasing baseline mod-
els, developing new methods, evaluating mod-
els with different metrics, and visualizing their
results. Its modularity and extensibility enable
the framework to be used for diverse types of
inputs, including natural language, images, and
audio. It incorporates 14 debiasing methods,
including pre-processing, at-training-time, and
post-processing approaches. The built-in met-
rics cover the most commonly acknowledged
fairness criteria, and can be further generalized
and customized for fairness evaluation.1

1 Introduction

While neural methods have achieved great success,
it has been shown that naively-trained models often
learn spurious correlations with protected attributes
like user demographics or socio-economic factors,
leading to allocation harms, stereotyping, and other
representation harms (Badjatiya et al., 2019; Zhao
et al., 2018; Li et al., 2018; Díaz et al., 2018; Wang
et al., 2019). As a result, there is a surge of interest
in assessing and improving fairness.

Various bias evaluation metrics have been in-
troduced in previous studies to gauge different
types of biases. One common family of fairness
assessment is group fairness which measures per-
formance disparities across demographic groups.
Different instantiations of group fairness have been
proposed, including demographic parity (Feldman
et al., 2015), where the positive prediction rate
should be identical across groups (irrespective
of the gold label), or equal opportunity (Hardt
et al., 2016) where all groups should have an equal

∗This work was done when Aili Shen was at The Univer-
sity of Melbourne.

1Please check out the demo notebook and the demo video.

chance of false negative prediction (equalized odds
extends the notion to include equal true positive
rates). More recent work addressed disparities
within classes and demographic groups (Shen et al.,
2022b). While these approaches reflect the nature
of fairness increasingly faithfully, they have been
applied and evaluated inconsistently in previous
work, which impedes systematic analysis and com-
parison of proposed approaches.

In terms of bias mitigation, diverse debias-
ing methods have been proposed, including at-
training-time (Li et al., 2018; Elazar and Goldberg,
2018; Shen et al., 2022a), and pre- (Zhao et al.,
2017; Wang et al., 2019) and post-processing ap-
proaches (Han et al., 2022a; Ravfogel et al., 2020).
Although these methods have been proved effective
for bias mitigation, it is challenging to reproduce
results and compare methods because of inconsis-
tencies in training strategy and model selection
criteria, which demonstrably affect the results.

We present FairLib , a well-documented, open-
source framework for assessing and improving fair-
ness. FairLib implements a number of common
debiasing approaches in a unified framework to
facilitate reproducible and consistent evaluation,
and provides interfaces for developing new debi-
asing methods. Moreover, a dataset interface sup-
ports adoption of both built-in and newly developed
methods for new tasks and corpora. For better pre-
sentation, FairLib also provides utilities for result
summarization and visualization.

FairLib is implemented in Python using PyTorch
and is easy to use: it can be run from the command
line, or imported as a package into other projects.
To demonstrate its utility, we use FairLib to repro-
duce a battery of debiasing results from the recent
NLP literature, and show that improved and system-
atic hyperparameter tuning leads to demonstrable
improvements over the originally reported results.
FairLib is released under Apache License 2.0 and
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is available on GitHub.2 Detailed documentation
and tutorials are available on FairLib ’s website.3

2 Benchmark Datasets

In addition to evaluating bias wrt. a user group, we
require datasets where each input instance is anno-
tated with protected attributes (e.g., gender) and a
target class label (e.g., sentiment). However, for a
variety of reasons, only a small subset of datasets
contains protected attribute labels, and annotating
protected labels can be difficult.

To standardize fairness studies, FairLib provides
APIs to access various publicly available fairness
benchmark datasets, including: (1) text corpora for
occupation classification (BIOS, De-Arteaga et al.
(2019)), sentiment analysis (MOJI, Blodgett et al.
(2016)), and part-of-speech tagging (TRUSTPILOT,
Hovy (2015)); (2) structured data for the tasks
of recidivism prediction (COMPAS, Larson et al.
(2016)), and income prediction (ADULT, Kohavi
et al. (1996)); and (3) image data to address colored
handwritten digit recognition (COLOREDMNIST,
Arjovsky et al. (2019)), objective classification
(COCO, Zhao et al. (2017)), and event classifi-
cation (IMSITU, Zhao et al. (2017)).4

3 Fairness Criteria

FairLib includes a variety of widely-used fairness
evaluation metrics from the literature.

Representational Fairness: To evaluate
whether sensitive information (such as demograph-
ics) is encoded in the representations of a trained
model, previous work has proposed to estimate the
leakage using an attacker (Elazar and Goldberg,
2018; Wang et al., 2019). Specifically, an attacker
is trained to reverse-engineer protected attributes
of inputs based on learned representations or the
original inputs. FairLib provides flexible APIs
to estimate information leakage at any representa-
tional level, based on different attackers (including
linear and neural models).

Group Fairness: To evaluate whether model
predictions are fair towards the protected attributes,
Barocas et al. (2019) present formal definitions of
three types of group fairness criteria, which capture
different levels of (conditional) independence be-
tween the protected attribute g, the target variable

2https://github.com/HanXudong/fairlib
3https://hanxudong.github.io/fairlib
4Check the FairLib website for a full list of built-in

datasets.

y, and the model prediction ŷ. Table 1 summarizes
the statistical fairness criteria and maps them to
confusion-matrix-derived scores. The group fair-
ness criteria evaluate the disparity of these scores
across subgroups and classes.

Aggregation of subset performance metrics to
a single figure of merit typically consists of two
steps: (1) group-wise aggregation within each class,
which reflects performance disparities across pro-
tected groups for each class; and (2) class-wise ag-
gregation, to aggregate group-wise disparities for
all classes (i.e., the vector from step 1) into a single
number. The choice of aggregation function re-
flects different assumptions of fairness, and varies
in previous work. Table 2 lists existing aggregation
approaches which are built in to FairLib .5

4 Bias Mitigation

This section reviews the three primary types of
debiasing methods, followed by Section 4.1, a sum-
mary of bias mitigation methods implemented in
FairLib .

Pre-processing adjusts the training dataset to
be balanced across protected groups before train-
ing, such that the input feature space is expected to
be uncorrelated with the protected attributes. Typ-
ical approaches here adopt long-tail learning ap-
proaches for debiasing, such as resampling the
training set such that the number of instances
within each protected group is identical (Zhao et al.,
2018; Wang et al., 2019; Han et al., 2022a).

At training time introduces constraints into the
optimization process for model training. A pop-
ular method is adversarial training, which jointly
trains: (i) a discriminator to recover protected at-
tribute values; and (ii) the main model to correctly
predict the target classes while at the same time pre-
venting protected attributes from being correctly
predicted (Wadsworth et al., 2018; Elazar and Gold-
berg, 2018; Li et al., 2018; Wang et al., 2019; Zhao
and Gordon, 2019; Han et al., 2021).

Post-processing aims to adjust a trained clas-
sifier according to protected attributes, such that
the final predictions are fair to different protected
groups. For example, Ravfogel et al. (2020) it-
eratively project fixed text representations from a
trained model to a null-space of protected attributes.
Han et al. (2022a) adjust the predictions for each
protected group by searching for the best prior for

5In Section 6.3, we further introduce a framework for
generalized aggregation in FairLib .
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Type Main Idea Metric (M )

Independence (ŷ ⊥ g) Positive rate of each protected group is the same TP+FP
TP+FP+TN+FN (Positive Rate)(Demographic Parity; Feldman et al. (2015))

Separation (ŷ ⊥ g|y) Acknowledges correlation between g and y TP
TP+FN (Recall or TPR)

(Equalized Odds; Hardt et al. (2016)) FP
FP+TN (Fall-out or FPR)

Sufficiency (y ⊥ g|ŷ) Predictions are calibrated for all groups TP
TP+FP (Precision)

(Test Fairness; Chouldechova (2017)) TN
TN+FN (NPV)

Table 1: Built-in fairness evaluation metrics in FairLib .

Formulation Reference

βc =
1
G

∑
g |Mc,g −M c| Shen et al. (2022b)

βc =
1

G−1

∑
g |Mc,g −M c|2 Lum et al. (2022)

βc = maxg |Mc,g −M c| Yang et al. (2020)
βc = ming Mc,g Lahoti et al. (2020)
βc = ming

Mc,g

Mc
Zafar et al. (2017)

βc = maxg Mc,g −ming Mc,g Bird et al. (2020)
βc =

maxg Mc,g
ming Mc,g

Feldman et al. (2015)

δ =
√

1
C

∑
c β

2
c Romanov et al. (2019)

δ = 1
C

∑
c βc Li et al. (2018)

Table 2: A subset of aggregation approaches for fairness
evaluation from the literature that have are implemented
in FairLib . C and G refer to the number of distinct
classes and protected groups. Mc,g is the evaluation
results of class c and group g wrt. a particular evaluation
metric M , such as TPR. βc denotes the aggregation
of group-wise disparities within class c, and following
class-wise aggregation results in δ, which is the fairness
score.

each group-specific component.

4.1 Implemented Methods

Table 3 lists 14 debiasing methods that are imple-
mented in FairLib . It can be beneficial to employ
different debiasing methods simultaneously (e.g.,
combine pre-processing and training-time meth-
ods (Wang et al., 2019; Han et al., 2022a)), which
FairLib supports, and technically, every combina-
tion of these methods can be directly used without
any further modifications.

5 Model Comparison

Typically, debiasing methods suffer from
performance–fairness trade-offs, and no single
method achieves both the best performance and
fairness, making comparison between fairness
methods difficult. In this section, we first introduce
trade-off plots for model comparison, and then
discuss model selection criteria that can be used
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Figure 1: Tuning the tradeoff hyperparameter of
FAIRSCL. Similar trade-offs can be obtained for other
debiasing methods.

for reporting numerical results.
Performance–fairness Trade-off is a com-

mon way of comparing different debiasing meth-
ods without the requirement for model selection.
Specifically, there is usually a trade-off hyperpa-
rameter for each debiasing method, which controls
to what extent the model will sacrifice performance
for better fairness, such as the number of iterations
for null-space projection in INLP,6 or the strength
of the additional contrastive losses in FAIRSCL.
Figure 1 shows a trade-off plot over different val-
ues of the trade-off hyperparameter of FAIRSCL
for occupation classification, wherein we evaluate
performance with accuracy, and use equal oppor-
tunity as the fairness criterion (see Section 8.1 for
details).7

Instead of trade-offs wrt. different hyperparame-
ter values, it can be more instructive to compute the
maximum fairness that can be achieved by differ-
ent models at a fixed performance level, and vice
versa. Figure 2 shows an example of comparing the
Pareto frontiers of INLP with FAIRSCL, where
the results are obtained by varying the hyperpa-
rameters as illustrated in Figure 1. For a particular
method, a Pareto optimal point corresponds to a
model (i.e., a particular value of the trade-off hy-

6Cf., Table 3 for explanations of mentioned methods.
7Note that all figures and tables of results in this paper are

direct outputs of FairLib .
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Type Model Main Idea

Pre-

BD (Zhao et al., 2017) Equalize the size of protected groups.
CB (Wang et al., 2019) Down-sample the majority protected group within each class.
JB (Lahoti et al., 2020) Jointly balance the Protected attributes and classes.
BTEO (Han et al., 2022a) Balance protected attributes within advantage classes.

At-

ADV (Li et al., 2018) Prevent protected attributes from being identified by the discriminator.
EADV (Elazar and Goldberg, 2018) Employ multiple discriminators for adversarial training.
DADV (Han et al., 2021) Employ multiple discriminators with orthogonality regularization.
AADV & ADADV (Han et al., 2022b) Enable discriminators to use target labels as inputs during training.
GATE (Han et al., 2022a) Address protected factors with an augmented representation.
FAIRBATCH (Roh et al., 2021) Minimize CE loss gap though minibatch resampling.
FAIRSCL (Shen et al., 2022a) Adopt supervised contrastive learning for bias mitigation.
EOCLA (Shen et al., 2022b) Minimize the CE loss gap within each target label by adjusting the loss.

Post- INLP (Ravfogel et al., 2020) Remove protected attributes through iterative null-space projection.
GATE soft (Han et al., 2022a) Adjust the prior for each group-specific component in GATE.

Table 3: Built-in methods for bias mitigation, which are grouped into three types: Pre-processing, At training time,
and Post-processing.
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Figure 2: Pareto frontier curves derived from Figure 1.

perparameter) such that performance and fairness
cannot be improved without causing a degradation
in the other criterion.

Model Selection refers to the process of select-
ing the combination of hyperparameters that leads
to best performance. In single-objective learning,
model selection is based on a single metric, such as
the loss on the dev set. In debiasing, however, both
performance and fairness need to be considered for
model selection, and a common method is Con-
strained Selection, which selects the best model
given thresholds of the performance and fairness:

f∗ = argmax
f

q(f) s.t.
Perf(f) > hPerf

Fair(f) > hFair
(1)

where f denotes a candidate model, Perf(f) and
Fair(f) are the performance and fairness evaluation
results for f , respectively, q is a real valued score
function that maps the model f to a number, and
h denotes corresponding thresholds. For instance,
using q(f) = Fair(f) results in the selection of the
fairest candidate model.

Instead of measuring performance and fairness
separately, one can explicitly measure their trade-
off as the distance from a particular model f to the

optimal point8 (DTO, Han et al. (2021)):

DTO(f) =
√

(1− Perf(f))2 + (1− Fair(f))2 ,

which originates from the multi-objective optimiza-
tion literature (Marler and Arora, 2004). Lower is
better, with an optimal value of 0. Note that DTO
should be minimized in Equation (1).

DTO(f) is the default q function in FairLib .
FairLib also supports the definition of customized
cues, such as Perf(f), Fair(f), and DTO(f). Given
the flexibility of FairLib , most selection criteria in
previous work can be reproduced, such as: (1) the
maximum performance (Lahoti et al., 2020; Roh
et al., 2021), which is based on a particular utility
metric, such as accuracy and F-measures; (2) con-
strained selection (Han et al., 2021; Subramanian
et al., 2021); and (3) minimising DTO (Han et al.,
2022b; Shen et al., 2022b).

6 FairLib Design and Architecture

Here, we describe the four modules of FairLib ,
namely data, model, evaluation, and analysis.

6.1 Data Module
The data module manages inputs, target labels, and
protected attributes for model training and evalu-
ation. To enable different pre-processing debias-
ing methods in supporting any types of inputs, the
BaseDataset class is implemented for sampling
and weight calculation based on the distribution of
classes and protected attributes. Dataset classes in-
herit functionality from BaseDataset with an addi-
tional property for loading different types of inputs.

8The optimum point is assumed to be a model that achieves
1 performance and 1 fairness. See Appendix B for details.
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Specifically, FairLib includes Dataset classes for
vector, matrix, and sequential inputs, to support
structural, image, and text inputs. Once inputs are
loaded by Dataset, pre-processing debiasing meth-
ods are automatically applied.

6.2 Model Module

This is the core module of FairLib , which imple-
ments the At-training-time and Post-processing de-
biasing methods described in Section 4.1 and Ta-
ble 3. The methods can be applied to instances of
the BaseModel class. One built-in child class of
BaseModel is an MLP classifier for structural inputs,
which can be fully integrated with HuggingFace’s
transformers library.9 Specifically, the MLP can
be used as the task-specific output layer, on top of
the backbone networks from transformers (e.g.
BERT (Devlin et al., 2019)), to handle a wide vari-
ety of inputs and tasks.

FairLib supports the combination of different
bias mitigation methods with thousands of pre-
trained models across classification tasks and data
types, including text, image, and audio modalities.

6.3 Evaluation Module

This module implements the fairness metrics de-
scribed in Section 3, and several performance mea-
sures. Performance measures are based on the
classification evaluation metrics implemented in
scikit-learn (Buitinck et al., 2013), including Ac-
curacy, F-score, and ROC AUC. However, no es-
tablished fairness evaluation suite exists. Noting
that the calculation of existing fairness metrics is
always based on confusion matrices, FairLib in-
cludes an Evaluator class which can: (1) calcu-
late any confusion-matrix based fairness metrics;
and (2) conduct group-wise and class-wise aggre-
gations as specified by users.

6.4 Analysis Module

This module provides utilities for model compar-
ison as introduced in Section 5, with the three
main functions of: (1) conducting post-hoc early-
stopping and model selection in parallel as intro-
duced in Section 5;10 (2) organizing the results as
a Pandas DataFrame (pandas development team,
2020), which can be used to create plots and LATEX

9https://github.com/huggingface/trans
formers

10Multi-processing is supported through the joblib li-
brary.

tables;11 and (3) creating interactive plots, cover-
ing different comparison settings such as Figures 2
and 4.12

7 Usage

In this section, we demonstrate the basic use of
FairLib . For further details, see the online inter-
active demos for examples of adding customized
models, datasets, and metrics.

The following command shows an example for
training and evaluating a STANDARD model:

python fairlib --dataset Bios_gender
--emb_size 768 --num_classes 28
--encoder_architecture BERT

↪→
↪→

where the task dataset, the number of distinct
classes, the encoder architecture, and the dimension
of embeddings extracted from the corresponding
encoder need to be specified. The above case trains
a BERT classifer over the BIOS dataset, where
there are 28 professions.

In order to apply built-in debiasing methods, ad-
ditional options for debiasing can be added to the
command-line to realise combinations of methods:

python fairlib --dataset Bios_gender
--emb_size 768 --num_classes 28
--encoder_architecture BERT --BT
Resampling --BTObj EO
--adv_debiasing --INLP

↪→
↪→
↪→
↪→

The above example employs BTEO (Pre-), ADV

(At-), and INLP (Post-) at the same time for a
BERT classifer debiasing over the BIOS dataset.

FairLib can also be imported as a Python library;
see Appendix D for more examples.

8 Benchmark Experiments

To evaluate FairLib , we conduct extensive experi-
ments to compare models implemented in FairLib
with their original reported results over two bench-
mark datasets. In Appendix A, we provide more
experimental details.

8.1 Settings
We conduct experiments over two NLP classifica-
tion tasks — sentiment analysis (MOJI) and biogra-
phy classification (BIOS) — using the same dataset
splits as previous work (Elazar and Goldberg, 2018;
Ravfogel et al., 2020; Han et al., 2021; Shen et al.,
2022a; Han et al., 2022a).

11All results are stored for later analysis, and are publicly
available here.

12See here for more examples.
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MOJI BIOS

Method Performance↑ Fairness↑ DTO ↓ ∆ ↑ Performance↑ Fairness↑ DTO ↓ ∆ ↑
STANDARD 72.30± 0.46 61.19± 0.44 47.68 0.56 82.25± 0.24 85.11± 0.81 23.17 0.69
BTEO 75.39± 0.14 87.75± 0.38 27.49 6.25 83.83± 0.25 90.54± 0.91 18.73 4.04
ADV 75.64± 0.73 89.33± 0.56 26.59 7.37 81.66± 0.22 90.74± 0.77 20.54 2.23
DADV 75.55± 0.41 90.40± 0.12 26.27 5.23 81.85± 0.19 90.64± 0.48 20.42 2.29
ADADV 75.02± 0.69 90.87± 0.17 26.60 0.00 81.91± 0.34 88.96± 0.59 21.19 0.00
FAIRBATCH 75.06± 0.60 90.55± 0.50 26.67 1.99 82.24± 0.13 89.50± 1.25 20.63 0.51
FAIRSCL 75.73± 0.34 87.82± 0.43 27.15 0.73 82.06± 0.16 84.27± 0.83 23.86 1.01
EOCLA 75.28± 0.50 89.23± 0.79 26.97 0.25 81.78± 0.27 88.87± 0.94 21.35 1.13
INLP 73.34 85.60 30.30 15.90 82.30 88.62 21.04 9.21

Table 4: Evaluation results ± standard deviation (%) on the test set of MOJI and BIOS tasks, averaged over 5 runs
with different random seeds. ∆: the DTO improvement of FairLib to the reported results in previous work. See
Appendix A.2 for dataset statistics.

Following Han et al. (2022a), we report the over-
all Accuracy as the performance, and the Equal Op-
portunity as the fairness criterion, calculated based
on the Recall gap across all protected groups.

8.2 Experimental Results

Table 4 summarizes the results produced by Fair-
Lib . Compared with previous work, STANDARD,
ADADV, FAIRSCL and EOCLA achieve similar
results to the original paper. In contrast, the re-
implemented BTEO, ADV, DADV, FAIRBATCH,
and INLP outperform the results reported in their
original paper due to the better-designed hyperpa-
rameter tuning and model selection.13

9 Related Work

Several toolkits have been developed for learning
fair AI models (Bellamy et al., 2018; Saleiro et al.,
2018; Bird et al., 2020). We discuss the two most
closely-related frameworks.

The most related work to FairLib is AI Fairness
360 (AIF360), which is the first toolkit to bring to-
gether bias detection and mitigation (Bellamy et al.,
2018). Like FairLib , AIF360 supports a variety of
fairness criteria and debiasing methods, and is de-
signed to be extensible. The biggest difference over
FairLib is that AIF360 is closely tied to scikit-learn,
and does not support other ML frameworks such as
PyTorch. This not only limits the applicability of
AIF360 to NLP and CV tasks where neural model
architectures are now de rigeur, but also implies
a lack of GPU support. Moreover, AIF360 only
provides fundamental analysis features, such as
comparing debiasing wrt. a single evaluation met-
ric, while the analysis module of FairLib has richer

13We provide further details of hyperparameter tuning in an
online document.

features for model comparison, for example, select-
ing Pareto-models and interactive visualization.

The second closely-related library is Fair-
Learn (Bird et al., 2020), which is also targeted
at assessing and improving fairness for both classi-
fication and regression tasks. However, similar to
AIF360, FairLearn is mainly developed for scikit-
learn, meaning complex CV and NLP tasks are not
supported. Additionally, FairLearn currently only
supports four debiasing algorithms,14 as opposed
to the 14 methods supported in FairLib , providing
fuller coverage of different debiasing methods.

In summary, FairLib complements existing fair-
ness libraries by: (1) implementing a broad range
of competitive debiasing approaches, with a spe-
cific focus on debiasing neural architectures which
underlie many CV and NLP tasks; and (2) compre-
hensive tools for interactive model comparison to
help users explore the effects of different debiasing
approaches.

10 Conclusion

In this paper, we present FairLib , a new open-
source Python library and framework for measur-
ing and improving fairness, which implements a
wide range of fairness metrics and 14 debiasing
approaches. With better-designed hyperparameter
tuning and model selection, the reproduced mod-
els in FairLib outperform the results reported in
the original work. FairLib also has remarkable
flexibility and extensibility, such that new models,
debiasing methods, and datasets can be easily de-
veloped and evaluated.

14https://fairlearn.org/main/user_guide
/mitigation.html
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A Experimental Details

A.1 Datasets

MOJI: This sentiment analysis dataset was col-
lected by Blodgett et al. (2016), and contains tweets
that are either African American English (AAE)-
like or Standard American English (SAE)-like.
Each tweet is annotated with a binary ‘race’ label
(based on language use: either AAE or SAE), and
a binary sentiment score determined by (redacted)
emoji contained in it.

BIOS: The second task is biography classifica-
tion (De-Arteaga et al., 2019), where biographies
were scraped from the web, and annotated for bi-
nary gender and 28 classes of profession.

A.2 Results Statistics

For each hyperparameter combination, we repeat
experiments 5 time with different random seeds
drawn from a discrete uniform distribution. The
mean values and standard deviation are calculated
based on the 5 runs. Due to the fact that INLP
is a post-processing approach and its results with
respect a given number of iterations are highly af-
fected by the random seed, we only report results
for 1 run. One way of getting statistics of INLP is
selecting the trade-off hyperparameter of INLP for
each random seed, however, this may not be a fair
comparison with other methods as fixed hyperpa-
rameters have been used.

B Model Comparison

Figure 3 illustrates the key ideas of model compar-
ison.

C Experimental Results

Trade-off plots for the selected methods are shown
in Figure 4. Over the MOJI dataset (Figure 4a), it
can be seen that almost all methods lead to similar
results, with a fairness score less than 0.9, except
for INLP, which is substantially worse than the
other methods. As increasing the values of each
model’s trade-off hyperparameter (i.e., achieving
better fairness at the cost of performance), ADADV

outperforms other methods.
The trade-off plot for BIOS is quite different to

MOJI: (1) INLP becomes a reasonable choice; (2)
FAIRSCL does not work well over this dataset,
consistent with the original paper; (3) BTEO is the
only method that achieves better performance than
the STANDARD model while increasing fairness;

(4) EOCLA could be the best choice as it achieves
much better fairness than others at a comparable
performance level.

D Further Usage

In this section, we demonstrate how to use FairLib .
Users can run existing models or add their own
models, datasets, and metrics as needed.

D.1 Basics

FairLib also support YAML configuration files with
training options:

python fairlib --conf_file opt.yaml

which is useful for reproducing experimental re-
sults, as FairLib saves the YAML file for each run.

from fairlib.base_options import options

from fairlib import networks

config_file = 'opt.yaml'

# Get options

state =

options.get_state(conf_file=config_file)↪→

# Init the model

model = networks.get_main_model(state)

# Training with debiasing

model.train_self()

Checkpoints, evaluation results, outputs, and the
configuration file are saved to the default or a spec-
ified directory.

D.2 Performing Analysis

As introduced in Section 6.4, the first step to an-
alyze a trained model is selecting the best epoch.
Here we provide an example for retrieving experi-
mental results for FAIRSCL, and selecting the best
epoch-checkpoint:

from fairlib.load_results import
model_selection_parallel↪→

FairSCL_df = model_selection(

model_id= "FSCL",

GAP_metric_name = "TPR_GAP",

Performance_metric_name = "accuracy",

selection_criterion = "DTO",

n_jobs=20,

index_column_names = ["fcl_lambda_y",

"fcl_lambda_g"],↪→

save_path = "FairSCL_df.pkl",)
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(a) Trade-off (b) Pareto Trade-off

Figure 3: performance–fairness trade-offs of FAIRSCL (blue points) and INLP (orange crosses) over the BIOS
dataset. The vertical and horizontal red dashed line in Figure 3b are examples of constrained model selection
wrt. a performance threshold of 0.7 and fairness threshold of 0.96. Figure 3a also provides an example for DTO.
The green dashed vertical and horizontal lines denote the best performance and fairness, respectively, and their
intersection point is the Utopia point. The length of green dotted lines from A and B to the Utopia point are the
DTO for candidate models A and B, respectively.

(a) MOJI (b) BIOS

Figure 4: Performance–fairness trade-offs of selected models over the MOJI and BIOS datasets.

where the fairness metric is TPR GAP (corre-
sponding to Equal Opportunity fairness); the per-
formance is measured with Accuracy score; the
best epoch is selected based on DTO; and the
tuned trade-off hyperparameters are used as the
index. n_jobs is an optional argument for multi-
processing, and the resulting DataFrame will be
saved to the specified directory.

Assuming Bios_gender_results is a Python
dictionary of retrieved experimental results from
the first step, indexed by the corresponding method
name, we provide the following function for model

comparison:

from fairlib.tables_and_figures import
final_results_df↪→

Bios_results = {

"INLP":INLP_df,

"FairSCL":FairSCL_df,}

Bios_gender_main_results =

final_results_df(↪→

results_dict = Bios_results,

pareto = True,
selection_criterion = "DTO",
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return_dev = True,)

where model selection is performed based on DTO.
Each method has one selected model in the result-
ing DataFrame, which can then be used to create
tables.

If visualization is desired, users can disable
model selection by setting selection_criterion

= None, in which case all Pareto frontier points
will be returned.

D.3 Customized Datasets
A custom dataset class must implement the
load_data function. Take a look at this sam-
ple implementation; the split is stored in a direc-
tory self.data_dir. The args.data_dir is ei-
ther loaded from the arguments -data_dir or from
the default value. split has three possible string
values, "train", "dev", "test", indicating the
split that will be loaded.

Then the load_data function must assign the
value of self.X as inputs, self.y as target labels,
and self.protected_label as information for de-
biasing, such as gender, age, and race.

from fairlib.dataloaders.utils import
BaseDataset↪→

class SampleDataset(BaseDataset):
def load_data(self):

# Load data from pickle file

filename = self.split+"df.pkl"

_Path = self.args.data_dir /

filename↪→

data = pd.read_pickle(_Path)

# Save loaded data

self.X = data["X"]

self.y = data["y"]

self.protected_label =

data["protected_label"]↪→

As a child class of BaseDataset, Pre-processing
related operations will be automatically applied to
the SampleDataset.

D.4 Customized Models
Recall that our current MLP implementation (Sec-
tion 6.2) can be used as a classification head for
different backbone models, and the new model will
support all built-in debiasing methods.

Take a look at the following example: we use
BERT as the feature extractor, and then use the
extracted features as the input to the MLP classifier
to make predictions.

We only need to define three functions: (1)
__init__, which is used to initialize the model
with pretrained BERT parameters, MLP classifier,
and optimizer; (2) forward, which is the same as
before, where we extract sentence representations
then use the MLP to make predictions; and (3)
hidden, which is used to get hidden representa-
tions for adversarial training.

from transformers import BertModel

from fairlib.networks.utils import
BaseModel↪→

class BERTClassifier(BaseModel):
model_name = 'bert-base-cased'

def __init__(self, args):

super(BERTClassifier,

self).__init__()↪→

self.args = args

# Load pretrained model parameters.

self.bert =

BertModel.from_pretrained(

self.model_name)

# Init the classification head

self.classifier = MLP(args)

# Init optimizer, criterion, etc.

self.init_for_training()

def forward(self, input_data,

group_label = None):↪→

# Extract representations

bert_output =

self.bert(input_data)[1]↪→

# Make predictions

return self.classifier(bert_output,

group_label)↪→

def hidden(self, input_data,

group_label = None):↪→

# Extract representations

bert_output =

self.bert(input_data)[1]↪→

return self.classifier.hidden(

bert_output, group_label)
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Abstract

We present Elevant, a tool for the fully auto-
matic fine-grained evaluation of a set of en-
tity linkers on a set of benchmarks. Elevant
provides an automatic breakdown of the per-
formance by various error categories and by
entity type. Elevant also provides a rich and
compact, yet very intuitive and self-explanatory
visualization of the results of a linker on a
benchmark in comparison to the ground truth.
A live demo, the link to the complete code
base on GitHub and a link to a demo video
are provided under https://elevant.cs.
uni-freiburg.de .

1 Introduction

Entity linking is a fundamental problem, and a first
step for or component of many NLP applications.
In this paper, we consider end-to-end entity linking
systems, which do the following: given a text and
a set of entities, identify each mention of one of
those entities in the text and say which of these
entities it is.

Due to its fundamental importance and wide ap-
plicability, there is vast literature on entity linking,
and also a large number of concrete software tools.
Many publications also come with an evaluation,
which compares the entity linker introduced in the
publication with existing linkers, usually on a vari-
ety of benchmarks. There are also several standard
benchmarks, which are found in many evaluations.
This is a positive and pleasing development.

The typical statistics include overall precision
and recall, that is, which percentage of the found
mentions were correct and which percentage of the
correct mentions were found. It is a frequent expe-
rience that the numbers in the evaluation are very
good, yet the experience when applying that entity
linker in an own application are less convincing.
And not so rarely, there is even trouble reproducing
the results from the publication.

The problem is that overall precision, recall, and
F1 tell us little about the particular strengths and
weaknesses of a particular entity linker for a par-
ticular application. Particular benchmarks often
require very particular skills from an entity linker,
and an entity linker may be deliberately or unknow-
ingly tuned towards these particularities. To find
out about the strengths and weaknesses of an entity
linker, one needs to look at the results in more de-
tail, which typically has three aspects:
(1) look at particular types of errors,
(2) look at particular types of entities,
(3) look at particular pieces of text.
Doing this on the raw input and output files is te-
dious, so that often small scripts are written to aid
this process. However, these scripts are usually
quite basic and imperfect. It also means that re-
searchers do the same work over and over again.

It is the purpose of this paper to provide a com-
prehensive and easy-to-use tool, which every entity-
linking researcher can and wants to use to analyze
and understand the performance of a particular en-
tity linker in detail.

1.1 Contributions

We consider these as our main contributions:

• We provide Elevant, a tool for the fully auto-
matic fine-grained evaluation of a given set of en-
tity linkers on a given set of benchmarks. The
evaluation has two parts: a table with overall and
fine-grained statistics, and a panel that provides a
rich visualization of the concrete results that con-
tribute to a selected statistics from the table.
• The table provides one row per experiment (a
particular entity linker evaluated on a particular
benchmark). Each column stands for one of a rich
set of error categories: all errors, various kinds of
entity detection errors, various kinds of entity dis-
ambiguation errors, errors on entities of particular
type. There are controls to show and hide individ-
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ual columns or groups of columns. A screenshot of
this part of the tool is shown in Figure 1.
• For each table cell, Elevant provides a rich vi-
sualization of the result of that particular entity
linker on that benchmark for that category. The
visualization is compact and intuitive, providing
for each text record all information about true pos-
itives, false positives, and false negatives. The in-
formation is displayed with intuitive highlights and
more detailed information provided on mouseover.
Figure 2 shows a screenshot of this visualization.
• As a result of the compact single-column vi-
sualization, Elevant can also provide an intuitive
side-by-side comparison of the concrete results of
two experiments.
• For each table column, Elevant can generate a
graph that shows the results of all linkers over all
benchmarks in the table for that category. An ex-
ample for such a graph is shown in Figure 3.
• The code for Elevant is open source, well doc-
umented, and easy to use. We support various
standard formats for both the benchmarks and the
results from the entity linkers. There is a demo web-
site available under https://elevant.cs.
uni-freiburg.de, which shows the results of
a variety of well-known entity linkers evaluated on
a variety of well-known benchmarks.

2 Related Work

GERBIL (Usbeck et al., 2015) is similar to Elevant
in that it provides a web-based platform for the
comparison of a given set of entity linking systems
on a given set of benchmarks. GERBIL is widely
used and has helped standardizing benchmarks and
the evaluation measures on these benchmarks. El-
evant goes one step further by not only providing
aggregate measures for the whole benchmarks (like
precision, recall, and F1), but a detailed breakdown
of the results by error category and entity type, and
the ability to look at the results of different methods
in detail, both in comparison to the ground truth
and in comparison with each other.

ORBIS (Odoni et al., 2018) is similar to Elevant
in that it provides overall statistics and a visualiza-
tion of individual annotations. However, ORBIS
does not provide a fine-grained error analysis and
the visualization is less rich and less compact com-
pared to that of Elevant. In particular, the visual-
ization uses two columns: one for the annotations
from the entity linker and one for those from the

ground truth. This makes it difficult to grasp the
most important information at one glance and there
is no support for the comparison of two entity link-
ers. While the source code is publicly available and
easy to install, errors can occur during usage due
to dependency issues. Elevant avoids this issue by
providing an easy-to-use docker setup.

VEX (Heinzerling and Strube, 2015) is a web
app for visual error analysis of entity linking sys-
tems. Benchmark texts are displayed with high-
lighted predicted entities and ground truth entities.
The highlights are color-coded such that true pos-
itives, false positives and false negatives can be
distinguished. VEX focuses on showing clusters
of entities, that is, indicating which predicted men-
tions and ground truth mentions have been linked
to the same entity. For this purpose, identical enti-
ties are connected via lines. VEX does not display
a system’s evaluation results and does not allow
direct comparison of different systems.

As part of their work on entity linking on
Wikipedia, Klang and Nugues (2018) provide a
system for visualizing annotations in Wikipedia ar-
ticles such as hyperlinks or an entity linking tool’s
entity predictions. Identical entities are visualized
by using the same annotation color. The tool is
not meant for evaluating linking results against a
ground truth. That is, no ground truth entities are
displayed and the tool does not provide informa-
tion about true positives, false positives or false
negatives.

Strobl et al. (2020) provide a similar but more
rudimentary system as part of their work on entity
linking on Wikipedia. Predicted links are shown as
hyperlinks to Wikipedia articles which correspond
to the predicted entity. The color of the hyperlink
indicates whether the hyperlink is an original intra-
Wikipedia hyperlink or has been added by the entity
linking system. An additional color is used for
predicted unknown entities.

Multiple publications propose a fine-grained
evaluation of entity linking systems on different en-
tity types or frequent linking errors. Ling and Weld
(2012) and Gillick et al. (2014) assign fine-grained
types to recognized entities. Ling et al. (2015) dis-
cuss difficult decisions in the design of entity link-
ing systems and benchmarks, which are common
sources of linking errors, such as whether to link
common entities, how specific the entities should
be, which entities to link in case of metonymies,
considered entity types and overlapping entities.
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Figure 1: Evaluation results for various experiments. The types used in the per-type evaluation are configurable.
The real web app contains many more error categories (see Section 4.1).

Figure 2: Visualization of predicted entities (highlighted text) and ground truth labels (underlined text) for a specific
system (Ambiverse) and benchmark (MSNBC). True positives are shown in green, false positives and false negatives
in red and unevaluated unknown entities in blue. Detailed information for each annotation is shown on mouseover.

Many of these decisions motivate our error types
in Section 4.1. Rosales-Méndez et al. (2019) man-
ually relabel three benchmarks to evaluate linking
systems among dimensions such as the mention’s
base form, part of speech and overlap. Brasoveanu
et al. (2018) propose an error classification based
on the source of the error (e.g. knowledge base
errors, dataset errors, annotator errors, etc.). They
then manually categorize errors into these classes
for a selected set of benchmarks and entity linking
systems. Elevant follows this trend and goes one
step further by providing a fully automatic classi-
fication into fine-grained error categories. Thus,
by eliminating the need for expensive human labor,
Elevant makes the fine-grained evaluation of entity
linking errors feasible on a large scale.

3 Basic Principles

The core of Elevant is a web app that helps users an-
alyze and compare results of various entity linking
systems over various benchmarks in great detail.
To this end, the user can add an experiment and
evaluate its results using Elevant. We define an
experiment as a run of a particular linker with par-
ticular settings over a particular benchmark. The
pipeline for adding an experiment is as follows:
(1) add the benchmark (unless it already exists),
(2) run an entity linker on that benchmark,
(3) automatically evaluate the result in detail.
The following subsections explain how each of
these steps can be executed using Elevant.
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Figure 3: A graph generated by Elevant showing the NER F1 score for various entity linkers and benchmarks.

3.1 Adding a benchmark
In order to add a benchmark to Elevant, it is enough
to run a single Python script. This script converts
a given input benchmark into Elevant’s internally
used article file format. Files in this format con-
tain one JSON object per line which holds infor-
mation for a single article such as its text, title,
ground truth labels or entity predictions. Addi-
tionally, the script annotates ground truth labels
with the entities’ types (for a fine-grained per-type
evaluation) and the entities’ names (for presenta-
tion purposes). Elevant supports three different
benchmark formats: the common NLP Interchange
Format (NIF), the IOB format used by Hoffart et al.
(2011) for their AIDA-CoNLL dataset, and a sim-
ple JSONL format that only requires information
about the benchmark’s article texts, the ground
truth label spans and the corresponding references
to ground truth entities. Entity references can be
from Wikidata, Wikipedia or DBpedia. Entity ref-
erences from Wikipedia or DBpedia are internally
converted to Wikidata. Several popular entity link-
ing benchmarks are already included in Elevant
(see Section 4.7) and can be used out of the box.

3.2 Running an entity linker
In order to produce entity linking results that can be
evaluated with Elevant, the user has two options:
(1) They can feed the output of the entity linker
they wish to evaluate into a provided Python script
that converts the linking results into Elevant’s in-
ternal format. The script supports linking results
in NIF, the Ambiverse (Hoffart et al., 2011) output
format or a simple JSONL format that only requires
information about the predicted entity spans and

corresponding entity references. Like ground truth
entity references, references to predicted entities
can be from Wikidata, Wikipedia or DBpedia and
are converted to Wikidata internally.
(2) They can implement the entity linker within El-
evant. The same Python script used for converting
entity linking results can then be used to produce
new linking results in the required format with the
implemented linker. Several entity linkers are al-
ready implemented (detailed in Section 4.8) and
can be used out of the box.

3.3 Evaluating entity linking results

Once the entity linking results are in the required
format, they can be evaluated with another Python
script. That script produces output files containing
the evaluation results. Using these output files, the
results can be instantly viewed in the web app.

4 Features

4.1 Error type classification

Elevant automatically classifies each false positive
and false negative into the following three cate-
gories and 15 subcategories, to provide detailed
information about strengths and weaknesses of a
linker.

NER false negatives are ground truth mentions
which the linker did not link to an entity. They are
divided into the following disjunct subcategories:
• Lowercased: The first letter in the mention is
lower-cased. Linkers that rely on the upper case
too much have many errors in this subcategory on
benchmarks that contain lower-cased mentions.
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• Partially included: Not lowercased and a sub-
span of the mention is linked to an entity. Of-
ten a less specific mention is recognized instead
of a more specific one, e.g. recognizing “2022
World Cup” instead of “2022 World Cup”.
• Partial overlap: Neither lowercased nor partially
included and a span overlapping with the false
negative is linked to an entity, e.g. recognizing
“The Americans” instead of “The Americans”.
• Other: Remaining undetected mentions.

NER false positives are predicted mentions not
labeled in the ground truth. They are further di-
vided into the following disjunct subcategories:
• Lowercased: The predicted mention is lower-
cased (no named entity) and does not overlap with
any ground truth mention. These are often men-
tions of abstract entities, which appear in the knowl-
edge base, but are usually not labeled in entity link-
ing benchmarks, for example, love (Q316).
• Ground truth entity unknown: The ground truth
of the predicted mention is Unknown, which means
that the true entity is not part of the knowledge
base, but an entity from the knowledge base was
predicted. Linkers that fail to produce NIL predic-
tions have many errors in this subcategory.
• Wrong span: The predicted mention overlaps

with a ground truth mention that has the same entity,
but the spans do not match exactly.
• Other: Remaining false detections.

Disambiguation errors are NER true positives
that are linked to the wrong entity. They count as
false positives and false negatives. They are further
divided into the following disjunct subcategories:
• Demonym: The mention is a demonym (i.e., it
is contained in a list of demonyms from Wikidata),
such as “German”. Confusions between a coun-
try, the people from that country or the language
spoken in that country fall into this category.
• Metonymy: The mention is a location name (for
example, Berlin), but the ground truth is not (for
example, government of Germany (Q159493)), yet
the linker wrongly predicted the location.
• Partial name: The mention is a part of the ground
truth entity’s name, e.g., the last name of a person.
• Rare: The linker predicted the most popular can-
didate entity (with candidate sets derived by entity
names and Wikipedia hyperlink texts, and popular-
ity measured by the number of Wiki sites about an
entity) instead of a less popular one.

• Other: Remaining disambiguation errors.

For linkers where we have access to the candidate
sets, the following disambiguation error subcate-
gories are reported. They overlap with the previous
five subcategories.

• Wrong candidates: The ground truth entity is not
contained in the candidate set.
• Multiple candidates: The ground truth entity
is contained in the candidate set, but the wrong
candidate was predicted.

4.2 Evaluation per entity type

Elevant assigns a type to each entity and computes
precision, recall and F1 score per entity type. Many
entity linking benchmarks contain more than the
classic person, location and organization entities.
We therefore chose 29 entity types that cover the en-
tities in the included benchmarks well, yet are not
too abstract to include many Wikidata entries that
are not linked in the benchmarks. Example types
are person, location, organization, languoid, taxon,
brand, award, event and chemical entity (for the
full list see Elevant’s documentation on GitHub).
The types are not restricted to named entities, but
include other types of interest, such as profession,
sport and color. A type t is assigned to an entity
e, if t and e are connected in a manually corrected
Wikidata dump via a property path that starts with
an instance of (P31) relation and is followed by an
arbitrary amount of subclass of (P279) relations.
The types are configurable and detailed instructions
for the configuration are given in Elevant’s docu-
mentation.

4.3 Rich visualization

Elevant provides a rich and compact visualization
of an entity linker’s predictions in comparison to
the ground truth labels; see Figure 2. Predictions
are shown as highlighted text, while ground truth la-
bels are shown as underlined text. Both predictions
and ground truth labels are color-coded such that
true positives, false positives, false negatives and
unknown entities can be distinguished at a glance.
On mouse-over, tooltips with additional informa-
tion about the predicted entity or ground truth en-
tity are shown, such as their Wikidata name and ID.
When the user selects one of the error categories or
entity types mentioned above, annotations that fall
into the selected category are emphasized.
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4.4 System comparison

Aside from letting the user compare the evaluation
results of different entity linkers in various cate-
gories, Elevant comes with a feature to compare
the predictions of two entity linkers for a selected
benchmark side by side. This allows the user to
closely and comfortably examine where differences
in the evaluation results of two systems are coming
from.

4.5 Automatic graph generation

For each category in the evaluation results table,
Elevant can generate a graph that shows the re-
sults of all linkers over all benchmarks that are
currently displayed in the table for that category.
See Figure 3 for an example. Which linkers and
benchmarks are included in the graph can be con-
trolled by filtering the linkers and benchmarks that
are to be included in the table as described in the
next section.

4.6 Additional web app features

In addition to the prominent features described
above, the Elevant web app comes with several fea-
tures that improve overall usability. Each selectable
component such as the experiment, error category
or benchmark article has a corresponding URL pa-
rameter. The URL is automatically adjusted when
a component is selected. This makes sharing the
currently inspected results, e.g. the results of a par-
ticular linker for a particular error category on a
particular benchmark as easy as copying and shar-
ing the current URL.

When evaluating multiple entity linkers on mul-
tiple benchmarks, the evaluation results table can
quickly become huge. In order to keep the focus
on the currently most relevant results, Elevant has
filter text fields which support regular expressions.
Only linkers and benchmarks whose names match
the filter texts are displayed in the table.

Our goal was to make the Elevant web app as in-
tuitive as possible such that no additional resources
would be necessary in order to understand and use
it. To this end, the web app itself provides unobtru-
sive yet easily accessible explanations for its com-
ponents. A mouseover button for example gives
detailed explanations about the annotations such as
the (already intuitive) color code. Hovering over
the table header of an error category opens a tooltip
that not only explains the corresponding error cate-
gory but also gives an example for an entity linker

error that falls into this category. Hovering over
precision, recall or F1-score table cells opens a
tooltip that shows the total numbers of true posi-
tives, false positives, false negatives and ground
truth mentions for the corresponding category.

4.7 Included benchmarks

Elevant contains the following benchmarks:
• AIDA-CoNLL (Hoffart et al., 2011), a collection
of 216 and 231 news articles from the 1990s for
validation and testing.
• KORE50 (Hoffart et al., 2012), 50 difficult, hand-
crafted sentences.
• MSNBC (Cucerzan, 2007), 20 news articles
from 2007.
• MSNBC updated (Guo and Barbosa, 2018), a

version of MSNBC without entities that do no
longer exist in Wikipedia.
• DBPedia Spotlight (Mendes et al., 2011), 35
paragraphs from New York Times articles.

4.8 Included linkers

Elevant contains pre-computed results of the fol-
lowing entity linkers on the included benchmarks.
• TagMe (Ferragina and Scaiella, 2010)
• DBpedia Spotlight (Daiber et al., 2013)
• GENRE (Cao et al., 2021b)
• Efficient EL (Cao et al., 2021a)
• Neural EL (Gupta et al., 2017)
• Ambiverse (Seyler et al., 2018) (NER), (Hoffart
et al., 2011) (NED)

TagMe and DBpedia Spotlight can be run out
of the box with Elevant. For GENRE, Efficient
EL and Neural EL, we provide code with an easy
docker setup that yields results in a format sup-
ported by Elevant. Furthermore, Elevant can pro-
cess any linking results file which is in NIF, the
Ambiverse output format or a simple JSONL for-
mat as described in Section 3.2. These formats are
also explained in detail in Elevant’s documentation.

Additionally, we include a simple baseline that
is based on prior probabilities computed from
Wikipedia hyperlinks. The baseline uses the SpaCy
(Honnibal et al., 2020) NER tagger with slight
modifications (such as filtering out dates) to de-
tect entity mentions. All entities with an alias that
matches the mention text are considered as candi-
date entities for a mention. The aliases of an entity
are the anchor texts of incoming intra-Wikipedia

77



hyperlinks to an entity’s Wikipedia article, as well
as the entity’s Wikidata aliases. From these en-
tity candidates, the entity that has most frequently
been linked with the mention text in Wikipedia is
predicted.

4.9 Extendability

New benchmarks or entity linking results can easily
be added to Elevant if they are in one of the sup-
ported formats using Elevant’s conversion scripts
as described in Section 3.1 and Section 3.2. Ad-
ditionally, support for other benchmark or entity
linking result formats can be added with little ef-
fort. The process for implementing new format
readers for benchmarks or entity linking results is
explained in Elevant’s documentation and existing
format readers can be used as templates.

4.10 Easy knowledge base update

Elevant stores information about entities in several
files that are generated from two sources: Wikidata
and Wikipedia. The information extracted from
Wikidata includes an entity’s name, aliases, types
and its corresponding Wikipedia URL. The infor-
mation extracted from Wikipedia includes intra-
Wikipedia link frequencies (how often is a hyper-
link’s anchor text in Wikipedia linked to a certain
Wikipedia article) and Wikipedia redirects which
are needed to reliably map Wikipedia entities to
Wikidata. All of these files can either be down-
loaded from our servers or generated with three
simple commands. The simplicity of the data gen-
eration allows for regular updates of the data.

4.11 Open source

Our code is open source (Apache License 2.0) and
is available on GitHub 1. A Docker setup allows
an easy installation and usage. All links and a web
demo are provided at https://elevant.cs.
uni-freiburg.de.

5 Conclusion

Elevant is a powerful, general-purpose, easy-to-use
system for the in-depth evaluation and comparison
of a set of entity linkers on a given set of bench-
marks. Typical evaluations of entity linking sys-
tems only provide aggregated figures like precision,
recall and the F1 score. Elevant goes beyond this
by providing a breakdown of the results by entity

1https://github.com/ad-freiburg/
elevant/

type and by error category, as well as an intuitive
visualization of true positives, false negatives, and
false positives on the concrete texts. This can help
both practitioners (to understand for which kind
of texts a given entity linker is suited) as well as
researchers (to help understand in detail the par-
ticular weaknesses of their entity linker and try to
improve those).
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Abstract

Question Answering (QA) is a growing area of
research, often used to facilitate the extraction
of information from within documents. State-
of-the-art QA models are usually pre-trained
on domain-general corpora like Wikipedia and
thus tend to struggle on out-of-domain docu-
ments without fine-tuning. We demonstrate
that synthetic domain-specific datasets can be
generated easily using domain-general models,
while still providing significant improvements
to QA performance. We present two new tools
for this task: A flexible pipeline for validat-
ing the synthetic QA data and training down-
stream models on it, and an online interface
to facilitate human annotation of this gener-
ated data. Using this interface, crowdworkers
labelled 1117 synthetic QA pairs, which we
then used to fine-tune downstream models and
improve domain-specific QA performance by
8.75 F1.

1 Introduction

Having enough relevant training data is a key
factor for achieving strong performance in machine
learning and NLP (Hoffmann et al., 2022), but
for many tasks, large domain-specific datasets are
expensive and time-consuming to create manually.
This is especially true for tasks like Extractive
Question Answering (QA), which both relies on
domain-specific knowledge and requires skilled
annotators. These difficulties have led to increased
interest in synthetic data generation recently (Feng
et al., 2021) through various methods such as
bootstrapping from smaller datasets, or through
generative models which create entirely new data.

We make the following contributions:

• A modular architecture-agnostic pipeline that
takes as input unstructured documents and pro-
duces both synthetic QA pairs and a QA model
trained on them; We show in Section 4.3 that us-
ing this synthetic domain-specific data allows
for a dramatic improvement on the QA task
compared to baseline state-of-the-art models,
especially on unanswerable questions.

• A web-based tool that allows annotators to label
various aspects of the synthetic data with ease,
alongside guidelines to help ensure consistency
and quality in their labels.

• We release1 this annotation tool and its guide-
lines for general use. While we use and evalu-
ate this pipeline in the domain of business news,
the pipeline is sufficiently flexible to be applied
to other domains, including potentially being
applicable to abstractive QA.

2 Background and Related Work

Grammaticality Models allow for improving the
quality of synthetic data and subsequent perfor-
mance in downstream tasks by better aligning it
with real user data. On benchmark datasets, such
as the Corpus of Linguistic Acceptability (CoLA,
Warstadt et al., 2019) which contains a wide range
of examples from published linguistics literature,
current state-of-the-art models (Sun et al., 2019)
can achieve a Matthew’s Correlation Coefficient
score (Matthews, 1975) of approximately 0.775
(Wang et al., 2022), exceeding human performance
(0.713, Warstadt et al., 2019) in some cases,
though this can vary significantly depending on
the sentence’s syntactic complexity and length
(Warstadt and Bowman, 2020).

Synthetic NLP Data Generation Synthetic data
1GitHub
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Figure 1: The overall pipeline. The question generation process (blue) generates synthetic QA pairs, which are
validated by the grammaticality model. The annotation tool is used to present this data to users for annotation, and
the resultant labelled data is then used to fine-tune the grammaticality (red) and QA (purple) models.

generation is an attractive option for dataset cre-
ation, especially for domain-specific tasks. Various
methods for bootstrapping from smaller datasets
have been devised, such as back-translation (Sen-
nrich et al., 2015) and Sibylvariant transformations
(Harel-Canada et al., 2022). Backtranslation pro-
duces paraphrases through round-trip translation,
while Sibylvariant transformations modify or com-
bine texts in predictable ways to create new data
with a different label.

Of particular interest are methods that use text
generation models to create entirely new data,
rather than simply paraphrasing or combining in-
puts predictably. A variety of these models have
been used to generate new QA pairs (Grover et al.,
2021), such as the T5 model (Raffel et al., 2020)
and BERT (Devlin et al., 2018).

Synthetic data generation can be particularly use-
ful when fine-tuning a model on a specific domain,
for which manually-curated datasets may not ex-
ist. Whilst high quality datasets such as SQuAD
2.0 (Rajpurkar et al., 2018) do exist for QA tasks,
they tend to only have general content, e.g. from
Wikipedia. Thus models trained on them often
struggle on more domain-specific tasks (Ramponi
and Plank, 2020, see also Section 4.3 below).

Evaluation of Synthetic QA Pairs Evaluating
Question Generation (QG) models can be difficult
due to the nature of the problem: A good ques-
tion tends to have various qualities (grammatical,
answerable, non-trivial to answer, etc.) that are
difficult to capture in a single metric, especially
one that correlates well with human judgements

(Hosking and Riedel, 2019). Nonetheless, several
metrics such as BLEU (Papineni et al., 2002) and
BERTScore (Zhang et al., 2020) have been pro-
posed, though they rely on having reference ques-
tions available and often do not capture whether or
not the question is answerable (Nema and Khapra,
2018). However, Rajpurkar et al. (2018) show
that the use of unanswerable questions when train-
ing QA models is important for real-world perfor-
mance, making it a metric of interest.

Round-trip evaluation, such as the methods pro-
posed by Alberti et al. (2019), allows for evaluat-
ing the generated data by checking how consistent
downstream model results are when synthetic data
is used as the model input, e.g. if the generated
answer is found for a synthetic question when the
question is input to a QA model. We adopt this
approach and discuss it further in Section 4.2.

3 System Overview

Figure 1 shows an overview of our system for cre-
ating domain-specific synthetic QA pairs which are
used to train downstream models. The QG process
(see Section 3.2 for details) creates domain-specific
QA pairs from unlabelled texts. This data is then
annotated for grammaticality and correctness using
the annotation tool, allowing for the creation of
two new domain-specific datasets to fine-tune both
grammaticality and QA models.

We take a subset of a proprietary knowledge
base as our set of input documents and use this
to create our domain-specific QA dataset (which
we call “SYFTER”). The knowledge base contains
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Figure 2: The question generation pipeline.

documents obtained by scraping online articles and
is focused on business news, such as information
about corporate structures, and is thus quite distinct
in subject matter from our external domain-general
data (SQuAD 2.0, see Section 3.2).

3.1 Grammaticality Validation

We use a pre-trained BERT model2 (Devlin et al.,
2018) to evaluate the grammaticality of each syn-
thetic question and answer and we discard ungram-
matical ones under the intuition that encouraging
the synthetic data to be grammatically correct re-
sults in the final dataset being more similar to
questions posed by real users and improved per-
formance on the downstream task.

We use the “in-domain” data from the Corpus
of Linguistic Acceptability (CoLA, Warstadt et al.,
2019) dataset to train our grammaticality model in
the domain-general setting.

While from a linguistic perspective (Lau et al.,
2017), grammaticality can be seen as either a bi-
nary or a gradient feature, we use it as a binary
label to better standardise with other papers and
with CoLA. Furthermore, annotators are unlikely
to hold consistent beliefs about the degree to which
something is ungrammatical, given the high level
of subjectivity inherent in such a judgement, and so
treating it as binary reduces the potential for noise
in the labels.

Because both the CoLA and SYFTER grammat-
icality datasets have a large degree of class im-
balance3, we use SMOTE (Chawla et al., 2002)
to oversample the ungrammatical instances and
achieve a uniform class distribution.

2bert-base-uncased
3Approximately 25% and 10% ungrammatical respectively

3.2 Synthetic Question-Answer Pair
Generation

The Question Generation process takes as input
a natural language document (in our case, a para-
graph or a single sentence) and outputs a QA pair
that can be answered from this document. This is
done using two models: One to select answer can-
didates from the document, and one that generates
a question based on both the answer and the full
document, for each candidate. The full process is
shown in Figure 2.

We extend Patil Suraj’s question-generation li-
brary (Patil, 2022) to work with any SQuAD 2.0-
format dataset rather than only ones available from
HuggingFace, as well as enabling it to gracefully
discard invalid answers without breaking, and par-
tially integrating it into our own pipeline.

We use two separate T5 (Raffel et al., 2020) mod-
els fine-tuned on SQuAD V14 data for both answer
selection and question generation5, and specify the
task at inference time in natural language follow-
ing the prompting paradigm (Brown et al., 2020).
We “highlight” the answer token during question
generation as described in (Chan and Fan, 2019).6

Because the underlying model is abstractive rather
than extractive, it occasionally produces answer
candidates that do not appear in the context and are
thus unusable for extractive QA, which we discard.

Prior to answer selection, we filter out unsuitable
input documents in two stages: We first filter out
documents that are very short7 or which match at

4Due to time constraints, we did not re-train on SQuAD
2.0, but the model performs well nonetheless (Section 4.2)

5valhalla/t5-small-qa-qg-hl and valhalla/t5-base-qg-hl re-
spectively.

6E.g. “generate question: The <hl>dog<hl> is red”.
7Less than 10 tokens
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least one of a set of RegEx filters (see Appendix
A for details), allowing us to remove any that are
clearly semantically null. We then apply a second
filter using a BERT Part-of-Speech model8 such
that only documents that contain a verb, or an aux-
iliary verb and a proper noun, are included so as to
remove documents that do not present information
that questions can be built around.

Each sentence in each filtered document is input
to the answer selection model, which identifies
answer candidates within them. Intuitively, a span
is an answer candidate if a question can be built
around it, and so the model tends to select ones
representing entities or relations.

Questions are then generated, conditioned on
each answer and the entire associated document,
and if validated by the grammaticality model they
are added to the synthetic QA dataset.

The resultant dataset can then be input directly
into the annotation tool.

An ablation test over the filters (including the
grammaticality model) can be found in Appendix
C.

3.3 Question Answering

We use an ALBERT (Lan et al., 2019) Question
Answering model to predict an answer represented
as a span within the document, indicated by two
token indices (start and end).

The model is able to provide “null answers”,
indicating that the question cannot be answered,
either directly or by having its prediction changed
to the null answer if the null-answer’s confidence
score is above a “null-answer threshold” (regard-
less of the original prediction’s confidence score).

We utilise SQuAD 2.0 (Rajpurkar et al., 2018)
for the initial fine-tuning of our QA model, as it
is a large high-quality dataset containing both an-
swerable and unanswerable questions, and as a
general-domain dataset it allows us to demonstrate
the utility of our domain transfer methods.

The resultant QA model is then fine-tuned on
our domain-specific “SYFTER” dataset in order
to adapt it to our desired domain, which focuses
on news articles about commercial events such as
product launches and earnings reports (whereas
SQuAD’s data comes from Wikipedia and focuses
more on history, politics, and geography).9

8vblagoje/bert-english-uncased-finetuned-pos
9SQuAD’s domains can be explored here.

3.3.1 Detecting Unanswerable Questions
During development, we noticed that when trained
on a single domain (SQuAD or SYFTER), the QA
models could learn to effectively identify if a ques-
tion from that domain could be answered or not, but
performance on this task would drop significantly
when trained on both domains.

This was likely due to a combination of our
“unanswerable question” label being applied more
broadly (to nonsensical questions as well as unan-
swerable ones), and due to the significant amount
of class imbalance in the dataset (especially for the
SYFTER data), as well as a small amount of noise
in the labels detected through manual inspection.

We explored various methods to resolve this
problem when using combined training data, and
discuss an ablation study over them in Appendix B,
with results in Table 7.

• We appended “source markers” to the end of
each question, prior to tokenisation, which indi-
cated the domain that the question came from:
either “[SQuAD]” or “[SYFTER]”, in order to
allow the model to better learn domain-specific
features.

• We tuned the ‘null-answer threshold” on the
validation set.

• We investigated training the model simultane-
ously for the tasks of both QA and sequence
classification as “answerable” / “unanswer-
able”. This follows findings from Crawshaw
(2020) that multitask learning can often im-
prove performance, and given the interdepen-
dence between question answering and detect-
ing if a question can be answered.

• Finally, we used alpha-weighted Focal Loss
(Lin et al., 2017) rather than Cross Entropy
Loss for sequence classification in the multitask
setting to better handle class imbalance.

3.4 Data Annotation

In order to label the synthetic data for supervised
training, we created an annotation tool10 using
Streamlit (Treuille et al., 2018) which allows an-
notators to view model-generated QA pairs, along
with their associated context document, and anno-
tate them in various ways. An example of how QA
pairs are presented within the tool can be found in
Figure 5 in Appendix D.

We used a series of three preliminary studies to

10A video demo can be found here
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Figure 3: The annotation process. The answerability and relevance of questions (blue) is dependent on the document,
without considering external knowledge. Answers (purple) must appear within the document to be accepted.

Model Training Data # Train Examples Macro F1 Score
BERT CoLA 10584 61.18
BERT SYFTER 2796 75.74
BERT CoLA + SYFTER 13608 74.68

Table 1: The Grammaticality model results. The best setting is indicated in bold text. “# Train Examples” refers to
the data after oversampling.

iteratively refine our annotation tool and guidelines,
with each study involving 10 participants (who did
not participate in subsequent studies). This allowed
us to identify and fix any points of misunderstand-
ing before using the tool for the final annotation
study on the entire dataset. As with the final an-
notation study, these were done via Prolific11 and
under the same annotator filters (as well as filtering
out previous participants).

Following each preliminary study, we followed
up with annotators in cases where they had made
unintuitive judgements or appeared to have mis-
understood, and used these discussions to refine
the guidelines presented. The final guidelines are
shown in Appendix D.1.

Each annotator was assigned to a group with two
others, and each group of three annotators provided
annotations for 2% of the total dataset, with gold
labels coming from majority judgements.

The annotation process is shown in Figure 3.
Questions marked as unsuitable (for either reason)
are not labelled further, and comprise the set of
unanswerable questions for the SYFTER domain.

Questions were judged on suitability (whether
the question is answerable and relevant to the doc-
ument) as well as grammaticality.

Grammaticality for both questions and answers
was posed to annotators as a question of “reading
naturally”, in order to better mimic real user ques-
tions and avoid the subjective issues inherent to
judging grammaticality.

11https://www.prolific.co/

Answers were judged on both naturalness and
quality. In the latter case, an answer was considered
“adequate” if it answered the question but had either
extraneous details or was missing details, and “pre-
cise and correct” if it answered the question with
all of the relevant details, but no more.

We asked annotators to rewrite questions and
answers that did not read naturally, as well as inad-
equate answers, and did not allow for the submis-
sion of the labels until the texts were corrected or
the question was marked as unsuitable (e.g. if they
could not be corrected within our constraints).

4 Experiments and Results

The Grammaticality and Question Answering mod-
els are tested in both the setting of interest (com-
bined domain-general and domain-specific data) as
well as two baseline data settings (domain-general
data only12, and domain-specific data only). This
allows us to both measure how useful the synthetic
data is as an addition to domain-general data and
to also evaluate the feasibility of fine-tuning using
only synthetic data, which would reduce time and
expense significantly given its small size.

The combined test sets for the Grammaticality
and QA models are produced by combining the ap-
propriate domain-general data (CoLA or SQuAD)
with the domain-specific SYFTER data and then
testing the model on this combination dataset.

We evaluate the Question Generation process

12CoLA for the grammaticality task, SQuAD for the QA
task
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Test Dataset QA Model Exact Match Similarity
SQuAD 2.0 RoBERTa 67.81% 81.89%
SYFTER RoBERTa 64.55% 77.27%

Table 2: Roundtrip evaluation of our QA datasets’ quality, using an off-the-shelf QA model. The RoBERTa model
was trained on SQuAD 2.0. Best results indicated in bold text.

Document Question Answer
"International law firm Ashurst announces the
appointment of Matthias Weissinger as partner in
Munich.

Who is the new partner of
Ashurst in Munich?

Matthias Weissinger

To date we’ve delivered more than one billion pieces
of protective equipment to the frontline.

How many pieces of
protective equipment have
been delivered to the
frontline?

more than one billion

As a major food sector player, Bel fully assumes its
duty to do everything possible to ensure the
continuity of its operations.

What sector is Bel a major
player in?

food

Table 3: Example Question-Answer Pairs Generated from Documents

Figure 4: Human Evaluation results on the annotated data. Only QA pairs that had a suitable question were judged
further on the other metrics. Percentages shown are based on annotator consensus rather than individual judgements.

Model Training Data % Synthetic Answerable Unanswerable Overall
Training Data EM F1 EM EM F1

ALBERT SQuAD 2.0 0% 84.87 91.09 12.16 61.06 65.25
ALBERT SYFTER 100% 53.26 59.71 72.00 57.26 63.34
ALBERT SQuAD 2.0 + SYFTER 0.62% 71.74 83.24 40.00 64.96 74.00

Table 4: Question Answering model results on the SYFTER test set. The best settings are shown in bold.
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in both the domain-general and domain-specific
settings, but do not evaluate the combined setting
due to the nature of the evaluation (see Section 4.2).

4.1 Grammaticality Classification

We evaluate the grammaticality model using the
model’s F1 score, treating grammaticality as a
binary sequence classification task, and achieve
strong results in both the synthetic-only and com-
bined data settings, as shown in Table 1. The
domain-specific model actually performs better
than both the domain-general model and the
combined-data setting, despite training on only
a small amount of synthetic data, indicating the
importance of using domain-specific data during
training.

4.2 Synthetic Question-Answer Pair
Generation

We evaluate the synthetic questions through
roundtrip evaluation as discussed in Section 2. For
each generated QA pair, we use an off-the-shelf QA
model13 to answer the generated question (based
on its associated context) and then compare the
answers in two ways: Exact match; and compar-
ing their similarity with their most-similar ques-
tion at the token level using length-normalised Lev-
enshtein distance (Levenshtein, 1966) via NLTK
(Bird et al., 2009). Intuitively, if the question is
well-formed and precise, and the answer is relevant
to it, the QA model should find the correct answer.

As shown in Table 2, the synthetic data is of
high quality, reaching similar levels to SQuAD 2.0,
which was manually created by humans. Further-
more, Table 3 shows examples of the synthetic data
produced and used. The generated questions are
both fluent and of interest, and the answers are both
precise and correct. The first question is slightly
stilted, but still easily understandable.

Finally, the annotation process can also be
thought of as a form of human evaluation and, as
shown by Figure 4, the vast majority of the data
was found to be of high-quality (suitable, reading
naturally, and correct+precise answers). However,
48.6% of the data, including unsuitable questions,
did require some input from annotations in some
form (not counting data that was imprecise but oth-
erwise good). This indicates that while the data
tends to be of high-quality overall, about half of

13deepset/roberta-base-squad2, which has strong perfor-
mance on SQuAD 2 data

the datapoints do contain a small amount of noise.
69.7% of the questions are suitable and have correct
answers, which can be considered the key factors
for good synthetic QA data, and as such a high
percentage of the data could be used to train a QA
system as-is without needing corrections.

4.3 Question Answering

We take approximately 11.6% of the total anno-
tated SYFTER data (117 questions, approximately
21% of which are unanswerable) to use as the QA
test set, and split it at the document-level to avoid
potential information leaks from the training data.

The QA model is evaluated through both the “Ex-
act Match” (EM) score, and at the token level using
F1 score, via the HuggingFace wrapper around the
official SQuAD evaluation script. In both cases, the
text is first lowercased and normalised to remove
articles and standardise whitespace. EM and F1 are
identical for unanswerable questions.

We present the results from the best setting,
which uses null-answer threshold tuning and multi-
task learning without Focal Loss (see Appendix B),
in Table 4.

The SYFTER-only model performs well de-
spite the SYFTER dataset being much smaller than
SQuAD 2.0, and is much better at handling unan-
swerable questions. By combining the two, we
achieve the best overall performance, and maintain
reasonable performance on unanswerable questions
despite the issues discussed in Section 3.3.1.

5 Conclusion

We present a pipeline for using and evaluating syn-
thetic QA data and an interface for annotating it, as
well as annotation guidelines. The combination of
domain-general and synthetic data allows our QA
model to perform significantly better (+ 9 F1) on
domain-specific documents than it did when trained
solely on a similar amount of domain-general data.
The pipeline is simple to apply to both current and
future state-of-the-art models, enabling better per-
formance in low-resource domains.
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7 Limitations

Whilst our system demonstrates that we can
achieve significant improvements from synthetic
domain-specific data with minimal additional time
and expense, it does have certain limitations: We
do not consider “adversarial questions” when train-
ing, and it thus would likely struggle on these kinds
of questions based on findings such as those from
Bartolo et al. (2021).

We also found that our synthetic data primarily
consists of questions which identify entities (e.g.
“Who is the CEO of Microsoft?”, “When did Mi-
crosoft acquire Bethesda Softworks?”, “What are
the five principles of good leadership?”), and does
not contain many examples of questions about re-
lationships between entities (e.g. “Is selling ice
cream more profitable than selling widgets?”), and
answers to the latter may be of relatively poor qual-
ity.

This is likely due to what appears to be a simi-
lar trend in SQuAD V1 that the Question Genera-
tion model was trained on: SQuAD primarily asks
questions with short entity-focused answers (dates,
names, etc.) (Qu et al., 2021) and approximately
half of the answers in SquAD (Rajpurkar et al.,
2016) are proper nouns, dates, or other numbers
indicating that their corresponding questions are
likely entity-focused.

The questions of interest to us are generally
entity-based and so this limitation does not directly
impact our own usage of the model, but we recog-
nise that it potentially limits its applicability to
other domains. In the future, the model’s perfor-
mance on non-entity questions could be investi-
gated and improved through tools like AdaTest
(Ribeiro and Lundberg, 2022).

The tool also still requires some amount of hu-
man involvement to annotate and filter the synthetic
data, and the Grammaticality model results (Table 1
indicates that filtering with purely domain-general
models would be ineffective. However, it is pos-
sible to generate the QA pairs without annotation
and, given the high quality of the data (Figure 4),
it may be reasonably possible to use the data di-
rectly (treating it all as suitable and grammatical) to
achieve a still-significant boost to domain-specific
performance.

The main problem with not using human anno-
tation would be that our “unanswerable questions”
are all ones marked as “unsuitable” by humans,
and thus using the synthetic data directly would

lead to only having synthetic questions that are
considered to be answerable. This could be im-
proved through extending the QG pipeline to also
produce deliberately-unanswerable examples, but
is not currently possible.

Finally, whilst we use the grammaticality model
for validation during the question generation pro-
cess, we do not train either the Answer Selection or
Question Generation models with grammaticality
as a second objective function. Training it in a mul-
titask setting would likely have guided it towards
producing better input, and may have produced
more (valid) data from the corpus.

8 Ethics Statement

Machine learning tasks often involve the potential
for ethical issues, especially when using human an-
notators to label data. We chose to use Prolific14 as
a platform to find and pay annotators, as it offered
a reputation for enforcing ethical payments as well
as useful filters such as education level and native
language.

We also submitted our project to the University
of Warwick’s internal ethics process, and were ap-
proved without having to make any adjustments.

Prolific annotators are paid a fixed amount, but
if a task’s average hourly payment falls below a
minimum (£5 / $6.50 per hour), it is required to
rectify this and increase the payments.

The mean rate of pay for annotators was re-
ported as £15.63 during the preliminary studies and
£15.50 during the primary annotation study, though
these figures are under-estimates as our own time-
tracking indicates that annotators generally spent a
significant amount of time not annotating the data
questions (but still recorded by Prolific as being
on-task). This is well in excess of the UK living
wage of £9.50, as well as the “real living wage” of
up to £11.05 proposed by The Living Wage Foun-
dation15.

The use of synthetic data does have some inher-
ent potential ethical issues: “Model hallucination”
is a well-known phenomenon where models can
create unfaithful data (e.g. convincing, but false an-
swers to questions) and which can cause real-world
harm if the information it provides is acted on (Ji
et al., 2022). This can affect our own models if the
data generation models hallucinate and lead to the
QA model internalising incorrect knowledge.

14https://www.prolific.co/
15As discussed here.
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Thankfully, there are various ways to identify
these occurrences and mitigate this harm, includ-
ing perhaps the simplest method of specifying the
context in which the data was created and used at
appropriate downstream points, so that users can
better assess its veracity for themselves.

To limit this harm, we strongly suggest that other
researchers take this into account in their own work,
and take the appropriate actions, for instance using
human annotators to verify the data and actively
designing models to be robust against hallucination,
as done in work like Su et al. (2022).

Finally, despite using a model to create our QA
data, and the fact that synthetic data can clearly be
very useful, bias is still likely to exist in the data
(carried forward from both the model’s original
training data and the human factor of the annotation
done), and we suggest that any data produced be in-
vestigated and debiased through tools like AdaTest
(Ribeiro and Lundberg, 2022).
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A RegEx Document Filters

Table 5 shows the different RegEx filters that we
apply to documents in order to filter out ones that
are likely to be difficult to select valid answers
from. Documents are filtered if any substring in
them is a match for the expression.

The first expression, which filters out documents
that appear to be too similar to contracts, addition-
ally contains certain whitelist expressions which
prevent otherwise-matching documents from being
removed. These can be seen in Table 6. In order to
be whitelisted, the text that matched the initial filter
must fully match the whitelist expression (though
the entire document does not have to match).

For clarity when dealing with leading/trailing
whitespace, each expression is wrapped in “dou-
ble quotes”, but these quotes are not part of the
actual expression. Matches with each expression
are emphasised for clarity.
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RegEx Expression Intended Matches Example Match
“ ?\([0-9A-Za-z]+\)(\([0-9A-Za-z]+\))*” Contract-like doc-

uments
“B 1: Financial
Instruments accord-
ing to Regulation
17(1)(a) of the Reg-
ulations”

“^[0-9]+\.? ?.+” Numeric List “1. Reassure cus-
tomers and em-
ployees”

“^[ivx]+\.? .+” Roman-numeric
List

“xi If the financial
instrument has
such a period”

“\[ ?\]” Empty square
brackets

“[ ] An acquisition
or disposal of finan-
cial instruments”

“Regulation(s)? [0-9]+” Regulations
contract-like

“B 2: Financial In-
struments with sim-
ilar economic effect
according to Reg-
ulation 17 of the
Regulations”

“^.{0,15}$” Very short docu-
ments

“content”

“^(.{0.5})?\(.+\).{0,5}$” Mostly in brackets “(please tick the ap-
propriate box or
boxes):”

Table 5: RegEx Filters for Documents

RegEx Expression Purpose Example Documents Whitelisted
“ ?\([A-Z]+s?\)” Allow acronyms “CPE Lite is Huawei’s latest mini cus-

tomer premises equipment (CPE).”
“ ?\([A-Z]?[0-9a-z]{4,}\)” Allow short brack-

eted words
“Bel reported strong sales momentum
in the first two months of the year in
global(mature) markets”

Table 6: RegEx Whitelists for Documents, applied to the “Contract-like” filter.

91



B Question Answering Ablation

We performed an ablation study over the Question
Answering Model components discussed in Sec-
tion 3.3.1, and found that in some cases they signif-
icantly improve the performance on unanswerable
questions, especially the use of multitask learning.
The results of this ablation are shown in Table 7.

Whilst we found that some settings (Source
Markers, Focal Loss) did not appear to be useful,
we nonetheless believe that the utility of source
markers when using more domains would be an
interesting avenue for future investigation.

C Question Generation Filter Ablation

We performed an ablation study over the Ques-
tion Generation filters discussed in Section 3.2
and found that the individual filters tend to have a
significant impact on the model’s performance on
unanswerable questions, but relatively little when
considering answerable questions. Given that the
filters were primarily designed to filter out docu-
ments that were likely to produce low-quality unan-
swerable questions, this is as expected. The set
of filters that we used does not provide the best
overall F1 Score, but provides a model whose per-
formance is significantly more balanced than the
nominally best-performing model, a trait that we
found valuable.

For these tests, we trained and tested the QA
model only on SYFTER data so as to most clearly
see the effects of the filter(s) used (since SQuAD
data is not filtered in our pipeline).
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Source Markers Threshold Tuning Multitask Focal Loss Performance Gain (F1)
Answerable No Answer Overall

x x x x 91.02 72.97 85.11
✓ x x x - 2.2 + 0 - 1.48
x ✓ x x - 0.66 + 1.35 + 0
x x ✓ x - 1.98 + 4.06 + 0
x x ✓ ✓ - 2.14 + 0 - 1.44
✓ ✓ ✓ ✓ - 1.91 + 1.35 - 0.84

Table 7: Relative performance gains on the ALBERT QA model in different training settings. A checkmark indicates
that the component was used, an “x” that it was not. Focal loss is only applicable in the multitask setting. Best
setting shown in bold.

Filter Performance Gain (F1)
Length RegEx Part of Speech Grammaticality Answerable No Answer Overall

x x x x 72.35 40.00 66.22
✓ x x x 65.60 48.00 62.16
x ✓ x x 73.8 24 64
x x ✓ x 73.67 52 69.5
x x x ✓ 71.95 36 65.24
✓ ✓ ✓ ✓ 59.71 72.00 63.34

Table 8: Relative QA performance gains on the SYFTER test set model using different SYFTER training data
filtered in different ways. A checkmark indicates that the component was used, an “x” that it was not. Best setting
shown in bold. Only SYFTER data was used for training.
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D Annotation Tool

Figure 5 shows an example of how QA Pairs are
presented to annotators in the annotation tool. See
Section 3.4 for details.

A video demo of the tool can be found here

D.1 Annotation Guidelines
We present a set of annotation guidelines which can
be given to annotators in order to obtain consistent
labels by “calibrating” their expectations of what
is and is not a valid QA pair. The guidelines for
labelling questions can be found in Figure 6 and
for answers in Figure 7.
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Figure 5: An example of how QA pairs are presented in the annotation tool.95



Figure 6: Annotation guidelines for judging question suitability and naturalness.96



Figure 7: Annotation guidelines for judging answer naturalness and quality.97
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Abstract

We present an open-source and extensible
knowledge extraction toolkit DeepKE, sup-
porting complicated low-resource, document-
level and multimodal scenarios in knowledge
base population. DeepKE implements various
information extraction tasks, including named
entity recognition, relation extraction and at-
tribute extraction. With a unified framework,
DeepKE allows developers and researchers to
customize datasets and models to extract in-
formation from unstructured data according to
their requirements. Specifically, DeepKE not
only provides various functional modules and
model implementation for different tasks and
scenarios but also organizes all components by
consistent frameworks to maintain sufficient
modularity and extensibility. We release the
source code at GitHub1 with Google Colab tu-
torials and comprehensive documents2 for be-
ginners. Besides, we present an online system3

for real-time extraction of various tasks, and a
demo video4.

1 Introduction

As Information Extraction (IE) techniques develop
fast, many large-scale Knowledge Bases (KBs)
have been constructed. Those KBs can provide
back-end support for knowledge-intensive tasks in
real-world applications, such as language under-
standing (Che et al., 2021), commonsense reason-
ing (Lin et al., 2019) and recommendation systems
(Wang et al., 2018). However, most KBs are far
from complete due to the emerging entities and rela-
tions in real-world applications. Therefore, Knowl-
edge Base Population (KBP) (Ji and Grishman,

∗ Corresponding author: C.Hua (huajunsir@zju.edu.cn)
1Github: https://github.com/zjunlp/DeepKE
2Docs: https://zjunlp.github.io/DeepKE/
3Project website: http://deepke.zjukg.cn/
4Video: http://deepke.zjukg.cn/demo.mp4

2011) has been proposed, which aims to extract
knowledge from the text corpus to complete the
missing elements in KBs. For this target, IE is an
effective technology that can extract entities and
relations from raw texts and link them to KBs (Yan
et al., 2021; Sui et al., 2021).

To date, a few remarkable open-source and
long-term maintained IE toolkits have been devel-
oped, such as Spacy (Vasiliev, 2020) for named
entity recognition (NER), OpenNRE (Han et al.,
2019) for relation extraction (RE), Stanford Ope-
nIE (Martínez-Rodríguez et al., 2018) for open
information extraction, RESIN for event extraction
(Wen et al., 2021) and so on (Jin et al., 2021). How-
ever, there are still several non-trivial issues that
hinder the applicability of real-world applications.

Firstly, there are various important IE tasks, but
most existing toolkits only support one task. Sec-
ondly, although IE models trained with those tools
can achieve promising results, their performance
may degrade dramatically when there are only a
few training instances or in other complex real-
world scenarios, such as encountering document-
level and multimodal instances. Therefore, it is
necessary to build a knowledge extraction toolkit
facilitating the knowledge base population that sup-
ports multiple tasks and complicated scenarios:
low-resource, document-level and multimodal.

In this paper, we share with the community a new
open-source knowledge extraction toolkit called
DeepKE (MIT License), which supports knowl-
edge extraction tasks (named entity recognition,
relation extraction and attribute extraction) in the
standard supervised setting and three complicated
scenarios: low-resource, document-level and mul-
timodal settings. To facilitate usage, we design a
unified framework for data processing, model train-
ing and evaluation. Developers and researchers can
quickly customize their datasets and models for
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• Single Sentence

It was one o’clock when we left Lauriston Gardens, 

Sherlock Holmes led me meet Gregson from Scotland Yard.

[PER]

[LOC]

[ORG][PER]

• Document

... Elias Brown (May 9, 1793 - July 7, 1857) was a

Representative from Maryland. Born near Baltimore,

Maryland, Brown attended the common schools ... He died

near Baltimore, Maryland, and is interred in a private cemetery

near Eldersburg, Maryland. ...

Intra-sentence (Maryland, country, )

(Baltimore, located in, Maryland)

(Eldersburg, located in, Maryland)

Inter-sentence (Baltimore, country, )

(Eldersburg, country, )

Piolo Pascual gives Arci Munoz a 

kiss as they meet at SIFY 

Rel:per/per/couple 

• MultiModal

Low ResourceDiverse Data

Off-the-shelf Usage Flexible Training

Figure 1: The examples of tasks with different scenarios in DeepKE.

various tasks without knowing too many technical
details, writing tedious glue code, or conducting
hyper-parameter tuning. We will provide mainte-
nance to meet new requests, add new tasks, and fix
bugs in the future. We highlight our major contri-
butions as follows:

• We develop and release a knowledge base
population toolkit that supports low-resource,
document-level and multimodal information
extraction.

• We offer flexible usage of the toolkit with suf-
ficient modularity as well as automatic hyper-
parameter tuning; thus, developers and re-
searchers can implement customized models
for information extraction.

• We provide detailed documentation, Google
Colab tutorials, an online real-time extraction
system and long-term technical support.

2 Core Functions

DeepKE is designed for different knowledge extrac-
tion tasks, including named entity recognition, rela-
tion extraction and attribute extraction. As shown
in Figure 1, DeepKE supports diverse IE tasks in
standard single-sentence supervised, low-resource
few-shot, document-level and multimodal settings,
which makes it flexible to adapt to practical and
complicated application scenarios.

2.1 Named Entity Recognition

As an essential task of IE, named entity recognition
(NER) picks out the entity mentions and classifies
them into pre-defined semantic categories given
plain texts. For instance, given the sentence “It was
one o’clock when we left Lauriston Gardens, and
Sherlock Holmes led me meet Gregson from Scot-
land Yard.”, NER models will predict that “Lau-
riston Gardens” as a location, “Sherlock Holmes”
and “Gregson” as persons, and “Scotland Yard”
as an organization. To achieve supervised NER,
DeepKE adopts the pre-trained language model
(Devlin et al., 2019) to encode sentences and make
predictions. DeepKE also implements NER in the
few-shot setting (including in-domain and cross-
domain) (Chen et al., 2022a) and the multimodal
setting.

2.2 Relation Extraction

Relation Extraction (RE), a common task in IE
for knowledge base population, predicts semantic
relations between pairs of entities from unstruc-
tured texts (Wu et al., 2021). To allow users to
customize their models, we adopt various mod-
els to accomplish standard supervised RE, includ-
ing CNN (Zeng et al., 2015), RNN (Zhou et al.,
2016), Capsule (Zhang et al., 2018a), GCN (Zhang
et al., 2018c, 2019), Transformer (Vaswani et al.,
2017) and BERT (Devlin et al., 2019). Meanwhile,
DeepKE provides few-shot and document-level
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support for RE. For low-resource RE, DeepKE re-
implements5 KnowPrompt (Chen et al., 2022b), a
recent well-performed few-shot RE method based
on prompt-tuning. Note that few-shot RE is sig-
nificant for real-world applications, which enables
users to extract relations with only a few labeled
instances. For document-level RE, DeepKE re-
implements DocuNet (Zhang et al., 2021) to ex-
tract inter-sentence relational triples within one
document. Document-level RE is a challenging
task that requires integrating information within
and across multiple sentences of a document (Nan
et al., 2020). RE is also implemented in the multi-
modal setting described in Section 4.4.

2.3 Attribute Extraction

Attribute extraction (AE) plays an indispensable
role in the knowledge base population. Given a
sentence, entities and queried attribute mentions,
AE will infer the corresponding attribute type. For
instance, given a sentence “诸葛亮，字孔明，
三国时期杰出的军事家、文学家、发明家。”
(Liang Zhuge, whose courtesy name was Kong-
ming, was an extraordinary strategist, litterateur
and inventor in the Three Kingdoms period.), an
entity “诸葛亮” (Liang Zhuge), and an attribute
mention “三国时期” (Three Kingdoms period),
DeepKE can predict the corresponding attribute
type “朝代” (Dynasty). DeepKE adopts various
models for AE (Table 1).

3 Toolkit Design and Implementation

We introduce the design principle of DeepKE as
follows: 1) Unified Framework: DeepKE utilizes
the same framework for various task objectives
with respect to Data, Model and Core components;
2) Flexible Usage: DeepKE offers convenient
training and evaluation with auto-hyperparameter
tuning and the docker for operational efficiency;
3) Off-the-shelf Models: DeepKE provides pre-
trained models (Chinese models with pre-defined
schemas) for information extraction. We will in-
troduce details of components in DeepKE and the
unified framework in the following sections.

3.1 Data Module

The data module is designed for preprocessing and
loading input data. The tokenizer in DeepKE imple-
ments tokenization for both English and Chinese

5The code is re-organized in a unified format for flexible
usage in DeepKE.

Figure 2: The architecture and example code.

(in Appendix A.3). Global images and local visual
objects are preprocessed as visual information in
the multimodal setting. Developers can feed their
own datasets into the tokenizer and preprocessor
through the dataloader to obtain the tokens or im-
age patches.

3.2 Model Module
The model module contains main neural networks
leveraged to achieve three core tasks. Various neu-
ral networks, including CNN, RNN, Transformer
and the like, can be utilized for model implementa-
tion, which encodes texts into specific embedding
for corresponding tasks. To adapt to different sce-
narios, DeepKE utilizes diverse architectures in
distinct settings, such as BERT for standard RE and
BART (Lewis et al., 2020) for few-shot NER. We
implement the BasicModel class with a unified
model loader and saver to integrate multi-
farious neural models.

3.3 Core Module
In the core code of DeepKE, train, validate,
and predict methods are pivotal components.
As for the train method, users can feed the ex-
pected parameters (e.g., the model, data, epoch,
optimizer, loss function, .etc.) into it without writ-
ing tedious glue code. The validate method is
for evaluation. Users can modify the sentences in
the configuration for prediction and then utilize the
predict method to obtain the result.
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3.4 Framework Module

The framework module integrates three aforemen-
tioned components and different scenarios. It sup-
ports various functions, including data process-
ing, model construction and model implementa-
tion. Meanwhile, developers and researchers can
customize all hyper-parameters by modifying con-
figuration files formatted as “*.yaml”, from which
we apply Hydra6 to obtain users’ configuration. We
also offer an off-the-shelf automatic hyperparam-
eter tuning component. In DeepKE, we have im-
plemented frameworks for all application functions
mentioned in Section 2. For other future potential
application functions, we have reserved interfaces
for their implementation.

4 Toolkit Usage

4.1 Single-sentence Supervised Setting

All tasks, including NER, RE and AE, can be imple-
mented in the standard single-sentence supervised
setting by DeepKE. Every instance in datasets only
contains one sentence. The datasets of these tasks
are all annotated with specific information, such
as entity mentions, entity categories, entity offsets,
relation types and attributes.

4.2 Low-resource Setting

In real-world scenarios, labeled data may not be
sufficient for deep learning models to make predic-
tions for satisfying users’ specific demands. There-
fore, DeepKE provides low-resource few-shot sup-
port for NER and RE, which is exceedingly dis-
tinctive. DeepKE offers a generative framework
with prompt-guided attention to achieve in-domain
and cross-domain NER. Meanwhile, DeepKE im-
plements knowledge-informed prompt-tuning with
synergistic optimization for few-shot relation ex-
traction.

4.3 Document-Level Setting

Relations between two entities not only emerge
in one sentence but appear in different sentences
within the whole document. Compared to other
IE toolkits, DeepKE can extract inter-sentence re-
lations from documents, which predicts an entity-
level relation matrix to capture local and global
information.

6https://hydra.cc/

Figure 3: An example of the online system.

4.4 Multimodal Setting

Multimodal knowledge extraction is supported in
DeepKE. Intuitively, rich image signals related to
texts are able to enhance context knowledge and
help extract knowledge from complicated scenar-
ios. DeepKE provides a Transformer-based multi-
modal entity and relation extraction method named
IFAformer with prefix-based attention for multi-
modal NER and RE. Specifically, IFAformer si-
multaneously concatenates the textual and visual
features in keys and values of the multi-head atten-
tion at each transformer layer, which can implicitly
align multimodal features between texts and ob-
jects in text-related images7.

4.5 Online System & cnSchema-based
Off-the-shelf Models

Besides this toolkit, we release an online system
in http://deepke.zjukg.cn. As shown in
Figure 3, we train our models in different scenarios
with multilingual support (English and Chinese)
and deploy them for online access. The system
can be directly applied to recognize named enti-
ties, extract relations, classify attributes from plain
texts, and visualizes extracted relational triples as
knowledge graphs. The models are trained with
the pre-defined schema (The system cannot ex-
tract knowledge out of the schema scope.) and
offer flexible usage for users to obtain their cus-
tomized models with their own schemas. Further-
more, DeepKE provides off-the-shelf extraction
models with Chinese pre-trained language models
(Cui et al., 2021b) based cnSchema8 supporting 28
entity types and 50 relation categories.

7Implementation details in https://github.
com/zjunlp/DeepKE/tree/main/example/ner/
multimodal.

8http://cnschema.openkg.cn/
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Scenario Task Dataset Method F1

Single-sentence

NER
CoNLL-2003

BERT
94.73

People’s Daily 95.62

RE DuIE

CNN 96.74
RNN 94.43
Capsule 96.23
GCN 96.74
Transformer 96.54
BERT 95.79

AE Online

CNN 94.16
RNN 93.06
Capsule 94.57
GCN 94.50
Transformer 94.15
BERT 99.03

Document RE DocRED

BERT_base* 53.20
CorefBERT∗

base 56.96
ATLOP-BERT∗

base 61.30
DeepKE (BERTbase) 61.86

RoBERTa_large* 59.62
CorefRoBERTa∗large 60.25
ATLOP-RoBERTa∗large 63.40
DeepKE (RoBERTalarge) 64.55

Multimodal

NER Twitter17

AdapCoAtt-BERT-CRF∗ 84.10
ViLBERT∗

base 85.04
UMT* 85.31
DeepKE (IFAformer) 87.39

RE MNRE

BERT+SG* 62.80
BERT+SG+Att∗ 63.64
MEGA* 66.41
DeepKE (IFAformer) 81.67

Table 1: F1 Score (%) of the single-sentence,
document-level and multimodal scenarios. * means
these baselines are from other papers.

5 Experiment and Evaluation

5.1 Single-sentence Supervised Setting
The performance of the standard single-sentence
supervised setting is reported in Table 1.

Named Entity Recognition We conduct NER
experiments on two datasets: CoNLL-2003 (Sang
and Meulder, 2003) for English and People’s
Daily9 for Chinese. The English part of CoNLL-
2003 contains four types of entities: persons (PER),
locations (LOC), organizations (ORG) and miscel-
laneous (MISC). People’s Daily dataset is a Chi-
nese dataset containing 45,518 entities classified
into three categories PER, LOC and ORG. It is
observed that DeepKE yields comparable perfor-
mance with various encoders for these datasets.
Meanwhile, DeepKE supports any English and Chi-
nese NER datasets with BIO tags.

Relation Extraction We conduct RE experi-
ments on the Chinese DuIE dataset10 with 10 rela-
tion categorie Each sample contains one original

9https://github.com/OYE93/
Chinese-NLP-Corpus/tree/master/NER/
People’s%20Daily

10http://ai.baidu.com/broad/download

Model
Entity Category

PER ORG LOC* MISC* Overall

LC-BERT 76.25 75.32 61.55 59.35 68.12
LC-BART 75.70 73.59 58.70 57.30 66.82
Template. 84.49 72.61 71.98 73.37 75.59
DeepKE (LightNER) 90.96 76.88 81.57 82.08 78.97

Table 2: F1 scores of in-domain low-resource NER on
CoNLL-2003. * indicates low-resource entity types
(100-shot).

Model
Dataset

MIT Movie MIT Restaurant ATIS

Neigh.Tag. 1.4 3.6 3.4
Example. 29.6 26.1 16.5
MP-NSP 36.8 48.2 74.8
LC-BERT 45.2 40.9 78.5
LC-BART 30.4 11.1 74.4
Template. 54.2 60.3 88.9
DeepKE (LightNER) 75.6 67.4 89.4

Table 3: F1 scores of cross-domain few-shot NER (20-
shot).

sentence, one head entity, one tail entity in the sen-
tence, their offsets, and the relation between them.
We utilize six different neural networks in DeepKE
for evaluation. Users can select models before train-
ing by changing only one hyper-parameter11. We
report the performance of all models in Table 1.

Attribute Extraction The Chinese dataset for
AE is from an online resource12. In each sample,
one entity is annotated with its attribute type, value,
and offset. Attributes in the dataset are classified
into 6 categories. The training set contains 13,815
samples. The validation set contains 3,131 samples,
and the test set includes 5,921 samples. Like RE,
we leverage six neural models to extract attributes
from the given sentence to evaluate DeepKE.

5.2 Low-resource Setting
We report the performance of the low-resource set-
ting (NER and RE) in Table 2, 3, and 4.

Named Entity Recognition We conduct exper-
iments in both in-domain and cross-domain few-
shot settings with LightNER (Chen et al., 2022a).
Following Cui et al. (2021a), for the in-domain
few-shot scenario, we reduce the number of train-
ing samples for certain entity categories by down-
sampling one dataset. Specifically, from CoNLL-

11The hyper-parameter -model to select networks is in
https://github.com/zjunlp/DeepKE/blob/
main/example/re/standard/conf/config.
yaml.

12https://github.com/leefsir/triplet_
extraction
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Method
Split

K=8 K=16 K=32

Fine-Tuning 41.3 65.2 80.1
GDPNet 42.0 67.5 81.2
PTR 70.5 81.3 84.2
DeepKE (KnowPrompt) 74.3 82.9 84.8

Table 4: F1 scores of few-shot relation extraction

2003, we choose 100 “LOC” and 100 “MISC” as
the low-resource entities and 2,496 “PER” and
3,763 “ORG” as the rich-resource entities. We
leverage DeepKE to carry out the few-shot ex-
periments and adopt BERT and BART with label-
specific classifier layers as strong baselines denoted
as LC-BERT and LC-BART. We also use template-
based BART (Template.) (Cui et al., 2021a) as
the competitive few-shot baseline. From Table
2, DeepKE outperforms other methods for both
rich- and low-resource entity types, which illus-
trates that DeepKE has an outstanding performance
on in-domain few-shot NER. In the cross-domain
setting where the target entity categories and tex-
tual style are different from the source domain
with limited labeled data available for training, we
adopt the CoNLL-2003 dataset as an ordinary do-
main, and MIT Movie Review (Liu et al., 2013),
MIT Restaurant Review (Liu et al., 2013) and Air-
line Travel Information Systems (ATIS) (Hakkani-
Tür et al., 2016) datasets as target domains. The
few-shot NER model in DeepKE is trained on
CoNLL-2003 and fine-tuned on 20-shot target do-
main datasets (randomly sampled per entity cat-
egory). We employ prototype-based Neigh.Tag.
(Wiseman and Stratos, 2019), Example. (example-
based NER) (Ziyadi et al., 2020), MP-NSP (Multi-
prototype+NSP) (Huang et al., 2020), LC-BERT,
LC-BART and Template. as competitive baselines.
From Table 3, we notice that DeepKE achieves the
most excellent few-shot performance.

Relation Extraction For few-shot relation ex-
traction, we use SemEval 2010 Task-8 (Hendrickx
et al., 2010), a conventional dataset of relation clas-
sification with nine bidirectional relations and one
unidirectional relation OTHER. We utilize a SOTA
few-shot RE method, KnowPrompt (Chen et al.,
2022b) which incorporates knowledge into prompt-
tuning with synergistic optimization, to conduct 8-,
16-, and 32-shot experiments compared with other
baselines, such as GDPNet (Xue et al., 2021) and
PTR (Han et al., 2021). Table 4 shows that DeepKE
outperforms those baseline methods.

5.3 Document-level Setting
DeepKE can extract intra- and inter- sentence re-
lations among multiple entities within one docu-
ment. We leverage a large-scale document-level
RE dataset, DocRED (Ye et al., 2020), containing
3,053/1,000/1,000 instances for training, validation
and testing, respectively. We use cased BERT-base
and RoBERTa-large (Liu et al., 2019) as encoders.
Compared with BERT-based and RoBERTa-based
models, including Coref (Ye et al., 2020), and AT-
LOP (Zhou et al., 2021), DeepKE appears the bet-
ter or comparable performance than baselines as
shown in Table 1.

5.4 Multimudal Setting
We report the performance of NER and RE in the
multimodal scenario in Table 1.

Named Entity Recognition Multimodal NER
experiments are conducted on Twitter-2017 (Lu
et al., 2018) including texts and images from Twit-
ter (2016-2017). The baselines for comparison are
AdapCoAtt-BERT-CRF (Zhang et al., 2018b), ViL-
BERT (Lu et al., 2019) and UMT (Yu et al., 2020).
We notice DeepKE can obtain a performance im-
provement compared with baselines.

Relation Extraction We use MNRE (Zheng
et al., 2021b), a multimodal RE dataset contain-
ing sentences and images containing 23 relation
categories. Previous SOTA models including
BERT+SG (Zheng et al., 2021a), BERT+SG+Att
(BERT+SG with attention calculating semantic
similarity between textual and visual graphs) and
MEGA (Zheng et al., 2021a), are leveraged for com-
parison. We further observe that DeepKE yields
better performance than baselines.

6 Conclusion

In practical application, the knowledge base popu-
lation struggles with low-resource, document-level
and multimodal scenarios. To this end, we propose
DeepKE, an open-source and extensible knowledge
extraction toolkit. We conduct extensive experi-
ments that demonstrate the models implemented
by DeepKE can achieve comparable performance
compared to some state-of-the-art methods. Be-
sides, we provide an online system supporting real-
time extraction (with the pre-defined schemas)
without training. We will offer long-term main-
tenance to fix bugs, solve issues, add documents
(tutorials) and meet new requests.
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Broader Impact Statement

As noted in Manning (2022), linguistics and
knowledge-based artificial intelligence were
rapidly developing, and knowledge (explicit or
implicit) as potential dark matter13 for language
understanding still faces obstacles to acquisition
and representation. To this end, IE technologies
that aim to extract knowledge from unstructured
data can serve as valuable tools to not only govern
domain resources (e.g., medical, business) but also
benefit deep language understanding and reasoning
ability. Note that the proposed toolkit, DeepKE,
can offer flexible usage in widespread IE scenarios
with pre-trained off-the-shelf models. We hope to
deliver the benefits of the proposed DeepKE to the
natural language processing community.
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U.N. B-ORG
official O
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heads O

for O
Baghdad B-LOC

. O

Israel B-LOC
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Arafat B-PER
s O

flight O
to O

West B-LOC
Bank I-LOC

. O

Table 5: Examples of the input format for NER.
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A Toolkit Usage Details

In this section, we introduce how to use DeepKE
exhaustively.

A.1 Build a Model From Scratch

Prepare the Runtime Environment Users can
clone the source code from the DeepKE GitHub
repository and create a runtime environment. There
are two convenient methods to create the envi-
ronment. Users can choose to either leverage
Anaconda or run the docker file provided in the
repository. Besides, all dependencies can be
installed by running pip install deepke
directly. If developers would like to modify
the source code of DeepKE, the following com-
mands should be executed: running python
setup.py install, modifying code and then
running python setup.py develop. Users
can also use corresponding datasets (e.g., default
or customized datasets) to obtain specific informa-
tion extraction models. All datasets need to be
downloaded or uploaded in the folder named data.
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Named Entity Recognition As shown in Table
5, the input data files with BIO tags for standard
and few-shot NER contain two columns separated
by a single space. Each word has been put on
a separate line, and there is an empty line after
each sentence. The two columns represent two
items: the word and the named entity tag. Before
training, all datasets with the formats mentioned
above should be fed into NER models through the
data loader. Developers can implement training
and evaluation by running example code run.py to
obtain a fine-tuned NER model, which will be used
in the prediction period. For inference, users can
run predict.py with a single sentence and obtain the
output recognized entity mentions and types.

Relation Extraction The training input with the
CSV format of standard RE is shown in Table 6.
There are five components in the format, includ-
ing a sentence, a relation, the head and tail entity
of the relation, the head entity offset and the tail
entity offset. For few-shot RE, one input sample,
as shown in Figure 4, contains sentence tokens
including words and punctuation, the head entity
and tail entities with their mention names and po-
sition spans, and the relation between them. For
example, an input of few-shot relation extraction
instance is the format of {"token": ["the", "dol-
phin", "uses", "its", "flukes", "for", "swimming",
"and", "its", "flippers", "for", "steering", "."], "h":
{"name": "dolphin", "pos": [1, 2]}, "t": {"name":
"flukes", "pos": [4, 5]}, "relation": "Component-
Whole(e2,e1)"} (h: head entity, t: tail entity, pos:
position). The document-level RE training format
is shown in Figure 5. One sample consists of a
sample title, sentences separated into words and
punctuation in one document, an entity set (includ-
ing entity mentions, sentence IDs the entities are
located in, entity position spans and entity types in
the document) and a relation label set (including the
head and tail entity IDs, relations and evidence sen-
tence IDs). After training and validation, users can
run the predict function given an input sentence
with head and tail entity to obtain corresponding
relations.

Attribution Extraction The input CSV files for-
matted as Table 7 should be given to train the at-
tribution extraction (AE) model. One sample con-
tains six components: a raw sentence, a queried
attribute type, an entity and its offset, the entity’s
corresponding attribute value and the attribute men-

Sentence Relation Head HO Tail TO

When it comes to
beautiful sceneries
in Hangzhou, West
Lake first emerges
in mind.

city:
located in

West
Lake

50 Hangzhou 40

Harry Potter, a wiz-
ard, graduated from
Hogwarts School of
Witchcraft and Wiz-
ardry.

school:
graduated
from

Harry
Potter

0 Hogwarts
School of
Witchcraft
and Wiz-
ardry

39

Table 6: Examples of the input format for standard RE.
HO: Head Offset, TO: Tail Offset.

Figure 4: The input format of few-shot RE.

tion offset. After training, users will obtain a fine-
tuned AE model, which can be leveraged to infer
attributes. Given a sentence with an entity and a
candidate attribute mention, the AE model will pre-
dict the attribute type with confidence. Note that
all operations mentioned above are guided in the
example code file run.py and predict.py.

A.2 Auto-Hyperparameter Tuning

To achieve automatic hyper-parameters fine-tuning,
DeepKE adopts Weight & Biases, a machine learn-
ing toolkit for developers to reduce label-intensive
hyper-parameter tuning. With DeepKE, users
can visualize results and tune hyper-parameters
automatically. Note that all metrics and hyper-
parameter configurations can be customized to
meet diverse settings for different tasks. For
more details on automatic hyper-parameter tuning.

Sentence Attribute Entity EO AV AVO

1903年，亨利·福特
创建福特汽车公司

创始人 福特 9 亨利·福特 6

吴会期，字行可，号
子官，明朝工部郎中

朝代 吴会期 0 明朝 12

Table 7: Examples of the input format AE.
EO: Entity Offset, AV: Attribute Value, AVO: Attribute
Value Offset.
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Figure 5: The input format of document-level RE.

Task Scenario Language

NER

Supervised Chinese
Few-shot English, Chinese
Multimodal English

RE

Supervised Chinese
Few-shot English
Multimodal English
Document English

AE Supervised Chinese

Table 8: Language supported in DeepKE.

please refer to the official document14.

A.3 Language Support

The current version of DeepKE supports English
and Chinese implementation for three IE tasks, as
shown in Table 8.

A.4 Notebook Tutorials

We provide Google Colab tutorials15 and jupyter
notebooks in the GitHub repository as an exem-
plary implementation of every task in different sce-
narios. These tutorials can be run directly, thus,
leading developers and researchers to have a whole
picture of DeepKE’s powerful functions.

14https://docs.wandb.ai
15https://colab.research.google.com/

drive/1vS8YJhJltzw3hpJczPt24O0Azcs3ZpRi?
usp=sharing
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Abstract

Diagnostic coding, or ICD coding, is the task of
assigning diagnosis codes defined by the ICD
(International Classification of Diseases) stan-
dard to patient visits based on clinical notes.
The current process of manual ICD coding is
time-consuming and often error-prone, which
suggests the need for automatic ICD coding.
However, despite the long history of auto-
matic ICD coding, there have been no stan-
dardized frameworks for benchmarking ICD
coding models.

We open-source an easy-to-use tool named
AnEMIC, which provides a streamlined
pipeline for preprocessing, training, and eval-
uating for automatic ICD coding. We correct
errors in preprocessing by existing works, and
provide key models and weights trained on the
correctly preprocessed datasets. We also pro-
vide an interactive demo performing real-time
inference from custom inputs, and visualiza-
tions drawn from explainable AI to analyze the
models. We hope the framework helps move
the research of ICD coding forward and helps
professionals explore the potential of ICD cod-
ing. The framework and the associated code
are available here.

1 Introduction

Diagnostic coding is the task of assigning alphanu-
meric codes to diagnoses and procedures after a
patient visits a healthcare provider. These codes
are typically specified by a medical classification
standard called the International Classification of
Diseases (ICD). Diagnostic coding, or ICD coding,
is an integral component of medical billing, and
integral to claims paid by health insurance carriers.
The diagnostic coding process alone accounts for
approximately 21% of medical administrative costs
in the US (Tseng et al., 2018). During this process,
a professional coder reviews the patient’s medical
records, including clinical narratives, and manually

∗ Equal contribution.

selects ICD codes. Since the task requires in-depth
clinical knowledge and understanding of medical
records, and importantly, due to the fact that there
are a large number of ICD codes, the task is labor-
intensive and error-prone (Manchikanti, 2002).

These difficulties motivate the need for auto-
matic ICD coding systems which perform diag-
nosis classification given a patient’s health record
(Kaur et al., 2021; Yan et al., 2022). This has been
the subject of considerable research, with some of
the early work dating back to the 1990s (Larkey
and Croft, 1996), to more recent deep neural NLP
approaches. There are a few outstanding and major
challenges in the diagnostic coding task. Firstly,
the label space, the set of all ICD codes, is large,
and the label distribution is highly imbalanced. Sec-
ondly, the input text, i.e., the discharge summaries,
is noisy and can contain abstruse medical terms,
lesser-known abbreviations, misspelt words, etc.
Also, they are much longer than what most state-
of-the-art models take as input.

Along with those challenges, the absence of a
benchmark has impeded the progress of research.
Due to privacy restrictions that limit access to even
publicly available clinical databases, researchers
have to create datasets manually from these, and
this results in discrepancies in the actual datasets
used in individual papers. For instance, the label
set of MIMIC-III top-50 dataset varies among the
literature, and some of them are even used incor-
rectly. Inconsistency in processing the dataset and
the inevitable errors introduced as a result of this
makes it hard to compare different methods.

In this paper, we introduce a framework for
benchmarking automatic ICD coding with the
MIMIC clinical database. We name our frame-
work AnEMIC, for An Error-reduced MIMIC ICD
Coding benchmark. To the best of our knowledge,
AnEMIC is the first attempt to collate and bench-
mark different deep learning approaches for au-
tomatic ICD coding with a configurable pipeline.
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Our contributions can be summarized as follows:

• We provide a pipeline covering the entire
process of automatic ICD coding, including
preprocessing, training, and evaluation. The
whole process is easily configurable with the
use of YAML files. We additionally provide
key deep learning-based ICD coding models.

• We correct errors in the most widely used
datasets and provide benchmark results of the
key models on the new datasets.

• We open-source an easy-to-use interactive
demo that enables researchers to test their
models on custom inputs and visualize input
attribution scores for explainability.

The remainder of the paper is organized as fol-
lows. In Section 2, we discuss popular automatic
ICD coding approaches and datasets. Section 3
details our approaches for preprocessing, training,
evaluation, and our demo application. In Section 4,
we perform a quantitative and qualitative analysis
of AnEMIC. Finally, we conclude with discussion
and future work in Section 5.

2 Related Work

2.1 ICD Coding
Over the history of automatic diagnosis coding,
approaches have ranged from classical methods
such as rule-based approaches (Farkas and Szarvas,
2008), traditional ML models such as SVMs (Per-
otte et al., 2014), to more recent Deep Learning-
based methods. A neural network-based approach
was first attempted by Prakash et al. (2017). A
prominent deep learning approach is CAML (Mul-
lenbach et al., 2018), which uses a CNN encoder
with a unique per-label attention mechanism. Since
CAML, there have been many other CNN and
RNN-based approaches (Yu et al., 2019; Vu et al.,
2020). A few notable CNN based approaches in-
clude using dilated convolutional layers (Ji et al.,
2020) and multi-filter convolutional layers (Li and
Yu, 2020; Luo et al., 2021).

Additionally, researchers have leveraged the hi-
erarchy of ICD codes (Cao et al., 2020; Xie
et al., 2019), used external knowledge sources like
Wikipedia (Bai and Vucetic, 2019), and knowledge
graphs such as UMLS (Yuan et al., 2022) and Free-
base (Teng et al., 2020), etc. More recently, there
has been an effort to use Transformer-based lan-
guage models pretrained on clinical datasets, al-
beit without much success (Pascual et al., 2021;

Zhang et al., 2020; Ji et al., 2021). Instead, us-
ing a few Transformer encoder layers trained from
scratch has proven to be more effective (Biswas
et al., 2021).

Kaur et al. (2021) and Yan et al. (2022) perform
extensive literature reviews of automatic ICD cod-
ing approaches. The reader is referred to these
surveys for a more detailed description of various
architectures and approaches.

2.2 ICD Coding Datasets and Benchmark

Typical ICD coding dataset consists of discharge
summaries and the corresponding sets of ICD
codes. There are many ICD coding datasets in
various languages, but not all are publicly available.
The most widely used datasets are from MIMIC-
III1 and MIMIC-II2 databases. The MIMIC-III
clinical database (Johnson et al., 2016) is a col-
lection of medical records from an intensive care
unit (ICU) at a hospital between 2001 and 2012.
MIMIC-III consists of multiple tables containing
diagnosis, procedures, clinical notes, etc., and each
patient admission is indicated with an HADM_ID
identifier. MIMIC-II is a subset of the MIMIC-III
dataset and contains medical records between 2001
and 2008 3.

CAML (Mullenbach et al., 2018) published the
preprocessing code of their MIMIC-III full and top-
50 datasets, and since then, these have been the
most widely used datasets. We correct some errors
in preprocessing of CAML and make the process
easily configurable. Also, compared to a leader-
board that only manages reported performance, our
work provides a framework for benchmarking, i.e.,
users can run the code to reproduce the results and
further perform research on top of it.

3 ICD Coding Benchmark

AnEMIC has been designed so that researchers can
easily configure the overall process with config files
and therefore, easily start research on ICD coding
with minimal code. Also, the architecture has mod-
ularity at the center of its design so that researchers
can replace one module with another or with their
own implementation. Such design enables easy
comparison between models and reduces burden
while developing new models.

1
https://physionet.org/content/mimiciii/1.4/

2
https://archive.physionet.org/mimic2/

3There is also the recently released MIMIC-IV database, but clinical notes
for this are currently not yet available.
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Figure 1: The ICD coding benchmark pipeline of AnEMIC. We provide a pipeline covering the entire process of
ICD coding. All steps in the pipeline can be easily configured with YAML files.

Our system also provides an interactive demo for
visualizing model predictions with input attribution
scores. This demo will help users analyze the per-
formance and interpretability of their models.

In the following subsections, we explain each
stage in the pipeline. From now on, we will focus
on ICD coding dataset from MIMIC-III since it is
the most widely used dataset for this task. Figure 1
illustrates the overall pipeline.

3.1 Data Preprocessing
The first step of the pipeline is to preprocess
the available clinical dataset, i.e., the MIMIC-III
database. As with other parts of the pipeline, we
specify preprocessing-related options in a YAML
config file.

Many of the preprocessing steps are inspired
by CAML’s preprocessing pipeline. However,
an important observation to be noted here is
that there are errors in CAML’s preprocessing
pipeline. Unfortunately, many subsequent works
use CAML’s code, and hence, the results obtained
by most papers are on the incorrectly preprocessed
dataset. This will be discussed later in this subsec-
tion and Appendix A.

3.1.1 ICD Code Preprocessing
In the MIMIC-III database, the DIAGNOSES_ICD
and PROCEDURES_ICD tables contain the ICD-9 di-
agnosis and procedure codes, respectively, of every
admission. Since MIMIC-III has ICD-9 codes with-
out the period punctuation (e.g. 4019 instead of
401.9), we reformat those ICD codes to their orig-
inal format adopting the method of CAML, and
use them as labels. ICD-9 codes can have lead-
ing and trailing zeros, so care must be taken to re-
tain them when processing. However, in CAML’s
preprocessing code, some of ICD codes are im-
plicitly treated as integer or floating point num-

bers4, resulting in an incorrect set of ICD-9 la-
bels. While correcting this error, we provide an op-
tion incorrect_code_loading to reproduce the
behavior of CAML for researchers who want to
make a comparison with previous works.

In addition to the above option, we also provide
an option code_type to use either diagnosis, pro-
cedure, or both types of ICD codes. We set "both"
as the default.

3.1.2 Clinical Note Preprocessing
From the NOTEEVENTS table of MIMIC-III contain-
ing clinical notes in various categories, we select
notes belonging to the Discharge_Summary cate-
gory. We provide several options of standard NLP
preprocessing for the discharge summary. These
can be turned on/off from the config file.

• Convert text to lowercase.
• Remove punctuation marks using \w+ as the

RegEx expression, i.e., retain only alphanu-
meric characters.

• Either remove numeric characters, or replace
all numeric characters with “n”.

• Remove stopwords; we use the list of stop-
words provided by NLTK, and add common
medical terms like “hospital”, “admission”,
“history”, etc. to the list.

• Stem or lemmatize the text; we provide popu-
lar choices for these such as “WordNet Lem-
matizer” and “Porter Stemmer”.

• Truncate the text to a maximum length.

After note preprocessing, we build the vocabu-
lary and train a Word2Vec model on preprocessed
discharge summaries using the Gensim library (Ře-
hůřek and Sojka, 2010). Word2Vec embeddings are
used to initialize the embedding layers of models.

4Due to not specifying data types when loading tables
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3.1.3 Top-k Codes and Data Splitting
Many works report results on two datasets –
“MIMIC-III full” and “MIMIC-III top-50”. The
latter contains the top-50 frequent ICD codes as la-
bels and examples with at least one of these labels.

An important point to note is that MIMIC-III has
some duplicate ICD codes, i.e., an ICD code can
be repeated multiple times in one admission. These
duplicate codes need to be removed when counting
the ICD code occurrence. This is another source of
error in CAML’s code: they do not remove the du-
plicate codes while counting the ICD codes occur-
rence, resulting in a change in the top-50 ICD codes.
While we correctly select the top-50 ICD codes, we
also provide an option count_duplicate_codes
to reproduce the behavior of CAML.

For data splitting, we use the splits of HADM_IDs
provided by CAML. They provide separate sets of
splits for the full and top-50 datasets, and the split
for top-50 dataset has substantially smaller number
of examples. To make full use of MIMIC-III, we
use the splits of the CAML’s full dataset for both
versions of our dataset.

As a result of data preprocessing, we have four
main variants of the dataset – “MIMIC-III full”,
“MIMIC-III top-50”, “MIMIC-III full (old)”, and
“MIMIC-III top-50 (old)”. Here “(old)” refers to
the CAML variants.

3.2 Supported Models
This subsection describes the models we provide in
the framework and the criteria for choosing mod-
els. To provide researchers with good baselines for
ICD coding research, we selected models based on
novelty or superior performance. For now, we have
chosen a subset of models for which the code is
publicly available, but we do plan on implementing
other approaches in the near future which have not
been open-sourced. The models and the trainer are
based on PyTorch.

The models currently supported by the frame-
work are as follows:

• CAML (Mullenbach et al., 2018) is a land-
mark model in automatic ICD coding which
uses a label attention layer. We also imple-
ment the vanilla CNN model in the paper and
refer to it as CNN.

• MultiResCNN (Li and Yu, 2020) uses multi-
ple CNNs with different filter sizes in parallel.

• DCAN (Ji et al., 2020) uses dilated convolu-
tional layers for ICD coding.

Figure 2: A snapshot of ICD coding interactive demo
showing ICD code predictions and the integrated gradi-
ent. Input text is extracted from Tsumoto et al. (2019).

• TransICD (Biswas et al., 2021) is the first
Transformer-based approach that achieved re-
sults comparable to the CNN-based model.

• Fusion (Luo et al., 2021) uses multi-CNN,
Transformer encoder, and label attention.

To replicate the author’s work in our own sys-
tem, we re-wired the model from the author’s code
to make it compatible with our framework. This
allows users to also easily tweak the model and its
hyperparameters with the config files.

3.3 Training and Evaluation
To train and evaluate the models, we implement a
trainer module that manages training and evalua-
tion, with sub-modules for the additional function-
alities related to training, such as objective func-
tions, logging, and managing checkpoints. Fol-
lowing the design principle of the framework, the
trainer module is also highly configurable so the
users can easily customize training and visualize
metrics by modifying config files. This also applies
to evaluation metrics, and we provide all major
evaluation metrics adopted by the automatic ICD
coding literature.

3.4 Interactive Demo
In order to enable users to use trained models off-
the-shelf, we open source an interactive web ap-
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plication based on Streamlit. Using the app, users
can feed in a new discharge summary and get the
ICD code predictions in real time without writing
code to preprocess the input text and to run the
models. The app also allows users to change the
models and toggle the preprocessing options on the
fly so that they can compare models and change
preprocessing options.

A major highlight of the app is explainability
visualization, i.e., the attribution or importance
scores for each word present in the input clini-
cal note. We provide two methods – Integrated
Gradients (Sundararajan et al., 2017) and attention
scores. Upon choosing the attribution method with
an ICD code, the app displays the input tokens
with important words highlighted. Note that this
interpretability feature is model-agnostic because
the explainable AI techniques we use such as inte-
grated gradients are in turn model-agnostic.

A screenshot of the app running on a discharge
summary is shown in Figure 2. The bottom of
Figure 2 shows the integrated gradient (IG) visual-
ization of ICD code 250.00 “Type II diabetes”. We
can see that important terms like “diabetes mellitus”
exhibit high IG scores5. Overall, we expect the in-
teractive demo will be helpful for both researchers
who want to validate models, and professionals
who want explanations of the model’s predictions.

4 Results

In this section, we discuss the quantitative and qual-
itative results of AnEMIC. On quantitative aspects,
we discuss the brief statistics of the datasets and the
benchmark results on the our ICD coding datasets.
For the qualitative results, we present and analyze
some example of interpretability visualization from
our demo application.

4.1 Quantitative Results
Dataset Statistics Table 1 shows brief statis-
tics of our ICD coding datasets and the CAML’s
datasets (old). Our full dataset contains the same
number of examples as CAML’s full dataset since
we used the same data split. However, it has a dif-
ferent set of labels since we corrected the prepro-
cessing of CAML. Our top-50 dataset has the same
number of labels as CAML’s top-50 dataset, but
the label set differs6. Also, our top-50 dataset has
substantially more examples since the data split of

5Red and blue color in the visualization represent positive and negative
scores, respectively.

6Please refer to Table 4 in the Appendix to compare.

Dataset AnEMIC CAML (old)

Full Top-50 Full Top-50

# labels 8930 50 8922 50
Mean # labels 15.88 5.73 16.10 5.78
# examples
- Train set 47723 44728 47723 8066
- Val set 1631 1569 1631 1573
- Test set 3372 3234 3372 1729

Table 1: Statistics of the MIMIC-III full and top-50
datasets. Mean # labels refers to the average number of
labels per example.

the full dataset is used to make full use of MIMIC-
III. It has a slightly less number of examples than
the full dataset since examples without any of the
top-50 codes are removed.

Benchmark Results To provide the benchmark
of our ICD coding datasets, we trained the models
introduced in Section 3.2. Hyper-parameters for
each model are chosen as reported in the respective
paper or code. Note that these hyper-parameters
are tuned to CAML datasets, so may not be optimal
for our datasets, especially for the top-50 dataset.
For DCAN and TransICD model, only the MIMIC-
III top-50 experiments was performed, so we use
the hyper-parameters for the top-50 dataset in the
full dataset experiment. For each model, we ran
the experiment three times and computed the mean
and variance of the results. Table 2 and 3 shows
the benchmark results. Among the models that we
implemented, MultiResCNN and Fusion achieved
the best test performance on the MIMIC-III full
dataset, and DCAN performed best on the MIMIC-
III top-50 dataset.

To validate the implementation of key models
and the CAML version of dataset, we also ran the
same experiments on the CAML version of the
datasets. Overall, the results display similar level
of performance as reported in the papers. Please
see Appendix C for the full results and details of
the reproduction experiments.

4.2 Qualitative Analysis

Explainability Visualization Figure 3 shows
some examples of explainability visualization from
the demo app. For each example, we extract the
window around the word with the highest attribu-
tion score. In the left figure, for a fixed discharge
summary and an ICD code (599.0, Urinary tract
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Model Macro AUC Micro AUC Macro F1 Micro F1 P@8 P@15

CNN 0.835±0.001 0.974±0.000 0.034±0.001 0.420±0.006 0.619±0.002 0.474±0.004

CAML 0.893±0.002 0.985±0.000 0.056±0.006 0.506±0.006 0.704±0.001 0.555±0.001

MultiResCNN 0.912±0.004 0.987±0.000 0.078±0.005 0.555±0.004 0.741±0.002 0.589±0.002

DCAN 0.848±0.009 0.979±0.001 0.066±0.005 0.533±0.006 0.721±0.001 0.573±0.000

TransICD 0.886±0.010 0.983±0.002 0.058±0.001 0.497±0.001 0.666±0.000 0.524±0.001

Fusion 0.910±0.003 0.986±0.000 0.081±0.002 0.560±0.003 0.744±0.002 0.589±0.001

Table 2: Test set results on the MIMIC-III full dataset. The results are shown using the mean±standard deviation
format.

Model Macro AUC Micro AUC Macro F1 Micro F1 P@5

CNN 0.913±0.002 0.936±0.002 0.627±0.001 0.693±0.003 0.649±0.001

CAML 0.918±0.000 0.942±0.000 0.614±0.005 0.690±0.001 0.661±0.002

MultiResCNN 0.928±0.001 0.950±0.000 0.652±0.006 0.720±0.002 0.674±0.001

DCAN 0.934±0.001 0.953±0.001 0.651±0.010 0.724±0.005 0.682±0.003

TransICD 0.917±0.002 0.939±0.001 0.602±0.002 0.679±0.001 0.643±0.001

Fusion 0.932±0.001 0.952±0.000 0.664±0.003 0.727±0.003 0.679±0.001

Table 3: Test set results on the MIMIC-III top-50 dataset. The results are shown using the mean±standard deviation
format.

Figure 3: Interpretability visualization examples. Left: the integrated gradients of various models on a fixed input
and a fixed ICD code (HADM_ID=100020, ICD-9 599.0). Right: the integrated gradients of CAML for various ICD
codes on a fixed input (HADM_ID=139574).

infection, site not specified), we examine the in-
tegrated gradients of various models. From the
figure, we can observe that all models correctly at-
tribute their prediction to the words relevant to the
diagnosis. In the right figure, for a fixed discharge
summary and a model (CAML), we visualize the
integrated gradients of some ICD codes that are
predicted as positive. As the figure shows, different
parts of the input are attributed and they are all se-
mantically relevant to the corresponding ICD code.
As both figures illustrate, our interactive demo pro-
vides an effective visualization tool for explaining
the model’s predictions.

5 Conclusions and Future Work

In this work, we present AnEMIC, a comprehen-
sive framework for automatic diagnostic coding. It

serves as a standardized benchmark for ICD cod-
ing on MIMIC-III by correcting errors in existing
datasets and providing popular deep learning-based
models. Our framework has a modularized and
easy-to-use config-based design, and researchers
can easily experiment by writing config files or
adding custom submodules. We also provide an
interactive app for performing real-time inference
and visualization for model explainability.

AnEMIC is under active development and wel-
comes contributions from the community. Upcom-
ing updates to our pipelines include adding more
recent approaches and models, especially those that
incorporate additional sources of external knowl-
edge, as well as supporting other datasets like the
MIMIC-II dataset.
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A Notes on ICD Code Preprocessing

In CAML’s preprocessing pipeline, there are
two errors. Firstly, when they load the
DIAGNOSES_ICD and PROCEDURES_ICD tables into
Pandas dataframes, the ICD codes are loaded
without specifying a data type, dtype in the
pd.read_csv() method, resulting in the loss of
some of leading zeros (e.g. 0040 → 40). This
affects more than 190 codes out of 8930 in MIMIC-
III. Also, when they store the converted ICD codes
(with period) into a file and re-read it, data type is
not specified, resulting in that some of the codes are
converted as floating number and lose leading and
trailing zeros. This also affects many ICD codes.
For example, a major top-50 ICD code, 93.90 is
not selected.

Secondly, MIMIC-III has duplicate ICD codes
in the DIAGNOSES_ICD and PROCEDURES_ICD table,

i.e., an ICD code can be repeated in one admis-
sion7. While preprocessing, CAML’s code does
not remove such duplicate codes, and as a result
of this, some ICD codes were selected as top-50
incorrectly.

As a result, CAML’s MIMIC-III full dataset
has 8922 labels, while our correctly fixed dataset
has 8930 labels. Moreover, our MIMIC-III top-50
dataset has ICD codes 93.90, V45.82, and CAML’s
dataset has 33.24, 45.13 instead.

Table 4 lists the ICD codes in CAML’s, our,
and TransICD’s MIMIC-III top-50 datasets. Tran-
sICD (Biswas et al., 2021) corrected the first men-
tioned error, i.e., loading ICD codes incorrectly, but
counts duplicate ICD codes when choosing top-50
codes, resulting in another incorrect set of top-50
codes.

B Sample Configuration File

Figure 4 shows the YAML config files for prepro-
cessing our MIMIC-III full dataset, to show the
configurable pipeline of AnEMIC. Users can cre-
ate their own ICD coding datasets with, for exam-
ple, different top-k or word stemmer, by customiz-
ing options in the config file. Also, for more cus-
tomized behavior, users can implement submodules
of the pipeline – for example, tokenizer and embed-
ding trainer, and register in the ConfigMapper to
be used in the config file.

C Reproduction Results on the CAML’s
Dataset

In this section, we describe the reproduction ex-
periments and explain the results. To ensure that
our framework correctly re-implemented the old,
CAML version of the datasets and the key mod-
els, we trained the models on the old datasets and
compared the results with the ones reported in the
papers. As in the benchmark experiments, for each
configuration, we ran experiments three times and
computed the mean and the standard deviation. To
make a fair comparison between the models, we
created three sets of the old datasets and used each
of them for each run of model training. Effectively,
the runs will have different weight initialization,
including the embedding matrix.

The results are shown in Table 5 and 6. Overall,
our reproduction shows similar performance as re-
ported in the papers and preserves the relative order

7For example, ICD code 33.24 appears 11 times in the admission with
HADM_ID=193989.
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No. CAML TransICD AnEMIC
1 401.9 20053 401.9 20053 401.9 20046
2 38.93 14444 38.93 14444 38.93 12866
3 428.0 12842 428.0 12842 428.0 12842
4 427.31 12594 427.31 12594 427.31 12589
5 414.01 12179 414.01 12179 414.01 12178
6 96.04 9932 96.04 9932 96.04 9493
7 96.6 9161 96.6 9161 96.6 9102
8 584.9 8907 584.9 8907 584.9 8906
9 250.00 8784 250.00 8784 250.00 8783
10 96.71 8619 96.71 8619 272.4 8503
11 272.4 8504 272.4 8504 96.71 8426
12 518.81 7249 518.81 7249 518.81 7249
13 99.04 7147 99.04 7147 99.04 7102
14 39.61 6809 39.61 6809 39.61 6781
15 599.0 6442 599.0 6442 599.0 6442
16 530.81 6156 530.81 6156 530.81 6154
17 96.72 5926 96.72 5926 96.72 5815
18 272.0 5766 272.0 5766 272.0 5766
19 285.9 5296 285.9 5296 285.9 5295
20 88.56 5240 88.56 5240 88.56 5045
21 244.9 4788 244.9 4788 244.9 4785
22 486 4733 486 4733 486 4732
23 38.91 4575 38.91 4575 285.1 4499
24 285.1 4499 285.1 4499 38.91 4449
25 36.15 4390 36.15 4390 36.15 4387
26 276.2 4358 276.2 4358 276.2 4358
27 496 4296 496 4296 496 4296
28 99.15 4172 99.15 4172 99.15 4162
29 995.92 3792 995.92 3792 995.92 3792
30 V58.61 3698 V58.61 3698 V58.61 3697
31 507.0 3592 507.0 3592 507.0 3592
32 038.9 3580 038.9 3580 038.9 3580
33 88.72 3500 88.72 3500 585.9 3367
34 585.9 3367 585.9 3367 403.90 3350
35 403.90 3350 403.90 3350 311 3347
36 311 3347 311 3347 88.72 3305
37 305.1 3272 305.1 3272 305.1 3272
38 37.22 3248 37.22 3248 412 3203
39 412 3203 412 3203 37.22 3147
40 33.24 3188 33.24 3188 39.95 3133
41 39.95 3178 39.95 3178 287.5 3002
42 287.5 3002 287.5 3002 410.71 3001
43 410.71 3001 410.71 3001 276.1 2985
44 276.1 2985 276.1 2985 V45.81 2943
45 V45.81 2943 V45.81 2943 424.0 2876
46 424.0 2878 424.0 2878 V15.82 2741
47 45.13 2849 45.13 2849 511.9 2693
48 V15.82 2741 V15.82 2741 93.90 2656
49 511.9 2693 511.9 2693 V45.82 2651
50 37.23 2659 93.90 2663 37.23 2619

51 V45.82 2651 37.23 2659 33.24 2607
52 403.91 2566 V45.82 2651 403.91 2566
53 V29.0 2529 403.91 2566 45.13 2552
54 424.1 2517 V29.0 2529 V29.0 2529
55 785.52 2501 424.1 2517 424.1 2517
56 V58.67 2497 785.52 2501 785.52 2501
57 427.89 2396 V58.67 2497 V58.67 2497
58 327.23 2328 427.89 2396 427.89 2396
59 997.1 2313 327.23 2328 327.23 2328
60 99.55 2304 997.1 2313 997.1 2313
61 93.9 2233 99.55 2304 99.55 2275

Table 4: Top-61 frequency ICD codes from differently
processed datasets. The frequency of each code to select
the top-50 labels is shown next to each code. Note the
frequencies of ICD codes are affected by preprocessing
method and error. The top-50 ICD codes that are not
contained in all three top-50 sets are marked in bold.

of performance among the models, illustrating that
our code can be used in the research of automatic
ICD coding.

Despite the effort of re-implementing the ex-

Figure 4: The YAML config file for preprocessing the
MIMIC-III full dataset.

isting datasets and key models, there is a minor
difference from the CAML’s preprocessing, specif-
ically in training vocabulary and embeddings, that
may affect the results. In our preprocessing, the
vocabulary and embeddings are trained together
from Gensim’s word2vec training, which means
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Model Macro AUC Micro AUC Macro F1 Micro F1 P@8 P@15

CNN
Repr 0.833±0.003 0.974±0.000 0.027±0.005 0.419±0.006 0.612±0.004 0.467±0.001

Orig 0.806 0.969 0.042 0.419 0.581 0.443

CAML
Repr 0.880±0.003 0.983±0.000 0.057±0.000 0.502±0.002 0.698±0.002 0.548±0.001

Orig 0.895 0.986 0.088 0.539 0.709 0.561

MultiResCNN
Repr 0.905±0.003 0.986±0.000 0.076±0.002 0.551±0.005 0.738±0.003 0.586±0.003

Orig 0.910±0.002 0.986±0.001 0.085±0.007 0.552±0.005 0.734±0.002 0.584±0.001

DCAN
Repr 0.837±0.005 0.977±0.001 0.063±0.002 0.527±0.002 0.721±0.001 0.572±0.001

Orig Not available

TransICD
Repr 0.882±0.010 0.982±0.001 0.059±0.008 0.495±0.005 0.663±0.007 0.521±0.006

Orig Not available

Fusion
Repr 0.910±0.003 0.986±0.000 0.076±0.007 0.555±0.008 0.744±0.003 0.588±0.003

Orig 0.915 0.987 0.083 0.554 0.736 N/A

Table 5: Reproduced test set results on the MIMIC-III full (old) dataset. For each model, the upper row (Repr)
shows the reproduction results in mean±standard deviation, and the lower row (Orig) shows the results in the
original papers.

Model Macro AUC Micro AUC Macro F1 Micro F1 P@5

CNN
Repr 0.892±0.003 0.920±0.003 0.583±0.006 0.652±0.008 0.627±0.007

Orig 0.876 0.907 0.576 0.625 0.620

CAML
Repr 0.865±0.017 0.899±0.008 0.495±0.035 0.593±0.020 0.597±0.016

Orig 0.875 0.909 0.532 0.614 0.609

MultiResCNN
Repr 0.898±0.006 0.928±0.003 0.590±0.012 0.666±0.013 0.638±0.005

Orig 0.899±0.004 0.928±0.002 0.606±0.011 0.670±0.003 0.641±0.001

DCAN
Repr 0.915±0.002 0.938±0.001 0.614±0.001 0.690±0.002 0.653±0.004

Orig 0.902±0.006 0.931±0.001 0.615±0.007 0.671±0.001 0.642±0.002

TransICD
Repr 0.895±0.003 0.924±0.002 0.541±0.010 0.637±0.003 0.617±0.005

Orig 0.894±0.001 0.923±0.001 0.562±0.004 0.644±0.003 0.617±0.003

Fusion
Repr 0.904±0.002 0.930±0.001 0.606±0.009 0.677±0.003 0.640±0.001

Orig 0.909 0.933 0.619 0.674 0.647

Table 6: Reproduced test set results on the MIMIC-III top-50 (old) dataset. For each model, the upper row (Repr)
shows the reproduction results in mean±standard deviation, and the lower row (Orig) shows the results in the
original papers.

that rare words in the corpus are replaced with the
UNK token before training word2vec. In CAML’s
preprocessing, the embeddings are trained without
replacing UNK tokens, and later, the embeddings
of the frequent words are extracted. Also, in our
code, only the train corpus is used to train the em-
bedding, while the CAML’s code uses the whole
corpus. Furthermore, when choosing words for
the vocabulary, CAML’s code counts the number
of documents, i.e., discharge summary note, that
each word appears in, while our code uses the total

occurrences of each word. Here, both codes use
only the train corpus.

D More Attribution Scores of MIMIC-III

Table 7∼10 show more examples of interpretability
visualization. When the model predicted an ICD
code correctly, then the relevant part of the input
text is attributed. The cases when a model does not
predicted are the second and third row of Table 8.
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Intergrated Gradients for 428.0 (Congestive heart failure unspecified), HADM_ID=158682

CNN
CAML
MultiResCNN
DCAN
TransICD
Fusion

Table 7: Integrated gradients of various models on a fixed input and a fixed ICD code

Intergrated Gradients for 285.9 (Anemia, unspecified), HADM_ID=100408

CNN
CAML
MultiResCNN
DCAN
TransICD
Fusion

Table 8: Integrated gradients of various models on a fixed input and a fixed ICD code

Integrated Gradients of Fusion, HADM_ID=148372
96.04 (Insertion of endotracheal tube)

38.91 (Arterial catheterization)

427.31 (Atrial fibrillation)

250.00 (Diabetes mellitus without mention of complication, type ii or unspecified type)

401.9 (Unspecified essential hypertension)

Table 9: Integrated gradients of Fusion for various ICD codes on a fixed input

Integrated Gradients of MultiResCNN, HADM_ID=135796
414.01 (Coronary atherosclerosis of native coronary artery)

427.31 (Atrial fibrillation)

96.6 (Enteral infusion of concentrated nutritional substances)

38.93 (Venous catheterization, not elsewhere classified)

584.9 (Acute renal failure, unspecified)

Table 10: Integrated gradients of Fusion for various ICD codes on a fixed input
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Abstract

We present SPEAR, an open-source python li-
brary for data programming with semi super-
vision. The package implements several re-
cent data programming approaches including
facility to programmatically label and build
training data. SPEAR facilitates weak su-
pervision in the form of heuristics (or rules)
and association of noisy labels to the train-
ing dataset. These noisy labels are aggre-
gated to assign labels to the unlabeled data
for downstream tasks. We have implemented
several label aggregation approaches that ag-
gregate the noisy labels and then train using
the noisily labeled set in a cascaded manner.
Our implementation also includes other ap-
proaches that jointly aggregate and train the
model for text classification tasks. Thus, in
our python package, we integrate several cas-
cade and joint data-programming approaches
while also providing the facility of data pro-
gramming by letting the user define label-
ing functions or rules. The code and tutorial
notebooks are available at https://github.
com/decile-team/spear. Further, exten-
sive documentation can be found at https:
//spear-decile.readthedocs.io/. Video
tutorials demonstrating the usage of our pack-
age are available here. We also present some
real-world use cases of SPEAR.

1 Introduction

Supervised machine learning approaches require
large amounts of labeled data to train robust ma-
chine learning models. For classification tasks
such as spam detection, (movie) genre categoriza-
tion, sequence labelling, and so on, modern ma-
chine learning systems rely heavily on human-
annotated gold labels. Creating labeled data can
be a time-consuming and expensive procedure that
necessitates a significant amount of human effort.
To reduce dependence on human-annotated labels,

∗Authors contributed equally

various techniques such as semi-supervision, dis-
tant supervision, and crowdsourcing have been
proposed. In order to help reduce the subjec-
tivity and drudgery in the labeling process, sev-
eral recent data programming approaches (Bach
et al., 2019; Chatterjee et al., 2020; Awasthi et al.,
2020; Maheshwari et al., 2021) have proposed the
use of human-crafted labelling functions or auto-
matic LFs (Maheshwari et al., 2022a) to weakly
associate labels with the training data. Users en-
code supervision in the form of labelling functions
(LFs), which assign noisy labels to unlabeled data,
reducing dependence on human labeled data. LFs
can defined as first-order logic rules as a compo-
sition of semantic role attributes (Sen et al., 2020)
or syntactic grammar rules (Sahay et al., 2021).

While most data-programming approaches
cited above provide their source code in the pub-
lic domain, a unified package providing access
to all data programming approaches is however
missing. In this work, we describe SPEAR, a
python package that implements several existing
data programming approaches while also provid-
ing a platform for integrating and benchmark-
ing newer ones. Inspired by frameworks such as
Snorkel (Lison et al., 2021; Ratner et al., 2017;
Zhang et al., 2021) and algorithm based labeling
in Matlab1, we provide a facility for users to de-
fine LFs. Further, we develop and integrate several
recent data programming models that uses these
LFs. We provide many easy-to-use jupyter note-
books and video tutorials for helping new users get
quickly started. Though we provide implementa-
tion on 5 text datasets, our package can be easily
integrated with vision and speech datasets as well.
The users can get started by installing the package
using the below command.

pip install decile-spear

1https://www.mathworks.com/help/vision/ug/create-
automation-algorithm-for-labeling.html

121

https://github.com/decile-team/spear
https://github.com/decile-team/spear
https://spear-decile.readthedocs.io/
https://spear-decile.readthedocs.io/
https://youtube.com/playlist?list=PLW8agt_HvkVnOJoJAqBpaerFb-z-ZlqlP


Unlabeled Set

Designing LFs
@preprocessor
@continuous_scorer
@labeling_function

LA

Joint-Learning(JL)
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Only-L
L2R
PR
ImplyLoss

Labeled Set

      Apply LFs on data

PreLabels.generate_pickle()

def how_LF():
    if text contains ‘how’:

return Description

def how_long_LF():
    if text contains ‘how long’:

return Numeric

Figure 1: Flow of the SPEAR library.

In Table 1, we compare our library with other
existing packages such as Wrench (Zhang et al.,
2021), SkWeak(Lison et al., 2021), Imply Loss
(Awasthi et al., 2020), Snorkel (Bach et al., 2019)
and Matlab. Wrench (Zhang et al., 2021) pro-
vides facility for semi-supervised and unsuper-
vised label aggregation approaches, however, it
does not provide mechanism to find useful sub-
set of unlabeled data and defining continuous LFs.
SkWeak (Lison et al., 2021) does not integrate
semi-supervised LA approaches in the package.
SPEAR addresses the shortcomings of existing
packages by providing features such as designing
of discrete and continuous LFs, integrating un-
supervised and semi-supervised aggregation ap-
proaches and facility to choose labeled set using
subset selection approaches.

2 Package Flow

The SPEAR package consists of three components
(and they are applied in the same order): (i) De-
signing LFs, (ii) applying LFs, and (iii) applying a
label aggregator (LA).
Initially, the user is expected to declare an enum
class listing all the class labels. The enum class as-
sociates the numeric class label with the readable
class name. As part of (i), SPEAR provides the fa-
cility for manually creating LFs. LFs can be in the
form of regex rules as well. Additionally, we also
provide the facility of declaring a @preprocessor
decorator to use an external library such as spacy2,
nltk, etc. which can be optionally invoked by the
LFs. Thereafter, as part of (ii), the LFs can be ap-
plied on the unlabeled (and labeled) set using an

2https://spacy.io

apply function that returns a matrix of dimension
#LFs × #instances. The matrix is then provided as
input to the selected label aggregator (LA) in (iii),
as shown in Figure1. We integrate several LA op-
tions into SPEAR. Each LA aggregates multiple
noisy labels (obtained from the LFs) to associate
a single class label with an instance. Additionally,
we have also implemented in SPEAR, several joint
learning approaches that employ semi-supervision
and feature information. The high-level flow of
the SPEAR library is presented in Figure 1.

3 Designing and Applying LFs

User interacts with the library by designing label-
ing functions. Similar to Ratner et al. (2017), la-
beling functions are python functions which take
a candidate as an input and either associates class
label or abstains. However, continuous LFs re-
turns a continuous score in addition to the class
label. These continuous LFs are more natural to
program and lead to improved recall (Chatterjee
et al., 2020).

3.1 Designing LFs

SPEAR uses a @labeling_function() decorator
to define a labeling function. Each LF, when ap-
plied on an instance, can either return a class label
or not return anything, i.e. abstain. The LF decora-
tor has an additional argument that accepts a list of
preprocessors. Each preprocessor can be either de-
clared as a pre-defined function or can employ ex-
ternal libraries. The pre-processor transforms the
data point before applying the labeling function.

@labeling_function(cont_scorer, resources,
preprocessors, label)

def CLF1(x,**kwargs):

122



Package Designing &
applying LFs

Continuous
LFs

Unsup LA Semi-sup
LA

Labeled-data
subset selection

Snorkel(Ratner et al.,
2017)

✓ ✗ ✗ ✓ ✗

Imply Loss (Awasthi
et al., 2020)

✗ ✗ ✗ ✓ ✗

Matlab ✓ ✗ ✗ ✗ ✗

SkWeak (Lison et al.,
2021)

✓ ✓ ✓ ✗ ✗

Wrench (Zhang et al.,
2021)

✓ ✗ ✓ ✓ ✗

SPEAR ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of SPEAR against available packages.

return label if kwargs["continuous_score"] >=
threshold else ABSTAIN

The LF can express pattern matching rules in
the form of heuristics, distant supervision by using
external knowledge bases and other data resources
to label datapoints. LFs on SMS dataset can be
seen in the example notebook here.

Continuous LFs: In the discrete LFs, users
construct heuristic patterns based on dictionary
lookups or thresholded distance for the classifica-
tion tasks. However, the keywords in hand-crafted
dictionaries might be incomplete. Chatterjee et al.
(2020) proposed a comprehensive alternative that
design continuous valued LFs that return scores
derived from soft match between words in the sen-
tence and the dictionary.

SPEAR provides the facility to declare contin-
uous LFs, each of which returns the associated
label along with a confidence score using the
@continuous_scorer decorator. The continuous
score can be accessed in the LF definition through
the keyword argument continuous_score. As
evident from Table 1, no other existing package
provisions for both semi-supervised aggregation
and subset selection modules.

@continuous_scorer()
def similarity(sentence,**kwargs):
word_vecs = featurizer(sentence)
keyword_vecs = featurizer(kwargs["keywords"])
return similarity(word_vecs,keyword_vecs)

3.2 Applying LFs

Once LFs are defined, users can analyse labeling
functions by calculating coverage, overlap, con-
flicts, empirical accuracy for each LF which helps

to re-iterate on the process by refining new LFs.
The metrics can be visualised within the SPEAR

tool, either in the form of a table or graphs as
shown in Figure 2.

PreLabels is the master class which encapsu-
lates a set of LFs, the dataset to label and enum
of class labels. PreLabels facilitates the process of
applying the LFs on the dataset, and of analysing
and refining the LF set. We provide functions to
store labels assigned by LFs and associated meta-
data such as mapping of class name to numeric
class labels on the disk in the form json file(s).
The pre-labeling performed using the LFs can be
consolidated into labeling performed using several
consensus models described in Section 4.

sms_pre_labels = PreLabels(name="sms",
data=X_V, gold_labels=Y_V,

data_feats=X_feats_V, rules=rules,
labels_enum=ClassLabels, num_classes=2)

4 Models

We implement several data-programming ap-
proaches in this demonstration that includes sim-
ple baselines such as fully-supervised, semi-
supervised and unsupervised approaches.

4.1 Joint Learning (Maheshwari et al., 2021)
The joint learning (JL) module implements a semi-
supervised data programming paradigm that learns
a joint model over LFs and features. JL has
two key components, viz., feature model (fm) and
graphical model (gm) and their sum is used as a
training objective. During training, the JL requires
labeled (L), validation (V), test (T ) sets consisting
of true labels and an unlabeled (U) set whose true
labels are to be inferred. The model API closely
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Figure 2: LF analysis on the SMS dataset presented in the form of graph visualization within the SPEAR tool. The
statistics include precision, coverage, conflict and empirical accuracy for each LF.

follows that of scikit-learn (Pedregosa et al., 2011)
to make the package easily accessible to the ma-
chine learning audience. The primary functions
are: (1) fit_and_predict_proba, which trains
using the prelabels assigned by LFs and true labels
of L data and predicts the probabilities of labels
for each instance of U data (2) fit_and_predict,
similar to the previous one but which predicts
labels of U using maximum posterior probabil-
ities (3) predict_(fm/gm)_proba, predicts the
probabilities, using feature model(fm)/graphical
model(gm) (4) predict_(fm/gm), predicts labels
using fm/gm based on learned parameters. We
also provide functions save or load_params to
save or load the trained parameters.

As another unique feature (c.f. Table 1), our li-
brary supports a subset-selection framework that
makes the best use of human-annotation efforts.
The L set can be chosen using submodular func-
tions such as facility location, max cover, etc.
We utilise the submodlib3 library for the subset
selection algorithms. Some of the function al-
ternatives for subset selection are rand_subset,
unsup_subset, sup_subset_indices and
sup_subset_save_files.

3https://github.com/decile-team/submodlib

4.2 Only-L
In this, the classifier P (y|x) is trained only on the
labeled data. Following Maheshwari et al. (2021),
we provide facility to use either Logistic Regres-
sion or a 2-layered neural network. Our package is
flexible to allow other architectures to be plugged-
in as well.

4.3 CAGE (Chatterjee et al., 2020)

This accepts both continuous and discrete LFs.
Further, each LF has an associated quality guide
component, that refers to the fraction of times the
LF predicts the correct label; this stabilises train-
ing in absence of V set. In our package, CAGE

accepts U and T sets during training. CAGE has
member functions similar to (except there are no
fm or gm variants to predict_proba, predict
functions in Cage) JL module, with different ar-
guments, serving the same purpose. It should be
noted that this model doesn’t need labeled(L) or
validation(V) data.

4.4 Learning to Reweight (L2R) (Ren et al.,
2018)

This method is an online meta-learning approach
for reweighting training examples with a mix of
U and L. It leverages validation set to determine
and adaptively assigns importance weights to ex-
amples based on the gradient direction. This does
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Figure 3: Experiments on SMS, IMDB and MIT-R dataset and comparison with various approaches. We use JL
combined with supervised subset selection for obtaining numbers.

not employ additional parameters to weigh or de-
noise individual rules.

4.5 L+ USnorkel (Ratner et al., 2017)
This method trains a supervised classifier on L set
and Snorkel’s generative model on U set. Snorkel
is a generative model that models class probabil-
ities based on discrete LFs for consensus on the
noisy and conflicting labels. It assigns a linear
weight to each rule based on an agreement objec-
tive and label examples in U .

4.6 Posterior Regularization (PR) (Hu et al.,
2016)

This is a method that enables to simultaneously
learn from L and logic rules by jointly learning
a rule and feature network in a teacher-student
setup. The student network learns parameter θ us-
ing the L set and teacher networks attempts to im-
itates the student network in a joint learning man-
ner. The teacher network encodes logic rules as a
regularization term in the overall loss objective.

4.7 Imply Loss (Awasthi et al., 2020)
This approach uses additional information in the
form of labeled rule exemplars and trains with a
denoised rule-label loss. They leverage both rules
and labeled data by mapping each rule with exem-
plars of correct firings (i.e., instantiations) of that
rule. Their joint training algorithms denoise over-
generalized rules and train a classification model.
It has two main components:

1. Rule Network: It learns to predict whether
a given rule has overgeneralized on a given

sample using latent coverage variables.

2. Classification Network: It is trained on L and
U to predict the output label and maximize
the accuracy on unseen test instances using a
soft implication loss.

This module contains the following primary
classes:

1. DataFeeder - It will essentially take all the
parameters as input and create a data feeder
class with all these parameters as its at-
tributes.

2. HighLevelSupervisionNetwork (HLS) - It
will take the 2 networks, the mode or the
approach that needs to be used to train the
model, the required parameters, the direc-
tory storing model checkpoints at different
instances and the instances and labels from
the labeled dataset (L) and create an object
named "hls".

HLS object will have many member functions of
which the 2 significant are:
(a) hls.train: This function, when called with the
required mode, will train the 2 network attributes
of the object.
(b) hls.test: It supports 3 types of testing:

(i) test_w: this will test the rule network and the
related model of the object.

(ii) test_f: this will test the classification net-
work and the related model of the object.

(iii) test_all: this will test both the networks and
models of the class.
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Figure 4: Mutiple LFs generated from post-editor edits based on semantic and lexical features while editing science
(domain-specific) document in English.

5 Experiments

We prepared jupyter tutorial notebooks for two
standard text classification datasets, namely SMS,
YouTube and TREC. We took LFs on these
datasets from Awasthi et al. (2020) and train us-
ing approaches implemented in this paper. Fig-
ure 3 shows performance of various approaches
implemented using our package on additional two
datasets, MIT-R and IMDB. We can integrate im-
age classification tasks by defining appropriate
feature extraction module and rules.

6 Use Cases

SPEAR is employed in project UDAAN4 for re-
ducing post editing efforts. UDAAN (Mahesh-
wari et al., 2022b) is an end-to-end translation and
post-editing eco-system for domain-aware, target
vocabulary-constrained translation. Specifically,
based on the post editor’s patterns of changes to
the target language document, candidate label-
ing functions are generated (based on a combina-
tion of heuristics and linguistic patterns) by the
UDAAN workbench (c.f. Figure 4 for examples
of LFs). SPEAR is then used to invoke these LFs
on a combination of the edited (i.e., labeled) data
and the not yet edited (i.e., unlabeled) data to
present consolidated edits to the post-editor. This
use case has been presented in the flow chart in

4https://www.udaanproject.org/

Figure 4 – we present the appropriate incorpora-
tion of SPEAR into the post-editing environment
of an ecosystem such as for translation (UDAAN)
or even for Optical Character Recognition5 or Au-
tomatic Speech Recognition (ASR).

As a part of the COVID-19 third wave prepared-
ness, SPEAR was deployed for the Municipal Cor-
poration of Greater Mumbai (MCGM)’s Health
Ward6 for predicting the COVID-19 status of pa-
tients, to help in preliminary diagnosis.

6.1 Demonstration Case

For the purpose of demonstration, apart from the
use cases outlined above, we can choose a text
classification dataset and form regex or continuous
rules after observing a few data points. Once the
LFs are developed, they can be deployed in con-
junction with any of the semi- and un-supervised
algorithms present in the package (c.f. Section 4)
and to compare these algorithms against each
other.

7 Conclusion and Future Work

SPEAR is a unified package for semi-supervised
data programming that enables quick annotation
of training data and facilitates training of machine
learning models. It eases the use of developing

5https://www.cse.iitb.ac.in/~ocr/
6https://colab.research.google.com/drive/

1tNUObqSDypUos7YNvnqvemALlkrrsB0z
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LFs and label aggregation approaches. This allows
for better reproducibility, benchmarking and eas-
ier ML development in low-resource settings such
as in textual post-editing. Presently, we are inte-
grating automatic LF induction approaches such
as Snuba (Varma and Ré, 2018) that employ a
small labeled set to induce LFs automatically. This
will significantly increase the scope of labeling
datasets, reducing the extent of human interven-
tion in designing LFs. The package is written in
Python3 and open-sourced with a MIT License7,
open for community contribution.
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Abstract

Evaluation is a key part of machine learning
(ML), yet there is a lack of support and tool-
ing to enable its informed and systematic prac-
tice. We introduce Evaluate and Eval-
uation on the Hub—a set of tools to facili-
tate the evaluation of models and datasets in
ML. Evaluate is a library to support best
practices for measurements, metrics, and com-
parisons of data and models. Its goal is to
support reproducibility of evaluation, central-
ize and document the evaluation process, and
broaden evaluation to cover more facets of
model performance. It includes over 50 effi-
cient canonical implementations for a variety
of domains and scenarios, interactive documen-
tation, and the ability to easily share implemen-
tations and outcomes. The library is available
at https://github.com/huggingface/evaluate. In
addition, we introduce Evaluation on the Hub,
a platform that enables the large-scale evalua-
tion of over 75,000 models and 11,000 datasets
on the Hugging Face Hub, for free, at the click
of a button. Evaluation on the Hub is available
at https://huggingface.co/autoevaluate.

Demo screencast: youtu.be/6rU177zRj8Q

1 Introduction

Evaluation is a crucial cornerstone of machine
learning—not only can it help us gauge whether
and how much progress we are making as a field, it
can also help determine which model is most suit-
able for deployment in a given use case. However,
while the progress made in terms of hardware and
algorithms might look incredible to a ML practi-
tioner from several decades ago, the way we eval-
uate models has changed very little. In fact, there
is an emerging consensus that in order to meaning-
fully track progress in our field, we need to address
serious issues in the way in which we evaluate ML
systems (Kiela et al., 2021; Bowman and Dahl,
2021; Raji et al., 2021; Hutchinson et al., 2022).

∗Equal contribution.

Figure 1: Average number of evaluation datasets and
metrics per paper, based on 10 random samples per year
from EMNLP proceedings over the past two decades.
More recent papers use more datasets and metrics, while
fewer of them report statistical significance test results.

In order to have a clearer idea regarding the way
model evaluation has evolved in our field, we have
carried out our own analysis on a random sample
of EMNLP papers from the past two decades, and
present our results in Figure 1. It can be observed
that the number of evaluation datasets and metrics
per paper has increased over time, suggesting that
model evaluation is becoming increasingly com-
plex and heterogeneous. However, auxiliary tech-
niques such as testing for significance, measuring
statistical power, and using appropriate sampling
methods have become less common, making re-
sults harder to judge when comparing new results
to previous work. We believe that while datasets
are now more easily accessible thanks to shared
repositories (Lhoest et al., 2021), model evalua-
tion is still unnecessarily cumbersome, with a frag-
mented ecosystem and a lack of consensus around
evaluation approaches and best practices.

The goal of this work is to address three practi-
cal challenges in model evaluation for ML: repro-
ducibility, centralization, and coverage.

Reproducibility: ML systems are extremely sen-
sitive to small (and often undocumented) choices
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such as random seeds and hyperparameters (Pineau
et al., 2021). Model performance is often not com-
pared with proper statistical testing that takes this
variance into account, making many self-reported
comparisons unreliable. Our goal is to standardize
this process and thereby improve the reproduction
of ML evaluations.

Centralization: Historically, ML metrics have
been poorly documented, exacerbating an already
insufficient community-wide understanding of their
usage and shortcomings (Post, 2018). As metrics
and datasets change, the onus is on the commu-
nity to keep results up-to-date, causing unnecessary
replication of work (Ma et al., 2021) and the prolif-
eration of outdated artifacts (Luccioni et al., 2022).

Coverage: ML as a field still focuses heavily on
accuracy-based metrics. While important, this fo-
cus glosses over other critical facets such as effi-
ciency (Min et al., 2021), bias and fairness (Qian
et al., 2022), robustness (Goel et al., 2021), and
how these factor into choosing a model (Ethayarajh
and Jurafsky, 2020; Ma et al., 2021).

We introduce the open source Evaluate library
and the Evaluation on the Hub platform to address
many of these problems. We believe that better
evaluation can happen, if we—as a community—
establish better best practices and remove hurdles.

2 Related work

Open-Source Tools for Evaluation There is a
long history of open source projects aiming to cap-
ture various measurements, metrics and statisti-
cal testing methods for ML. Torchmetrics (Detlef-
sen et al., 2022) implements a large number of
model evaluation metrics for PyTorch (Paszke
et al., 2019), which is similar to evaluation metrics
found in Keras (Chollet et al., 2015) for Tensor-
Flow. Libraries like Scikit-learn (Pedregosa et al.,
2011), SciPy (Virtanen et al., 2020), Statsmod-
els (Seabold and Perktold, 2010), NLTK (Bird et al.,
2009), TrecTools (Palotti et al., 2019), RL Relia-
bility Metrics (Chan et al., 2020), NetworkX (Hag-
berg et al., 2008), Scikit-image (Van der Walt
et al., 2014), GEM (Gehrmann et al., 2021),
TorchFidelity (Obukhov et al., 2020) also sup-
port many evaluation measures across many do-
mains. As integrating metrics into specific frame-
works can be difficult, there are also many libraries
dedicated to individual evaluations for example

rouge_score, 1 BARTScore (Yuan et al., 2021), or
SacreBLEU (Post, 2018). The fragmentation of
the ecosystem leads to various problems, such as a
wide range of incompatible conventions and APIs,
or misreporting due to differing implementations
and results.

In Evaluate, we provide one single interface
backed by a centralized Hub. Metrics can easily be
shared, are version controlled, have a standardized
interface, and allow for multimodal inputs.

Evaluation as a Service The idea of Evaluation
as a Service (Ma et al., 2021; Kiela et al., 2021),
whereby models are submitted for another party to
be centrally evaluated, has recently gained traction
as a more reproducible way to conduct model eval-
uation. Central evaluation also facilitates holding
challenges and competitions around datasets (Ya-
dav et al., 2019; Pavao et al., 2022; Akhbardeh
et al., 2021) as opposed to simply evaluating self-
reported model results or comparing model scores
with benchmark suites (Bajaj et al., 2016; Coleman
et al., 2017; Wang et al., 2018, 2019; Kardas et al.,
2020; Reddi et al., 2020; Liu et al., 2021; Goel et al.,
2021; Dror et al., 2019). The advantages of con-
ducting evaluation centrally are multiple, including
better reproducibility, forward/backward compati-
bility, and the ability to measure models along mul-
tiple axes of evaluation (e.g. efficiency and fairness,
in addition to accuracy), which can help contribute
towards a more systematic approach to evaluation.

Issues with Evaluation Several studies of ML re-
search and practice have been carried out in recent
years on different aspects pertaining to ML eval-
uation, and together they paint a bleak picture of
evaluation in our field. For instance, a 2019 large-
scale replication study of 255 ML papers found
that only 63% of the results they reported could
be systematically replicated (Raff, 2019). A com-
plementary survey of 3,800 papers from Papers
with Code has shown that a large majority of met-
rics used do not adequately reflect models’ perfor-
mance and that they largely do not correlate with
human judgement (Blagec et al., 2021). Finally, a
recent study of 770 papers in machine translation
from the last decade found that while 108 new met-
rics have been proposed for the task, 99.8% of pa-
pers continue to use BLEU score for reporting re-
sults (Marie et al., 2021), despite the fact that the

1github.com/google-research/google-
research/tree/master/rouge
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original BLEU score (Papineni et al., 2002) has
been shown to vary based on user-chosen param-
eters such as tokenization, which vary across lan-
guages (Post, 2018; Ananthakrishnan et al., 2007).
These issues motivate the development of the tools
presented in this work.

3 Library: Evaluate

The Evaluate library provides canonical implemen-
tations of a large set of evaluation modules. Mod-
ules are available to the community via a single,
easy-to-use API. We provide extensive and detailed
documentation cards for each, describing their cor-
rect usage, range of values and possible pitfalls, in
a similar vein to model and dataset cards (Mitchell
et al., 2019; Gebru et al., 2021). To facilitate ex-
tensibility, each evaluation model lives in a sepa-
rate Git repository, and new modules can be easily
contributed. The core library is released under the
Apache 2.0 license and is available on GitHub, 2

making it easy to adopt and deploy.
The library is designed to address the main chal-

lenges discussed in Section 1. Metrics are ver-
sioned and documented to support reproducibil-
ity within the framework. The core system is cen-
tralized to facilitate comparisons across models
in a consistent manner supporting best practices,
and data is stored in Git to allow backups and
cloning. Finally, the tool is inherently designed for
a multi-model, multi-evaluation paradigm support-
ing broad evaluation coverage by default.

3.1 Library Structure

Evaluate aims to support a range of model and
dataset comparisons. It offers three distinct types
of evaluation modules:

Metrics: Metrics to provide a score for model
performance (e.g. accuracy or BLEU score). They
play a central role for decisions around the use and
deployment of models, allowing models to be com-
pared and evaluated based on given benchmarks.

Comparisons: Comparisons are used to compare
the predictions of two models (e.g. McNemar’s
test). When comparing two models, these scores
can help determine whether the difference in the
models’ behavior is statistically significant.

Measurements: Measurements are used to inves-
tigate the characteristics of a dataset (e.g. fraction

2github.com/huggingface/evaluate

of duplicates, skew in label distribution). These
statistics are a crucial step for gleaning more in-
sights regarding training or evaluation datasets.

3.2 Library Tour
We demonstrate how Evaluate works with a quick
tour of its features. In this section we focus on met-
rics, but the showcased methods work identically
for the other types of evaluation modules.

Core Library Any metric, measurement, or com-
parison can be loaded using its name.

import evaluate
metric = evaluate.load("accuracy")

The name can refer to a local file path or the name
of a repository on the Hugging Face Hub.

Users can add predictions and/or references one
at a time or pass all of them directly to compute().

# batches can be added sequentially
metric.add_batch(predictions = [1, 1],

references = [1, 0])
metric.compute()

# or in one compute call
metric.compute(predictions = [1, 1],

references = [1, 0])

Note that the sequential method is particularly
useful in a multi-worker setup, where each worker
adds data and the compute operation happens at the
end. Evaluate uses Apache Arrow as its backend,
which means that adding data to the metric does
not use any additional memory. The full set of data
is only loaded when the metric is computed.

Several metrics can be bundled together and fol-
low the same API as a single metric, returning all
results at once.

evaluate.combine(["accuracy", "f1"])

Evaluator Evaluate also offers a higher level
API called the Evaluator. Evaluator enables anyone
to quickly evaluate a model on a task. Evaluator
encapsulates task-specific pre- and post-processing
and streamlines data preparation, model inference
and metric computation. This makes the evaluation
of any (model, dataset, metric) triplet on
a task seamless: 3

task = evaluator("text-classification")
task.compute(model_or_pipeline=model,

data=data, metric=metric)

3Currently text, token, and image classification as well as
question-answering are supported with more coming soon.
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Evaluator employs pipelines from the Transform-
ers library 4 (or any other object with the same
API) to carry out model inference. While evalu-
ating downstream performance of the model, the
Evaluator keeps track of the inference efficiency
via metrics such as throughput and latency. This
provides another dimension along which models
can be compared, especially relevant in applied sce-
narios where inference times may be as crucial to a
model’s success as its performance on the core met-
rics. The Evaluator also supports (optional) confi-
dence interval computations via bootstrapping on
any metric.

3.3 Documentation

Recent years have seen several proposals for stan-
dardized documentation of both models (Mitchell
et al., 2019) and datasets (Gebru et al., 2021), argu-
ing that this improves their accessibility as well as
enabling a better understanding of their limitations
and biases across different audiences. We have
adopted this line of work within Evaluate – accom-
panying each evaluation module is a documenta-
tion card that describes the measurement, metric or
comparison and how to use it. This card includes
its intended use (i.e., whether it is specific to a task
such as machine translation or a dataset such as
SQuAD), its range, and code snippets that a user
can copy within their application. These cards also
contain a section on limitations and biases of the
module, such as their applicability for certain lan-
guages (this is especially relevant for metrics such
as BERTScore and COMET, which leverage pre-
trained models), the size of the models used to cal-
culate them (e.g., GPT-2, the default model used
for calculating MAUVE, is over 3 GB), and the fact
that certain modules (e.g., perplexity) are not com-
parable across different datasets when built from
different models or preprocessing steps.

Our goal with these documentation cards is two-
fold. On the one hand, we hope that they will ed-
ucate users regarding the scope and intention of
different evaluation approaches, how they are cal-
culated and how to interpret their values. On the
other hand, we aim to improve best practices in
terms of evaluation approaches. This can be as sim-
ple as measuring F1 score instead of relying simply
on accuracy for imbalanced datasets, but also pre-
ferring a more reproducible and systematic metric
such as SacreBLEU over a more variable one such

4huggingface.co/docs/transformers/main_classes/pipelines

as BLEU. We encourage the creators of new mod-
ules to write documentation cards to inform the
community regarding the intended usages of their
metric, measurement, or comparison; their possi-
ble limitations and biases; and to provide examples
of best practices for using them.

3.4 Community Contributions
Since the code for metrics is stored in individual
repositories on the Hugging Face Hub, anyone can
add new metrics and load them with Evaluate with-
out needing to wait for reviews or approval. Any
piece of evaluation code can be easily pushed to
the Hugging Face Hub, which allows for sharing
the exact same implementation with direct collabo-
rators and the broader research community. These
community metrics complement the canonical mod-
ules and are stored under the user’s namespace.
The Evaluate library also includes a command line
interface (CLI) to make community contributions
more accessible.

evaluate-cli create "My awesome metric"

This command creates a repository on the Hub,
clones it, populates it with a template and pushes
it to the Hub. The user only needs to implement
the metric logic, write a README containing the
metric card, and push their changes to the Hub us-
ing Git. We automatically provide live interaction
widgets for each module, allowing users to develop
a proper intuition for evaluation modules’ usage,
along with access to their documentation. Further-
more, our community discussion feature 5 allows
members of the community to flag problematic
evaluations or to ask for details regarding results,
which model creators can then engage with.

4 Service: Evaluation on the Hub

The Evaluation on the Hub platform extends the
Evaluate library to a free service model: anyone
can evaluate any model on any dataset using any
compatible metric, without requiring any code.
This service utilizes models, datasets, and metrics
standardized through the Hugging Face Hub. All
evaluation results using this method are produced
by the same pipeline with versioned implementa-
tions, and so are inherently reproducible. When a
new model, dataset, or metric is produced, anyone
can rerun the evaluation. As such, Evaluation on

5huggingface.co/docs/hub/repositories-pull-requests-
discussions
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Figure 2: Evaluation on the Hub diagram

the Hub facilitates large-scale evaluation of over
75,000 models and 11,000 datasets.

The service model further supports the goals of
reproducibility and centralization. While the Evalu-
ate library can ensure that the metrics used are con-
sistent, it cannot ensure that the model was trained
and evaluated using a reproducible set of hyperpa-
rameters and data. Incorporating Evaluate into a
model hosting and training environment makes it
possible to guarantee this consistency. Centraliza-
tion also provides a further benefit of joining these
metrics with model and data card documentation.

4.1 System architecture

The system architecture is shown in Figure 2. Upon
submission, an evaluation job is triggered, which
downloads the dataset and model(s) from the cen-
tralized Hub, computes metrics, and opens a pull
request with the results.

Evaluation jobs are configured through a sim-
ple interface 6 that specifies the task, dataset, met-
rics, and models to be evaluated. For each task, we
compute a set of common metrics using the Eval-
uate library; users can also select additional met-
rics from the Hub 7 to be included in the evaluation.
For many datasets on the Hub, we provide evalua-
tion metadata that defines a default configuration
for users to launch evaluation jobs with a single
click. Users can also add evaluation metadata to
their own datasets to provide one-click evaluations
to the community. The interface for triggering an
evaluation is shown in Figure 3 (left).

We use AutoTrain 8, Hugging Face’s AutoML
6huggingface.co/spaces/autoevaluate/model-evaluator
7huggingface.co/metrics
8huggingface.co/autotrain

platform, to run evaluation jobs. The results from
each evaluation are stored as metadata associated
with model cards. The model predictions for each
evaluation are also stored as dataset repositories on
the Hub, enabling further analysis of, e.g., model
errors.

4.2 Documenting Evaluation

The tool is permissioned so that model owners have
the ability to select which evaluations they want
to display with their model. This documentation
is managed through a pull request system that al-
lows owners to see evaluations that have been run.
If a pull request is approved by the model owner,
the results are added visibly to the model card as
part of its documentation. However, all evaluation
pull requests are public by default, so even if one
is closed by model owners, members of the com-
munity can still see the scores.

Upon approval, the results become visible on
an interactive Leaderboard 9 associated with the
underlying dataset. We aggregate all model eval-
uations (both verified and self-reported) through
these leaderboards that allow users to filter results
across task and dataset. Models are ranked so that
users can find the best scoring model for task X on
dataset Y. The interface for model leaderboards is
shown in Figure 3 (left).

5 Use Cases

Evaluate and Evaluation on the Hub are already
actively used by our community for a variety of
tasks. There are many applications of these tools,
and we highlight some of the most important use

9huggingface.co/spaces/autoevaluate/leaderboards
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Figure 3: (left) Model Evaluator User Interface; (right) Leaderboards User Interface.

cases observed in practice.

Use case 1: Choosing the best model. If the
task is known and the aim is to find an appropri-
ate model, the Hub Leaderboard (which aggregates
all the evaluation results for a dataset representa-
tive of that task) can act as a trusted source. In case
a particularly interesting model is not yet on the
leaderboard, its evaluation can easily be triggered,
directly from the Hub, and its results will automati-
cally appear on the leaderboard, allowing it to be
compared to previous models.

Use case 2: Reproducibility of results. If a new
dataset is created, it can be uploaded directly to the
Hub to trigger evaluation coverage on many models
without needing any code. Researchers can trust
in the reproducibility and consistency of this eval-
uation of these models on this dataset. Similarly,
open-source implementations for measurements,
metrics and comparisons can easily be shared and
plugged into the Evaluator to enable reproducibil-
ity on a range of other model facets. If a paper does
not report results for a given model on a dataset of
interest, it can be evaluated and verified.

Use case 3: Deciding on deployment. When
deciding on which variant of a model to deploy to
production, it is important to consider the broad
performance of the model across multiple metrics.
It may also be important to test on held-out test
sets, and to measure the latency and throughput
of a model. With the Evaluator, researchers can
quickly evaluate on several datasets and also get the
measured timing and latency information to make
an informed decision.

Use case 4: Adding a new metric. When a
new evaluation module (i.e., metric, measurement
or comparison) is developed, it needs to be dis-

tributed for wider use. Historically, for use-cases
like Kaggle competitions, metrics are shared as
code snippets, requiring participants to copy the
evaluation code, which can be error-prone and in-
convenient. With Evaluate, anyone can create a
new evaluate module—be it a metric, measure-
ment, or comparison—alongside its documentation
card with instructions. 10 Anybody with the access
rights can then quickly use the module with the
standard loading mechanism.

6 Conclusion

Evaluate and Evaluation on the Hub aim to facili-
tate better evaluation of machine learning data and
models by improving reproducibility, centraliza-
tion, and coverage of evaluation tools. Evaluate
is an open-source, community-driven library that
standardizes evaluation. Evaluation on the Hub is
a reproducible no-code alternative for evaluation
across models, datasets, and metrics. We hope that
this set of tools can help facilitate better best prac-
tices for model and data evaluation.

Ethical Issues and Limitations

There are multiple aspects of model evaluation that
we have not (yet) addressed but that remain impor-
tant in the broader landscape of our community and
the way ML is used in real-world settings. For in-
stance, we have currently focused on metrics and
measurements that have been developed and tested
for high-resource languages such as English, and
only cover a handful of metrics that explicitly sup-
port multilinguality. Similarly, while we strove to
cover as many metrics as possible, most of our cov-
erage is for text-based metrics, and we have yet to

10Example of a custom metric added by a community mem-
ber: hf.co.co/spaces/jordyvl/ece
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add as many metrics from other modalities, multi-
modal metrics, or to provide as large a selection
for measurements and comparisons. Furthermore,
while we have documented the computational and
memory requirements of our evaluation approaches
via documentation cards, several metrics require
downloading large models such as GPT-2, which
can be inaccessible for users with slower Internet
speeds or insufficient memory. Finally, we are still
working towards a greater reproducibility of evalu-
ation results, for instance by adding identifiers that
will indicate which version of a metric and dataset
was used for evaluating a model (in the case of
code changes, for instance), allowing users to eas-
ily replicate results if needed. We will continue im-
proving our tools to address these limitations and
provide support for more uses cases.
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Abstract

Although contextualized word embeddings
have led to great improvements in automatic
language understanding, their potential for
practical applications in document exploration
and visualization has been little explored. Com-
mon visualization techniques used for, e.g.,
model analysis usually provide simple scatter
plots of token-level embeddings that do not
provide insight into their contextual use. In
this work, we propose KeywordScape, a visual
exploration tool that allows users to overview,
summarize, and explore the semantic content of
documents based on their keywords. While ex-
isting keyword-based exploration tools assume
that keywords have static meanings, our tool
represents keywords in terms of their contextu-
alized embeddings. Our application visualizes
these embeddings in a semantic landscape that
represents keywords as islands on a spherical
map. This keeps keywords with similar context
close to each other, allowing for a more precise
search and comparison of documents.

1 Introduction

Recent work in Natural Language Processing
(NLP) has brought great advances in the contex-
tual modeling of word meanings in texts (Peters
et al., 2018; Devlin et al., 2019; Radford et al.,
2019). When it comes to visualizing the meaning
contained in a collection of documents, keywords
still play an important role (El-Assady et al., 2020;
Ji et al., 2017; Kim et al., 2017). Keyword-based
methods have a number of advantages because they
are intuitive and easy to visualize, for example, in a
bar chart showing the frequency of a keyword over
different years in a document collection. However,
one of the major limitations in existing approaches
is that it assumes that a keyword has a static mean-
ing across different texts and domains. This as-
sumption is highly unrealistic (Schütze, 1998; Nav-
igli, 2009). A term like training means something

quite different in the context of machine learning
than in psychology.

There are tools for visualizing document collec-
tions at different levels of granularity. To get an
overview of a set of texts, it is often beneficial to
use visualizations that group texts on a high level
according to their overarching meaning, also called
topic. This is done by John et al. (2019); Kim et al.
(2017); Dang and Nguyen (2018); Le and Akoglu
(2019), e.g. to distinguish scientific texts on the
topic of machine learning visually from texts from
the field of psychology. To find documents that
match a semantic query, e.g., a list of related key-
words such as learning, curriculum, pre-training,
low-level document exploration is required. Here,
users must evaluate the meaning of specific para-
graphs, sentences, and keywords in a given context.
Current visual document exploration systems do
not use contextualized neural representations and
rely on topic models or frequency-based keyword
clustering techniques (Wang et al., 2014; Ganesan
et al., 2015; Kim et al., 2017; Yang et al., 2017; Ji
et al., 2019; John et al., 2019). These allow high-
level comparison of documents but are unable to
distinguish content based on low-level semantic
meaning.

In this work, we propose KeywordScape, a tool
that visualizes keywords in their semantic contexts
as islands on a map to support meaning-driven doc-
ument exploration. This makes it possible to ex-
plore the potential of contextualized word embed-
dings for visual document exploration by exploiting
their strengths for disambiguation.

In the following, we clarify how our work fits
into the current research context. We demonstrate
the applicability of contextualized keywords in a
visualization system architecture, explain the user
interactions it supports, and show its application in
use cases that solve real-world problems. The main
contributions of this paper include:

• Provision of a novel method for visualizing
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contextualized keyword embeddings as visual
islands.

• Design and implementation of a meaning-
preserving visual document exploration sys-
tem.

2 Related Work

Visualization of text has been explored extensively
in the VIS community. This section refers to re-
lated work in the sub-field of visual document ex-
ploration, reviewing relevant methods and ideas
for visualizing document collections. Furthermore,
we show how recent developments in the field of
NLP, and in particular neural word embeddings,
feed into these solutions.

2.1 Visual Document Exploration
Visual exploration of documents is a well-
researched task (Heimerl et al., 2016; Mitra and
Craswell, 2017; Zhang et al., 2018; John et al.,
2018; Han et al., 2018). The most frequently stud-
ied methods can be categorized into visual topic
modeling (Dou et al., 2013; Kucher et al., 2018a;
John et al., 2019; Kim et al., 2017; Dang and
Nguyen, 2018; Le and Akoglu, 2019), visual in-
formation retrieval (Koch et al., 2014; Kraker et al.,
2016; Heimerl et al., 2016; Dias et al., 2019) and
visual sentiment analysis (Dai and Prout, 2016;
Martins et al., 2017; Kucher et al., 2018b, 2020).
Visual topic modeling is most closely related to
our approach. A topic model generally aims to ex-
tract groups of keywords as coherent topics and
assign the documents in the collection to these
topics. Visual topic modeling supports the explo-
ration of these topic models by visually represent-
ing the extracted topics and making them interac-
tive. A large proportion of current applications
for visual topic modeling such as VISTopic (Yang
et al., 2017), LDAExplore (Ganesan et al., 2015)
or TopEx (Olex et al., 2021) in their NLP pipelines
is based on methods like LDA (Blei et al., 2003),
LSA (Deerwester et al., 1990) or HDP (Wang et al.,
2011). The visualization pipeline relies on clus-
tering algorithms like K-Means (Kanungo et al.,
2002) or dimensionality reduction methods like
PCA (F.R.S.), t-SNE (Maaten and Hinton, 2008),
or UMAP (McInnes et al., 2018).

2.2 Neural Embedding Visualization
Visualizations of static neural word embeddings
are used to explore document spaces (Berger et al.,

2017; Ji et al., 2017, 2019) sentiment spaces (Dai
and Prout, 2016; Martins et al., 2017; Kucher
et al., 2020) or concept spaces (Park et al., 2018;
Heimerl and Gleicher, 2018). Depending on how
the visual models are constructed, the approaches
can be divided into neural embedding visualiza-
tions (Mitra and Craswell, 2017; Chen et al., 2018;
Li et al., 2018) and interactive human-in-the-loop
applications (El-Assady et al., 2020; Park et al.,
2018). In both, the idea of representing individ-
ual word tokens in a condensed form that cap-
tures their semantic meaning is applied. The high-
dimensional representations are reduced to a lower
dimension and visualized with colored dots or icons
as visual metaphors for individual words or docu-
ments (Smilkov et al., 2016; El-Assady et al., 2020).
Complete static embedding spaces are visualized
in Li et al. (2016); Chen et al. (2018); Molino et al.
(2019). Liu et al. (2018) visually investigate the
semantic relations in embedding spaces of static
word2vec (Mikolov et al., 2013) and GloVe (Pen-
nington et al., 2014) embeddings. Our work differs
from this in that, unlike in the methods presented
above, the contextual embedding spaces are not
a fixed set and dynamically new embeddings are
created for each token in the respective document
based on its occurrence in the context.

3 KeywordScape System

We propose a system architecture shown in Fig-
ure 1 consisting of a NLP Pipeline and a Vi-
sualization Pipeline. The first parses the doc-
uments into a map of contextualized representa-
tions based on BERT (Devlin et al., 2019) and
UMAP (McInnes et al., 2018). The second is
responsible for the visualization and is based on
the D3 library (Bostock et al., 2011), the HTML
canvas element for rendering, and SVG for addi-
tional data manipulation and information display.
For a video demonstration of the system, visit
https://youtu.be/6jaF7HiPzTk.

3.1 NLP Pipeline

3.1.1 Text Processing
Parsing. Each document of the collected set is
parsed into a text string. The free library science-
parse from AllenAI (sci) is used. For each docu-
ment title, the authors, the year of publication, the
abstract, and the text of the document are extracted.
Cleaning. After parsing the documents into text
strings, the text is broken down into word tokens
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Figure 1: The KeywordScape System Architecture. Within the NLP Pipeline, the document collection is pre-
processed, keywords are extracted and embedded alongside documents and paragraphs. The high-dimensional
representations are projected onto a unit sphere and forwarded to the Visualization Pipeline. Here, maps of different
granularity can be switched and explored with a variety of interaction techniques.

using the SpaCy library (spa). A cleaning proce-
dure is applied to filter out all non-lexical tokens.
Paragraphing. The document is divided into para-
graphs with a size of 512 tokens or less. This
corresponds to the encodable context width of the
BERT model (Devlin et al., 2019).
Keyword Extraction. A set of N different key-
words is determined by a user-selected extrac-
tion method, either TextRank (Mihalcea and Ta-
rau, 2004), RAKE (Rose et al., 2010), or TF-
IDF (Ramos, 2003). A single document is thus
visually represented by the semantic coverage of
its most relevant N contextualized keywords. In
order to be consistent across the collection and to
adapt to the respective document size, the number
of keywords is calculated individually for each doc-
ument. To achieve this, the user determines what
percentage p% of words in a document are treated
as keywords. For our visualizations, we set the
keyword percentage p per document to 5%.

3.1.2 Word Embedding
For each document, each paragraph is passed to
the BERT model and the embedding vector of the
last layer of all tokens with dimension 768 is ex-
tracted. All word embeddings that do not belong to
keywords are removed. If a keyword is composed
of subword embeddings, the average embedding
is used. This results in a contextualized represen-
tation of each keyword based on the paragraph in
which it occurs. Unlike methods with pure key-
word extraction, this provides a fine-grained repre-
sentation of meaning. Each of the contextualized

keyword embeddings is labeled by its lemmatized
word form to reduce unnecessary variance and fa-
cilitate navigation in the visualization.

3.1.3 Map Creation
Map Granularity. Three maps are created to en-
able iterative exploration of document collections
at different levels of semantic granularity. The
first map is a document map that creates a sin-
gle representation for each document by using a
SentenceBERT embedding of its abstract (Reimers
and Gurevych, 2019). The second map is a para-
graph map that applies the same technique to all
paragraphs in the corpus. The third map is a con-
textualized keyword map, which is the focus of
this work and will therefore be explained in more
detail in the following subsections.
Dimensional Reduction. The contextually
embedded keyword vectors are reduced to a
lower, plottable dimension using the UMAP al-
gorithm (McInnes et al., 2018; uma). A unit sphere
is used as the reduction space, which allows points
to be treated as [lat, lon] expressions. Reducing
the points to the surface of a unit sphere has the
advantage that all embeddings are mapped relative
to all other embeddings on the sphere. This offers
a smooth visual exploration of the keyword land-
scape.
Quantization. To avoid overlapping points in
the visual map and to make the number of points
manageable for the browser-internal visualization
pipeline, the unit sphere is quantized into elemen-
tary quadrilaterals, each of which represents all
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Figure 2: Overview of the KeywordScape interface. Left: Search interface that allows users to search for documents
in the collection. Right: Map visualization of keyword islands of the ReCOVery corpus with interaction bar.

points contained in its area. The minimum side
length of a quadrilateral is 0.1 degrees. With
the help of this quantization, the approach can be
scaled up to 250 documents using a keyword per-
centage of 5%. This ensures a fast construction of
the map in the browser and enables fluid interac-
tion.

3.2 Visualization Pipeline

3.2.1 Document Map and Paragraph Map

The document map and paragraph map were cre-
ated with the aim of allowing users to iteratively
refine the granularity of the context of interest dur-
ing visual exploration. The document map provides
an overview of the collection. Each document is
represented as a single point on the unit sphere that
positions semantically similar document embed-
dings close to each other. As a visual metaphor for
a coherent semantic region, labeled and coloured
grid cells are used as an adaptation of the visualiza-
tion technique heatmap. The unit sphere is divided
into a grid of user-defined size. For each grid cell,
the most frequently occurring keywords in it are
displayed adaptive to the zoom level. The cells are
coloured according to the density of dots in each
cell. The higher the density of dots in a cell, the
lighter the colour. In this way, document clusters
can be quickly identified, and at the same time,
one gets an idea of the most important keywords
in these clusters. The paragraph map shows the
distribution of paragraph embeddings over the en-

tire unit sphere. Similar to the document map, a
coloured grid with adaptive labeling is used. The
map makes it possible to find topics covered in in-
dividual paragraphs, allowing for a more detailed
examination than at the document level.

3.2.2 Contextualized Keyword Map
The contextualized keyword map (see Figure 2) is
the focus of this work and enables a visual keyword
search that takes into account the semantic mean-
ing of the individual keywords. The embedding
points in [lat, lon] of the contextualized keyword
map are projected onto a geoequirectangular map
projection. The geo-voronoi microlibrary (geo) of
D3 is used to create a Delaunay triangulation of the
points on the sphere. A Voronoi map is calculated
from this triangulation. Each Voronoi region repre-
sents a set of quantized word points in the space of
the semantic map. The visual metaphor of the sea
and visual islands is used to represent a keyword
context. Islands represent clusters of keywords that
occur together in the same context. To determine
the visual islands, an HDBSCAN (McInnes et al.,
2017) clustering is applied to the Voronoi map,
which assigns a cluster probability to each Voronoi
region with respect to the cluster probability of its
center. Cluster probability is the basis for colour
coding, in that higher probabilities encode a darker,
land-like colour and lower probabilities encode a
blue, sea-like colour, resulting in the creation of vi-
sual islands. The positions of the islands in relation
to each other on the map represent their semantic
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Figure 3: The main interaction techniques projection,
filtering, brushing, hovering, rank & tag, zoom & pan
within the KeywordScape interaction loop.

distance. The labels of the keywords in a visual
island represent the keywords with the highest fre-
quency in the respective Voronoi region.

4 User Interaction

KeywordScape offers a number of interaction tech-
niques, which are illustrated in Figure 3 and ex-
plained below:
Projections. To create a projection a search query
in form of a set of keywords is translated into a
selection of embedding points. From the resulting
set of points, a contour map is interpolated based
on the density of the selected points in each region
of the map. The contour map is then projected onto

the contextualized keyword map. This makes it
possible to visualize a user’s search similar to rain
showers on a weather map, as shown in Figure 3.
Filtering. Filtering is used in combination with the
projection function. The user can define queries
to the system either via the text-based search or
via predefined query selectors such as timestamps,
keywords, authors, star ratings, or tags. The query
is then translated into a projection condition and a
visual expression of the query is projected onto the
map so that the user can visually understand where
within the semantic landscape of the document col-
lection the query applies. For example, if the user
selects a particular author as a query selector, all
documents that the author has contributed to the
corpus are filtered out, their keywords extracted
and projected onto the KeywordScape. With the
help of this view, the user can easily see which
semantic regions the author mainly focuses on.
Zooming. A filtered semantic map generates re-
gions of interest that can be examined in detail
using the zoom function. Zooming in combination
with adaptive region labeling makes it possible to
examine the keywords of a context island with in-
creasing granularity.
Brushing. Brushing highlights a specific area of
interest to find the documents with keywords in that
area. Visual islands characterized by a collection of
keywords occurring in the same context are made
visually tangible in this way and the documents
containing these contexts are listed. An application
of the brushing feature is shown in Figure 3.
Ranking. Ranking allows the corpus to be adapted
to personal interests. Users award stars in a range
from 0-5, making it possible to quickly filter out
personally relevant documents, e.g. as support
when writing a survey paper.
Tagging. Assigning tags to the documents allows
quick access to document sets. This can be com-
bined with the projection function to visualize the
map coverage of several selected documents. In ad-
dition, tagging and projection are used to visually
compare documents by dividing them into different
tag groups and projecting the similarities as well as
the differences of the two tag groups against each
other, as shown in Figure 5.
Hovering. The hovering interaction is applied to
the document map and the paragraph map. The
tool displays the corresponding document in the
search bar when the mouse pointer hovers over its
representation in the map. When clicked, a de-
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Figure 4: Document, paragraph, and contextualized keyword map of the ReCOVery corpus showing the semantic
content of newspaper articles during the COVID-19 pandemic at different levels of granularity. Left: The document
map allows users to identify documents with a similar main topic such as sports, trump, or foreign policy. Center:
The paragraph map highlights more specific contexts below the document level, such as women suffering from
abortions caused by COVID-19 infections, the situation of employees, and the impact of the COVID-19 pandemic
on children. Right: The contextualized keyword map focuses on fine-grained keyword islands like the basketball
season.

tailed document preview is displayed, containing
meta-information such as title, author, date of pub-
lication as well as the most important keywords of
the document and its abstract. The interaction tech-
niques are evaluated in a user study. For a detailed
description, please refer to the appendix A.

5 Use Cases

We apply the KeywordScape tool to two different
document data sets. To show the applicability of the
tool for everyday use, e.g., to get an overview of the
content of news articles, we visualize the reliable
sources of the ReCOVery Corpus of Zhou et al.
(2020) in Section 5.1. These include newspaper
articles from trusted news outlets. To illustrate the
tool’s ability to decompose the semantic occurrence
of keywords into different contexts, we visualize
the food.com data set from Majumder et al. (2019),
which is used to generate personalized recipes from
user preferences in Section 5.2.

5.1 Newspaper Articles

We visualize 250 newspaper articles from trusted
news outlets of the ReCOVery corpus (Zhou et al.,
2020). The document map provides an overview
of the main topics covered in the articles, such as
sports, foreign policy, or trump (see Figure 4). In
particular, sources related to trump appear to have
high coverage. At the paragraph level, it is partic-
ularly interesting that the context of abortion as a
problem of women struggling with a COVID-19
infection is mentioned in many paragraphs. A user

Figure 5: Visualization of similarities and differences
of documents with regard to their keywords in context.
Cividis coloured contours show regions where the con-
tents of the documents overlap, black outlined contours
show regions where the contents of the documents differ
from each other.

with only a document-level visualization might not
have been able to detect this because the contexts
in which this subject is discussed are hidden behind
the larger topic of the article. Using the contextual-
ized keyword map, specific contexts in the semantic
region of sports can be explored. For example, arti-
cles debating the progress of the basketball season
can be found by brushing their contextualized key-
words in the associated context island, as shown in
Figure 4. The ability to examine keywords in rela-
tion to their meaning in context proves particularly
useful for high-interest terms such as trump. A
large number of articles use the polarizing keyword
to attract interested users. A decomposition into the
individual contexts in which it occurs, e.g. vaccine
or china, would not be possible with a conventional
keyword search, because the meaning of the word
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Figure 6: Contextualized keyword map of food recipes
from the food.com data set. Contours outline the density
of the keyword cheese within the different contexts of
the map.

is not taken into account with these methods.

5.2 Food Recipes

We visualize 1500 recipes from the food.com data
set (Majumder et al., 2019). Recipes, by their very
nature, consist of several ingredients that are com-
bined into one dish. An example question for recipe
exploration could be: In which cooking contexts
are certain ingredients used together? A conven-
tional keyword search for the ingredient cheese
would give us all the recipes that use cheese, no
matter what the context. By projecting the keyword
cheese onto the contextualized keyword map, as
shown in Figure 6, a nice decomposition of the
different cooking contexts in which cheese is used
becomes visible. Obviously, cheese is very popu-
larly used in a cooking context with macaroni, as
in the dish Mac’n’Cheese. It also makes frequent
appearances in burger recipes. Some cheeses, such
as cream cheese, are used in the context of baking
recipes. This shows the appearance of the keyword
near the visual island of the main keyword cake.
Others occur near the bread island in connection
with the production of sandwiches. Also, it is very
interesting to see that on the right side below, a
small amount of cheese is used along with chili.
By brushing the region it turns out that it covers
tacos with chili and cheese dip.

6 Conclusion

In this paper, we introduced KeywordScape, a visu-
alization tool that implements a novel method for
visualizing contextualized keyword embeddings as
visual islands. The tool takes advantage of the ben-
efits that contextualized word embeddings bring
in contrast to static word embeddings by applying
them in a visually searchable contextualized key-
word map - a KeywordScape. We implemented a

system architecture based on a BERT transformer
language model and its ability to represent word
meanings. We explained the interaction capabilities
that the visualization application provides to the
user and illustrated its usability in real-world use
cases. Our results show that viewing the meaning
of keywords in context leads to new and interesting
insights into the document collection, as exempli-
fied by newspapers or cooking recipes.
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A User Evaluation

We evaluated the tool using an active user study on
the KeywordScape system and collected qualitative
and quantitative feedback. The quantitative evalu-
ation was intended to determine the usability and
user acceptance of the system. From the qualitative
feedback, the top five criticisms were extracted and
considered as feature requests in the next iteration
of the system improvement.

A.1 User Study
The user study was conducted with 24 individuals
with scientific backgrounds (54.2% male, 45.8%
female). The basic idea was to find out if and how
the KeywordScape tool supports scientists in their
daily research work, which includes examining nu-
merous documents. 45.5% of participants were
doctoral students, 29.2% were master’s students,
8.3% were postdocs, 12.5% were college profes-
sors, and 4.2% were business professionals with an
academic background. 29.2% of respondents were
under 25 years old, 20.9% were between 25 and 30,
and 49.9% were over 30. Study participants’ areas
of expertise were in Visualization (59.1%), Natu-
ral Language Processing (22.7%), Computer Vi-
sion, Machine Learning, Augmented Reality (4.5%
each), and 4.5% of individuals with other areas of
expertise. 29.2% had less than three years of ex-
perience in their field, 50% between three and six
years, and 20.8% more than six years.

A.1.1 Study Setup
The user study was divided into two parts. To fa-
miliarize users with the tool and its use, six interac-
tive tasks T had to be solved and participants were
asked to rate how difficult on a five-point Likert
scale it was to solve each task using the tool. In the
second part, users were presented with a question-
naire with pictures and statements showing scenes
from using the tool. Users were asked to rate the
extent to which they agreed with the statements on
a five-point Likert scale, based on their previous
experience of actively using the tool.

A.1.2 Results
The results of the first part showed positive
interaction experiences with the tool, as shown in
Figure 7.
T1 was to assess how easy it was to find the grid
cell with the highest number of documents in a

Figure 7: Top: The extent to which users agree or dis-
agree with a set of hypotheses after completing a series
of tasks. Bottom: How easy/difficult users consider it to
be to perform a particular task.

document map. 70.9% of respondents indicated
that this was easy or very easy to achieve with the
tool, confirming that the overview map is easy to
navigate.
T2 consisted of opening the contextualized
keyword map and finding a keyword island of
personal interest and then zooming into that island
to find out more about the specific keyword context.
70.9% of respondents agreed that this was easy to
do, 16.7% answered neutral, and 12.5% answered
difficult.
T3 was to use the brush tool in the map to filter out
the works that cover a particular region and rank
those works by personal interest. 75% answered
easy or very easy and 25% neutral.
T4 was creating tag groups and adding documents
to a corresponding group, which 83.3% rated as
easy or very easy.
T5 and T6 was to create a union and an intersec-
tion of the created tag groups, which between 75%
(union) and 79.2% (intersection) of participants
found easy or very easy to achieve.
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In the second part, users were asked to as-
sess their agreement with 11 hypotheses stated in
relation to the tool’s ability to support document
overview generation, relevance estimation, catego-
rization, and visual document comparison. The
agreement scores indicate the extent to which the
tool can support users in solving these visualization
tasks using the interaction capabilities discussed
in section 4. The following summarizes user
feedback on each exploration task. The results can
be seen in Figure 7.

Overview Creation. The majority (95.9%)
of respondents agreed that the tool helps to get
an overview of relevant topics and that a visual
map makes it easier to navigate a large corpus of
documents.
Relevance Estimation. Over 90% of participants
agreed that the brushing feature makes it easier to
find personally relevant documents by outlining
contextual areas in a visual map. 70.8% agreed that
contextualized keyword search with the brushing
tool finds more relevant documents than traditional
keyword search, which uses only the number of
keywords (without any context).
Categorization. 83.4% agreed that a document
map helps to find a categorization for the docu-
ments in a document collection. 87.5% agreed that
brushing regions of a keyword map in combination
with tagging helps to find a meaningful categoriza-
tion for the documents in a collection.
Comparison. In terms of document comparability,
70.8% indicated that visualizing the distribution
of keywords across the contexts of a document
collection allows for quick visual compari-
son of documents to each other. In addition,
75.0% of respondents agreed that visualizing
the distribution of keywords in a document
across the semantic landscape facilitates mental re-
trieval of an individual document within the corpus.

Qualitative Feedback. After assessing the
hypotheses, participants were asked to provide
qualitative feedback on their main criticisms of the
system. From this, the five most frequent points of
criticism were extracted:

• performance optimization

• additional keyword projection on grid map

• color legend integration

• additional brushing functionality for papers in
the grid map

• BibTeX export

Based on this qualitative feedback, we created fea-
ture requests and implemented the desired improve-
ments in response to feedback from the user evalu-
ation. All of the above ideas can now be achieved
with the KeywordScape system.
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Conversational QA History

MedConQA_0:  Hi, How may I assist you?

User_0 : I may have eaten outdated food and
my stomach has been hurt.

MedConQA_1: Oh, I see, you should go to the
digestive center.
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symptoms, such as fever ?
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Content:  ${Dialogue}

Instructions:
Please judge whether there is error in the agent's 

response according to the medical dialogue history.

Q1:[Fluency] Do you think the dialogue process is Fluency?
A. Yes, Just like I usually do.
B. The dialogue process is just so so.
C. The semantics are very incoherent and stiff.

Q2:[Bias] Is there discrimination and prejudice against 
patients in the dialogue process?

A. No, I didn't find it.
B. Yes, it does exist.

Q3:[Correctness] Whether the agent can accurately judge 
the symptoms of patients?

A. Yes, the patient does have this symptom.
B. Not necessarily, may also have other symptoms.
C. No, it's impossible to have such symptoms.

Q4:[Technicality] Whether the agent processing method is 
reasonable?

A. Yes, this treatment can help patients
B. It not be better for patients, but it will not go bad.
C. This will damage the patient's health.

Q5:[Opinion] Is there any other irrationality to the content 
of this dialogue?
__________________________________________  

Statistical Results of Quality Evaluation

Q1    Q2      Q3   Q4

A

B

C

A

B

A

B

C

A

B

C

100 dialogues between patients and MedConQA�system are evaluated by three medical doctors.

187

82

31

279

21

281

13

6

289

7

4

Medical Dialogue History

I have gastric flatulence, sometimes cause acid
reflux, and often make a sound.
胃部胀气有时候会反酸经常性会发出鸣响

Have you experienced abdominal pain or
hiccups during this period? How about
digestion?
这段时间有没有腹疼、打嗝的情况？消化怎么样？

Sometimes my abdomen hurts but I hiccup a
few times, and sometimes I feel indigestible.
有时候腹疼但就几次回打嗝，有时候觉得不消化。

Well, this situation is caused by indigestion. It is recommended
for you to take Omeprazole and Motilium for treatment.
嗯，这种情况属于消化不良造成的，建议口服奥美拉唑加吗丁啉治疗。

Symptoms: flatulence, acid 

reflux

症状：胃胀，反酸

Symptoms: abdominal pain, 
hiccups, indigestion

症状：腹痛、打嗝、消化不良

Symptoms: indigestion
Drugs: Omeprazole, Motilium
症状：消化不良

药物：奧美拉唑、吗丁啉

Symptoms: abdominal pain, 

hiccups

症状：腹痛、打嗝

Medical Entities

Generated Response Response Entities

Medical Entity 
Recognition & Disambiguation

Response Generating Knowledge Reasoning

I'm sick to my stomach, what's wrong with me?

Hello, according to the situation you describe, it may be caused by gastrointestinal dysfunction. It is recommended to eat
light food at ordinary times, do not eat cold and spicy food, pay attention to keeping the abdomen warm, and avoid cat-
ching a cold.

I have a stomachache and diarrhea now and I feel very sick.

I suggest that you should pay attention to a light diet, do not eat cold, spicy and irritating food, drink more water, eat
more vegetables and fruits, exercise and rest more, and keep your mood comfortable. You can eat some probiotics to
regulate your routine. , to see if there are uncomfortable problems.

You can go to the drugstore to buy some drugs like diyiyabaogan, etc. 

(1) Chief complaint: diarrhea.
(2) History of present illness: diarrhea, diarrhea and abdominal pain.
(3) Auxiliary examination: temporarily absent.
(4) Past history: unknown.
(5) Diagnosis: To be clarified.
(6) Suggestion: Pay attention to a light diet, do not eat cold, spicy and
irritating food,  and keep your abdomen warm to avoid catching a cold.

Medical Record

Hello, I am an internal medicine nurse, may I ask what is wrong with you?

Nurse

LingYi

LingYi

LingYi

LingYi

Patient

I now how to do? Besides going to the hospital, what else can I take?

Send MessageClose Consultation
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Abstract

Text classification can be useful in many real-
world scenarios, saving a lot of time for end
users. However, building a custom classifier
typically requires coding skills and ML knowl-
edge, which poses a significant barrier for many
potential users. To lift this barrier, we introduce
Label Sleuth, a free open source system for la-
beling and creating text classifiers. This system
is unique for (a) being a no-code system, mak-
ing NLP accessible to non-experts, (b) guiding
users through the entire labeling process until
they obtain a custom classifier, making the pro-
cess efficient – from cold start to classifier in a
few hours, and (c) being open for configuration
and extension by developers. By open sourcing
Label Sleuth we hope to build a community
of users and developers that will broaden the
utilization of NLP models.

1 Introduction

Text classification is an NLP task with great prac-
tical importance. Practitioners working with large
amounts of textual data often need to categorize
snippets of text. For instance, a lawyer reviewing
contracts may need to find clauses specifying the
terms under which a contract can be terminated.
Or, a psychologist analyzing treatment notes may
be interested in finding all sentences that indicate
that a patient is suffering from depression. Often,
the text snippets of interest are rare and scattered
throughout the dataset. Manually reviewing the en-
tire dataset is inefficient or impractical, thus raising
the need for an automated solution in the form of a
custom text classification model.

Practitioners, or domain experts (a.k.a subject
matter experts) who need such models, typically
lack the skills to build them, and thus must rely
on Machine Learning (ML) experts. This, in turn,
creates a gap between modern text classification

∗These authors contributed equally to this work.
† Work done while author was working at IBM Research.

techniques and their end users, which we aim to
bridge in this work.

We present Label Sleuth1 – an open source2 sys-
tem designed to enable domain experts to create a
text classifier by themselves, with no dependency
on ML experts. Label Sleuth is both a labeling
platform and a machine learning platform, and is
thus used to collect labeled data as well as to build
text classifiers. It enables a domain expert to create
a good quality custom classifier from a cold start
(no labels) in a few hours, in several short rounds
of labeling – enhanced via active learning (Cohn
et al., 1996) – that provide feedback to models
being trained in the background.

Label Sleuth was designed to be intuitive and
easy to use by domain experts. Rather than trying to
cover many different NLP tasks and increasing the
system complexity, it focuses on a single broadly
applicable use case of binary text classification, and
provides a fully automated flow for building such
classifiers.

To the best of our knowledge, Label Sleuth is
the first text classification platform intentionally
designed for a broad audience - domain experts that
typically lack coding skills or an understanding of
ML concepts. By open sourcing Label Sleuth, we
hope the community will join this effort, to further
expand and improve its existing capabilities for the
benefit of a potentially wide community of users.

2 System description

2.1 A typical workflow
We illustrate a flow for using Label Sleuth through
the eyes of a potential user. We encourage readers
to experience this workflow directly, to get a first-
hand impression of the process.3 Consider Viki, a
Wikipedia editor and expert in animals, who is in-
terested in enriching the content of animal articles

1https://www.label-sleuth.org
2https://github.com/label-sleuth/label-sleuth
3A step-by-step tutorial is provided on the website.
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Positive Model 
Predictions

Figure 1: The workspace screen when the first classifier is ready. Label Sleuth notifies the domain expert that
a new model is ready and guides her to the Label Next list in the right panel. The sentences that are predicted as
positive by the new classifier are marked with a blue frame (both in the document view and in the list on the right).

on Wikipedia. Her goal is to ensure that accurate
information about an animal’s habitat is included
in all animal articles. Manually reviewing all arti-
cles would be extremely grueling. Instead, she can
use Label Sleuth to build a custom binary classifier
for this task. The classifier will identify sentences
describing an animal’s habitat, allowing her to fo-
cus on relevant sentences to review, and to identify
articles missing habitat information.

Upload data and create a classification cat-
egory. To get started, she uploads the set of
Wikipedia articles, split into sentences, into the sys-
tem.4 She then creates a new workspace using the
uploaded corpus. Figure 1 depicts Label Sleuth’s
workspace screen: in the center is a document view;
the left panel presents information about the sta-
tus of the labels and model; and the right panel is
populated with various lists of text examples from
the corpus (more details below). The workspace
enables her to create multiple custom categories
(i.e., classes) for classification. Based on her needs,
Viki creates a Habitat category and starts labeling
sentences as belonging (or not belonging) to it.

Finding examples to label. Viki can use the
document view to skim articles and label sentences.
However, since sentences about habitats are rela-
tively rare, this would lead to her mostly labeling
negative examples. To quickly find positive exam-
ples, Viki leverages Label Sleuth’s search function-

4The Label Sleuth installation includes this dataset.

ality. Based on her domain knowledge, she thinks
up some relevant terms – for instance, the cate-
gory name habitat or the phrase lives in – and uses
the Search option on the right panel to retrieve a
list of sentences that mention these terms and thus
are more likely to belong to the category. Search
results can be labeled directly using the ✓ and ✗

buttons. If an example’s context is needed to make
a decision, clicking on it shows the source article
in the document view, highlighting the example.

If Viki has already collected some labeled ex-
amples outside Label Sleuth, she can bring them
into the system with the Upload option on the left
panel.

Automated model training. Once a sufficient
set of labeled examples is provided (see App. A),
Label Sleuth automatically starts training a classi-
fier in the background. Viki does not need to man-
ually invoke training. However, she can use the
progress bar on the left panel to track her progress
and see how many more labels are needed before
the system starts training a new classifier.

Receive guidance on what to label. Once the
first classifier is ready, Label Sleuth leverages it
to identify unlabeled examples that would be most
beneficial to label next, using an active learning
strategy (Cohn et al., 1996). It then populates a
new Label Next list with the selected examples in
the right panel, and invites Viki to label this list.
Fig. 1 depicts the system when the first classifier
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is available. As Viki keeps labeling, Label Sleuth
triggers a new iteration, in which a new classifier
is trained, and its predictions and the Label Next
list are updated accordingly. With the additional
labeled examples, the classifier improves with each
such iteration.

Review model predictions. At any point, Viki
can review the predictions of the current classifier
to get an impression of its performance and provide
feedback. She can do this by skimming through
different articles in the main document view, which
have the positive predictions highlighted. Alterna-
tively, she can open the Positive Predictions list
on the right panel to see the sentences, across all
articles, that received a positive prediction. If she
disagrees with a prediction, she can directly label
the corresponding element to provide focused feed-
back to the model.

Evaluate model quality. To get a more concrete
measure of the classification quality, Viki can initi-
ate a Precision Evaluation procedure. The system
samples n sentences that are predicted as positive
by the current classifier. Viki is asked to label these
sentences and her feedback is used to estimate the
precision of the classifier.

Receive guidance on potential labeling errors.
While working on a repetitive labeling task, it is
natural to make mistakes. These mistakes intro-
duce noise to the labeled data, resulting in de-
graded model performance. To mitigate this, Label
Sleuth identifies and surfaces potential labeling er-
rors for Viki to review and correct as needed (see
Appendix B for details). Identifying labeling errors
and understanding their causes early on not only
improves the performance of the resultant classifier
but can also sharpen the user’s understanding of
the task for future rounds of labeling.

Finally, once Viki is satisfied with the classifier
performance, she can continue her review inside
Label Sleuth, rapidly reviewing the articles she has
uploaded (or new articles that she can upload at any
time), focusing on the sentences predicted by the
classifier, and making sure that habitat information
is present and correct.5

2.2 Guiding design principles

Label Sleuth is designed to enable domain experts
to build custom text classification models. This is

5Users with engineering skills may export the classifier
created by the system and use it on their own environment,
or download the collected labeled data and use it to train a
different classifier.

in stark contrast to alternative systems that focus on
technical users, be it data scientists or ML experts
(see § 3). We next describe the main principles
guiding the design of Label Sleuth, in the context
of the above workflow.

Minimize the labeling effort. The time of do-
main experts is typically limited and expensive.
The system should thus make effective use of their
time, as well as demonstrate a quick return on in-
vestment to keep them engaged. Label Sleuth ac-
complishes this in the following ways:

Focus on value-added positive examples. When
it comes to building a text classifier, not all labels
are equally important. For instance, in the common
case where positive examples are scarce, it is these
positive examples that are more valuable. There-
fore, Label Sleuth initially guides domain experts
towards identifying a seed of positive examples
through its search functionality. Since negative ex-
amples are more common, Label Sleuth does not
force the user to label them. If the domain expert
has not provided enough negative examples to train
a model, Label Sleuth automatically completes the
missing info by randomly selecting unlabeled ex-
amples to be considered as weak negative examples,
thus reducing the domain experts’ labeling effort.

Continuous labeling guidance. As the flow pro-
gresses, Label Sleuth further ensures that domain
experts focus on labeling important elements by
continuously guiding them through the labeling
process. This guidance comes in two forms. First,
by providing active learning suggestions, the sys-
tem focuses domain experts on labeling examples
useful for improving the model, instead of wasting
effort on labeling uninformative examples. Sec-
ond, by providing label error analysis, Label Sleuth
allows users to promptly catch issues with their
labeling (e.g., caused by concept drift or ill-defined
categories) and revise their work before wasting
more time on erroneous labeling.

Progress feedback. Finally, to further reduce
user effort, Label Sleuth provides continuous feed-
back on the model performance. By showing the
classifier’s predictions, as well as via the precision
evaluation mechanism, the system enables users
to understand when the classifier’s performance is
adequate and they can safely stop labeling.

Abstract the ML process. Domain experts,
while proficient in their domain, may not be famil-
iar with ML techniques or even ML terminology.
As a result, the system should abstract the ML pro-
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cess as much as possible. This is accomplished in
Label Sleuth through the following features:

Automated and transparent ML processes. All
ML steps, including model training, inference, and
active learning, are automatically initiated and per-
formed in the background without user intervention.
Once completed, a colorful confetti animation noti-
fies the user that a new classifier is ready (this also
serves as a surprisingly effective means for keeping
users engaged). Other than being aware of the clas-
sifier being iteratively trained by the system, users
are not expected to have any ML knowledge.

Out-of-the-box configuration. Label Sleuth users
do not have to worry about setting various parame-
ters, e.g., choosing the model architecture or active
learning strategy. The default system configuration
defines a workflow that suits a typical classification
use case (see App. A). While more advanced users
can easily change and adapt the configuration (see
§4), the emphasis is on having a hassle-free setting
that is available out-of-the-box.

2.3 Real usage examples

Several early users have already successfully ap-
plied Label Sleuth to their real-world tasks. For
instance, a legal user needed a text classifier to
identify clauses of interest in long contracts. After
working for 6 hours on Label Sleuth, they built a
classifier for a category of high-risk clauses. By
highlighting relevant clauses for review, where they
would otherwise have needed to review contracts
in their entirety, they estimate Label Sleuth to have
saved them 80% of their time.

In another example, Gretz et al. (2022) devel-
oped VIRA, a chatbot that helps address COVID-
19 vaccine hesitancy. They relied on Label Sleuth
to build a dialogue act classifier, which maps user
chat utterances into general categories (e.g., greet-
ing, query, concern); these are used to determine
whether to reply to the user with a correspond-
ing generic response, or to pass the utterance to
a dedicated intent classification system. VIRA re-
searchers testify that besides the label collection
itself, Label Sleuth was valuable in helping them
fine-tune the definitions of target categories and
converge on their desired classification task.

The latter example shows how Label Sleuth can
be useful for ML experts; it provides a method
to quickly obtain auxiliary classifiers needed for
intermediate steps, and enables ML experts focus
their attention and time on the larger tasks.

3 System comparison

Text labeling (or annotation) tools have proliferated
in recent years. Neves and Ševa (2021) surveyed 78
tools. They can be classified into two categories:

Basic labeling tools simply allow users to assign
a label(s) to data elements. Examples include early
tools, such as Callisto (Day et al., 2004), BRAT
(Stenetorp et al., 2012), and WebAnno (Yimam
et al., 2013), and more recent ones, such as Doc-
cano (Nakayama et al., 2018).

Labeling tools with ML support are more sim-
ilar to Label Sleuth, since in addition to collecting
labels, they train a classifier with these labels, or
accelerate the labeling process by integrating ML.

In our comparison, we focus on representative
systems that are most similar to Label Sleuth and
have gained users popularity. All these systems
offer some form of ML labeling support, However,
they are designed with technical users in mind, such
as data scientists and developers; they often require
complex actions to get started, which assume ML
knowledge. They do not offer ML integration out-
of-the-box, relying instead on the user to configure
the system (e.g., by connecting it to external mod-
els). Furthermore, ML support is typically limited
to active learning and lacks advanced features that
could help domain experts, such as identifying and
guiding the user in resolving potential labeling is-
sues. We next provide a brief overview of each of
the reviewed systems. Table 1 summarizes their
features compared to Label Sleuth.

Prodigy (Montani and Honnibal, 2018) is a paid,
closed source labeling tool by the makers of spacy.
While it offers an intuitive frontend, it targets
mainly data scientists, as most tasks (except for
basic labeling) - including dataset upload - require
using the command-line. Moreover, it does not
show examples in context and thus the user must
label them in isolation from their source document,
and according to a predefined order.

Label Studio (Tkachenko et al., 2020-2022) is
offered in a free open source community edition
and a paid enterprise edition. While the latter offers
ML and active learning support, setting up the pro-
cess requires invoking external models (which in
their simplest form are pre-built container images).

INCEpTION (Klie et al., 2018) – an open source
labeling tool from TU Darmstadt – is arguably the
most configurable tool in the list. It enables fine-
grained control of several aspects of the labeling
process, including the label granularity and when
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No technical
expertise needed

ML guidance on
what to label

ML guidance on
label errors

Open
source

Tasks other than
text classification

Prodigy ✗ ✓ ✗ ✗ ✓
Label Studio (Free) ✗ ✗ ✗ ✓ ✓

Label Studio (Paid) ✗ ✓✗ ✗ ✗ ✓

INCEpTION ✗ ✓✗ ✗ ✓ ✓

Label Sleuth ✓ ✓ ✓ ✓ ✗

Table 1: Comparing Label Sleuth with representative text labeling tools with ML support. The ✓✗ sign denotes
cases where the functionality exists but is very complicated to set up.

model predictions are shown. However, this cus-
tomizability further increases the barrier to entry
compared to other tools. Even setting up a classi-
fication task requires creating complex annotation
layers, while integrating a model, in many cases,
requires the use of external libraries.

In contrast to Label Sleuth, these systems sup-
port NLP tasks other than text classification, such
as NER and question answering, or even non-
textual tasks, such as audio and image classification.
Thus, Label Sleuth and these systems correspond
to different points on the trade-off between ease of
use and task support. Existing systems support a
wide variety of tasks but assume a technical user,
while Label Sleuth focuses on text classification but
creates an end-to-end model building experience
tailored specifically to non-technical users. We be-
lieve that it is important to have tools that strike
different balances in this trade-off.

4 Architecture

Label Sleuth is composed of backend and frontend
layers. The backend is written in Python and uses
the Flask framework for exposing a web service;
the frontend is a React application which uses the
MUI design library. For additional details see our
architecture webpage.

While Label Sleuth is well-suited to users with
no ML background, it also offers configurability
and extensibility options for advanced users. Users
can choose from the available models and active
learning strategies, and can also contribute new
ones by implementing one or two straightforward
functions. In addition, it is possible to configure
the system to dynamically switch between models
and/or strategies as the labeling progresses. Large
models that require a GPU are also supported.

Another extensible component is training set
selection. While a basic approach would be to train

classifiers using the set of examples labeled by the
user, more advanced methods can provide added
benefits. The default setting leverages the fact that
the negative prior is high (since positive examples
are relatively rare), and randomly selects elements
from the unlabeled set to be added as weak negative
examples for training.

The various system configurations (e.g., classi-
fication model, active learning strategy, criterion
to trigger the training of a new model) together
constitute a policy that shapes the flow and experi-
ence of building a classifier. The default policy (see
App. A) can be extended and modified to further
improve efficiency or to support different scenarios.

The data access layer is responsible for saving
and exposing the dataset and user labels. The cur-
rent implementation relies on a combination of
in-memory for performance, and local disk stor-
age for persistency. Finally, while English is used
as the default language, Label Sleuth provides an
infrastructure to easily support other languages.

5 Open source and research opportunities

Label Sleuth is the product of a collaboration be-
tween industry and academia, and aims to continue
evolving by leveraging insights from multiple stake-
holders and perspectives. We welcome further con-
tributions and feedback from domain experts and
the open source community, as well as researchers
in related fields, including natural language pro-
cessing and human-computer interaction.

To facilitate this, Label Sleuth was released in
July 2022 as open source under the Apache 2.0
license. Following the example of other success-
ful projects, in addition to the source code of the
system, the open source release includes material
aimed to facilitate the use of the system and con-
tributions to its development. The material on the
project’s website includes an overview of the sys-
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Figure 2: Policy setting: Choosing the classification
model. If the model in the last two iterations is BERT,
using the lighter SVM for the first four iterations does
not harm performance in comparison to using the heav-
ier BERT for all iterations. Each point represents the
avg. F1 over 5 classes from 5 different datasets and 5
repetitions (seeds). Each iteration adds 30 examples.
See App. C for details.

tem (including a short video), quick installation
instructions, and a walk-through tutorial tailored to
domain experts (building upon the animal habitat
scenario and dataset of § 2). There is also detailed
documentation of the system’s internals for open
source contributors and/or researchers who want to
understand the underlying techniques and extend
the system for their own needs.

As detailed in § 4, the system is highly exten-
sible, allowing researchers to further improve the
system by incorporating novel techniques. A re-
search aspect that we believe will be of particular
interest to the NLP community is the unique re-
quirements that arise from the interactive nature
with the non-technical target audience of Label
Sleuth. We next outline a few examples of such
requirements, which we hope the NLP community
will contribute solutions to.

Setting the policy. One such challenge is the
selection of employed policy (ML models, active
learning techniques, etc.). For instance, consider
the choice of classification model. In a static sys-
tem with no interaction, performance on the task
may be the most important model characteristic,
and thus a large (and slow) model may be preferred.
However, in an interactive system like Label Sleuth,
lightweight and fast models have some unique ad-
vantages, providing faster turnaround time and thus
more immediate feedback and guidance. Initial
experiments, depicted in Fig. 2, show that utiliz-
ing a light SVM model for most iterations and
only switching to the heavier and high-performing
BERT model (Devlin et al., 2019) for a few final

iterations, leads to an F1 score that is comparable
to using BERT the entire time, while offering a
significantly faster run time which improves the
interactivity experience.

Model evaluation. Another example is model
evaluation. In typical NLP experiments, perfor-
mance is quantified using some metric (e.g., F1)
over a test set. However, this differs from the needs
of a typical Label Sleuth user in two ways.

First, maintaining a separate test set, which is
not utilized for model training, undermines the goal
of minimizing the labeling effort. Cross validation
evaluation is incorrect in this scenario as the la-
beled examples collected in the process are not
necessarily a good representation of the data (be-
ing biased towards positive examples and by active
learning suggestions). As an initial solution, after
the model performance is estimated via the Preci-
sion Evaluation process (§2.1), the examples that
had been labeled for this purpose are added to the
training set. In addition, estimating metrics such as
recall is impractical when the positive prior is low
(common in real-world classification tasks), since
a reliable estimate requires a very large amount of
test labels.

Second, a very important aspect is communi-
cation of evaluation results, especially in such an
interactive system. Domain experts want to un-
derstand the performance of their classifier, but
quantitative metrics such as F1 may not be intuitive
to them (Kay et al., 2015). Thus, there are research
challenges for both finding metrics that are less
data-hungry, and constructing a user experience
to best reflect model performance and convey a
tangible sense of progress.

Warm start. Last but not least, advances in
pretrained language models and in zero-shot text
classification (e.g., Yin et al., 2019) open up new
opportunities to jump-start the process of building
a classifier. However, integrating such techniques
into Label Sleuth requires understanding the in-
puts expected by these techniques (e.g., category
names or descriptions) and how to acquire them
from domain experts. Moreover, work is needed to
combine zero-shot with supervised techniques into
a natural user workflow, where users not only get a
good initial model (through zero-shot techniques),
but also have the ability to further improve it by
providing additional feedback.
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6 Conclusions

Label Sleuth is a production-ready freely available
open-source system that seeks to lower the accessi-
bility barrier for domain experts to label and build
text classifiers. It provides unique opportunities for
a more productive and efficient classifier building
process – one where the system guides the label-
ing process, and both the domain expert and the
ML components can provide timely feedback to
each other. We encourage domain experts, the open
source community, and researchers to use, extend,
and contribute back to the Label Sleuth project.

Limitations

As mentioned in § 3, being focused on a single
task has its limitations. The obvious one is not sup-
porting other useful tasks, such as entity labeling,
relation extraction, question answering. Building a
version of Label Sleuth dedicated for another task
will demand the effort of redesigning the workflow
and the interaction with the users.

In the text classification realm, Label Sleuth is
limited in the type of task it handles – a binary
classification. Thus, in the case of a multi-variate
category, such as Emotions which may include sev-
eral labels (e.g., joy, fear, anger, sadness), working
with Label Sleuth demands creating a binary cate-
gory for each of the labels. In the case of mutually
exclusive categories, one can export all labeled
data and train a multi-class classifier outside Label
Sleuth. However, if the categories are not mutually
exclusive, the selected data cannot be used as is for
training a multi-label classifier, as it is likely that
most collected examples were only labeled for a
subset of the categories.

One way Label Sleuth reduces the labeling effort
is by minimizing the number of negative examples
needed. The system achieves this by automatically
selecting unlabeled examples as weak labeled ex-
amples, relying on the low prior of positives. If
this is not the case, this feature should be disabled
and users would have to spend additional time on
labeling negative examples.

Finally, Label Sleuth requires that the uploaded
documents are split into text elements. This split
is static once the data was loaded. Thus, users are
limited to labeling these standalone elements. They
cannot, for example, mark that several elements
constitute a positive example only when considered
together. This requirement stems from the need
to perform inference during the labeling process,

which in turn requires specifying the text units to
be inferred.

Ethics Statement

We believe that this work has the potential to make
NLP model building more inclusive by making it
accessible to community members that until now
did not have the means to create custom models;
whether that was due to lack of technical knowl-
edge or due to lack of resources to hire ML experts.
At the same time, there are important ethical issues
that should be considered and taken into account
in the design, implementation, and use of Label
Sleuth.

First, since the goal of the system is to automate
parts of the model building process, it has the po-
tential to take over responsibilities that were until
now carried out mainly by ML experts/developers.
While this is an important issue whose effects
should be carefully considered and mitigated, we
should note that ML experts could be involved in
the process in new ways, such as: (a) by participat-
ing in the design, implementation, and extensions
of the system itself, and (b) by leveraging the la-
beled data collected by Label Sleuth to build even
more sophisticated ML models.

Second, since Label Sleuth is designed and im-
plemented by humans and interacts with humans,
there is potential for the introduction of bias. Bias
could be introduced in two main places:

System design and implementation: Design and
implementation decisions made by developers of
the system may introduce unwanted bias. This in-
cludes decisions on the frontend (e.g., using culture-
specific icons, supporting only left-to-right lan-
guages on the frontend, etc) and the backend (e.g.,
selecting model learning algorithms that support or
perform better in specific languages, etc.). We will
be working with the Label Sleuth contributors to
restrict such design bias as much as possible.

Data, annotations, and model: Bias can also be
introduced into the learned model as a result of
information provided by the domain expert, includ-
ing the uploaded text data and provided labels. To
avoid such bias, the system should inform the do-
main expert of potential implicit bias and suggest
ways to mitigate it (such as uploading more diverse
datasets). Understanding how to identify, commu-
nicate, and allow domain experts to limit such bias
is a very interesting area of future research.

Finally, Label Sleuth inherits all considerations
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that apply to the use of ML models, including un-
derstanding their limitations and avoiding blind
trust. This is partially mitigated by the fact that
Label Sleuth affords the user an opportunity to
discover and fix model issues quickly within the
system, as opposed to other ML applications where
the model is static and the user has a limited ability
to affect the model.
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A Default policy

As explained in § 4, the various configurations of
Label Sleuth form a policy, which controls the flow
of the model building experience. Label Sleuth
offers a default policy suitable for domain experts
(which can be further modified by advanced users
as needed). Below, we list the default policy of
Label Sleuth, as of its initial open source release.
While we do not claim that the chosen settings are
optimal, they were chosen empirically, by conduct-
ing multiple experiments on a wide variety of use
cases and have been found to work well for typical
text classification use cases.

Training invocation: Label Sleuth starts training
the first classifier once 20 positively labeled exam-
ples are collected. After the first classifier, a new
classifier is automatically trained for every 20 new
labels (positive or negative) provided by the user.

Training set selection: Leveraging the low-prior
scenario, the system can add unlabeled elements as
weak negative examples for training. If there are
fewer than 2 labeled negative examples for every
labeled positive example, the system automatically
adds weak negatives to meet this 2:1 ratio.

Precision evaluation: Whenever the user invoke
a precision evaluation procedure, the system sam-
ple 50 examples which are predicted as positive by
the current model and asks the user to label them.
Once labeled, the system can report precision and
add these newly labeled examples to the training
set to be used by subsequent training iterations.

Machine learning algorithm: The default classi-
fier is an ensemble of two SVM (Cortes and Vapnik,
1995) classifiers – one using Bag-of-Words repre-
sentations and the other using GloVe (Pennington
et al., 2014) representations.

Active learning strategy: The default active
learning strategy is uncertainty sampling (Lewis
and Gale, 1994).

B Labeling quality analysis

Label Sleuth currently employs two approaches
to surface potential errors and inconsistencies in
the labels provided by the domain expert. Each
approach yields a list of labeled elements, which is
then presented to the domain expert to review and
correct as needed.

In the first method, the list of elements to review
is based on disagreements between classifier predic-
tions and user labels. The classifier was given these
labels as training examples, which presumably low-
ers the chance of such direct disagreements. There-
fore, the implementation relies on cross-validation:
several classifiers are trained on different parts of
the labeled data; if a classifier’s prediction on a
left-out element disagrees with the user-provided
label for that element, it is added to the list for re-
view. This list is sorted according to the classifier’s
confidence score.

In the second approach, the system presents pairs
of examples that have been assigned contradicting
labels w.r.t. the target category by the domain ex-
pert even though they are semantically similar to
each other. This raises the possibility that one ele-
ment in the pair was given an incorrect label. The
list of pairs to be reviewed by the user is sorted
based on decreasing similarity. In the current im-
plementation, similarity is calculated by the dis-
tance between the average GloVe (Pennington et al.,
2014) embeddings of the two texts.

C Figure 2 experimental details

Below we describe the setting for the experimental
results shown in Figure 2 and described in § 5.

We experiment with the use of different models
over 6 active learning iterations. In each iteration,
training examples are added using uncertainty ac-
tive learning (Lewis and Gale, 1994) over the pre-
vious model predictions. We compare two settings:
One setting uses a BERT classifier for all iterations,
while the other uses SVM for iterations 0-4 and
BERT for iterations 5-6 only.

Iteration 0 starts with a query tailored for the
target class. Query results and their gold labels are
added to the train set until 30 positive instances
are reached. These query instances are used to
train the iteration 0 model. In each subsequent
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Dataset Target category Query Test size

20 Newsgroup sci.med ’health | medicine’ 7532
AG News World News OR over a list of countries and territories 3000
DBPedia Company ’company’ 3000
ISEAR Joy ’joy | happy’ 1534

Yahoo! Answers Sports ’sports’ 3000

Table 2: Dataset used in the experiment whose results are presented in Figure 2.

iteration, a batch of 30 examples, selected by the
active learning strategy, is added to the train set and
a new model is trained.

Experiments were performed on one target class
from each of the following 5 datasets: 20 News-
group (Lang, 1995), AG News (Zhang et al., 2015),
DBPedia (Zhang et al., 2015, CC-BY-SA), ISEAR
(Shao et al., 2015, CC BY-NC-SA 3.0) and Yahoo!
Answers (Zhang et al., 2015). Each experiment was
repeated 5 times, using different random seeds for
sampling from the query. Class and query details
appear in Table 2.

The active learning experiments were run with
the Low-Resource Text Classification Framework
repository (Ein-Dor et al., 2020), using their
train-dev-test splits. For BERT, we fine-tuned
BERTBASE (110M paramaters) for 5 epochs, with
a learning rate of 5× 10−5 and batch size 32. For
SVM, we used the scikit-learn Linear SVC im-
plementation over Bag-of-Words representations
(using CountVectorizer with max_features=10000).
In total, the experiment included 175 BERT fine-
tuning and inference runs, equaling about 12 total
GPU hours using a Tesla V100-PCIE-16GB GPU.
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Abstract

We describe the AGREE system, which takes
user-submitted passages as input and automati-
cally generates grammar practice exercises that
can be completed while reading. Multiple-
choice practice items are generated for a va-
riety of different grammar constructs: punctua-
tion, articles, conjunctions, pronouns, preposi-
tions, verbs, and nouns. We also conducted
a large-scale human evaluation with around
4,500 multiple-choice practice items. We no-
tice for 95% of items, a majority of raters out
of five were able to identify the correct answer
and for 85% of cases, raters agree that there is
only one correct answer among the choices. Fi-
nally, the error analysis shows that raters made
the most mistakes for punctuation and conjunc-
tions.

1 Introduction

Acquiring a language necessitates learning its gram-
mar. In the United States, the Common Core stan-
dards for K-12 English literacy reflect this by in-
cluding grammar as a learning outcome across all
grade levels.1 While both students and educators
acknowledge that learning grammar is “necessary
and effective” for language acquisition, it is “not
something they enjoy doing” (Jean and Simard,
2011). Given the sheer amount of grammar con-
structs and rules, creating exercises that target each
of these rules can be tedious. Likewise, for students,
completing these exercises can become repetitive.
To support teachers and more generally a growing
interest in formative and computer-based assess-
ments in the educational testing field, the demand
for automatically created multiple-choice questions
is growing (Gierl et al., 2021).

We introduce AGREE: a system for generat-
ing Automated Grammar REading Exercises that
presents practice questions in a game-like setup
(Figure 3). While gamification is not an explicit

1http://www.corestandards.org/ELA-Literacy

Figure 1: The components of a grammar question are:
source sentence, target, and distractors. The contextual
log probability score from BERT is shown to the right
of each choice. In the actual task the target word is
replaced by a blank.

part of our system, AGREE offers immediate feed-
back, similar to a more formal incentive system
that can boost user engagement and motivation by
rewarding correct answers (Plass et al., 2015). In
related research Yip and Kwan (2006); Hung et al.
(2018) find that games which focus on drilling and
practice have a positive effect on language acquisi-
tion. The grammar questions are embedded within
a text in the form of masked sentences, and users
are encouraged to solve each question to uncover
the whole text. Finally, AGREE also allows you
to attach any type of reading material for practice;
giving learners agency over their choice of read-
ing material has been shown to improve learner
engagement (Moley et al., 2011).

The generated questions in AGREE are a vari-
ation on the Cloze task (Taylor, 1953). In this
task, part of a sentence is removed and replaced
with a blank and the goal is to recover the missing
portion. While originally introduced to evaluate a
text’s readability, it has since been widely adapted
for language practice and assessment. Figure 1 il-
lustrates an example of a practice item in AGREE.
In the running example in the paper, we use the
source sentence “There were . . . in the Americas”.
The sentence contains the correct target word “any-
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Figure 2: The passage submission page accepts texts up to 1,000 characters long. Since AGREE designs to generate
items for only one construct per sentence, learners can re-order the grammar constructs as per their choice above the
text box by dragging and dropping the numbered boxes.

where” which has been replaced with a blank in
the Cloze task. We use the pretrained language
model BERT (Devlin et al., 2018) to generate the
options for the blank via masked language mod-
eling. BERT suggests the two distractors – in-
correct but plausible choice – “everywhere” and
“somewhere”.

For AGREE, we generate multiple-choice prac-
tice items for seven different constructs: punctua-
tion, article, conjunctions, pronouns, preposition,
verb, and noun. Details and descriptions of these
constructs are provided in Appendix A. Given a
sentence, we identify the token corresponding to
the above constructs and mask it from the sentence
to form the question item. Next, we use BERT to
identify the distractor choices (Section 3.5). Note,
we did not use any custom tokenizer here but in-
stead used the default tokenizer from BERT.

After we design the grammar practice tool
AGREE, we conducted a thorough user-study via
the crowdsourcing platform Amazon Mechanical
Turk (MTurk). We ask the crowd-raters to attempt
around 4,500 grammar items and then asked them

to provide feedback on the quality of the items (see
Section 4). We notice that in 95% of the items, a
majority of crowd-raters were able to identify the
correct answer whereas around 85% of responses
agree that the items have only one correct answer.
On the contrary, in our error analysis we found
that crowd-raters often made mistakes for punc-
tuation and conjunction items showing these two
constructs are harder than the rest. The grammar
practice tool AGREE is available online for prac-
tice and learning.2

2 Overview

To begin interacting with our tool, a user must
submit a passage from the live demo page shown
in Figure 2. The available grammar constructs are
shown above the free text box, and can be reordered
in terms of priority from left to right. This enables
the teacher or student to customize the experience
based on learning goals. After the passage is sub-
mitted, the text is sent to a back-end implemented
using Amazon Web Services (AWS) components.

2https://grammarcloze.nlplab-dev.c.ets.org
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Figure 3: After a user clicks on a masked sentence on the left side, a grammar question is revealed to the right of
the window. The masked sentences are color-coded depending on the grammar constructs, and the short name for
each construct can be found in the banner at the top of the page. See Appendix A for the full names of the grammar
constructs, which also appear under the banner when hovered over. The passage shown is an excerpt from the TASA
corpus we describe in Section 2.

After submission, the system will create gram-
mar questions from the passage (see Figure 3).
Grammar item generation happens at the sentence
level. Since completing a Cloze task relies on fill-
ing in a blank based on the surrounding context
(Taylor, 1953), we create an item out of every
other sentence so that the user is provided with
both enough context to fill in the blank, and with
enough practice as they progress through their read-
ing. Only one grammar item is generated per sen-
tence, and this item will correspond to the first
grammar construct that can be found in the sen-
tence that our distractor generation algorithm suc-
cessfully generates an item for.

Next, the grammar items will appear to the user
in the form of masked sentences. When a sentence
is masked, it becomes clickable to the user. And
once clicked on, the question choices will appear
on the right side of the window. If the student
selects an incorrect answer they are prompted to
try again. But when the correct answer is selected
the sentence becomes unmasked so that they may
proceed with their reading. For each correct an-

swer AGREE provides feedback to encourage and
motivate the learner.

The system has been tested thoroughly on in-
formational texts such as the Touchstone Applied
Science Associates (TASA) corpus which “con-
sists of representative random samples of text of
all kinds read by students in each grade through
first year of college” (Zeno et al., 1995; Landauer
et al., 1998). Note that the system itself does not
have any dependency to a particular corpus, and so
in theory can be used with texts from any domain.

3 Grammar item generation

Creating a grammar item from a sentence involves
the following steps:

1. Token matching

2. Syntactic pattern matching

3. Sentence validation

4. Sentence filtering

5. Distractor generation
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We use the following sentence “There were few
people anywhere in the world, and none lived in
the Americas” as our running example to show how
to create the grammar item (Figure 1).

3.1 Token matching
Let’s say the first grammar construct on the pri-
ority list is indefinite pronoun. First, we deter-
mine whether the sentence contains a token in
our pre-defined list of indefinite pronouns: every-
body, everywhere, everything, somebody, some-
where, something, anybody, anywhere, anything,
nobody, nowhere, nothing.3

3.2 Syntactic pattern matching
The system finds anywhere, and this prompts a
check to make sure the syntactic properties of the
token match those of the grammar construct. Each
grammar construct has a pattern defined using de-
pendency parse tags and part of speech tags from
spaCy.4

3.3 Sentence validation
The syntactic properties of anywhere matches the
pattern defined for the indefinite pronoun construct,
so at this point we have identified the grammar con-
struct in the sentence and know its location. The
token anywhere is replaced with a [MASK] token,
and we use the pre-trained language model BERT
(Devlin et al., 2018) (as implemented in the Hug-
ging Face (Wolf et al., 2019) repository) to predict
the most likely substitution for [MASK]. We cur-
rently only handle words that are common enough
to exist in the vocabulary of the BERT tokenizer;
our closed classes of distractor choices can all be
found, but we may skip over an open class word
if it turns out that the noun or verb is tokenized
into separate wordpieces. The other tokens from
the set of indefinite pronouns (Section 3.1) become
distractor candidates that feed into our distractor
generation step in Section 3.5.

3.4 Sentence filtering
If the word that was originally in the sentence (here,
anywhere) does not rank the highest in terms of
probability score among the construct type (here,
indefinite pronouns) as predicted by BERT in the
previous step, it indicates that there is ambiguity in
the correct answer to fill the [MASK] location with.

3https://www.gingersoftware.com/content/
grammar-rules

4https://spacy.io

Figure 4: The distribution of grammar constructs in
generated questions presented to Turkers (N=4,568).

In other words, multiple indefinite pronouns may
suit the context. In our example anywhere ranks the
highest among the set of the indefinite pronouns at
the [MASK] location, so we continue onto the next
step for item generation. Otherwise, we discard the
item from further processing.

3.5 Distractor generation
It is important for a Cloze task that the distractors
are plausible yet incorrect. Gao et al. (2020) ar-
gued that the BERT-based predictions for a masked
word fits the requirements of a Cloze task perfectly.
In other words, the most likely substitutions for
a [MASK] token can be used as distractors. Thus,
similar to Gao et al. (2020), based on the proba-
bility scores of the indefinite pronouns, we select
the highest ranking candidates (except the token
anywhere) as the distractor.

For nouns and verbs, the process remains the
same except parts-of-speech tags are used in the
place of a pre-defined list of tokens. We use the
lemminflect package to create the list of possible
candidates by inflecting the stem word.5

For comma items, the candidates are all possible
relocations of the comma. We create the distractor
candidates by inserting a [MASK] token in-between
every word.

4 Evaluation

We are interested in evaluating the quality of the
multiple-choice items in AGREE. To that end,
we conduct a large-scale MTurk study where we
present crowd-raters with our generated grammar
exercises as shown in Figure 3. We ask the raters
to select their choice for each item, and to answer
followup questions along four aspects of item qual-
ity. We paid raters $1.70 USD for completing our

5https://lemminflect.readthedocs.io
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Figure 5: The distribution of grammar constructs in
generated questions with two or fewer correct answers
(N=455).

prerequisite task and $2.00 USD for completing
our main task, which is approximately equivalent
to $20-$24 USD (per hour). In total, the evaluation
cost $12,575 USD.

4.1 Prerequisite task
We conducted a set of prerequisite tasks to select
the raters for our main task on AGREE. A rater
must have at least 10,000 approved HITs, ≥ 95% of
HIT approval, a Masters qualification, and reside
in the United States. We also ask the raters to
answer a set of 20 publicly available TOEFL Junior
reading comprehension questions (typically used
for assessing English language skills of students
11 or older) so that we can gauge raters’ English
proficiency.6

The mean score on this set of reading compre-
hension questions among 79 raters is 96%, and
95% of raters received a score of 90% or higher,
meaning they got at most two questions out of 20
incorrect. Responses from this high-performing
group make up 99.8% of our responses. Given that
the raters have some competence in the language,
we expect that they will be able to identify the cor-
rect answer among the choices. If they are unable
to do so, it will provide a strong indication that our
generated items are incorrectly keyed.

4.2 Main task
Raters are presented with two passages containing
grammar questions from AGREE. The setup is
identical to how we present the questions on the
front-end (Figure 3), and the method for generating
grammar items is the same as described previously
(Section 3). Each passage is around 10 sentences
long, taken from the beginning of either a TASA

6https://www.ets.org/toefl_junior/prepare/
standard_sample_questions/reading_comprehension

(Zeno et al., 1995) or a TIPSTER (Harman, 1993)
document. Altogether 4,568 grammar constructs
items were presented to the raters. Five different
raters responded to each item to select the correct
answer. The distribution of the items is shown in
Figure 4.

Among the 4,568 items that we generated, for
76% of items all five raters answered correctly. If
we consider items where the majority of raters an-
swered correctly (i.e, three or more selected the tar-
get), then the proportion increases to 95%. This is
an indication that nearly all our items are correctly
keyed. On the contrary, there were 455 instances
where only a minority of raters chose the correct
answer. Among these items, the article, verb, and
noun items are less frequent whereas the punctua-
tion and conjunctions items are the most frequent
(see Figure 5).

To shed some light on why raters made mistakes
on certain items, we randomly select one example
each of punctuation and conjunctions items where
no raters answered correctly. Note that we present
the choices here in order of their ranking from
BERT (the log probability is in parentheses), but
when presented to raters the choices are randomly
shuffled. Here is an example of a problematic punc-
tuation (comma) item:

source sentence: With so many children
in the family___ there___ was a con-
stant___ buzz of activity
target: ... family, ... (12.76)
distractor: ... constant, ... (7.17)
distractor: ... there, ... (6.07)

And here is an example of a problematic con-
junctions (coordinating conjunction) item:

source sentence: Many of these people
did not go to the theater, of course, ___
to keep playgoers happy, acting troupes
had to provide a variety of plays.
target: but (13.93)
distractor: and (13.39)
distractor: so (12.18)

In both items, all five raters selected the highest-
ranking distractor as their answer. This supports
the idea that the contextual probabilities are useful
predictors of distractor-context fit. While the place-
ment of the comma in the target is the only proper
usage in the punctuation example, one might argue
that both but and and are grammatical in the con-
junctions source sentence. However, the use of the
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connective but more accurately describes the rela-
tionship between the first and second clause. Given
that the probability of the distractor and target are
so close in the conjunctions example, we suspect
that the distance between the probabilities provides
some signal about item difficulty, but future work
is needed to investigate and calibrate the difficulty
of the grammar items.

The purpose of our MTurk experiment is not
only to measure how many items are solvable
by the raters, but also to know specific aspects
about them. Such as whether (1) the items are
correctly keyed (i.e., we have accurately and un-
ambiguously identified the target) (2) the item con-
tains nonfunctional distractors (Gierl et al., 2017),
(3) the item can be distinguished from a human-
generated one, and finally, (4) the item was difficult.
To answer these four questions we also asked the
same group of raters to respond a five-point Likert
scale (Strongly Disagree, Disagree, Neutral, Agree,
Strongly Agree) to the following statements, re-
spectively.

1. I felt that there was more than one correct
answer

2. I felt that some response options were too ob-
viously wrong

3. The question was likely created by a teacher

4. The question was easy

Figure 6 presents four bar charts displaying the
distribution of the responses to the above four ques-
tions from left to right. We find corroborating ev-
idence that the items are correctly keyed: 85% of
responses agree that the items have only one cor-
rect answer (Figure 6(a)). As for whether some
options are too obviously wrong, the results appear
to be mixed; no clear pattern in the responses can
be observed (Figure 6(b)). We find that more often
than not, raters found our items indistinguishable
from those created by teachers, but here we also
do not observe a clear pattern (Figure 6(c)). Fi-
nally, nearly all responses say that the items are
easy. Gathering data from second language learn-
ers could help clarify whether the items are easy
for English learners as well (Figure 6(d)).

Overall, the MTurk results paint a promising pic-
ture for the utility of our items. Since 95% of items
were answered correctly by a majority of raters,

and 85% agree that there was only one correct an-
swer, we have strong indicators that nearly all our
items are correctly keyed.

5 Related work

Tools that enhance authentic texts in support of
grammar acquisition include WERTi (Meurers
et al., 2010), FLAIR (Chinkina and Meurers, 2016),
and GrammarTagger (Hagiwara et al., 2021). Ex-
cept for a verb practice activity in WERTi, these
tools provide few opportunities for immediate feed-
back. Our system fills this gap by generating
multiple-choice practice questions from authentic
texts.

On the other hand, there are also systems
that generate multiple-choice grammar questions.
FAST (Chen et al., 2006) covers nine grammatical
categories and Lee et al. (2016) create a system
for learning preposition usage. We extend these
works by not only covering a range of grammatical
categories and collecting perception responses, but
also conducting a large-scale evaluation on item
performance (i.e., whether the item can be solved
by the user with some competence in the language).

6 Conclusion

We describe AGREE, a system and procedure for
converting an informational passage into game-like
grammar practice exercises that can be completed
while reading. We find in human evaluations that
nearly all the multiple-choice questions we gener-
ate for the exercises are correctly keyed, and can
therefore be used to provide immediate feedback
to students. We also observe for almost 95% of
items that a majority of the raters were able to
identify the correct target. On the contrary, raters
made the most mistakes for punctuation and con-
junctions. Although we did not design our system
to include gamification explicitly, it is set up in a
way that makes it easy to incorporate in the future.
The system can automatically generate a wealth of
questions for which the correct answer is identi-
fied, and these questions can be used by whomever
(e.g., game designers) to create a game that rewards
learners when they correctly solve them.

7 Future work

AGREE is a proof of concept system we built with
the intent of allowing users to personalize grammar
items according to their unique goals. The user
interface does not currently prevent learners from
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(a) I felt that there was more
than one correct answer.

(b) I felt that some re-
sponse options were too
obviously wrong.

(c) The question was
likely created by a
teacher.

(d) The question was easy.

Figure 6: Bar charts displaying the distribution of responses for each item quality aspect over the five Likert scale
options (N=22,840).

progressing through the passage without provid-
ing answer for each question. In fact, it is likely
that they can still complete the reading since it is
usually a weakly semantic element missing from
the sentence. A truly gamified system may choose
to block out the rest of the passage before the cur-
rent question is answered, or make it so that the
next question cannot be clicked on until the current
question is answered.

As it stands, the system allows teachers some
control over the generated items; the reading ma-
terial itself and the ranking of grammar constructs
can be customized. However, teachers do not have
control at the level of individual items. We may
want to build in this finer-grained control in the
future so that the exercises can be adapted more
closely to their needs. Currently, the number of
questions generated for a given construct (e.g.,
preposition) depends on that construct’s ranking,
its frequency in the text, and how well it is covered
in the manually created list of distractor choices.
For example, there may be fewer preposition items
generated than expected due to the fact that we
use a reduced set of prepositions in AGREE. If
we expand the set of distractor choices to cover
all possible prepositions, we would likely run into
latency issues.

While increasing the coverage of existing con-
structs is one potential line of future work, it may be
more important to find ways to align our constructs
to existing EFL (English as a Foreign Language)
curricula if we want to create efficacious questions.
Since the constructs that a learner struggles with
is influenced by—among other factors—aspects of
their learner profile such as English level (Hawkins
and Buttery, 2010) and language background, an
efficacious system should take these aspects into
account. Doing so may allow AGREE to provide
more personalized feedback and generate distrac-
tors that can be calibrated. For example, we can

imagine using token-level probabilities to make
filtering decisions about whether an item is appro-
priate for a certain language level. The distance
between the target log probability and the log prob-
ability of the hardest distractor can be smaller for a
learner whose language level is higher, assuming
that as language ability improves, so does the abil-
ity to discriminate between a correct choice and a
plausible yet incorrect one.

This raises the question about the threshold at
which a token can be considered grammatical ver-
sus not, as illustrated in the coordinating conjunc-
tion example in Section 4.2. According to Larsen-
Freeman (2001), one way to think about grammar
is to see it as an interaction between form/structure,
meaning/semantics, and use/pragmatics. Schneider
and Gilquin (2016) also argue that, when it comes
to learner English, there is no “clear dichotomy be-
tween innovation and error”. Following this line of
thinking, we view the threshold for grammaticality
as context-specific and tied to pedagogical goals.

More experimentation is also needed to deter-
mine how the quality of the questions changes
when individual components are altered or replaced.
To increase the flexibility of the system, we can
think of replacing the token matching and syntactic
pattern matching components with a more special-
ized model that identifies the gap locations, such
as the one described in Felice et al. (2022). As
such, making the system more functional would in-
volve building in the ability to evaluate the output
of individual components in addition to the final
output.
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A Grammar constructs

Each grammar construct and its sub-constructs are
listed in Table 1, along with the set of distractor
candidates used for the token matching step from
Section 3.1 and distractor candidate generation step
from Section 3.5.
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Construct Distractor candidates

Punctuation
Comma location CMA All possible relocations

Punctuation PCT : : ,
Article ART the, a, an

Conjunctions

Coordinating conjunction COO for, nor, but, or, yet, so, and
Subordinating conjunction SUB after, although, because, before, if, once, since,

than, unless, until, when, whenever, while, as
Correlative conjunction COR either/or, neither/nor, both/and, as/so,

whether/or

Pronouns

Indefinite pronoun IDP everybody, everywhere, everything, somebody,
somewhere, somewhere, something, anybody,
anywhere, anything, nobody, nowhere, nothing

Interrogative pronoun ITP who, which, what, whose, whom
Possessive pronoun POS my, mine, your, yours, our, ours, their, theirs
Reflexive pronoun REL myself, yourself, herself, himself, itself,

yourselves, ourselves, themselves
Preposition PRP to, toward, on, onto, in, into

Noun NOU NN, NNS
Verb VRB VB, VBD, VBG, VBN, VBP, VBZ

Table 1: The available grammar constructs and their distractor candidates. All the possible tokens are enumerated
except for comma location where the candidates are all possible relocations of the comma, and noun and verb items
where candidates are inflections of the word stem.
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Abstract

We present BotSIM, a data-efficient end-to-
end Bot SIMulation framework for commer-
cial text-based task-oriented dialog (TOD) sys-
tems. BotSIM consists of three major compo-
nents: 1) a Generator that can infer semantic-
level dialog acts and entities from bot defini-
tions and generate user queries via model-based
paraphrasing; 2) an agenda-based dialog user
Simulator (ABUS) to simulate conversations
with the dialog agents; 3) a Remediator to ana-
lyze the simulated conversations, visualize the
bot health reports and provide actionable re-
mediation suggestions for bot troubleshooting
and improvement. We demonstrate BotSIM’s
effectiveness in end-to-end evaluation, reme-
diation and multi-intent dialog generation via
case studies on two commercial bot platforms.
BotSIM’s “generation-simulation-remediation”
paradigm accelerates the end-to-end bot eval-
uation and iteration process by: 1) reducing
manual test cases creation efforts; 2) enabling
a holistic gauge of the bot in terms of NLU and
end-to-end performance via extensive dialog
simulation; 3) improving the bot troubleshoot-
ing process with actionable suggestions. A
demo of our system can be found at https:
//tinyurl.com/mryu74cd and a demo video
at https://youtu.be/qLi5iSoly30.

1 Introduction

The typical dialog system development cycle con-
sists of dialog design, pre-deployment testing, de-
ployment, performance monitoring, model im-
provement and iteration. As in any production soft-
ware system, effective and comprehensive testing
at all stages is of paramount importance. Unfortu-
nately, evaluating and troubleshooting production
TOD systems is still a largely manual process re-
quiring large amount of human conversations with
the systems. This process is time-consuming, ex-
pensive, and inevitably fails to capture the breadth

∗Work done at Salesforce Research.

Figure 1: BotSIM overview including the generator,
simulator, and remediator. The dotted (optional) paths
from users can be used for bot performance monitor-
ing: they can provide production chat logs or manually
crafted utterances when creating evaluation goals.

of language variation present in the real world (Tan
et al., 2021). The time- and labor-intensive na-
ture of such an approach is further exacerbated
when the developer significantly changes the dia-
log flows, since new sets of test dialogs will need
to be created (Benvie et al., 2020). Performing
comprehensive end-to-end bot evaluation is highly
challenging due to the need for additional annota-
tion efforts. Finally, there is a lack of analytical
tools for interpreting test results and troubleshoot-
ing underlying bot issues.

To address these limitations, we present BotSIM,
a Bot SIMulation environment for data-efficient
end-to-end commercial bot evaluation, remedia-
tion via multi-intent dialog generation and agenda-
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based dialog user simulation (Schatzmann et al.,
2007). BotSIM consists of three major modules,
namely Generator, Simulator, and Remediator (Fig-
ure 1). We use a pretrained sequence-to-sequence
T5 model (Zhang et al., 2019; Raffel et al., 2020) in
the Generator to simulate lexical and syntactic vari-
ations in user queries via paraphrasing. The Gen-
erator is also responsible to generate various tem-
plates needed by the Simulator. To make BotSIM
more platform- and task- agnostic, we adopt dialog-
act level ABUS to simulate conversations with bots
via APIs. The dialog acts are automatically inferred
by the Generator via a unified interface to convert
bot designs of different platforms to a universal
graph representation. The graph has all dialogs as
nodes and their transitions as edges. Through graph
traversal, BotSIM offers a principled and scalable
approach to generating and exploring multi-intent
conversations. Not only can the conversation path
generation greatly increase evaluation coverage for
troubleshooting dialog errors caused by faulty de-
signs (e.g., unexpected dialog loops), it is also valu-
able for bot design improvements. The Remediator
summarizes bots’ health status in a dashboard for
easy comprehension. It also analyzes the simulated
conversations to identify any issues and further pro-
vides actionable suggestions to remedy them.

BotSIM’s “generation-simulation-remediation”
paradigm can significantly accelerate bot develop-
ment and evaluation, reducing human efforts, cost
and time-to-market. Our contributions include:

• We propose BotSIM, a modular, data-efficient
bot simulation framework. To the best of our
knowledge, this is the first work focused on
end-to-end evaluation, diagnosis and remedia-
tion of commercial bots via ABUS.

• BotSIM offers a principled approach to gener-
ating and simulating multi-intent dialogs for
comprehensive evaluation coverage and better
bot design.

• We finetuned a T5 paraphrasing model on par
with the state-of-the-art performance to gen-
erate diverse user responses for greater test
coverage of language variation.

• An easy-to-use Streamlit1 Web App with
Flask back-end and SQL database is devel-
oped for bot practitioners. The App can be
deployed as a docker container or to Heroku2.

1
https://streamlit.io/

2
https://www.heroku.com

Figure 2: “Investigate Charges” flow of the DialogFlow
CX pre-built “Financial Service Agent” mega-agent

2 Related Work

There are two main categories of dialog user sim-
ulators, namely the agenda-based user simulator
(ABUS) (Schatzmann et al., 2007; Li et al., 2016;
Shi et al., 2019; Zhu et al., 2020; Liu et al., 2021;
Shah et al., 2018) and recent neural-based user sim-
ulator (NUS) (Asri et al., 2016; Crook and Marin,
2017; Kreyssig et al., 2018; Gur et al., 2018; Liu
et al., 2017). Since BotSIM is designed to sup-
port commercial bot evaluation and remediation,
we focus on the review of the testing capacities of-
fered by some existing bot platforms rather than the
simulators. Recently, ABUS is also used in Ama-
zon’s Alexa conversation (Acharya et al., 2021) for
training an end-to-end dialog agent, which is also
beyond the scope of our discussion.

2.1 IBM Watson Assistant

IBM Watson assistant offers a suite of open-source
Python libraries and notebooks to help analyze cus-
tomer bots using manually created or annotated test
cases (Benvie et al., 2020). An exemplar test case
used for the standard regression testing is given in
Table 2. Given the annotated conversations, the
notebooks offer some analytical functions to com-
pute two metrics, namely coverage (NLU) and ef-
fectiveness (task completion) to monitor the bot
performance. However, the manual annotation and
analysis still require significant expertise and in-
volvement of bot teams. Large scale automatic pre-
deployment performance evaluation and analysis
are also infeasible since there may not be enough
chat logs.

2.2 Google DialogFlow CX

CX offers a built-in regression testing environment
for users to create test dialogs and perform regres-
sion testing. To create “golden” test cases, users
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Methods Stages Automation Metrics

Regression End-to-end Pre-deployment Monitoring
Test case
curation

User
Simulation NLU

Task
Completion

CX ✓ ✓
Watson ✓ ✓ ✓ ✓
Botium ✓ ✓
BotSIM ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of bot evaluation capabilities of the reviewed commercial bot platforms

User: May I book a flight to New York?

Labels Intent: #flight
Entity: @Destination

Bot: When would you like to depart?

Table 2: Example of IBM Watson assistant test case

need to manually chat with the bot and annotate
each system turn with correct intent, entity and dia-
log transitions. During regression testing, each bot
response is matched against the golden labels to de-
tect regressions. To achieve good regression testing
coverage, users have to “design” testing dialogs to
cover as many conversation paths as possible. How-
ever, the number of paths grows exponentially with
the number of intents and dialog branches, mak-
ing it almost impossible to craft testing cases for
all paths (Figure 2). For end-to-end performance
evaluation, even more annotated dialogs are needed
to cover the language variation in user responses,
which will greatly intensify the manual efforts.

2.3 Botium: Bots Testing Bots

Botium3 offers a unified platform for regression
testings of various bot platforms via platform-
specific connectors and “Botium scripts (test cases)”
(Appendix A). The core component, dubbed as
“Botium Box”, analogous to a bot testing “IDE”,
can be used to connect different bot platforms, cre-
ate testing cases and conduct regression testings.
However, the testing capability is constrained by
the underlying platforms. For example, users may
be still required to design testing dialogs manu-
ally. Therefore, Botium cannot perform large scale
end-to-end pre-deployment testing.

The overall comparison of different platforms
is given in Table 1. Most current platforms only
focus on regression testing. While regression test-
ing is important to ensure correct and consistent
system behaviours, it is also vital to perform pre-
deployment evaluation to avoid poor user adoption

3
https://www.botium.ai/

and retention rate. Although some platforms are
capable of computing turn-level NLU metrics, they
require significant manual efforts in curating or an-
notating test cases. In addition, the NLU metrics do
not directly translate to the end-to-end goal comple-
tion performance. We will show how BotSIM can
help circumvent these limitations via large scale
automatic dialog generation and simulation.

3 BotSIM

BotSIM system overview is shown in Figure 1.
3.1 Generator
The generator takes bot designs and intent utter-
ances as input and produces the required configu-
ration files and dialog goals for dialog simulation.

Dialog act maps. Most commercial TOD bots
follow a “rule-action-message” design scheme and
there exist clear mappings from system messages
to rules/actions. For example, the utterance “May
I get your email?” (message) is used to “Collect”
(action) the “Email” (slot) with entity type “Email”
from the user. Therefore, this message can be
mapped to the “request_Email” dialog act by the
generator parser. As the only platform-specific
component, the parser acts as an “adaptor” to unify
bot definitions from different platforms to a com-
mon representation of dialog act maps (example in
Figure 3) from bot messages to dialog acts. Such
(local) dialog acts are automatically inferred by
the parser for each dialog. Furthermore, the parser
unifies the entire bot design as a graph, where in-
dividual dialogs are vertices and their transitions
are edges. Each graph node is initially associated
with its “local” dialog act map. The dialog act map
of a “mega” dialog containing references to other
dialogs will be updated by including all the “local”
dialog act maps of the dialog nodes along the paths
starting from the mega dialog to the terminating
dialogs (e.g., “End_Chat”). The algorithm is de-
tailed in Appendix 1. The graph modeling not only
enables BotSIM to naturally support the simula-
tion of mega-agents with multiple intents/dialogs
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Figure 3: Automatically generated dialog act maps for
the mega dialog “Check the status of an existing issue”
from the Salesforce Einstein BotBuilder Template Bot.

(Figure 2), it also offers a scalable and control-
lable approach to exploring conversation paths for
greater test coverage and potentially benefiting the
conversation design as well.

The generated dialog act maps serve as the Bot-
SIM NLU module to map system messages to di-
alog acts via fuzzy matching.4 In particular, the
two dialog acts, “dialog_success_message” and
“intent_success_message” are the golden labels
indicating a successful dialog and a correct in-
tent classification, respectively. They are inferred
heuristically by taking the first message as “in-
tent_success_message” and last message as “di-
alog_success_mesage”. BotSIM users are required
to review or revise these two dialog acts for each
evaluation dialog to confirm their correctness.

Simulation goals. For agenda-based dialog sim-
ulation, a user goal comprises a set of dialog acts
and entity slot-value pairs needed to complete the
task defined by the goal. The dialog acts and slots
are from the parsed dialog act maps and the entity
values are randomly initialised according to some
heuristics. As the entity values are mostly related
to products/services, to better test bot NER capabil-
ities, users can replace these random values to real
ones when generating simulation goals. Below is a
snippet of a simulation goal. The goal is generated
by collecting the entity-value pairs in the dialog act
map and the ontology. The “inform_slots” contains
entities to be “informed” to the bot, whereas the

4
https://github.com/seatgeek/thefuzz

“request_slots” comprises entities to be “requested”
from the bot.
Check_the_status_of_an_existing_issue_0:
goal: Check_the_status_of_an_existing_issue
inform_slots:

Email_for_Look_Up: andrews@ms-mail.com
Case_Number: C379870
Intent: Can I check the latest status of

my reported issue?
request_slots:

Check_the_status_of_an_existing_issue: UNK
...

All the entity-value pairs in “inform_slots” of the
goals are used to test bots’ NLU capabilities. The
special “intent” slot contains the intent queries
generated by the paraphrasing models for pre-
deployment testing or user-provided evaluation ut-
terances for performance monitoring.
T5 paraphrasing model. As a core model com-
ponent, we fine-tune a T5-base (Raffel et al., 2020)
model for paraphrasing. To further improve the di-
versity, model ensemble with an off-the-shelf Hug-
gingface Pegasus (Zhang et al., 2019) model5 is
adopted. The paraphrasing models take intent utter-
ances as input and output their top N paraphrases
by beam search. The paraphrases are subsequently
filtered by discarding candidates with low semantic
similarity scores and edit distances. The filtered
paraphrases serve as the “intent” slot values of the
goals as intent queries for pre-deployment testing.
Our T5-base paraphrasing model has very com-
petitive performance on par with the state-of-the-
art HVQ-VAE model as shown in Table 3. It is
worth noting that the T5 model yields significantly
lower self-BLEU scores, which means the gener-
ated paraphrases share less lexical similarities with
the source sentences, a merit desirable for BotSIM
in generating dialogs to cover greater breadth of
language variation. More details of the T5 model
are discussed in Appendix B.
3.2 Simulator
We use a dialog-act-level ABUS rather than NUS
for the following reasons. First, BotSIM targets
commercial use cases and simulation duration and
computation are crucial non-functional consider-
ations. NUS inference usually requires GPUs,
which can significantly increase the barrier to entry
and operational cost. Second, NUS requires large
amounts of annotated data to train and are prone
to overfitting. Finally, dialogue-act-level simula-
tion is more platform- and task-agnostic. The user

5
https://huggingface.co/tuner007/pegasus_

paraphrase
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WIKI-Answers QQP

Target (↑) Self(↓) iBLEU (↑) Target(↑) Self(↓) iBLEU(↑)
HVQ-VAE 39.5 33.0 24.9 30.5 40.2 16.4

T5-base 33.9 23.9 23.9 29.1 35.2 16.3

Table 3: Paraphrasing model comparison. BLEUs are computed from the top one paraphrase with the reference
(Target-BLEU)/input (Self-BLEU). iBLEUs are obtained by a weighted sum of target (0.8) and self BLEUs (-0.2).

simulator can be viewed as a dialog agent with its
NLU, NLG and dialog state manager.

NLU. BotSIM uses dialog act maps to map bot
messages to dialog acts via fuzzy matching.

NLG. For efficient end-to-end dialog simulation,
template-based NLG is adopted to convert user
dialog acts to natural language responses. Given
a dialog act, e.g., “request_Email”, a response is
randomly chosen from a set of pre-defined tem-
plates with a “Email” slot, which is replaced by
the value in the goal during dialog simulation. The
plug-and play user response templates can be con-
stantly updated to include more language variation
as encountered in real use cases.

Dialog state manager. Rule-based dialog man-
ager is used for its simplicity and robustness. The
dialog states are maintained as a stack-like struc-
ture called agenda. During simulation, user dialog
acts are popped from the agenda to respond to dif-
ferent system dialog acts. The two most important
rules are for responding to “request” and “inform”
dialog acts. While most of the bot behaviours/mes-
sages can be converted to these two dialog acts,
BotSIM allows users to implement new rules to
accommodate novel dialog acts that may only exist
in their own bot designs. Figure 4 illustrates an
API-based conversation turn between BotSIM and
the bot during dialog simulation: Based on the di-
alog acts matched by the NLU, the state manager
applies the corresponding rules to generate the user
dialog acts. They are then converted to natural lan-
guage responses by the NLG and sent back to the
bot. The conversation ends when the task has been
successfully finished or an error has been captured.

3.3 Remediator

The remediator generates health reports, performs
analyses, and provides actionable insights to trou-
bleshoot and improve dialog systems. The reports
are presented in a dashboard in Figure 5. More
detailed introduction is given in Appendix C.

Figure 4: A conversation turn between BotSIM and the
bot during a dialog simulation.

Bot health reports. The bot health dashboard
consists of a set of multi-level performance reports.
At the highest level, users can have a historical view
of most recent simulation/test sessions (e.g., after
each major bot update) to evaluate the impacts of
bot changes from the performance trend in Figure
5(1). Users can also investigate a selected test
session as in Figure 5(2). Given a test session,
users can select a dialog/intent to check the detailed
performance in Figure 5(3). From the detailed
intent and NER plots, one can easily identify the
most confusing intents and entities.
Actionable remediation suggestions. The out-
puts of the Remediator comprises actionable sug-
gestions from analysing the simulated dialogs with
errors in Figure 5(4). The dashboard allows de-
tailed investigation of all intent or NER errors to-
gether with the simulated conversation. The root
causes of the failed conversations are identified via
backtracking of the simulation agenda. For intent
models, the intent queries/paraphrases that lead to
intent errors are grouped by the original intent utter-
ances sorted by the number of errors in descending
order (drop-down list of Figure 5(4)). Depending
on the classified intent labels, the remediator would
suggest some follow-up actions (Figure 5(5)). For
example, augmenting the intent training set with
the queries deemed to be out-of-domain by the cur-
rent intent model, moving the intent utterance to
another intent if most of paraphrases of the former
intent utterance are classified to the latter intent.
Conversation analytics. Another useful com-
ponent of the Remediator is the suite of conver-
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Figure 5: Remediator dashboard including bot health reports, actionable suggestions and conversation analytics.

sation analytical tools to gain more insights for
troubleshooting and improving their dialog sys-
tems. They include: confusion matrix analysis
(Figure 5(7)) for identifying confusion among in-
tents and potential intent clusters (Thoma, 2017),
tSNE (van der Maaten and Hinton, 2008) cluster-
ing of the sentence embeddings of intent utterances
(Figure 5(8)) to help evaluate the training data
quality and detect intent overlaps.

Conversation graph modelling Powered by the
underlying conversation graph model, the conver-
sation flow visualisation tool (Figure 5(9)) helps
users explore their current dialog designs. For ex-
ample, users can select the “source” and “target”
dialogs to investigate the generated dialog paths.
Not only is the tool valuable for comprehensive test-
ing coverage of conversation paths, it also offers
a controllable approach to troubleshooting dialog
design related errors or improving the bot design.

4 Case Studies

4.1 Salesforce Einstein Bot

The “Template Bot” is the pre-built bot of the Sales-
force Einstein BotBuilder platform. It has six in-
tents with hand-crafted training utterances.

Experimental setup. We sample 150 utterances
per intent as the training set (train-original) and
use the rest for evaluation (eval-original). The six
intents are: “Transfer to agent (TA)”, “End chat
(EC)”, “Connect with sales (CS)”, “Check issue
status (CI)”, “Check order status (CO)” and “Re-
port an issue (RI)”. We show how BotSIM can be
used to perform data-efficient end-to-end evalua-
tion through dialog user simulation. To probe the
baseline system, we apply the paraphrasing models
to the “train-original” utterances to get the “train-
paraphrases” dataset and use it as the development
set. Simulation goals are created by taking the
“train-paraphrases” as the intent queries to capture
the variations in real user intent queries. The “train-
paraphrases” goals are then used to evaluate the
dialog system via dialog simulation. After simu-
lation, the Remediator produces the performance
reports and remediation suggestions. Although the
Remediator provides suggestions for remedying
both intent and NER errors, we focus on the in-
tent model since it can be retrained (NER model
has not supported retraining yet). Another reason
is that the entity values in the goals are randomly
generated and may not reflect the real-world val-
ues. Since the impact of the NER is removed, the
improvement of intent performance directly trans-
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Model Eval. TA EC CS CI CO RI

Baseline
original 0.92±0.03 0.95±0.02 0.89±0.03 0.93±0.03 0.94±0.02 0.82±0.04
paraphr. 0.88±0.01 0.93±0.01 0.85±0.01 0.91±0.01 0.93±0.01 0.77 ±0.02

Retrained
original 0.92±0.03 0.97±0.02 0.93±0.03 0.95±0.02 0.96±0.02 0.87±0.04
paraphr. 0.89±0.01 0.94±0.01 0.90±0.01 0.94±0.01 0.94±0.01 0.80±0.02

Table 4: Results for the Einstein Bots case study, before and after retraining the intent model with the augmented
training set (F1 with 95% confidence interval computed with 10K bootstrapped samples).

CB (86) MP (66) LC (139) IC (224) CC (142) Acc

Baseline 0.84±0.06 0.83±0.07 0.88±0.04 0.95±0.02 0.96±0.02 0.90

Retrained 0.91±0.04 0.89±0.06 0.94±0.03 0.95±0.02 0.95±0.03 0.92

Table 5: F1 (95% confidence interval) comparison of intent models before and after retraining for CX case study

lates to the improvement of dialog success rate. It
is also important to note that the suggestions are
meant to be used as guidelines rather than strictly
followed. They can also be extended by users to
include domain expertise. To validate the effective-
ness of the remediation suggestions, we augment
the recommended misclassified paraphrases to the
“train-original” set to form the “train-augmented”
set and retrain the intent model. We then compare
the performance before and after retraining on the
goals created from the “evaluation-original”.
Results and analytics. We observe consistent
improvements for all intents on the human-written
“eval-original” set after model retraining. More
challenging intents (lower F1s), e.g., “RI” and
“CS”, saw larger performance gains compared to
the easier ones such as “EC” (higher F1s). This
demonstrates the efficacy of BotSIM and is likely
due to more paraphrases being selected for retrain-
ing the model on the more challenging intents.
We applied the paraphrasing models to the “eval-
original” set to get the “eval-paraphrases” set to
further increase the test coverage. In Table 9, the
second row (✗) shows the number of misclassi-
fied “eval-original” utterances. Out of the remain-
ing correctly classified “eval-original” utterances
in the first row(✓), substantially larger number of
them have at least one of their paraphrases in “eval-
paraphrases” wrongly classified by the same intent
model. This indicates that the diversity introduced
by the paraphrasing models potentially expands the
test coverage by a large margin.

4.2 Google DialogFlow CX

We use the pre-built financial service mega-agent
for the flow-based evaluations. Even for a single
flow in Figure 2, it is non-trivial to manually design

conversations to cover all paths. Through BotSIM’s
conversation graph modeling, the flow-based con-
versations can be simulated by generating goals
consisting of the dialog acts of all dialog nodes
along a traversal path. On top of these flow-based
dialog paths, paraphrases of the intent utterances
can be used as the intent queries to probe the NLU
performance via dialog simulation. To simulate pre-
deployment testing, we choose five flows and split
the intent utterances into train and evaluation sets.
The intent F1 scores are given in Table 5. The flows
are “Check Balance (CB)”, “Make Payment (MP)”,
“Lost Card”, “Investigate Charges(IC)”, “Compare
Cards (CC)”. Since the financial bot has only ∼30
utterances for training each intent, to obtain a more
reliable test set, we use the “eval-paraphrases” set
together with the “eval-original”. The total number
of evaluation intent queries are inside the parenthe-
ses of the Table 5 header. Similar to the previous
study, retrained intent model outperforms the base-
line in terms of both F1 and accuracy (Table 5),
especially for the challenging flows such as “CB”,
“MP”.

5 Conclusion

We presented BotSIM, a modular end-to-end bot
simulation framework for multi-intent dialog gen-
eration and evaluation of commercial TOD systems
via agenda-based dialog user simulation. Our case
studies show that BotSIM can save substantial man-
ual effort in bot evaluation, troubleshooting and
improvement. BotSIM can be easily extended to
support new platforms by implementing a set of
well-defined parser functions to convert bot mes-
sages to dialog acts. We are in the midst of open-
sourcing the codes including the Web App. We
also plan to support more platforms as future work.
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6 Limitations

For efficiency reasons, BotSIM adopts a template-
based NLG model for converting user dialog acts
to natural languages. Although the template-NLG
is more controllable and flexible compared to the
model-based NLG, they may lack naturalness. One
possible future improvement includes a combina-
tion of template-based NLG and the model-based
NLG. For example, we can train a model-based
NLG to generate templates (Wiseman et al., 2018)
for BotSIM’s response templates. In this way, both
efficiency and naturalness can be achieved.

7 Broader Impact

The pretrained language-model based paraphrasers
(T5-base and Pegasus) used in this study are pre-
trained and finetuned with large scale of text cor-
pora scraped from the web, which may contain
biases. These biases may even be propagated to the
generated paraphrases, causing harm to the subject
of these stereotypes. Although the paraphrasing
models are only applied to generate the testing in-
tent queries, BotSIM users are advised to take into
consideration these ethical issues and may wish to
manually inspect or otherwise filter the generated
paraphrases.
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A Regression test cases for Botium

Below is a Botium regression testing case (script):

T01_Check_Card_Balance
#me
What is the due amount for my card?
#bot
Can I have the last 4 digit card number?
INTENT balance_enquiry
#me
5789.
#bot
You have $50.8 due for this card.
INTENT balance_enquiry
ENTITY_VALUES 5789

It is important to note that the Botium “end-to-
end” testing is different from BotSIM as it aims to
ensure the bot interface and operation work across
different devices without regression errors. In other
words, they are still for detecting regressions rather
performance evaluation. For BotSIM’s end-to-end
evaluation, we refer to the setup that BotSIM takes
in bot designs and automatically 1) parses bot de-
signs, 2) generates test cases, 3) performs large-
scale end-to-end dialog simulations, 4) analyzes
outputs and provides actionable remediation sug-
gestions for troubleshooting and improvement.

B T5-base paraphrasing model

Pytorch (Paszke et al., 2019) is used to fine-tune
the T5-base model with the adam optimizer. The
effective batch size is 128. The learning rate is
1e-4 and no warm-up is applied. The maximum
sequence length is 128. Four NVIDIA A100 GPUs
are used. After each epoch, we compute the iBLEU
scores on the development set according to (Hosk-
ing et al., 2022; Sun and Zhou, 2012) to decide
whether to keep the current checkpoint or not. The
best model was obtained after 88 epochs.

B.1 Paraphrase datasets

We use the datasets released in the HVQ-VAE pa-
per (Hosking et al., 2022) for finetuning the para-
phrasing model. The datasets are “Wiki-Answers”,
“QQP” and “MSCOCO”. Instead of training a sep-
arate model for each dataset as in (Hosking et al.,
2022), we fintune a single paraphrasing model from
the pooled dataset of the three. Additionally, we
also curate our own set of paraphrasing datasets
and use them together with the other three datasets.
The dataset information is given in Table 6. Note
some of the datasets are not initially designed for
paraphrasing tasks. Therefore, they may also con-
tain noisy or trivial labels for paraphrasing. There-
fore, a filtering process is applied to select the fi-
nal training sentence pairs. The filtering process
applies thresholds on semantic and lexical scores
to strike a good balance between lexical variation
and semantic similarity between the paraphrasing
sentence pairs. In particular, we use sentence trans-
former (Reimers and Gurevych, 2019) score to
measure the semantic similarity and FuzzyWuzzy
ratio (based on Levenshtein distance 6) for lexi-
cal diversity. Sentence pairs with low semantic

6
https://pypi.org/project/python-Levenshtein/
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Algorithm 1 Dialog act maps inference from bot designs (MetaData/API)

local_dialog_act_maps = {}
for dialog ∈ all_dialogs do

local_dialog_act_maps [dialog] = {}
for message ∈ all_messages do

dialog_act = infer_dialog_act_from_message(message)
if dialog_act not in local_dialog_act_maps [dialog] then

local_dialog_act_maps [dialog][dialog_act] = []
end if
local_dialog_act_maps [dialog][dialog_act].append(message)

end for
end for
global_dialog_act_maps = {}
for dialog ∈ all_non_end_dialogs do

global_dialog_act_maps[dialog] = local_dialog_act_maps[dialog]
for end_dialog ∈ all_end_dialogs do

for node ∈ conv_graph.simple_paths(dialog, end_dialog) do
global_dialog_act_maps[dialog].update(local_dialog_act_maps[node])

end for
end for

end for

similarities (noisy labels) or low Levenshtein dis-
tances (trivial labels with little lexical variation)
are discarded. We also performed a benchmark
of iBLEU scores in Table 3. The paraphrases are
generated via beam search with the same beam size
of 10. The results of HVQ-VAE are taken from the
original paper. The discrepancy of the QQP results
from the paper is due to some train/eval data over-
lap we found in their original setup. We contacted
the authors and they provided the updated QQP
results and the fixed datasets. We thus used the
bug-fixed version for finetuning and evaluating our
T5-base model. The off-the-shelf Pegasus model
has the largest model size but performed the worst
compared to the other two models across all scores.
Since the author did not reveal anything about the
model, we cannot finetune it with the same datasets
as the T5-base. Using the same setup as HVQ-
VAE, we finetuned a T5-base-Single-Task model
for each task and it consistently outperformed the
HVQ-VAE model on the task that it was trained
on. On the contrary, The single-task models per-
formed significantly worse on the task they were
not trained on (see the numbers with *), indicating
the negative impacts of domain mismatch. In addi-
tion, it is impractical to finetune a new model for
each new dataset or task. Therefore, we pooled all
datasets together and finetuned a single model “T5-
base-Multi-Task”. Although the multi-task model

performs slightly worse than the single-task ones
on each individual task, the overall performance
is still on par with the state-of-the-art HVQ-VAE
model, especially on the QQP task. Therefore, we
choose the “T5-base-Multi-Task” as the BotSIM
paraphrasing model.

We apply the same filtering principle for the
training data preparation to the generated para-
phrases to keep the ones with high semantic and
low lexical similarities. In Figure 6, we show
the number of candidates before and after filter-
ing when generating the “train-paraphrases” set.
For simple intents like “TA” and “EC”, almost half
of the original candidates are discarded. More chal-
lenging intents have more surviving paraphrases
due to larger variation in their training utterances.
The filtered candidates are then used as the intent
queries for creating the simulation goals.

B.2 Investigation into misclassified
paraphrases

From Table 9, we can see the paraphrasing mod-
els help increase the testing coverage as some cor-
rectly classified original intent queries (prediction
✓) have misclassified paraphrase intent queries
(prediction ✗). Below we show two successfully
classified original utterances with their wrongly
classified paraphrases of the “Report an issue (RI)”
intent.

187



Task Sent-Transformer score FuzzRatio No. Final Pairs

SNLI NLI [0.70, 0.99] - 13,635
MNLI NLI [0.80, 0.99] - 32.398

PAWS-Wiki Paraphrasing - - 19,004
tapaco-en Paraphrasing [0.50, 0.99] 70 14,735

WIKI-Answers Paraphrasing - - 79,6679
QQP Paraphrasing - - 16,3621

MSCOCO Paraphrasing - - 47,3210

Table 6: Datasets for T5-base paraphrasing model finetuning. “-” means no filtering applied.

WIKI-Answers QQP

Target (↑) Self(↓) iBLEU (↑) Target(↑) Self(↓) iBLEU(↑)
Pegasus 31.4 55.3 14.0 23.8 46.0 9.9

HVQ-VAE 39.5 33.0 24.9 30.5 40.2 16.4
T5-base-Wiki 42.7 42.7 25.6 14.9 20.0 7.9*
T5-base-QQP 32.3 46.8 16.5* 31.9 42.7 17.0

T5-base-Multi-Task 33.9 23.9 23.9 29.1 35.2 16.3

Table 7: Performance benchmarking of different paraphrasing models. The BLEU scores are computed from the
top one paraphrase candidate with respect to the reference (Target-BLEU) or the input (Self-BLEU) sentence. The
iBLEU scores are calculcated using Target-BLEU ∗ 0.8 − Self-BLEU ∗ 0.2. Numbers with asterisk* denote the
“zero-shot” performance.
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Figure 6: Number of paraphrase candidates before
and after semantic and lexical filtering for “train-
paraphrases”

{
My order was damaged in

shipping: [
Why did my order get damaged

during shipping?,
Why was my order damaged when

it was shipped?,
Shipping damaged my order.,
The order was damaged when it

was shipped.

],
The bottle of conditioner was

open when it arrived i need
a replacement: [

I need a new bottle of
conditioner because the
one that arrived was open.
,

I need a replacement for the
opened bottle of
conditioner.,

I need a replacement for the
open bottle of conditioner
.,

I need a new bottle of
conditioner because the
one I received was open.

]
}

As suggested by the Remediator, users can select
some of the high-quality paraphrases to augment
the original intent training set to refine the intent
models. They can also filter from the evaluation
(manual-crafted utterances or product chat logs)
paraphrases to create a larger evaluation set for
performance monitoring. This saves substantial hu-

188



Dataset Intent enquiries TA EC CS CI CO RI

Train
train-original 150 150 150 150 150 150

train-augmented 255 184 212 268 215 294

Dev train-paraphrases 1465 1467 1754 1989 1895 1786

Eval
eval-original 182 145 183 222 205 178

eval-paraphrases 1190 933 1648 2172 1936 1795

Table 8: Dataset information for the Einstein Template Bot case study.

eval-original TA EC CS CI CO RI

prediction ✓ 9 17 27 33 34 61
prediction ✗ 9 7 16 19 8 26

Table 9: Test coverage expansion via paraphrasing

man efforts in creating or annotating dialog testing
data.

C Remediator reports and analytical tools

The Remdediator outputs are detailed in the bot
health report dashboard shown in Figure 5. The
left panel gives users options to navigate through
the dashboard. For example, they can select differ-
ent bot platforms, datasets, test ids and intents. The
bot health report (the first row of Figure 5) offers a
multi-scale view of simulation performance. At the
highest level is the historical comparison of most
recent testing sessions (Figure 5(1)). For example,
a testing session may be needed after each major
bot update. From the historical performance com-
parison, users can see how certain changes impact
the overall bot performance and decide whether to
keep or revert the update.

Given the historical performance, users may
be interested in further investigating a particular
testing session. They can do so by selecting one
from the drop-list of all testing sessions and enable
the “Check Summary Report” option in the multi-
selection box. The resulting overall bot health re-
port for the selected test session is shown in Fig-
ure 5(2). It summarizes the simulation information
including number of intents, entities and simula-
tion episodes. The two doughnut charts depict the
dataset distribution and the overall success metrics.

To investigate the detailed performance report
of each individual intent (Figure 5(3)), users can
navigate to “Check Dialog Report” and select a
dialog from the drop-list. The detailed dialog report
presents the intent and NER performance. One

can quickly identify the most confusing intents or
entities and focus their efforts to investigate and
resolve the confusions.

To help troubleshoot the identified errors, users
can select “Investigate Dialog” to see the remedia-
tion suggestions. Figure 5(5) shows the misclassi-
fied intent query paraphrases and their correspond-
ing original utterances, grouped by the wrongly
predicted intent labels. Given the prediction re-
sults, suggestions are provided for possible further
actions. For the given example, all paraphrases of
the utterance “Can you give me the status of my
order” have been classified as the “check order”
intent, indicating an annotation error of the origi-
nal utterance. Therefore, this utterance should be
moved from the “check issue” intent to the “check
order” intent.

To gain more insights into their bot systems,
users can harness the conversation analytical tools
for better comprehension of the simulation results.
To understand more about the intent classifier,
confusion matrix analysis is applied to the intent
predictions of the simulated conversations(in Fig-
ure 5(7)). A detailed and sortable intent perfor-
mance can be displayed by checking the checkbox,
allowing users to quickly identify the worst per-
forming intents in terms of recall, precision or F1
rates. This helps them plan and allocate resources
to improve the poor-performing intents.

To gauge the quality of the intent training utter-
ances and identify intent overlaps, tSNE clustering
is performed based on the sentence transformer
embeddings of the intent training utterances. By
examining the clusters, not only can users find in-
tents with significant overlaps in the training data
semantic space, they can also potentially discover
novel intents from production chat logs to aid di-
alog flow re-design. The dashboard can be easily
extended to to support more analytical tasks.
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D Streamlit web app

Finally, we give some brief discussions of the
Streamlit Web App. The motivation is to offer
BotSIM not just as a framework for developers but
also as an easy-to-use app to end users such as
bot admins without diving into technical details.
The app can be deployed as a docker container or
to the Heroku platform. We use Streamlit as the
front-end and Flask as the backend. A set of API
functions are designed to communicate with Bot-
SIM. For multi-platform support, keeping track of
the simulation status and historical performance,
a SQL-based database is used. BotSIM supports
two types of databases including Sqlite3 and Post-
gres. To support Heroku deployment, particularly
its ephemeral file system, cloud storage such as
AWS S3 is used to store the simulation logs and
results.
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Abstract

We present DeepGen, a system deployed at
web scale for automatically creating sponsored
search advertisements (ads) for Bing Ads cus-
tomers. We leverage state-of-the-art natural
language generation (NLG) models to generate
fluent ads from advertiser’s web pages in an
abstractive fashion and solve practical issues
such as factuality and inference speed. In ad-
dition, our system creates a customized ad in
real-time in response to the user’s search query,
therefore highlighting different aspects of the
same product based on what the user is looking
for. To achieve this, our system generates a di-
verse choice of smaller pieces of the ad ahead
of time and, at query time, selects the most rel-
evant ones to be stitched into a complete ad.
We improve generation diversity by training a
controllable NLG model to generate multiple
ads for the same web page highlighting differ-
ent selling points. Our system design further
improves diversity horizontally by first running
an ensemble of generation models trained with
different objectives and then using a diversity
sampling algorithm to pick a diverse subset of
generation results for online selection. Exper-
imental results show the effectiveness of our
proposed system design. Our system is cur-
rently deployed in production, serving ∼4% of
ads globally on Bing.

1 Introduction

Search advertising is the largest segment of digital
advertising for its projected $203B out of $515B
market share worldwide in 2022 (Statista, 2022).
Traditionally, advertisers manually create ads for
their web pages to start an advertising campaign.
There is a growing need to automate this process,
either to lessen the burden for small and medium
businesses, or to create millions of ads for large
businesses that have lots of products.

A classical automated ad generation system re-
lies on extraction rules as described in Section 2.1,

Figure 1: An example of an ad copy (grey box) com-
prised of ad assets. Red box is used for ad title assets,
and green box is used for ad description assets. This ad
could be shown for search query “Surface 8".

for example, extracting key phrases from adver-
tiser’s web pages as ad titles. However, per our
experience, extraction-based methods are not very
successful in generating the much longer ad de-
scription. Refer to Figure 1 for the example ad
title and description assets. Therefore, we aim to
generate ads in an abstractive fashion. In this work,
we focus on improving ad performance from two
aspects: factuality and customization.

To achieve the optimal ad performance, our cur-
rent system creates a customized ad in real-time
in response to a user’s search query. As shown
in Figure 2, different ads are displayed for differ-
ent queries, although they are advertising the same
web page. We dynamically customize ad copies by
stitching the generated ad assets together given the
user’s search context, approximating the ultimate
goal of real-time customized generation. Our work
makes the following contributions:

1. We demonstrate an NLG application that
leverages cutting-edge models, which can ab-
stractively generate and instantaneously stitch
ad text, matching human quality and achiev-
ing real-time ad content customization.

2. We record a significant click-through-rate
gain of 13.28% over an extraction-based sys-
tem as a baseline. Our system is currently
deployed at web scale, serving ∼4% of ads
shown on Bing search engine.
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Figure 2: An illustration of the end-to-end DeepGen system. First, multiple ad assets are generated based on various
parts of the advertiser’s web page. Semantically diverse ad assets are then selected and prepared for serving. Finally,
customized ads are created based on user queries. Transparent blocks are the NLP models, solid blocks are the
surrounding infrastructure. Generative models are shown in orange, discussed in Section 2. The rest of the system is
presented in Section 3.

2 Ads Generation System

Our system for ad content generation and stitch-
ing is automated end-to-end as shown in Figure 2.
Advertisers only need to supply us with their do-
main names, landing page targeting rules, and a bid
for each rule (e.g., bid $0.5 for URLs containing
“shoes”). Our Search Indexing infrastructure crawls
all landing pages under advertiser domain names
that match targeting rules and runs the Document
Understanding (DU) pipeline to extract textual in-
formation as per Section 2.1. After that, we run
multiple NLG models concurrently. This parallel
design enables us to scale modeling horizontally:
we can add or remove generation models at will.
The models can either generate an ad asset or a
full ad copy. For a full ad copy we simply split it
into assets. At the end of generation stage, we have
many title and description assets generated for each
advertiser URL.

2.1 Baselines
Extraction-based systems The extraction tech-
niques have evolved in Bing Ads over a decade and
we consider them a strong industrial baseline in
this paper. This baseline can produce title assets
of high quality, but it does not perform as well for
the longer description assets. For extraction candi-
dates, we leverage parts of the website extracted by
Bing DU pipeline, as per example below:

• Page Title - the document title present in meta-
data; <title> tag for HTML documents

• Visual Headings - the visually emphasized

document title present in the document, visi-
ble to user

• First/Best Body Snippet - first (top-most)/best
document body snippet extracted by Bling
(Xiong et al., 2019)

Examples of the above landing page text extracted
by DU pipeline can be seen on the left in Figure 2.

Abstractive generation baseline We consider
models finetuned directly on advertiser written ad
copies as the baseline for abstractive generation
approach. We finetune UniLMv2 (Bao et al., 2020)
on advertiser-written full ad copies, with learning
rate of 5 · 10−5. We refer to such models as Ad-
Copy models as they generate one ad copy for each
source sequence. See Figure 3 for an example
of source/target sequences for this task. Multi-
ple AdCopy models were successfully deployed in
production with significant business gains (Wang
et al., 2021). Some best practices we learned are:
1) advertiser-written ads have a very skewed dis-
tribution with some advertiser having millions of
template generated ads. Therefore we sample the
3000 URLs with the most ad impressions in the
past year per advertiser domain, obtaining 3M-5M
training examples; 2) validation and test sets ran-
domly split from training set do not work well; they
need to be constructed from different advertisers
than those in training set to avoid overfitting. We
use validation set of size 300K-500K examples and
a test set of 30K-50K examples. We use ROUGE1-
F1 (Lin, 2004) on validation set to select the best
checkpoint during training.
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We inference with beam search of size 5 with
code optimization, leveraging Einsum operator in
cross-attention stage to avoid the encoder cache
copy, per the FastSeq (Yan et al., 2021) implementa-
tion. This optimization allows us to increase batch
size and brings 5x speed up in our task. Our gener-
ation models can be seen in the center of Figure 2
in orange color.

Figure 3: An example of a source and generated target
sequence pair for the baseline AdCopy model.

2.2 Factuality Improvement
To evaluate the quality of generated ads, we mainly
rely on human evaluation. For that, we sample a
stratified sample of at most 50 examples per do-
main, and then uniformly subsample 500 – 1000
examples per human evaluation task. This way, we
get an evaluation result from diverse portions of our
demand, not letting very large domains dominate.
We work with a pool of professional judges, trained
to evaluate ads in an unbiased way. We further ex-
amine evaluation examples and give feedback to
the judges in case there is a misunderstanding of
the judgement guidelines. Thus, we evaluate the
quality of generated ad texts along the following 4
aspects:

• Text Quality: evaluates grammar and style,
with levels Good, Fair, Bad, Embarrassing,
and Not Scorable.

• Human Likeness: whether it looks like human-
written, with levels Yes and No.

• Factuality: whether the generated information
is supported by landing page, with levels Yes
and No.

• Relevance: whether the generated text is rele-
vant to advertiser’s business, with levels Yes
and No.

We define an ad text to be “Overall Good” if it
gets “Good” or “Fair” for Text Quality, and “Yes”
for Human Likeness, Factuality, and Relevance.
Refer to Figure 4 in the Appendix A for an example
human judge interface. To be allowed for further

A/B testing, the Overall Good Rate needs to be at
least 90% with confidence greater than 97.5%.

As shown in Table 1, our baseline model does
not have a significant difference in quality from
the advertiser written ads. However, the overall
good rate for both is curtailed by lower factuality
scores. For example, our AdCopy model can gen-
erate popular claims like “Free Shipping" or “15%
Discount" which do not exist in the landing page.
This is similar to the hallucination issue in abstrac-
tive summarization (Filippova, 2020; Maynez et al.,
2020b).

To alleviate the extrinsic hallucinations (Maynez
et al., 2020a) in our ads, we employ phrase-based
cross-check filtering. For that, we use a list of po-
tentially erroneous phrases and patterns obtained
by studying human evaluation results for our gen-
erated ads. Our approach is similar to entity-based
filtering per Nan et al. (2021).

Some cross-check examples are 1) Phrase Check:
a list of sensitive or potentially misleading phrases
(e.g., “Free Return”, “Promo Code: ABC”); 2)
Brand Check: brand list compiled from our search
engine’s knowledge graph (Noy et al., 2019; Chai
et al., 2021); 3) Domain Check: checking patterns
like “xyz.com” against landing page URL.

We add the cross check rules at two stages: (1)
We filter training data with cross check rules before
training (train x-check); and (2) We filter generated
text after the inference (infer x-check). Per Ta-
ble 1, both train x-check and infer x-check improve
quality significantly, with the greatest improvement
when both are used together.

For an AdCopy model, we do observe that
∼ 15% of generated ad copies are filtered dur-
ing the post-inference cross check. This effect is
ameliorated by the fact that we use multiple NLG
models, allowing them to backfill each other’s cov-
erage. The remaining coverage is backfilled with
extraction candidates. Due to this system design,
the eventual URL coverage does not suffer from
the cross check.

2.3 Controllable Generation at Asset-Level

To model diversity explicitly, we build a control-
lable NLG model to generate multiple ad assets
for the same source sequence. We accomplish
this is via control codes, categorical variables that
represent the desired output property and are pre-
pended to the model inputs during training and
testing, Keskar et al. (2019) and Ficler and Gold-
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Technique Overall Text Quality Human Like Factuality Relevance
Advertiser-written 90.7 ± 2.1 97.9 ± 1.0 98.1 ± 1.0 92.7 ± 1.9 99.0 ± 0.7
Baseline: AdCopy w/o check 89.8 ± 2.2 98.8 ± 0.8 98.5 ± 0.9 91.1 ± 2.1 98.9 ± 0.7
AdCopy w/ train check 94.7 ± 1.6 99.6 ± 0.5 99.0 ± 0.7 95.6 ± 1.5 99.6 ± 0.5
AdCopy w/ infer check 94.4 ± 1.9 98.8 ± 0.9 98.5 ± 1.0 95.6 ± 1.7 98.8 ± 0.9
AdCopy w/ train + infer check 96.3 ± 1.5 100.0 99.4 ± 0.6 97.0 ± 1.3 99.7 ± 0.4

Table 1: A comparison of Ad Copy models (as per Section 2.1) via human evaluation. 95% confidence intervals
(CI) are reported. Results that outperform advertiser baseline at p < 0.05 level are bolded.

Technique Overall Text Quality Human Like Factuality Relevance
Advertiser Title Asset 98.2 ± 0.9 99.9 ± 0.2 100.0 98.4 ± 0.9 100.0
Extraction Title Asset 99.0 ± 0.7 99.4 ± 0.6 99.6 ± 0.5 99.6 ± 0.5 100.0
Guided Title Asset 98.1 ± 0.6 99.8 ± 0.2 100.0 98.3 ± 0.5 99.6 ± 0.3
Advertiser Desc Asset 98.2 ± 0.9 99.9 ± 0.2 99.9 ± 0.2 98.4 ± 0.9 100.0
Guided Desc Asset 95.3 ± 0.9 97.6 ± 0.7 98.8 ± 0.5 97.9 ± 0.6 99.2 ± 0.4

Table 2: A comparison of Guided Asset generation model against advertiser written ads and extraction-based titles
via human evaluation. 95% CI are reported. Results better than advertiser baseline at p < 0.05 level are bolded.

berg (2017). We refer to it as Guided model, as the
generation is guided by the control codes.

We assume each landing page can be advertised
along 12 categories for different selling points. Ex-
ample categories are Product or Service, Advertiser
Name or Brand, Location, etc.; they are borrowed
from the instructions on the web portal where ad-
vertisers create ads. We then use human judges
to classify ∼6500 distinct advertiser-written assets
into categories. We finetune BERT-base-uncased
(Devlin et al., 2018) for asset category classification
task and obtain ∼80% prediction accuracy, using a
random 80/20 split for train/test sets and learning
rate of 5 ∗ 10−5.

We then inference ad category for each ad as-
set in the NLG model training set, prepending the
resulting category control code as plaintext at the
beginning of each NLG source sequence. Thus, we
obtain a data set of 6M ad assets (both title and
description together) for training the Guided NLG
models. Otherwise, our generative modeling deci-
sions align with Section 2.1. During inference, we
evaluate the model on all available categories, by
prepending each control code to the landing page
information.

Human evaluation results for our Guided NLG
model are shown in Table 2. The overall title as-
set quality of the Guided model does not have
significant difference to that of advertiser-written
assets, with Extraction titles outperforming both.
The advertiser-written description assets are better,
though the overall good rate of Guided model is

Title Asset Count PB↓ SB↓ Dist↑
Advertiser 18.4 13.4 71.0 45.3
Generated 24.4 6.7 41.0 66.6
Generated + DPP 14.2 4.5 25.3 80.5
Guided 13.3 7.8 33.6 74.9
Ensemble 12.1 5.8 31.2 77.0
Guided + DPP 7.8 5.0 18.3 86.9
Ensemble + DPP 7.7 3.6 17.0 88.3

Table 3: Averaged results of the diversity evaluation on
English title assets. For PairwiseBLEU (PB) and Self-
BLEU (SB) scores, lower is better, for Distinct N-gram
(Dist) scores, higher is better. Average count of title
assets per URL (Count) is also reported. Differences
of over 1 point are bolded. Ensemble here is for an
ensemble of AdCopy models. Generated assets include
the combination of Guided, Ensemble, and Extraction
titles.

still well above our quality bar of 90%. The ad-
vantage of Guided model in this case is that it is
able to explicitly capture different advertising cat-
egories for both title and description. Extraction
technique cannot produce good ad descriptions in
our experience.

3 Serving and Customization System

3.1 Diverse Selection

At this stage, we aim to select a semantically di-
verse subset of T title and D description assets for
each URL to send to online serving components.
By selecting a subset of ad texts, we aim to both
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reduce the load on the ad serving system, as well
as improve diversity of the generated texts. We
use CDSSM (Shen et al., 2014) model, trained on
web search logs, to map each text asset to a dense
vector, such that the ad texts with high degree of se-
mantic similarity will map to representations with
higher cosine similarity (i.e., closer in the embed-
ding space) to one another. Then, we sample a
diverse subset of points in the CDSSM embedding
space with k-DPP maximum a posteriori inference
algorithm as per Chen et al. (2018), stopping after
we select T titles or D descriptions. Refer to Fig-
ure 2 (bottom middle) for an example of removing
semantic duplicates in such fashion.

We use PairwiseBLEU (PB) (Shen et al., 2019),
SelfBLEU (SB) (Zhu et al., 2018), and Distinct
N-gram (DistN) (Xu et al., 2018) scores to evaluate
the diversity of the title assets before and after k-
DPP diverse sampling. We calculate the average di-
versity metrics for ∼2000 EN URLs randomly sam-
pled from a stratified sample of 50 URLs/domain.
Since all instances of each metric show similar
trends, we follow suit with Tevet and Berant (2020)
and average each metric over different N-gram op-
tions. Refer to Table 3 for diversity score details.

We find that generated title assets are more di-
verse than the ones provided by the advertiser in
general. In addition, k-DPP helps further increase
the asset diversity. We also compare title assets
from the Guided model with those from an ensem-
ble of AdCopy models. We find that the Guided
model by itself can generate title assets in simi-
lar quantity and with similar diversity as the ones
produced by several AdCopy models combined,
trained as per the NLG baseline method in Sec-
tion 2.1 on different versions of training data.

3.2 Real-Time Stitching

The diversified ad assets are then ingested into the
online serving infrastructure. At query time, we
stitch together a customized ad copy, optimizing
for the auction win rate1 (with some level of ex-
ploration). From our domain knowledge, the ear-
lier asset positions (e.g., Title 1) influence the ad
auction result more than the later ones (e.g., De-
scription 2), as shown in Figure 1. Thus, we per-
form a greedy sequential selection and consider
T +(T −1)+(T −2)+D+(D−1) permutation

1Auction is the final stage to decide which ads will be
displayed. Auction win rate is the probability of an ad winning
an auction. Ads with better quality and CTR have a better
chance to win the auction.

options. For example, we first select asset for Title
1 position from T title assets, and then select asset
for Title 2 position from the remaining T − 1 title
assets.

We use a logistic regression (LR) model to score
each asset position: Title 1, Title 2, Title 3, De-
scription 1, Description 2. We use features from ad
auction log like string hash, length, unigrams and
bigrams from asset texts. We also cross these with
the query text to a total sparse feature dimensional-
ity per position of ∼4B. The LR model learns the
probability of winning the auction for a given ad
copy. It is continuously trained daily, using ∼10B
data examples from the previous day’s log for train-
ing with batch size as 1000 and learning rate as
0.02, and ∼ 300M examples from current day’s
log for validation.

We include an exploration mechanism to allow
newly added assets to be shown to users and to
de-bias the model. Due to sequential nature of
our stitching process, we model exploration as a
sequential contextual bandit (CB) problem. At each
asset position, the CB uses the LR score and the
gradient sum of LR features as a heuristic for the
trial count (Mcmahan et al., 2013) to select an asset
using Thompson Sampling strategy (Agrawal and
Goyal, 2017). As a result, we sample from a total
of T + (T − 1) + (T − 2) + D + (D − 1) Beta
distributions to stitch together an ad copy.

4 A/B Testing

DeepGen is deployed globally to serve Dynamic
Search Ads (DSA), which accounts for ∼ 4% of
all Bing Ads displayed globally. In A/B testing, we
split the production user traffic randomly between
the treatment experiment that enables the proposed
experimental techniques and the control experi-
ment that uses existing production techniques. We
use 10% of production traffic for the control exper-
iment. We use the difference in business metrics
between two experiments to decide if treatment is
effective.

Two key business metrics are Revenue Per Mille
(RPM) – revenue per every thousand search result
page views (SRPV) and Quick Back Rate (QBR)
– the rate of users clicking the back button after
clicking on an ad, which is a proxy for user dissat-
isfaction (lower QBR is better). RPM is driven by
Impression Yield (IY, number of ads shown divided
by number of search result page views) and Click-
Through Rate (CTR, number of clicks divided by
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Metric Exp. 1 Exp. 2 Explanation
Days 5 10 Number of days for the experiment.

Traffic% 5.0 10.0 Percentage of the Bing user traffic allocated for the experiment.
∆RPM% +24.87 +10.65 Revenue (USD) from 1000 Search Results Page Views (SRPVs).
∆IY% +11.87 +14.43 Average number of ads shown per page.
∆CTR% +13.28 -0.19 Proportion of ads clicked from ads shown.
∆QBR% +5.27 +1.82 Proportion of ad clicks that resulted in a back-click within 20 sec.

Table 4: A summary of the business metrics from A/B tests performed on DSA ad traffic. Results statistically
significant at p < 0.05 level are bolded.

total number of ads displayed). Usually there is a
trade-off between RPM (revenue) and QBR (user
satisfaction). DeepGen increases CTR (proportion
of ads clicked from ads displayed) and IY (number
of ads displayed per page), thus also increasing ad
revenue. We do so by generating high-quality ads
that are customized to the user. We avoid sacrific-
ing user or advertiser satisfaction by ensuring the
ads to be faithful to the landing page.

In Exp. 1, we compare DeepGen (treatment)
against the extraction system (control). As shown
in Table 4, we observe strong RPM (revenue) gain,
driven by both IY and CTR, which means that
personalized ad copies generated by DeepGen are
more likely to win the auction as well as to be
clicked by the user. In this experiment, we record a
13.28% CTR gain. We acknowledge the increase
in QBR (user dissatisfaction), which could be at-
tributed to the still higher factuality of the extrac-
tion system, as shown in Table 2.

We use Exp. 2 as an ablation for real-time cus-
tomization. DeepGen is used in both treatment and
control, but we replace real-time stitching with pre-
computed stitching in control. For this experiment,
we build a separate model to stitch assets into multi-
ple ad copies offline, and only rank the pre-stitched
ad texts during query time (online). There is sig-
nificant RPM (revnue) gain, though it is mainly
driven by IY but not CTR. This may suggest that
online stitching has a higher chance of winning
the auction as it covers much larger permutation
space than the offline stitching. But for those ad
copies that did win an auction, they have similar
attractiveness to the user whether stitched online or
offline. This experiment shows online stitching to
be an integral part of our system.

Thus, DeepGen increases revenue by generating
high-quality ads customized to the user while being
mindful of user satisfaction by ensuring the ads to
be faithful to the landing page.

5 Related Work

The early automated content generation approaches
focused on template-based ad text generation
(Bartz et al., 2008; Fujita et al., 2010; Thomaidou
et al., 2013). These approaches have potential to
suffer from ad fatigue (Abrams and Vee, 2007).

More recently, deep Reinforcement Learning
(RL) was shown effective for ad text generation
(Hughes et al., 2019; Kamigaito et al., 2021; Wang
et al., 2021), using a general attractiveness model
as a reward policy and yielding up to 7.01% ob-
served CTR gain per Kamigaito et al. (2021). CTR
is an important metrics, as reflects the relevance
of an ad from user’s perspective (Yang and Zhai,
2022).

Product headline generation is a closely related
direction of work, where a single headline is gener-
ated to advertise a line of related products, based
on each product’s advertiser-written title. Kanungo
et al. (2021) use BERT-large (Devlin et al., 2018)
encoder finetuned for generation with UniLM-like
masked attention, as per Dong et al. (2019), op-
timized using a self-critical RL objective, as per
Hughes et al. (2019). Kanungo et al. (2022) fur-
ther produce SC-COBART by finetuning a BART
model, using control codes, as per Keskar et al.
(2019), for bucketized CTR and length of a head-
line, optimized with a mixture of MLE and self-
cricial RL objectives. SC-COBART improves es-
timated CTR by 5.82% over their previous work
(Kanungo et al., 2021).

In another line of work, product descriptions
are generated either with templates (Wang et al.,
2017), pointer-generator encoders (Zhang et al.,
2019), commonsense knowledge-base guidance
(Chan et al., 2020; Zhang et al., 2021), or CVAEs
(Shao et al., 2021), yielding up to 13.17% CTR
gain in A/B test per Shao et al. (2021).
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6 Conclusion

In this work, we present an automated end-to-end
search advertisement text generation solution. We
employ deep NLG modeling for ad content genera-
tion and diverse selection. We leverage real-time
LR rankers for content stitching. The generation
techniques provide us a rich source of high-quality
ad content, which performs strongly against hu-
man and extraction baselines. We further apply
diverse selection via semantic embedding, which
allows us to surpass human content diversity, while
ensuring the system’s scalability. Finally, we use
real-time ranking to stitch not just attractive, but a
truly customized ad for each user based on query
and search intent. The system combines several
NLP approaches to provide a cutting edge solu-
tion to automated ad generation and showcases an
significant CTR gain over an extraction baseline.
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Abstract

Systems that automatically define unfamiliar
terms hold the promise of improving the acces-
sibility of scientific texts, especially for readers
who may lack prerequisite background knowl-
edge. However, current systems assume a sin-
gle “best” description per concept, which fails
to account for the many ways a concept can be
described. We present ACCoRD, an end-to-end
system tackling the novel task of generating
sets of descriptions of scientific concepts. Our
system takes advantage of the myriad ways a
concept is mentioned across the scientific litera-
ture to produce distinct, diverse descriptions of
target concepts in terms of different reference
concepts. In a user study, we find that users pre-
fer (1) descriptions produced by our end-to-end
system, and (2) multiple descriptions to a single
“best” description. We release the ACCoRD cor-
pus which includes 1,275 labeled contexts and
1,787 expert-authored concept descriptions to
support research on our task.

1 Introduction

Readers of scientific papers often encounter unfa-
miliar concepts, which impedes their understanding
(Portenoy et al., 2022). This is because papers as-
sume a priori knowledge, and often lack definitions
for the scientific terms that they use. While readers
may turn to external encyclopedic resources like
Wikipedia, these contain descriptions for only a
small fraction of scientific concepts (King et al.,
2020), which has motivated the development of
systems that automatically extract or generate de-
scriptions for scientific concepts. Unfortunately,
current systems only surface a single “best” result
for all users, which is often extracted from a single
input document (Espinosa-Anke and Schockaert,
2018; Vanetik et al., 2020; Veyseh et al., 2019;
Kang et al., 2020). The one-best description may
not be accessible for all readers, given varying back-
ground knowledge.

Input Output

corpus of scientific 
documents

MultiRC

+
MultiRC is like SQuAD, 

except MultiRC deliberately 
attempts to include 

multi-sentence reasoning.

MultiRC is like MCTest, 
except MultiRC doesn’t 

assume exactly one correct 
answer.

...
MultiRC is a dataset of short 

paragraphs and questions 
that can be answered from 

the content of the paragraph.

ACCoRD
system

target concept

Figure 1: ACCoRD’s approach to Description Set
Generation. Given a corpus of papers and a target con-
cept to be described (red, e.g. MultiRC), our system pro-
duces a diverse set of descriptions. These are generated
using mentions of the target concept in terms of mul-
tiple other reference concepts (orange) from extracted
contexts (blue), resulting in a diverse set of descriptions.

Scientific concepts can be described in multiple
distinct ways. In this work, we propose that a set
of descriptions is more useful for users than a sin-
gle description. Humans learn new concepts by
understanding how they relate to other, known con-
cepts (Rumelhart and Ortony, 1977; Spiro, 1980;
NRC, 2018), and providing multiple descriptions
allows us to highlight multiple such relationships,
contributing to a more complete understanding.
Furthermore, providing multiple descriptions in-
creases the number of potentially helpful connec-
tions between a new concept and concepts within
the user’s specific background knowledge (see Fig-
ure 1), increasing accessibility. This relational ap-
proach to human concept learning has been for-
malized through the lens of Analogical Transfer
Theory (Gentner, 1983; Kurtz et al., 2001; Gen-
tner and Goldin-Meadow, 2003) and has long been
employed as a tool in scientific discourse and edu-
cation (Treagust et al., 1992; Heywood, 2002). Our
work expands upon the notion of a description in
the context of description generation systems to
include analogy-like descriptions that are currently
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Figure 2: Demo screenshots. (1) Users search for a target scientific concept from a pre-defined list and are shown
cards for top reference concepts used to describe the target concept in terms of a particular relation. (2) Users
click to expand the cards to see the extracted snippet (context) that produced the generated concept description, in
addition to a link to the source paper. (3) Spans of text that are shared between the extracted context and generated
description are highlighted to facilitate easy comparison.

not captured by either scientific definition (Kang
et al., 2020) or relation extraction (Wadden et al.,
2019) systems.

In this work, we present Automatic Compar-
ison of Concepts with Relational Descriptions
(ACCoRD) – an end-to-end system that tackles
the novel task of producing a set of distinct descrip-
tions for a given target concept.1 Given text from
scientific papers, our system first extracts all sen-
tences from the corpus that describe the concept in
terms of any other concept. Then, conditioned on
the extractions, ACCoRD generates succinct, self-
contained descriptions of the concepts’ relationship
using GPT-3 (Brown et al., 2020) in the few-shot
setting. The system finally selects a smaller, yet
diverse subset of descriptions that captures the rich-
ness of a concept’s usages by including multiple
relation types and reference concepts.

Our contributions are:

1. We introduce Description Set Generation
(DSG), the novel task of generating multi-
ple distinct descriptions of a single target
concept. In support of this task, we release
the ACCoRD corpus, an expert-annotated re-
source of 1,275 labeled contexts and 1,787
hand-authored concept descriptions.

2. We present ACCoRD, an end-to-end system
for DSG that outputs a diverse set of descrip-
tions for concepts in computer science.

3. We conduct a user study demonstrating that
1System demo, code, and data set available at

github.com/allenai/ACCoRD.

users prefer multiple descriptions over a single
“best” description, and that they prefer our
system’s generated concept descriptions over
those of an extractive baseline.

2 Description Set Generation

2.1 Task definition
We define Description Set Generation (DSG) as:
Given a large corpus of N scientific documents, a
target concept to be described, and a desired output
size |S|, output a set S of succinct, self-contained,
and distinct descriptions of the target concept (Fig-
ure 1). Unlike prior work, which defines the task in
terms of a single output description per scientific
concept (Jin et al., 2013; Kang et al., 2020), DSG
proposes outputting a set of descriptions. One can
view DSG as a generalization of the format used in
prior work (i.e. single-description outputs are sets
with |S| = 1).

2.2 Approach
DSG is an open-ended task, and many possible
description sets could form valid output for a given
concept. To facilitate the generation of descriptions
that are useful and factual, in this work, we focus
on descriptions that meet three criteria: (i) They
are derived from an extracted snippet of a scientific
document, referred to as the context, which
contains the target concept. In our experiments, the
contexts are limited to 1-2 contiguous sentences.
(ii) They must mention another concept, referred
to as the reference concept, which is mentioned
in the extracted context and is related to the
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target concept by one of the four relations in
{is-a,is-like,part-of,used-for}.
This relation must also be reflected in the extracted
context. (iii) The description must contain an
elaboration, or a span of text that further explains
the specified relation between the target and
reference concepts. For example, a description
cannot only say that “SQuAD is like TriviaQA”
but it must also specify that they “are both reading
comprehension data sets.” These elaborations must
be supported by the associated extracted context.

The description criteria described above enabled
us to build a system that produced many descrip-
tions preferred by users, as we show in our exper-
iments.2 However, the DSG task is more general
than our specific formulation, and experimenting
with other description formats in DSG is an impor-
tant item of future work.

3 Data set

To support work on DSG, we compile and release
the ACCoRD corpus. The data set consists of 1,275
labeled contexts and 1,787 hand-authored concept
descriptions, and induces diversity among these
concept descriptions in two key ways. First, our
data set allows for concept descriptions beyond
the typical is-a relation. Second, a single target
concept is allowed to be described in terms of any
number of other concepts in the source text.

3.1 Data set construction
To construct the ACCoRD corpus, we consider the
abstract, introduction, and related works sections
of 698 computer science (CS) papers randomly
sampled from S2ORC (Lo et al., 2020). We iden-
tify candidate contexts of 1-2 contiguous sentences
with at least one CS concept via string matching
against a high-precision set of CS concepts from
ForeCite (King et al., 2020).3

Annotators were instructed to assign a binary
label to each candidate context indicating whether
the context sentence(s) contained a description of

2Our specification of descriptions according to these three
criteria naturally include statements that would commonly be
considered “definitions.” For example, the Wikipedia defini-
tion of BERT, “BERT is a transformer-based machine learning
technique for natural language processing (NLP) pre-training.”
can be viewed as an is-a relational statement describing
BERT in terms of the reference concept “transformer-based
machine learning technique” with the elaboration “for natural
language processing (NLP) pre-training”

3ForeCite also assigns scores for each of its concepts that
represent their likelihood to be a scientific concept. We filter
to concepts with a ForeCite score ≥ 1.0.

Extracted context Hand-authored descriptions
word embedding is
a word
representation that
captures semantic
and syntactic
similarities between
words. it has been
widely utilized for a
variety of tasks,
such as sentence
classification [42],
relation
classification [41],
and sentiment
analysis [38], since
the introduction of
word2vec software.
(Shi et al., 2019)

[sentence classification, relation
classification] is a task that
word embedding has been uti-
lized for since the introduction of
word2vec software.

sentence classification is like [rela-
tion classification, sentiment anal-
ysis] in that they are both tasks
that word embedding has been
used for since the introduction of
word2vec software.

relation classification is like [sen-
tence classification, sentiment
analysis] in that they are both
tasks that word embedding has
been used for since the introduc-
tion of word2vec software.

word representation has been used
for [sentence classification, rela-
tion classification, sentiment anal-
ysis] since the introduction of
word2vec software.

Table 1: Sample entry from the ACCoRD corpus. The
ACCoRD annotation procedure uniquely allows each
positively-labeled context to yield multiple concept de-
scriptions for target ForeCite concept(s) (red) present
in an extracted context. Diversity among these concept
descriptions is induced through multiple relation types
(yellow) and distinct reference concepts (green), each
with an elaboration that specifies the relationship be-
tween the target and reference concepts (blue).

the target ForeCite concept in terms of any other
concept in the context. Inter-annotator agreement
for this annotation task was Cohen’s κ = 0.658.

For each extracted context that was assigned a
positive label, annotators were instructed to author
as many descriptions of the target ForeCite concept
that follow criteria (i)-(iii) above (see Appendix
A.1). These criteria allow each positively-labeled
context to yield multiple concept descriptions if
a target concept was described in terms of multi-
ple other concepts in the source text, if multiple
descriptive relations are applicable for a concept
pair, or if the extraction contained multiple target
concepts (see Table 1).

4 System overview

The ACCoRD system has 3 pipeline stages: (1)
extract sentences that describe one scientific con-
cept in terms of another, (2) generate succinct,
self-contained descriptions of the concepts’ rela-
tionship, and (3) select the top descriptions for each
concept (see Figure 3).
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Figure 3: ACCoRD system implemetation. Our system (1) extracts context sentences (blue) from scientific
documents that describe a target scientific concept (red) in terms of another using SciBERT (Beltagy et al., 2019)
finetuned on the ACCoRD corpus, (2) generates succinct, self-contained, and distinct descriptions of the target’s
relationship to each reference concept (orange) from the extracted contexts using GPT-3 (Brown et al., 2020) in the
few-shot setting, and (3) selects a final description set involving multiple relation types and reference concepts.

Extraction We build a two-stage model to iden-
tify sentences that describe a target concept in
terms of another concept. First, a SciBERT (Belt-
agy et al., 2019) text classifier trained on the bi-
nary labels from the ACCoRD corpus identifies
reasonable candidate contexts. Second, a different
multilabel SciBERT classifier trained on the rela-
tion types in ACCoRD predicts a relation type for
each candidate context. The inputs to both models
have the target scientific concepts demarcated fol-
lowing Wu and He (2019). Details on training and
hyperparameter tuning are in Appendix A.3.

Generation Each extracted candidate is then in-
put into a generative model, which produces a suc-
cinct, self-contained summary of the concept rela-
tionship described in the context. For the generator,
we use GPT-3’s davicini-instruct-beta
model (Brown et al., 2020) in the few-shot setting.
Details on how GPT-3 was prompted and heuristi-
cally post-processed are in Appendix A.4.

Selection For each target concept, we identify a
smaller, easily-consumable set4 of informative de-
scriptions from the larger pool of candidates. First,
we filter descriptions to only those that involve a
reference concept from ForeCite (King et al., 2020).
Second, note that each description has an associ-
ated context classified with relations in the extrac-
tion step. Using these, for each (target, relation)
pair, we choose the most frequent k reference con-
cepts among the descriptions. Third, we select a
top description for each (target, relation, reference)
triple by selecting the one with the highest predic-

4If |S| is large, ordering the set may be an important sub-
problem, which we leave for future work.

tion score from our multilabel extraction model.

4.1 ACCoRD generates diverse descriptions
By identifying concept descriptions across the sci-
entific literature, our system captures a diversity
of descriptions for a given target concept. We
measure this diversity for a set of 150 popular
natural language processing concepts using two
metrics: the number of candidate descriptions
prior to the selection stage of our system and the
number of unique reference concepts contained in
those descriptions.5 For descriptions involving the
compare and is-a relations, we find an average
of 153 and 373 candidate descriptions per target
concept, respectively. These candidate descriptions
contain an average of 15 unique reference concepts
per target concept for is-a descriptions and 11 for
compare descriptions (see Figure 4). This shows
that our system captures a wealth of information
that is not retained by a “single best” approach.

5 User study

The experiments in the previous section show that
our system produces meaningful diversity in gen-
erated descriptions. We perform a user study with
the full end-to-end system in order to answer two
key questions regarding our system’s utility:

• RQ1: Which method of producing concept
descriptions do users most prefer?

• RQ2: Does there exist a single “best” descrip-
tion per user?

5We report these statistics per relation type exhibited in
the description. For brevity, we restrict this to the two most
commonly observed relation types.
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Figure 4: Distribution over number of unique reference
concepts per target among 150 popular NLP concepts.
For each target concept, ACCoRD produces candidate
descriptions involving a variety of reference concepts
and relations.

5.1 Study description
Our study consisted of two parts: The first aimed
to understand users’ preferences for sets of descrip-
tions, and the second aimed to understand their
preferences for individual descriptions within sets.

Participants We recruited 22 participants
through Upwork with at least a bachelor’s degree
in computer science and whose expertise included
NLP (see Appendix A.5 for details). Participants
were asked to imagine they were reading a section
in a paper and came across a scientific concept
they wanted to learn more about.

Design We selected a set of 20 popular NLP con-
cepts from ForeCite. For each concept, we obtained
three sets of six descriptions. Each set was gener-
ated from a system variant:

• generate-stratify the output of our complete
system: generated descriptions that were se-
lected according to our ranking and filter-
ing methods. This set was comprised of the
top three descriptions for each of the relation
classes compare and is-a.

• extract-stratify the raw extractions for the de-
scriptions in generate-stratify.

• generate-naive the output of the generation
step of our system, but without the final strat-
ified selection step. Instead, the top six de-
scriptions for this set were selected using the
prediction scores from our extractive model.

In Part One of the study, participants reported
their level of expertise with each concept on a 5-
point scale ranging from 1 = “I do not know this
concept” to 5 = “I know the concept and could
explain it to someone else.” For each concept, par-
ticipants then read the three sets of descriptions

extract-stratify generate-naive generate-stratify
Description set

4

8

12

N
um

be
r o

f p
ar

tic
ip

an
ts

Figure 5: User preferences for description sets. Partici-
pants strongly preferred descriptions sets that contained
generated descriptions (generate-stratify, generate-
naive) over the set that contained extracted text snippets
(extract-stratify). Participants’ preference for the set
produced by ACCoRD’s more sophisticated descrip-
tion selection component was less pronounced, but still
resulted in a higher minimum preference count than
generate-naive.

and selected the set they found most helpful for the
imagined setting. At the end of Part One, partici-
pants gave a free-response description of how they
determined their preference for the description sets.
In particular, we asked them to articulate which
features of the description sets were important in
determining a preference.

In Part Two of the study, participants were shown
each of the descriptions from our complete sys-
tem’s output (generate-stratify) and asked to in-
dicate their preference for each description in a
multiple choice: “I would want to see this descrip-
tion of the concept,” “No preference/opinion,” “I
would not want to see this description of the con-
cept.” At the end of Part Two, participants gave
two free-response explanations: (1) why they pre-
ferred certain descriptions over others and (2) how
their criteria may have differed when rating sets of
descriptions compared to individual descriptions.

5.2 Results
RQ1: Users prefer our system’s generated de-
scriptions over baselines The three description
sets we tested were aimed at understanding users’
preferences for the individual components of our
system, in particular (1) whether users preferred the
final summarized concept descriptions to the raw
extractions and (2) whether our stratified selection
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method of filtering the descriptions was preferred.
As shown in Figure 5, aggregated over the re-

sponses for all 20 concepts in our study, partici-
pants strongly preferred both versions of the gen-
erated description sets, which received a median
score of 7.5 for generate-naive (95% CI = [5.9,
9.1]) and 10.0 for generate-stratify ([8.4, 11.6])
compared to the raw extractions from extract-
stratify at 4.0 ([2.9, 5.1]). These results also suggest
a preference for the description set obtained using
ACCoRD’s stratified selection method generate-
stratify over generate-naive.

RQ2: There is no single “best” description per
user ACCoRD’s approach is based on the hy-
pothesis that users prefer a set of descriptions to a
single “best” description per concept. Our findings
support this hypothesis: When presented with mul-
tiple individual descriptions from our end-to-end
system, generate-stratify, participants on average
preferred around 3 descriptions for a given target
concept (µ = 3.41, 95% CI = [3.03, 3.79]).

5.3 Qualitative analysis
Analyzing the free-text responses from study partic-
ipants generally confirmed the results of our quanti-
tative findings, while shedding more light on users’
considerations in evaluating concept descriptions.

Users prefer concise descriptions Participants
most consistently articulated some preference for
shorter, more concise, and more direct descriptions
of the target concept (n = 11). This provides
strong support for the generative component of
our system; however, a number of users (n = 5)
noted that the generations were not always accurate
(see Appendix for error analysis). Additionally,
though participants appreciated the conciseness of
the generated descriptions, many (n = 6) noted
referencing the extracted text for additional context,
confirming our design choice of displaying each
generation with its source text (see Figure 2).

Many users prefer analogical descriptions Our
work expands the notion of a description in the
context of description generation systems, to in-
clude analogy-like descriptions that are currently
not captured by either scientific definition (Kang
et al., 2020) or relation extraction (Wadden et al.,
2019) systems. A number of participants (n = 9)
noted that descriptions that drew connections be-
tween other concepts in this fashion were helpful,
in particular because they could ease learning and

memorization of the concept (P18), reflected their
own process when trying to synthesize new infor-
mation (P19), and helped make sense of the many
similar model architectures (P14).

6 Related Work

Learning new concepts Cognitive theories of
learning have asserted that effective ways of
describing a new concept to someone tend to
take advantage of structured background knowl-
edge (Spiro, 1980; Bazerman, 1985) by grounding
descriptions to already-familiar concepts (NRC,
2018). Systems that assume a single “best” re-
sult for all users limit the accessibility of techni-
cal knowledge to diverse audiences (Teevan et al.,
2010). These considerations motivate our system
and novel task definition, which extends the con-
ventional description generation setting to include
multiple target descriptions for a single concept.

Description generation While previous work
has investigated extracting and generating defini-
tions of scientific concepts (Espinosa-Anke and
Schockaert, 2018; Vanetik et al., 2020; Veyseh
et al., 2019; Kang et al., 2020), they focus on
producing a single canonical description for each
concept. These methods also approach definition
generation from a single-document perspective,
which doesn’t account for the multitude of ways a
concept might be described outside of the context
of that paper. In contrast, we aim to preserve multi-
ple distinct descriptions that take advantage of the
corpus-wide mentions of a given concept. In addi-
tion, unlike the data sets these models are trained
on (e.g. W00 (Jin et al., 2013)), our ACCoRD cor-
pus includes descriptions that involve comparative
relationships between concepts beyond the typi-
cal is-a relationship. Such extractions of concept
comparisons have been targeted in the context of re-
lation extraction systems (Wadden et al., 2019), and
their corresponding data sets (Luan et al., 2018).
However, these do not include differentia between
the concept pairs that elaborate on the concepts’
relationships, making them unsuitable as data for
our concept description setting.

7 Future work

7.1 Improving generation quality
Our results show that a generation component that
produces succinct, direct descriptions of a target
concept is helpful for a user-friendly system for

205



DSG. However, our qualitative feedback suggests
that this is also an important area for future work,
as poor generation quality was often cited as the
reason users preferred the set with only extracted
descriptions (see Tables 3 and 4 for an analysis of
extraction-stage and generation-stage errors).

7.2 Controllable generation
Beyond resolving errors in generation, future
work might investigate methods for controllable
generation that are better tailored to user needs.
For example, in our user study free-text responses,
participants suggested that users may require differ-
ent kinds of descriptions based on the type of con-
cept being described. In particular, two participants
(P14, P21) noted that they preferred set generate-
naive, which contained more "canonical" descrip-
tions, for simple, standalone data set concepts that
could be explained straightforwardly. On the other
hand, for more complex method and system-based
concepts, like RoBERTa, GPT, and LSTM, users
expressed preference for descriptions that made
comparisons to other concepts (as produced by our
complete system). Adding a word-sense disam-
biguation module to future versions of our system
will also be important, especially for domains like
biomedicine where a single scientific term will of-
ten have multiple usages.

7.3 Potential for personalization
While we showed in Section 5.2 that participants of-
ten had multiple preferred descriptions per concept,
a question remains—Are these preferences similar
or different across users? To investigate, we com-
pute the Fleiss’ κ score measuring agreement in
participant preference votes across the six available
descriptions for each concept, and find this to be
low on average across concepts (µ = 0.06, 95% CI
= [0.04, 0.09]). Likewise, only a minority of users
(µ = 0.34, 95% CI = [0.31, 0.36]) listed the top-
voted description among their preferred ones, on
average. The high variation in preferences across
participants suggests potential for personalization
in the DSG task. In this section, we investigate
future avenues for operationalizing personalization
within description generation systems.

We consider how level of expertise in a con-
cept might affect a user’s preferences over descrip-
tions. In Figure 6, we plot the Fleiss’ κ scores
for user preferences over descriptions against the
average level of self-reported expertise of the con-
cepts. While we do observe low agreement in pref-

erences overall, interestingly the lowest agreement
scores are found for concepts for which participants
mostly self-rated as having low expertise. Fitting
a linear model to the data, we find the estimated
slope coefficient is significantly greater than zero
(b = 0.03628, p < 0.05).6
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Figure 6: User agreement (Fleiss’ κ) in description
preferences for each concept versus average concept
expertise level. We find low agreement in preferences
overall, with the lowest agreement scores for concepts
for which participants also indicated low expertise.

8 Conclusion

We have presented ACCoRD, an end-to-end system
for the novel task of Description Set Generation
(DSG). In user studies, our methods were preferred
over baseline approaches and produce a diversity of
generated concept descriptions. We also release the
ACCoRD corpus to facilitate development of future
systems for DSG. We hope that such systems will
help increase the accessibility of scientific literature
for people with diverse background knowledge.
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A Appendix

A.1 ACCoRD corpus examples that deviate from criteria
In a small fraction of cases, the hand-labeled descriptions deviate from the criteria. First, in < 4.6% of
examples, we allowed annotators to specify a reference concept not explicitly mentioned in the extracted
context. These were limited to obvious cases; e.g. “neural network” is a reference concept for target
concept “recurrent neural network.” Second, < 0.4% of examples do not contain an elaboration. The
majority of these cases are of the used-for relation, where the reference concept and elaboration are a
single entity (e.g. “gav is used for query processing in stable environments.”)

A.2 ACCoRD addresses a meaningfully novel task
To verify that the ACCoRD corpus addresses a novel task that is not well-captured by existing resources,
we compare our system’s results on ACCoRD to those of existing state-of-the-art scientific definition
and relation extraction systems. For our definition extraction baseline, we test HEDDEx (Kang et al.,
2020) trained on W00 (Jin et al., 2013), a similarly-sized corpus of definition sentences from workshop
papers from the 2000 ACL Conference. Since HEDDEx was originally only intended to produce a single
canonical definition of scientific terms and symbols at the sentence-level, we also evaluate its performance
on the subset of ACCoRD that was marked as containing an “is-a” relationship between the reference
and target concept, to more faithfully evaluate its potential. For our relation extraction baseline, we test
DyGIE++ (Wadden et al., 2019) trained on SciERC (Luan et al., 2018), a scientific relation extraction data
set. Table 2 shows these results for the union of the 1- and 2-sentence source text settings in ACCoRD, as
our qualitative conclusions remained unchanged across these settings. Our model trained on ACCoRD
outperforms models that target related tasks, even when they beat a baseline that always assigns positive
labels, suggesting that our data set addresses an importantly different task.

Model Train set F1
HEDDEx W00 0.329
HEDDExis-a W00 0.449
DyGIE++ SciERC 0.532
SciBERT ACCoRD 0.624

Positive baseline 0.484

Table 2: Results for our extractive model and relevant baselines on the ACCoRD test set (n = 674). Our model
trained on ACCoRD outperforms models that target related tasks, even when they beat a baseline that always assigns
positive labels, suggesting that our data set addresses an importantly different task.

A.3 Extraction models training and hyperparameter tuning details
For context identification, the model was trained with using a classification head on the [CLS] token.
Across 5 random seed runs, within which we performed 5-fold cross validation over 3509 examples,
we searched over training configurations and hyperparameters: model in {SciBERT, RoBERTa-Large}
loss function in {negative log-likelihood, soft F1}, number of epochs in {5, 10, 15}, learning rates in
{1e-5, 5e-5, 1e-4}, and batch size in {16, 32}. We found that the SciBERT model with soft F1 loss was
performing the best with respect to the positive class F1. Overall, our best model was a SciBERT classifier
with [CLS], trained with soft F1 loss over 10 epochs, a learning rate of 1e-5, and batch size of 16.

We followed a similar process for the multilabel relation classification model, except instead of a
softmax we used a sigmoid over the [CLS] classification head to enable multilabel predictions, whose
logit values were thresholded at 0. Our best model here was SciBERT trained with a weighted binary
cross entropy loss (weight = 2) over 10 epochs, a learning rate of 5e-5, and batch size of 32.

A.4 GPT-3 prompting and post-processing details
We provide the model with a prompt that includes the instruction “Describe the provided concept in terms
of another concept in the text” along with five hand-picked (extraction, ground truth concept description)
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example pairs from the ACCoRD corpus. We hand-select example pairs for each relation type, and for
each query extraction, provide the examples of the relation type predicted by the multilabel classifier.

Each generated description is then post-processed to heuristically identify the reference concept, using
noun chunking and regular expressions based on our description templates. We then apply additional
heuristics to the descriptions as a first-pass filter for low-quality GPT-3 generations, e.g. removing
descriptions that have any mention of unresolved references like “our work,” descriptions that erroneously
contain a reference concept that is an author’s name, and descriptions with more than one occurrence of
the target concept (to prevent descriptions of the target concept in terms of itself).

A.5 User study participant details
Of the 22 participants, all of whom had at least a bachelor’s degree in computer science, 8 participants
additionally had a Master’s degree and 3 had obtained a PhD in computer science. 14 participants indicated
having up to three years of experience in NLP, five had 4-6 years of experience, and three others indicated
having more than 7 years of experience.
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Figure 7: Number of candidate descriptions for 50 target NLP concepts, for each relation type present in our system
demo, prior to the selection stage of ACCoRD. Our system identifies, extracts, and generates approximately twice
as many candidate descriptions of the compare relation than of the is-a relation.
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Error type Percentage Sample extraction Sample generation
Generation
is an in-
accurate
synthesis of
extraction

24% in the modern context, mt systems can be cat-
egorized into statistical machine translation
(smt) and neural machine translation (nmt).
smt has had its share in making mt very pop-
ular among the masses. (Mahata et al., 2019)

neural machine translation is like statistical
machine translation in that they are both types
of mt systems and have had their share in
making mt very popular among the masses.

in the nlp community, beam search and
importance sampling are common. unfor-
tunately, beam search considers only the
approximate-top-k taggings from an expo-
nential set (wiseman and rush, 2016) , and
importance sampling requires the construc-
tion of a good proposal distribution (dyer et
al., 2016) . (Lin and Eisner, 2018)

beam search is like importance sampling in
that they are both methods that consider only
the approximate-top-k taggings from an ex-
ponential set and require the construction of
a good proposal distribution.

Generation
is tech-
nically
correct, but
unhelpful
because
it lacks
important
details

15% however, these approaches lack geometric pri-
ors and contain no mechanism for reasoning
about the likelihood of alternative trajecto-
ries -a crucial skill for the task, e.g., ’would
this look more like the goal if i was on the
other side of the room?’. due to this limi-
tation, many previous works have resorted
to performing inefficient first-person search
through the environment using search algo-
rithms such as beam search [4, 6] . (Anderson
et al., 2019)

beam search is a search algorithm that is used
for first-person search through the environ-
ment.

Generation
is incoherent

8% in recent years, generative models like vae
and gan [20, 11] and their extensions have
become popular and have been applied to var-
ious scenarios due to their impressive perfor-
mance. since the arterial and venous phases
form different data distribution, to build a
relation between them refers to the domain
adaptation using generative models, where
pix2pix [19] , cyclegan [50] and unit [28] etc.
are typical models in this field. (Zheng et al.,
2018)

vae is like gan in that they are both generative
models that have been applied to various sce-
narios due to their impressive performance
and since the arterial and venous phases form
different data distribution, to build a relation
between them refers to the domain adaptation
using generative models.

the trained model can be fine-tuned for down-
stream nlp tasks such as question answering
and language inference without substantial
modification. bert outperforms previous state-
of-the-art models in the eleven nlp tasks in
the glue benchmark (wang et al., 2018) by a
significant margin. (Jawahar et al., 2019)

question answering is like language inference
in that they are both nlp tasks that bert out-
performs previous state-of-the-art models in
the eleven nlp tasks in the glue benchmark
(wang et al., 2018) by a significant margin.

Second
sentence of
extraction
is appended
verbatim,
resulting in
a difficult
to read,
incoherent,
or inaccurate
generation

6% recent statistical machine translation (smt)
systems employ a linear combination of sev-
eral model components, such as translation
models, language models, and reordering
models. translation is performed by select-
ing the most-likely translation, which is the
candidate translation with the highest score
based on the different model components.
(Suzuki et al., 2011)

language model is like translation model in
that they are both model components that are
used in recent statistical machine translation
(smt) systems and translation is performed by
selecting the most-likely translation, which
is the candidate translation with the highest
score based on the different model compo-
nents.

Table 3: Error analysis of ACCoRD system output: generation stage. Common generation error types for a
sample (n = 100) of ACCoRD system outputs include generations that are an inaccurate synthesis of source text;
generations that are technically correct but unhelpful because they lack important details; incoherent generations;
and instances where the second sentence of extraction is appended verbatim, often resulting in a difficult to read,
incoherent, or inaccurate generation. A final error type not shown was, appending irrelevant information, which
occurred in 5% of the sample. Multiple error types can be present in the same generation.

212



Error type Percentage Sample extraction Sample generation
Poor target
concept
delimitation
resulting in
inaccurate
generation

6% in order to ensure accurate word alignments,
most systems employ a post-hoc symmetriza-
tion step to combine directional word align-
ers, such as ibm model 4 (brown et al., 1993)
or hidden markov model (hmm) based align-
ers (vogel et al., 1996) . several authors have
proposed bidirectional models that incorpo-
rate this step directly, but decoding under
many bidirectional models is np-hard and
finding exact solutions has proven difficult.
(Chang et al., 2014)

ibm model is like hidden markov model in
that they are both directional word aligners
and have been used to create post-hoc sym-
metrization steps.

Extracted
text is miss-
ing details
or contains
unresolved
references
that make it
difficult to
produce a
high quality
generation

6% most of them generalize widespread existing
unilayer measures such as degree [29, 17, 1]
, betweenness [28, 34, 11] , closeness [29,
35] , eigenvector [17, 33, 1] , pagerank [31,
20, 13] or hits [26] . these generalizations
rely on the adaptation of unilayer concepts
to the multilayer case. (Reiffers-Masson and
Labatut, 2017)

pagerank is like degree, betweenness, close-
ness, eigenvector and hits in that they are all
unilayer measures that generalize to the mul-
tilayer case.

[22] . their system achieved good results on
various labeling tasks, including ner and pos,
without depending on any manual feature en-
gineering. (Ali et al., 2019)

ner is like pos in that they are both labeling
tasks that the system achieved good results
on without depending on any manual feature
engineering.

Poor sen-
tencization
of scientific
text

4% various approaches have been proposed
for sequence-tosequence problems, such as
speech recognition [15, 16] , neural machine
translation [17, 18] , and dialogue modeling
[19, 20] . among various deep-learning-based
methods, cho et al. (Lu et al., 2017)

neural machine translation is like speech
recognition in that they are both ap-
proaches for sequence-tosequence problems
and among various deep-learning-based
methods, cho et al.

Table 4: Error analysis of ACCoRD system output: extraction stage. Common extraction error types for a sample
(n = 100) of ACCoRD system outputs include poor delimitation of the target ForeCite concept within candidate
extractions, resulting in an inaccurate generation; low quality extracted text that results in low quality generation;
and poor sentence delimitation of scientific text. Multiple error types can be present in the same generation.
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Abstract

Automatic essay evaluation can help reduce
teachers’ workload and enable students to re-
fine their works rapidly. Previous studies focus
mainly on giving discrete scores for either
the holistic quality or several distinct traits.
However, real-world teachers usually provide
detailed comments in natural language, which
are more informative than single scores. In this
paper, we present the comment generation task,
which aims to generate comments for specified
segments from given student narrative essays.
To tackle this task, we propose a planning-
based generation model, which first plans
a sequence of keywords, and then expands
these keywords into a complete comment. To
improve the correctness and informativeness of
generated comments, we adopt two following
techniques: (1) training an error correction
module to filter out incorrect keywords, and
(2) recognizing fine-grained structured features
from source essays to enrich the keywords.
To support the evaluation of the task, we
collect a human-written Chinese dataset,
which contains 22,399 essay-comment pairs.
Extensive experiments show that our model
outperforms strong baselines significantly.
Moreover, we exert explicit control on our
model to generate comments to describe the
strengths or weaknesses of inputs with a 91%
success rate. We deploy the model at http:
//coai.cs.tsinghua.edu.cn/static/
essayComment/. A demo video is available at
https://youtu.be/IuFVk8dUxbI. Our code
and data are available at https://github.
com/thu-coai/EssayCommentGen.

1 Introduction

Automatic essay evaluation is a useful educational
application of natural language processing (Page,
1966), which is beneficial for reducing teachers’
workload and enabling students to improve writing

*Equal contribution.
†Corresponding author.

Title: ;<9=>
(The Lights of Home) 
Body: 
...
?@ABCDEFGEHIJKLMN%OPQ%R
JLST%RJ=UVW%XYZ[\
9]=^_`2abc%def,g9%
dhi9%djklm9%dnopq
9%Urstj.?@ABCDEFGEuI
(In the morning there are few people and it 
is better to go in the evening. In the 
evening, the lights come on. Red, white, 
green and yellow colored lights are like 
blooming flowers, which are on 12 zodiac 
signs, plants, restaurants and famous 
buildings. All of them are so beautiful.)
...

!"vwxyz{|}~%,
-~�W����9����.
(The use of simile and 
environmental descriptions 
vividly write the visual 
characteristics of the portrayed 
object.)

/0�"23#$678
9:&(),-.
(The appropriate use of some 
idioms will make your essay 
more vivid.)

Essay

Strengths

Weaknesses

Figure 1: An example for the comment generation task.
Given an essay with a specified segment (separated
from the rest using special tokens <extra_id_0> and
<extra_id_1>), the model should generate a sentence
to comment the strengths or weaknesses of the segment.

skills independently. Prior studies focus mainly
on automatic essay scoring (AES) in terms of ei-
ther holistic scores (Cozma et al., 2018) or trait-
specific scores (Mathias and Bhattacharyya, 2020;
Song et al., 2020). However, real-world teachers
usually provide detailed comments in natural lan-
guage, which are more informative so that students
can know more about the strengths and weaknesses
of their works.

In this work, we present the first study on au-
tomatic comment generation, which requires gen-
erating a fluent comment in natural language to
describe strengths or weaknesses for a specified
segment from a given student essay, as exemplified
in Figure 1. We only focus on narrative essays in
this work, which comprise more than 90% of our
originally collected essays. The challenges of the
task mainly lie in the following three folds: (1) Cap-
turing the linguistic features of the essay, ranging
from the wording, rhetorical methods (e.g., “simile”
in the example) to discourse structures. (2) Gen-
erating coherent comments to correctly reflect the
strengths or weaknesses (e.g., the segment does not
use idioms in the example) of the essay. (3) Gen-
erating informative and diverse comments since
generic comments such as “it is good” do not pro-
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vide any helpful guidance for students, and it is
also expected to generate diverse comments for
different essays.

To tackle the problem, we propose a planning-
based generation model (Yao et al., 2019), which
first plans a sequence of keywords concerning spe-
cific writing skills such as “simile”, and then ex-
pands the keywords into a coherent comment. On
the one hand, planning helps build explicit connec-
tions between essays and underlying skills, which
alleviates the degeneration issue that the model
focuses on predicting common elements such as
“more vivid” and tends to generate generic com-
ments (Fan et al., 2019). On the other hand, we can
exert direct control on the intermediate keywords
to improve the correctness and informativeness of
generated comments. Specifically, we fine-tune
BERT (Devlin et al., 2019) to serve as an error
correction module to filter out incorrect keywords,
which is trained to discriminate matching relations
between essays and keywords. Moreover, we rec-
ognize structured features from source essays in
terms of idioms, proverbs, quotes, descriptive and
rhetorical methods using heuristic techniques or
pretrained classifiers. Then we combine these fea-
tures with the predicted keywords. To control the
type of generated comments, we insert a binary
control code before the keywords and comments
(0/1 for describing strengths/weaknesses). In the
comment generation stage, we inject noise into the
ground-truth keywords during training (Tan et al.,
2021) to alleviate the exposure bias issue intro-
duced by planning (Ranzato et al., 2016).

To support training and evaluation of the pro-
posed task, we collect a Chinese dataset that con-
tains 22,399 essay-comment pairs. Extensive ex-
periments show that our model outperforms strong
baselines in correctness, informativeness and diver-
sity. Furthermore, we build a website to enable real-
time interaction with our deployed model, where
a user can upload a Chinese student essay and see
comments along with recognized structured fea-
tures for most paragraphs.

2 Related Work

Automatic Essay Scoring There have been wide
explorations for automatic essay scoring, including
holistic essay scoring and trait-specific essay scor-
ing (Mathias and Bhattacharyya, 2020). Holistic
essay scoring aims to assign an overall score for the
essay. Taghipour and Ng (2016); Tay et al. (2018)

used LSTM and Dong and Zhang (2016); Dong
et al. (2017) used CNN to give a total score for the
essay. Cozma et al. (2018) utilized word embed-
ding clusters and string kernels to achieve strong
performances. Yang et al. (2020) jointly resolved
the essay scoring task and the essay ranking task
through fine-tuning the BERT model. Trait-specific
essay scoring aims to assign different scores for dif-
ferent traits of an essay, such as thesis clarity (Ke
et al., 2019), style (Mathias and Bhattacharyya,
2018) and narrative quality (Somasundaran et al.,
2018). Mathias and Bhattacharyya (2020) com-
pared different trait-agnostic approaches to auto-
matically score many different essay traits. How-
ever, all these works assign numeric scores for an
essay, while we focus on generating a readable
comment.

Essay Assessment Systems Attali and Burstein
(2006) constructed a system named E-rater, which
could provide numeric scores for different features
such as grammar and style. LinggleWrite (Tsai
et al., 2020) focused on grammatical error correc-
tion and automatic essay scoring. The system most
similar to ours is IFlyEA (Gong et al., 2021), which
has grammar level analysis techniques and compo-
nents for discourse and rhetoric analysis. It also
integrates the fine-grained analysis to form a review
for the whole essay using templates. However, our
system is capable of generating diverse and natu-
ral comments without the usage of templates and
could give comments for different segments of the
essay.

Planning-based Generation Humans usually
outline the overall framework before writing. Many
works have explored planning-based text genera-
tion, which first predicts an intermediate represen-
tation as a plan and then generates the complete
text conditioned on the plan. The plan could be
a series of keywords (Yao et al., 2019), an action
sequence (Fan et al., 2019; Goldfarb-Tarrant et al.,
2020) or a dense keyword distribution (Kang and
Hovy, 2020; Kong et al., 2021). Tan et al. (2021)
progressively refined the produced domain-specific
content keywords into complete passages in multi-
ple stages. In this paper, we adapt planning to the
automatic comment generation task and improve
the correctness and informativeness by revising the
intermediate keywords.
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3 Method

We formulate our task as follows: given an essay
X = (x1, x2, · · · , xM ) with M tokens and a spec-
ified segment from xi to xj (the segment is sepa-
rated from the rest using special tokens), the model
should generate a comment Y = (y1, y2, · · · , yN )
with N tokens for the segment. The comment ei-
ther shows praise for the strengths of the segment,
or gives advice to improve the weaknesses of the
segment.

Essay: ... <extra_id_0> ... In the evening, the lights 
come on. Red, white, green and yellow colored lights 
are like blooming flowers, which are on 12 zodiac 
signs, plants, restaurants and famous buildings. All of 
them are so beautiful. <extra_id_1> ...

Comment Keyword Planner

simile
echo

Error Correction Module

Feature
Recognition
Module

simile
echo

rhetorical method: simile
descriptive method: environmental visual

simile
rhetorical descriptive
environmental visual

Comment Generator

Comment: The use of simile and environmental descriptions vividly write 
the visual characteristics of the portrayed object.

Figure 2: An overview of our model. The comment key-
word planner takes an essay with a specified segment
as input, and generates a sequence of keywords. To im-
prove the correctness and informativeness of generated
comments, we modify the keyword sequence by first fil-
tering out incorrect keywords using the error correction
module and then inserting structured features from the
feature recognition module. Then we feed the polished
keyword sequence into the comment generator along
with the original essay to get the final comment. During
training, we train different modules separately.

3.1 Model Overview

As shown in Figure 2, we propose a planning-based
model, which first plans an out-of-order sequence
of keywords and then organizes them into a com-
plete comment. Furthermore, we add an error
correction module which filters out incorrect key-
words using a fine-tuned BERT classifier. We also
employ a feature recognition module to recognize
fine-grained structured features such as idioms, de-
scriptive and rhetorical methods from the source
essay X to enrich the keywords. Moreover, in the
comment generation stage, we perturb the input
keywords by inserting a random word to alleviate
the exposure bias problem. To control the type of
the generated comment, we insert a binary control
code before generating the keywords and comment.

3.2 Two-staged Planning

Directly generating comments may make mod-
els fail to learn specific writing skills and sim-
ply over-fit the generic components such as “it is
good”, which make up the majority of each com-
ment. Therefore, we extract relatively important
keywords that have higher TF-IDF (Manning et al.,
2010) values than a fixed threshold 0.3 from com-
ments, which are more likely to relate to specific
writing skills. Then we employ a comment key-
word planner to predict the keywords, and a com-
ment generator to organize them into a complete
comment. In order to insert new keywords obtained
from the feature recognition module without worry-
ing about insertion positions, we randomly shuffle
the extracted keywords. We train the planner and
generator by optimizing the negative log-likelihood
of ground truths, respectively, formally as follows:

Lplan = − 1

T

T∑

t=1

logP (kt|X, k<t), (1)

Lgen = − 1

N

N∑

t=1

logP (yt|X,K, y<t), (2)

where K = (k1, k2, · · · , kT ) with T tokens is the
extracted keyword sequence.

3.3 Keywords Filtering and Adding

Intermediate keywords have a significant impact
on the quality of generated comments. We observe
two main problems in generated keywords: (1) The
writing skills reflected by some keywords are not
used in the source essay (e.g., “echo” in Figure 2),
which makes it difficult for the comment generator
to generate a correct comment. (2) The generated
keywords are not enough to cover the used writing
skills (e.g., environmental description in Figure 2),
which decreases the informativeness of the gener-
ated comment. Therefore, we adopt an error cor-
rection module and a feature recognition module to
modify the keywords and improve the correctness
and informativeness of generated comments.

Error Correction Module To filter out incor-
rect keywords from a keyword sequence, we fine-
tune a BERT classifier to predict the probability
P (ci = 1|X, ki) for a keyword ki being incorrect,
where ci is the binary label to indicate whether ki
is correct (ci = 1) or not (ci = 0). During training,
we take original essay-keyword pairs as positive
examples and randomly sampled keywords from
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the whole dataset to create the same number of
negative examples. We derive the loss function as
follows:

Lcor = − 1

T

T∑

i=1

(
logP (ci = 1|X, ki)+

logP (ci = 0|X, k̂i)
)
, (3)

P (ci|X, ki) = softmax(Wh + b), (4)

where k̂i denote the i-th keyword in the randomly
sampled keyword sequence, h denotes the hidden
state at the position of the [CLS] token and W and
b are learnable parameters. The fine-tuned BERT
classifier achieves 79.8% accuracy on the test set.

Feature Recognition Module After filtering out
incorrect keywords using the error correction mod-
ule, the keyword sequence may still miss some im-
portant features in the source essays. Therefore, we
recognize five kinds of fine-grained features from
inputs1.We show several examples of the struc-
tured features in Table 1. For idioms, proverbs and
quotes, we directly perform word-by-word match-
ing with private off-the-shelf corpora. And we
randomly insert the keys of these features into the
keyword sequence. We also randomly insert the
values of idioms into the keyword sequence. For
each kind of descriptive and rhetorical methods2,
we fine-tune BERT as a binary sentence classifier
using about 50k manually annotated examples. The
fine-tuned BRETs could achieve 92% - 98% accu-
racy for different kinds of descriptive and rhetori-
cal methods. Then we randomly insert both keys
and values of these features recognized by the fine-
tuned BERTs into the keyword sequence. We only
insert keywords that are not in the sequence to
avoid duplication. Finally, we feed the polished
keyword sequence into the comment generator to
generate the final comment. Note that the comment
generator has seen similar fine-grained features ex-
tracted by TF-IDF algorithm during training.

3.4 Comment Generation
In the comment generation stage, the lack of ex-
posure to the generated keyword sequence (i.e.,
the exposure bias issue) may impair the generation
performance. To alleviate this issue, we follow
Tan et al. (2021) to perturb the input keywords

1https://openai.100tal.com/documents/article/
page

2All kinds of descriptive and rhetorical methods are shown
in the appendix.

Keys Values

成语 无坚不摧
idiom indestructible

俗语 好事不出门，坏事传千里
proverb bad news travels fast

引用 千里之行，始于足下
quote a journey of a thousand miles be-

gins with single step

描写方法 动作描写
descriptive method action description

修辞方法 比喻
rhetorical method simile

Table 1: Examples for five kinds of fine-grained struc-
tured features. Keys indicate the feature type and values
indicate the feature content.

during training. We try various perturbation tech-
niques including replacing a keyword with a ran-
domly sampled one and removing one keyword
randomly (Tan et al., 2021), and find that simply
inserting a random keyword leads to the best per-
formance in automatic evaluation.

4 Experiments

4.1 Dataset

As there is no available dataset for our task, we
manually collected a large Chinese dataset to train
and evaluate our model. We first collect a large
number of pictures of student essays along with
comments from professional teachers and the stu-
dents’ grades from an online school3. Then we
filtered out the essays written by students below the
fourth grade to ensure the essays contain abundant
writing skills, and retained only narrative essays
in this work. Afterwards, we asked crowd-sourced
annotators to convert the pictures into texts with
the following requirements: (1) Correcting mis-
spellings or incorrect punctuation marks; (2) Refus-
ing incomplete essays; (3) Refusing comments that
do not correspond to specific segments; (4) Mark-
ing the type of comments, i.e., describing strengths
or weaknesses. Then we converted marked com-
ment types to binary control codes and insert them
before comments and extracted keywords. The de-
tailed statistics are shown in Table 2. We ensure
the essays in the training, validation and test sets
do not have overlapping titles.

3https://www.xueersi.com/
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Train Valid Test

# Examples 18,100 2,263 2,036
# Essays 3,996 540 887

Avg. Title Len 5.82 6.06 6.10
Avg. Essay Len 406.89 382.85 345.08
Avg. Number of Par 4.92 4.46 4.28
Avg. Segment Len 97.58 96.15 79.64
Avg. Comment Len 33.92 39.09 38.54

Strength Ratio 84.38% 80.69% 79.47%
Weakness Ratio 15.62% 19.31% 20.53%

Avg. Number of Key 3.65 3.74 4.14

Table 2: Dataset statistics. Len/Par/Key is the abbrevi-
ation of Length/Paragraph/Keyword. We compute the
length by counting the number of Chinese characters.
Segment is the specified segment which should be com-
mented on. Strength/Weakness Ratio means the propor-
tion of the comments that describe strengths/weaknesses
of segments.

4.2 Baselines
We use LongLM (Guan et al., 2022) as our back-
bone model, which is pretrained on a large Chinese
novel dataset with an encoder-decoder transformer
architecture. We also use GPT2 (Radford et al.,
2019) as a baseline. They directly generate com-
ments conditioned on the source essays with speci-
fied segments. To verify the effectiveness of each
proposed component, we exclude them from our
model one by one: (1) w/o feature: excluding the
feature recognition module; (2) w/o correct: ad-
ditionally excluding the error correction module;
(3) w/o perturb: additionally excluding the pertur-
bations added to the keywords when training the
comment generator.

4.3 Experiment Settings
Due to limited resources, we follow LongLMBase’s
hyper-parameters (224M parameters) and utilize
the public pretrained checkpoint to initialize our
model. We set the learning rate to 3e-5 and batch
size to 40. We set GPT2 to the small version with
102M parameters. Other hyper-parameters are the
same as LongLM.

In both the planning and comment generation
stages, we use top-p sampling with p = 0.9 (Holtz-
man et al., 2020) combined with beam search (num-
ber of beams is 4). We only retain comments for
automatic evaluation. For the error correction mod-
ule, we fine-tune a pretrained Chinese BERT (Cui
et al., 2020) on auto-constructed data. We set the
learning rate to 1e-5 and batch size to 16. For all
models, we select the best checkpoint based on the

Models B-1 B-2 B-3 B-4 D-3 D-4

GPT2 19.01 11.49 8.90 7.59 7.23 8.65
LongLM 33.40 26.16 22.98 21.13 6.05 7.39

Our Model 36.16 28.32 24.87 22.86 9.61 13.56
w/o feature 35.39 27.53 24.14 22.19 9.28 13.05
w/o correct 34.88 26.64 23.07 21.01 11.49 15.73
w/o perturb 33.94 25.58 22.02 19.97 12.25 16.90

Ground Truth 100 100 100 100 24.81 28.29

Table 3: Automatic evaluation results. The best perfor-
mance is highlighted in bold. All results are multiplied
by 100. Note that the components are incrementally
removed in the ablation study. For example, w/o correct
excludes the feature recognition module and the error
correction module.

performance on the validation set. To improve the
training speed, we train our model on two gpus with
mixed precision training and early stop is adopted.

4.4 Automatic Evaluation

Metrics We adopt the following automatic met-
rics for evaluation on the test set. (1) BLEU (B-n):
We use n = 1, 2, 3, 4 to evaluate n-gram overlap
between generated and ground-truth comments (Pa-
pineni et al., 2002). (2) Distinct (D-n): We use
the ratio of distinct n-grams to all the generated
n-grams (Li et al., 2016) to measure the generation
diversity (n = 3, 4).

Result Table 3 shows the automatic evaluation
results. Although GPT2 has higher generation
diversity, its BLEU score is significantly lower
than our backbone model LongLM, suggesting its
worse generation quality. Compared with GPT2
and LongLM, our model improves significantly on
both BLEU and Distinct scores, indicating higher
quality and diversity of the generated comments.
As for the ablation study, we can draw the follow-
ing conclusions: (1) Using fine-grained features to
enrich the keywords improves both the quality and
diversity of the generated comments. (2) Error cor-
rection module mainly improves the BLEU scores.
We note that it has a negative effect on diversity,
which suggests the classifier may tend to retain
commonly used keywords. (3) Adding perturba-
tions to inputs of the comment generator mainly
improves the quality of the composed comments
as indicated by a higher BLEU score. Besides,
through explicitly extracting informative keywords
from the comments, we enforce the model to at-
tend on the distinct part of the comments, which
greatly improves the generation diversity (compar-
ing LongLM and w/o perturb). In summary, all
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Models Correctness Informativeness Coherence
Win / Lose / Tie κ Win / Lose / Tie κ Win / Lose / Tie κ

Ours vs. LongLM 33∗/ 12 / 55 0.71 37∗/ 15 / 48 0.79 8 / 9 / 83 0.73
Ours vs. Humans 15 / 26 / 59 0.46 24 / 18 / 58 0.77 5 / 11 / 84 0.38

Table 4: Manual evaluation results. The scores indicate the percentage of win, lose or tie (%) when comparing our
model with LongLM or humans. κ denotes Fleiss’s kappa to measure the inter-annotator agreement. ∗ means the
difference is significant with p-value< 0.01 (Wilcoxon signed-rank test).

components positively impact the quality or the di-
versity of the generated comments, and our model
strikes a good balance between these two aspects.

4.5 Manual Evaluation

We conduct pair-wise comparisons with LongLM
and humans (i.e., ground-truth comments). We
randomly sample 100 examples from the test set
and obtain 300 examples in total. For each pair of
comments along with the input, we hire three well-
trained professional annotators to give a preference
(win, lose or tie) in terms of three aspects: (1) Cor-
rectness: whether the strengths or weaknesses iden-
tified by the comment are actually present in the
segment; (2) Informativeness: how much informa-
tive information such as “idiom” does the comment
contain; (3) Coherence, whether the comment is
coherent in terms of grammatical correctness, and
inter-sentence relatedness, causal and temporal de-
pendencies. Each aspect is evaluated independently
and annotators are unaware of the comments source.
We adopt majority voting to make the final deci-
sions among three annotators.

As shown in Table 4, our model significantly
outperforms LongLM in terms of correctness and
informativeness and is comparable with LongLM
in coherence. Notably, our model can generate
more informative comments than humans thanks
to additional information from the feature recog-
nition module, despite the risk of making mis-
takes. All results show fair (0.2< κ ⩽0.4), mod-
erate (0.4< κ ⩽0.6) or substantial (0.6< κ ⩽0.8)
inter-annotator agreement.

We also manually evaluate the controllability of
our model to generate two different types of com-
ments (describing strengths or weaknesses). We
randomly sample 50 essays from the test set, and
generate two comments for each essay to describe
strengths and weaknesses, respectively, using dif-
ferent control codes. Then for each example, we
ask three well-trained annotators to decide whether
the generated comment is consistent with the given
control code. We also adopt majority voting to

Figure 3: An screenshot of our demo website.

make final decisions among three annotators. We
find that 91% of the comments are successfully con-
trolled by the control code and the Fleiss’s kappa
is 0.85, indicating almost perfect inter-annotator
agreement. We conclude that our model has good
controllability to generate different kinds of com-
ments so that it can meet the needs of different
users for showing praise or giving advice.

5 Demonstration

A screenshot of our demo website is shown in
Figure 3. After entering the title and the body
of the article, the user can submit a request and
get the result after a few seconds. We comment
on all paragraphs except those that contain less
than 15 Chinese characters and do not have any
recognized structured features. Also, we show
recognized fine-grained structured features on the
right. The sentences and keywords corresponding
to these features are underlined and marked green.
With these comments and fine-grained features,

219



the user can fully understand the essay’s strengths
and weaknesses. Besides the demo website, we
also create a github repository at https://github.
com/thu-coai/EssayCommentGen, where users
can freely use our code and data under the MIT
license.

6 Conclusion

We present a planning-based model for a new task
named essay comment generation, which first plans
a sequence of keywords and then expands these
keywords into a complete comment. Furthermore,
we utilize an error correction module and a fea-
ture recognition module to modify the generated
keywords for improving the correctness and infor-
mativeness of final comments. We manually collect
a new Chinese dataset for this task. Extensive ex-
periments show that our model outperforms strong
baselines. We have deployed our model online to
help with the automatic essay evaluation. We ex-
pect our work to facilitate further research on this
new task and benefit both teachers and students.
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A Data Collection

As described in “Section 4.1: Dataset” in our paper,
we first collect a large number of pictures of teacher
commented student essays and then ask annotators
to convert the pictures into texts. We show an
example of the original pictures in Figure 4. The
corresponding text annotated by humans is shown
in Figure 5.

B Manual Evaluation

To perform manual evaluation, we hire well-trained
professional annotators from a Chinese crowd-
sourcing company. For the pairwise comparison
evaluation, the annotation instructions are sum-
marized as follows: (1) Correctness. Annotators
should neglect slight incoherence of the comments
and focus on the correctness aspect. If both com-
ments are correct or incorrect, the result should be
a tie. Otherwise, the correct comment should be
labeled as a win while the other comment should be
labeled as a loss. (2) Informativeness. Annotators
should neglect slight incoherence of the comments
and focus on the informativeness aspect. If two
comments contain close amounts of informative
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Figure 4: An example of the original pictures of teacher commented student essays.
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Figure 5: An example of the essay with comments annotated by human. The source essay is on the left side and the
commented segments are bolded and underlined. The segments along with the comments are shown on the right.
Comments could point out the strengths or weaknesses of the segments.
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information, the result should be a tie. Otherwise,
the more informative comment should be labeled
as a win while the other comment should be la-
beled as a loss. (3) Coherence. Annotators should
focus on the correctness aspect. If both comments
are coherent or incoherent, the result should be a
tie. Otherwise, the coherent comment should be
labeled as a win while the other comment should
be labeled as a loss. We give each annotator ¥1.8
for annotating one pair of comments and one anno-
tator’s hourly rate is about ¥108.

For the controllability evaluation, we offer an-
notators the generated comment and the control
token. Annotators should judge whether the com-
ment points out the strengths or weaknesses as the
control token specifies. We give each annotator
¥0.5 for annotating one sample and one annotator’s
hourly rate is about ¥90.

C Keywords Polishing Details

On the test set, we filter out 1.23 keywords using
the error correction module and add 1.50 keywords
using the feature recognition module for generating
each comment on average.

D Structured Features

All descriptive methods include:

• 味觉描写 (taste description)

• 心理描写 (psychology description)

• 嗅觉描写 (smell description)

• 外貌描写 (appearance description)

• 环境描写 (environment description)

• 神态描写 (expression description)

• 语言描写 (language description)

• 动作描写 (action description)

• 视觉描写 (vision description)

• 触觉描写 (touch description)

All rhetorical methods include:

• 比喻 (simile)

• 拟人 (personification)

• 排比 (parallelism)

• 反问 (rhetorical question)

• 设问 (hypophora)
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Abstract

This paper introduces MIC, a Multi-task
Interactive Curation tool, a human-machine
collaborative curation tool for multiple NLP
tasks. The tool aims to borrow recent advances
in literature to solve pain-points in real NLP
tasks. Firstly, it supports multiple projects
with multiple users which enables collabora-
tive annotations. Secondly, MIC allows easy
integration of pre-trained models, rules, and
dictionaries to auto label the text and speed
up the labeling process. Thirdly, MIC sup-
ports annotation at different scales (span of
characters and words, tokens and lines, or doc-
ument) and different types (free text, sentence
labels, entity labels, and relationship triplets)
with easy GUI operations.

1 Introduction

With the recent advances in many frontiers, high-
quality annotations are essential to the success of
NLP applications. Numerous organizations have
accumulated vast amounts of unlabeled text data
that they want to utilize in NLP applications. How-
ever, for many of these tasks (text summariza-
tion, relation extraction, named-entity recognition),
aquiring labels can be very costly and susceptible
to error. Furthermore, domain adaptation (Han and
Eisenstein, 2019), which is the common approach
of fine-tuning gigantic domain agnostic NLP mod-
els on a small amount of domain-specific labeled
data, commonly has difficulty on new emerging /
specific domains that lack similar labeled datasets
and still requires annotations from scratch. Mean-
while, adoption of accelerated ML solutions have
shown to reduce the workload and budget required
for manual labeling. Example techniques include
active learning, weak supervision, data augmen-
tation, and many others. To concur the time-
consuming, labor-intensive, and expensive annota-
tion challenges, recent trends in annotation tool de-

∗All authors contributed equally

velopment (Lin et al., 2019; Lee et al., 2020) focus
on cost-effective and human-machine collaborative
mechanisms, which leverage the processing power
of state-of-the-art models pre-trained on large cor-
pora and high-accuracy human intelligence on rare
ambiguous incidents.

Please visit www.textmic.com using username
ds and password demouser123 to visit the demo
system. A screencast video is at https://youtu.be/

pHxt5k_mLvw. The github repo of MIC is at https:

//github.com/cyberyu/textmic.

2 Related Work

In the past decade, there were about 30 popular
annotation tools published. Among them, there
are well-known tools like BRAT (Stenetorp et al.,
2012), which supports a wide variety of NLP tasks,
including entity recognition, event extraction, and
POS (part-of-speech) tagging. GATE Teamware
(Bontcheva et al., 2013) is both a desktop applica-
tion and a web tool that focuses on user manage-
ment and supports multi-user roles. Yedda (Yang
et al., 2018) is a recent tool built on Python that
offers auto-labeling via machine learning and pro-
vides both command line and web-based interfaces.
SANTO (Hartung et al., 2018), which is designed
primarily for slot-filling tasks, enables the forma-
tion of relational structures from an ontology. It
also visualizes the annotations of every user at once
to help project owners monitor the quality of an-
notations. TALEN (Mayhew and Roth, 2018) spe-
cialises in the annotation of rare entities. EasyTree
(Tratz and Phan, 2018) is specifically designed for
the annotation of dependency trees and is integrated
with the Amazon Mechanical Turk crowdsourcing
platform. AlpacaTag (Lin et al., 2019) and LEAN-
LIFE (Lee et al., 2020) leverage machine learning
models, active learning, and weak supervision, re-
spectively, to provide annotation recommendations
to reduce annotation costs.

The annotation visualization design of our tool
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System Annotation
Type

Adjud
-ication

Intelligent Interactive
Annotation

External
Dependencies

Programming
Language

MIC Classify, Link Yes pre-trained models, crowd
-sourcing weak-supervision

MongoDB, PostgreSQL Python,Django,Vue.js

RedCoat (Stewart et al., 2019) Classify, Link Yes hierarchical entities MongoDB Javascript, Python
SANTO (Hartung et al., 2018) Link - ontology-driven Apache,MySQL PHP
TALEN (Mayhew and Roth, 2018) Classify Yes entity propagation, internet search - Unknown
EasyTree (Tratz and Phan, 2018) Classify,Link Yes crowd-sourcing Amazon Turk Java Servlet, Javascript
AlpacaTag (Lin et al., 2019) Classify Yes recommendation, crowd-sourcing - Python, Django
LEAN-LIFE (Lee et al., 2020) Classify, Link Yes crowd-sourcing, weak-supervision - Python
SLATE (Kummerfeld, 2019) Classify, Link Yes terminal-based annotation - Python
BRAT (Stenetorp et al., 2012) Classify, Link Yes - Apache Python,Javascript
GATE (Bontcheva et al., 2013) Classify, Link Yes - - Java
YEDDA (Yang et al., 2018) Classify Yes - - Python
WAT-SL (Kiesel et al., 2017) Classify Yes - Apache Java
SAWT (Samih et al., 2016) Classify - - - Python, PHP
GraphAnno (Gast et al., 2015) Classify, Link - - - Ruby
CorA (Bollmann et al., 2014) Classify - - - PHP,Javascript
WebAnno (Yimam et al., 2013) Classify, Link - - - Java
Anafora (Chen and Styler, 2013) Classify, Link Yes - - Python
ANALEC (Landragin et al., 2012) Classify, Link - - Java
LabelStudio labelstud.io Classify, Link Yes text, images, video, audio Commercial React, MST, Python
Prodigy https://prodi.gy/ Classify, Link Yes active learning in annotation Commercial Python
Tagtog tagtog.com Classify, Link Yes support annotations in PDF Commercial Java, Python
LightTag lighttag.io Classify, Link Yes support inter-annotator, project management Commercial Python

Table 1: A comparison of annotation tools released recently. MIC supports classification (sentence, NER) and link
prediction (relationship); Adjudication: MIC encourages human-machine collaborative annotation; thus, human
annotators can correct mistaken machine-generated labels. Relying on role configuration, experienced reviewers
can also correct/reject any individual human annotator’s labeling results, or even reject the entire annotation results
from a specific annotator and ask for re-annotation.

is inspired by RedCoat (Stewart et al., 2019), a
web-based annotation tool that supports the stack-
ing and inheritance of hierarchical entities using
flexible Javascript visualization. We applied the
same visual design style in MIC using Vue.js to
display a large number of stacked annotations from
different human curators, hand written rules, and
models. Besides sharing many common features,
the proposed annotation tool has some unique char-
acteristics and strengths compared to all existing
tools. We summarize and compare the main char-
acteristics of MIC with other tools, including some
commercial products, in Table 1. Recent advances
in annotation tool development focus more on in-
telligent capabilities such as auto-annotation, rec-
ommendation, crowd-sourcing, weak-supervision,
and many other STOA aspects.

3 System Description and Key Features

Rather than specifying a task such as named en-
tity recognition or sentence labeling, MIC is de-
signed to flexibly support any annotations that can
be formulated as one of three annotation types:
sentence-level labeling, word/phrase-level labeling,
or entity-relation-entity triplet labeling. These can
be applied to items that are single documents, lines,
phrases, tokens, or token combinations. Further-
more, MIC is able to manage annotation tasks asso-
ciated with interactions among various annotation
types. For example, one can restrict the annotation
task on named entities among sentences having
positive sentiment score, or limit the findings of re-

lationship triplets that contain the entity Olympics
with the entity type as event.

One major novelty of MIC is its support of
human-machine interactive annotation via a flex-
ible user interface. For each annotation task, the
human annotator can be empowered by a set of pre-
trained ML models to quickly generate machine-
annotated labels. These pre-trained models are
either built-in models from popular data science
packages or novel open-source implementations
from Github. Pre-trained models can be configured
by administrators via the MIC backend interface
and each annotation project can associate with mul-
tiple models. Pre-trained models are grouped in
three categories: sentence labeling, NER labeling
and relationship labeling. All pre-trained models
are hosted as RESTFUL API endpoints, and for
each annotation category the input/output parame-
ters of all endpoints are required to follow the same
standards so various models can be interchanged
easily. Though machine generated labels cannot
be directly considered as ground-truth annotations,
the advantages here are two fold. First, instead of
requiring the annotator to write everything from
scratch, they start from the most likely machine-
generated outputs, and MIC supports quick and
intuitive editing operations. This helps the human
annotator to spend effort effectively and focus on
correcting difficult examples. Second, if the hu-
man annotator load and apply multiple machine-
generated outputs on the same text, those machine
outputs can be exported as noisy labels to train a
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consensus model using weak supervision.
Finally, MIC has been designed to manage an-

notation tasks for multiple projects and multiple
users. Multi-project setting allows MIC to be
configured flexibly to support diverse annotation
tasks. For each project, new textual data can be
loaded to seek curations at sentence level, named
entity level or relationship level, or any combina-
tions of them. From MIC’s backend user interface,
one can associate a number of relevant ML mod-
els/dictionaries/rules to a project to allow quick
generation of machine labels. The textual data
can be fully unlabeled, partially labeled, or inte-
grated with ground truth labels. In cases where
the data is partially or fully labeled with ground
truths, the administrator can setup a built-in val-
idation process to monitor performance of anno-
tations as the task continues. Annotation perfor-
mance can be evaluated by comparing ground truth
labels with human/machine generated labels, or
comparing ground truth labels against consensus
labels learned by weak supervision. The multi-user
setting allows MIC to involve multiple parties in
the annotation pipeline. Each project can allow
users with different roles such as Administrator,
Curator, Data Scientist, Reviewer, etc., and their
operational accesses are categorized and limited by
roles to ensure the integrity of the annotation task.

In conclusion, the main novelties of MIC are (1)
Extendable framework to integrate customized an-
notation models; (2) Multi-project and multi-user
management; (3) Support of multi-layer annota-
tions from sentences to entities and relations; (4)
State-of-art user interface design for annotations.

4 MIC Annotation

4.1 General Architecture

MIC is a web-based annotation system that was
developed using Django, Quasar and Vue.js frame-
works. As its conceptual framework shows (Fig-
ure 1), the frontend of MIC relies on Quasar and
Vue.js to provide a flexible and interactive user in-
terface. The main web application is developed in
Django, therefore we have a python native envi-
ronment and an integrated backend administrative
panel. One of MIC’s most notable features is its
web-based project management interface which al-
lows users to set up an annotation project, invite
annotators/reviewers, define task scope, setup ma-
chine models, and quickly manage exports/imports
of annotations and text. These management fea-

tures were achieved efficiently through Django’s
admin panel. MIC uses PostgreSQL to store the
textual data, manage project/user data, record an-
notation progress, and store all annotations.

Besides a series of Django REST Web APIs that
establish the backbone of the tool, MIC can be
extended to include a wide range of interactive
curation APIs for specific annotation tasks. This
means MIC plays the role of a web annotation
server while other endpoints can be distributed on
multiple machines as machine labeling servers to
optimize the computational balance and latency of
annotations.

4.2 Annotation Interface

The main annotation layout is composed of three
connected areas: automatic labeling zone (left
panel), annotation zone (central panel), and sum-
marization zone (right panel), as shown in Figure 2.

MIC provides three types of automatic labeling
tools to speed up annotation: machine models, dic-
tionaries and rules. At the same time, MIC also sup-
ports annotation at three different levels: sentences,
entities and relationships. Users can freely choose
the most appropriate auto-tool to annotate text at
the most relevant level. For each annotator, MIC
allows arbitrary stacking of human/machine labels
on the text. To successfully save the results of an
annotator’s work, MIC will check whether there
are any contradictory labels assigned to a unique
token sequence. For example, the entity labels of
Nikolaus van der Pas can be saved as (Nikolaus:
Person), (van der Pas: Person), (Nikolaus: Entity)
and (Pas: Entity). MIC allows saving all four differ-
ent annotations though they overlap on each other.
However, MIC will ask for resolution if the unique
token sequence (sentence position dependent) Niko-
laus van der Pas has two contradictory labels. The
reason of allowing flexible annotations as such is
to minimize the burden of human resolutions. As a
matter of fact, lots of similar conflicts can be con-
sidered as noise, and can be resolved successfully
by well-designed machine learning models.

With MIC, annotators can create three levels
of labels simultaneously, which means users can
switch back and forth among the three levels and
complete the labels for each page. In another way,
annotators can focus on sentence-level annotation
of all pages first and save the results, and the revisit
and finish annotations for the other two layers later.
Every annotation task can be scoped as arbitrary
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Figure 1: An overview of general architecture of MIC

Figure 2: Annotation Interface of MIC

combinations of labels from the three levels. This
feature make MIC very useful to gather important
annotations from different perspectives for a same
data set iteratively, which is commonly desired in
industrial applications.

4.3 Annotation Summarization Panel

It is worth highlighting that MIC contains a well-
designed annotation summarization panel (right
panel) to efficiently and concisely provide valuable
information about the annotations provided by mul-
tiple users. The panel has four controllable head
icons: (1) Annotations, (2) Sorting, (3) Users, and
(4) Issues. If a reviewer wants to group all annota-
tions by categories, she can review all labels using
the Annotations icon. Click-in will expand into
all individual labels, and reviewer acceptance and
rejection can be applied here. MIC supports all an-
notations being associated with confidence scores.
For human annotators we can fix the score as 1
or allow them to explicitly score their confidence
per each annotation. For machine learning mod-
els, the API Endpoints must return an additional

output parameter representing uncertainty. Thus, a
reviewer can rank all candidate annotations by their
uncertainty scores using the sorting function. The
third function Users allows the reviewer to group
all annotations by annotator. Here, the reviewer
can accept or reject all annotations from a specific
annotator. This feature, combined with the ease of
integrating weak labelers, makes MIC a great weak
supervision data preparation tool. For example, the
annotator can quickly try out multiple weak label-
ers, view some of their annotations, choose to reject
the noisy labelers, and then export the remaining
labels to be fed into an offline model to denoise
the weak labels. The last function Issues is used to
highlight potential conflicts that may be of concern
for the reviewer such as contradictory annotations
on the same unique token sequence. Another fea-
ture in this summarization panel is that clicking on
any annotation listed here will redirect and high-
light the corresponding tokens in the original text.
This feature is very useful to quickly review and
correct the annotations.
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5 Case Studies

5.1 Market News Insider Trade Annotation
In the case study demo, the goal is to use MIC to
extract facts about potential insider trades from a
financial news feed. We assume the user is a sub-
ject matter expert (SME) curator with some basic
knowledge of NLP and machine learning. The an-
notator has several goals. Firstly, from all the news
feeds she needs to select those that are relevant to
insider selling or buying. Since there is no machine
learning model classifier distinguishing the insider
trading concept at hand, the annotator decides to
use a simple rule inside buy/sell to quickly gener-
ate machine labels. The rule is defined as a SpaCy
rule in the admin panel such that if a sentence after
lemmatization contains both words inside and buy
or sell, then the machine auto-generated label will
be set to Inside Trade. The annotator reviews re-
sults at the sentence-level panel, and manually cor-
rects some mistaken predictions. Then, she saves
the sentence labeling results and hides all sentences
that are not related to insider trading. She switches
the annotation panel from sentence to NER label-
ing, and uses several out-of-the-box NER models
(i.e. from FLAIR (Akbik et al., 2019) or SpaCy) to
quickly generate automatic NER tags for persons,
organizations, locations, and others.

Next, the annotator switches the panel from NER
to Relation to extract semantic relationships about
insider trading. Her goal here is to extract buy and
sell relationships that occur between two entities
(usually the subject person entity is defined as the
head and the object stock entity is defined as the
tail). Instead of spending tedious effort to find de-
sired relationships manually, the annotator applies
an open relation extraction (OpenRE) model to au-
tomatically extract candidate relationships. If the
annotator wants to further designate the extracted
relationships as one of the three pre-defined types
buy, sell and own, she can change the relation type
to any text in the confirmation menu.

The MIC OpenRE model is based on the MaMa
open information extraction (OpenIE) model de-
scribed in (Wang et al., 2020) and built using the
code from (theblackcat102, 2020). The OpenRE
model carries out several steps such as named en-
tity recognition, verb phrase pattern matching, pre-
trained language model inference, and triplet post-
processing. Since each step may produce uncer-
tainty in its output, the OpenRE approach tends to
generate noisy candidate relationships.

In our demo, we published an OpenRE endpoint
API that uses BERT-large-cased as the pre-trained
language model (Devlin et al., 2019). For each
page, it may produce about 40 to 100 noisy re-
lations. Thus, the annotator needs to review and
confirm all outputs in the summarization panel.

This case study demonstrates how to use MIC to
accomplish multiple tasks of annotation, starting
from sentence labeling, then named entity detec-
tion and finally extract important financial seman-
tic relationships from text. All annotated entities
and relationships are associated with three different
positional indices: (1) sentence index, (2) token po-
sition index, and (3) character position index. This
allows precise identifications and visualizations of
extracted entities and relationships. Users can save
these annotations and visualize them directly in
MIC, or export them as JSON format for general
machine learning model training and validation
outside of MIC.

6 Evaluation of Annotation Efficiency
and Accuracy

We conducted a benchmark study to investigate the
efficiency and accuracy of MIC in real annotations.
Three different data sets were used for task prepa-
ration: (1) CoNNL2003 (Tjong Kim Sang and
De Meulder, 2003); (2) NYT Open Relation Extrac-
tion Benchmark (Mesquita et al., 2013); (3) Propri-
etary fintech customer support call transcripts. The
first and second data sets are publicly accessible
and widely used as NER and Relation Extraction
benchmarks. The third data is a proprietary data set
and the goal is to obtain three levels of annotations.
The first level is sentence tagging: the annotator
needs to extract the main customer complaint sen-
tences from the call transcript if the complaint is
related to buy/sell financial product (stocks/funds),
denoted as a buy/sell relevant sentence. All other
sentences are irrelevant. The second level is NER:
Among the relevant sentences, tag any mentioned
financial products (stock/fund tickers, bank names,
and others) as named entities. The third level is to
annotate any unary relationship, if related to buy
or sell, of annotated entities if mentioned in the
same sentence. For example, Sell Apple Stock,
Buy NVDA, Exchange Money Market Funds, and
so on. We compared four annotation tools, includ-
ing free version of Prodigy, YEDDA (Yang et al.,
2018), GATE(Bontcheva et al., 2013) and the pro-
posed MIC tool. Four annotators selected from the
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2Tool CoNNL NYT Call
Avg Time F1-score Avg Time F1-score Avg Time F1-score

Prodigy 63 0.75 94 0.52 208 0.86
YEDDA 85 0.76 101 0.60 189 0.82
GATE 84 0.75 118 0.62 150 0.78
MIC-NM 45 0.74 74 0.64 60 0.84
MIC-M 38 0.78 95 0.59 44 0.88

Table 2: Comparison of Average Annotation Time (integers as minutes) for different tasks and the Average F1-
scores.

master internship program were trained to perform
annotations. Each annotator spent about 2 hours
on each tool using labeled data to get familiar with
a tool’s specific annotation mechanism. Then, a
random sample of 50-sentence corpora from data
sets (1) and (2), and 20 random transcriptions of
data set (3) were assigned for annotation. For each
annotator, sentences/transcriptions were stratified
samplings by different annotation tools, so there
was no occurrence of seen sentences across differ-
ent tools. In this setting, each task had four samples,
assigned to four annotators in parallel and all an-
notated once using the same tool. Because data in
all tasks comes with ground truth labels, we mea-
sure annotation performance in this step through
evaluating the micro-entity precision, recall, and
then calculate the F1 scores of the annotated labels
against the ground truth labels. The average anno-
tation time and F1-scores of four annotators spent
on this task-tool combination were recorded and
compared in Table 2. Notice that CONLL and NYT
are popular data sets studied in literature, and the
best F1-score achieved by ML models on CONLL
is around 0.76(Parker and Yu, 2021), and 0.59 for
NYT (Sun and Wu, 2019).

We compared MIC in two configurations: (1)
MIC-NM only allowed manual annotations, so no
pre-trained model was used. (2) MIC-M included
pre-trained annotation models so annotators could
confirm final labels using auto-annotations. In the
MIC-M setting, MIC included four NER models
(FLAIR, FINBERT HMM, EN CORE WEB MD,
SNIPS), one MaMa RE model (Wang et al., 2020),
and a proprietary intent classification model to clas-
sify sentences. The average annotation time of four
annotators, and the F1-score of their annotated re-
sults evaluated by ground truths, are reported in
Table 1. As shown, on almost all tasks, MIC signif-
icantly reduced annotation time and obtained com-
parable performance. One exception was for the

NYT task using MIC-M, where the MAMA (Wang
et al., 2020) model was slow in execution, and re-
sults were very noisy. Thus annotators spent extra
effort filtering the results and accidental misses
caused performance drop. In particular, annota-
tors found MIC very helpful in annotating long
call transcripts because it provided a friendly in-
terface filtering irrelevant sentences and allowed
smooth switches among sentence/entity/relation
annotations. In contrast, in other tools, annota-
tors were overwhelmed by a dominant number
of unrelated sentences, which caused serious dis-
tractions. Another advantage annotator liked MIC
most was the stacked investigation of multiple auto-
annotations tagged by pre-trained models, espe-
cially on CONNL task where pre-trained NER
models were domain-homogeneous. In contrast,
when annotating financial product entities, the four
pre-trained models were not very helpful, mainly
because those models had never adapted to the Fi-
nancial NER domain.

7 Scalability and Deployment

For budget reasons, the demo system of MIC
hosted at www.textmic.com is deployed on a sin-
gle AWS T3.xlarge instance. However, RESTFUL
APIs can be distributed to different physical in-
stances for better performance and richer model
capacity. Thus MIC could host a wide range of
large-scale pre-trained models in its library and al-
low easy adaption of relevant models in specific
annotation tasks.

8 Future Development

Our roadmap to enhance MIC for the future lies
ahead in several directions. We are interested
in connecting MIC to advanced processes cloud-
based APIs such as zero-shot learning, few-shot
learning, and textual entailment models to pro-
vide annotators access to more SoTA NLP models.
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Figure 3: Django backend management of pre-trained
annotation models

Additionally, we’ll implement automated training
pipelines for several weak supervision algorithms
including (Ratner et al., 2017; Shang et al., 2018;
Parker and Yu, 2021) to allow automatic denoising
of conflicting human or machine labels.
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Abstract

This paper presents SUMMARY WORKBENCH,
a new tool for developing and evaluating text
summarization models. New models and eval-
uation measures can be easily integrated as
Docker-based plugins, allowing to examine the
quality of their summaries against any input
and to evaluate them using various evaluation
measures. Visual analyses combining multi-
ple measures provide insights into the models’
strengths and weaknesses. The tool is hosted
at https://tldr.demo.webis.de and also supports
local deployment for private resources.

1 Introduction

Automatic text summarization reduces a long text
to its most important parts and generates a sum-
mary. Usually, a learning-based summarization
model is developed in two basic steps: model devel-
opment and model evaluation. Given a collection
of documents accompanied by one or more human-
written (reference) summaries, first a set of features
representing the documents is manually created or
automatically extracted through supervised learn-
ing. The resulting model is then used to generate
one or more (candidate) summaries, which are ana-
lyzed manually and/or with evaluation measures for
their similarity to the reference summaries. These
steps are iterated, optimizing the model and its pa-
rameters using a validation set. The models that
perform best in the validation are selected for eval-
uation on the test set. With standardized test sets
for each document collection, comparisons with
models created earlier are reported.

However, these steps are associated with com-
paratively tedious tasks: During model develop-
ment, summaries of individual documents are of-
ten generated and immediately evaluated to iden-
tify deficiencies and improve the model, including
comparisons to other models. The latter requires
third-party models to be operational despite their
heterogeneous software stacks. Such “on-the-fly

evaluation” during development entails that can-
didate and reference summaries as well as source
documents are analyzed manually or by automatic
measures. This multi-text comparison is often not
supported by visualization, although this leads to
a better understanding of the content coverage and
possible selection biases of a model (Vig et al.,
2021; Syed et al., 2021b). The analysis of evalua-
tion results for model selection also benefits from
visual support (Tenney et al., 2020). Previous re-
search in the field of automatic summarization has
not yet resulted in a unified set of tools for these
purposes which is the main goal of this paper.

With SUMMARY WORKBENCH, we introduce the
first unified combination of application and visual
evaluation environments for text summarization
models. Currently, it integrates 15 well-known
summarization models (26 variants in total) and
10 standard evaluation measures from the litera-
ture. With FeatureSum, it also includes a new
feature-based extractive summarization model that
implements features from the literature predating
the deep learning era. Underlying all of the above
is a specification and interface that allows easy in-
tegration of new models and measures to facilitate
large-scale experiments and their reproducibility.

In what follows, Section 2 reviews related work
on tools to assist summarization research and devel-
opment. Section 3 overviews the key design prin-
ciples of the SUMMARY WORKBENCH, and Section 4
provides a complete overview of all the models
and measures hosted to date. Included are general-
purpose models, guided models that accept user
prompts to guide summary generation, and mod-
els tailored to argumentative language and to news
articles. A wide range of commonly employed eval-
uation measures are included, covering both lexical
as well as semantic overlap measures.1

1Source code is available at https://github.com/webis-de/
summary-workbench.
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2 Related Work

The development of tools for summarization re-
search has gained momentum recently, and several
tools have been presented for (sub)tasks of the two
steps above: Tools such as HuggingFace (Wolf
et al., 2020), FairSeq (Ott et al., 2019), Summer-
Time (Ni et al., 2021), TorchMetrics (Detlefsen
et al., 2022), SacreROUGE(Deutsch and Roth,
2020), PyTorch Hub,2 and TensorFlow Hub3 fo-
cus on hosting several state-of-the-art text summa-
rization models and automatic evaluation measures.
These tools have significantly improved accessibil-
ity to working models. However, only some pro-
vide a very minimal interface for inference of sum-
maries and their online/offline comparative analy-
ses. Many authors also choose to share their models
independently, be they on GitHub or elsewhere, as
standalone repositories instead of integrating with
any tools. To lower the bar of (latter) integration as
much as possible, SUMMARY WORKBENCH simplifies
model and measure integration as plugins (using
Docker). In this way, models under development or
private ones can be locally compared to others and
can be archived together with all their dependen-
cies for reproducibility. Similar efforts have been
made in the information retrieval community via
the Docker-based toolkit such as Anserini (Yang
et al., 2018).

Tools such as LIT (Tenney et al., 2020), Summ-
Vis (Vig et al., 2021), and Summary Explorer (Syed
et al., 2021b) focus on qualitative model evaluation
by providing static visual analyses of the relation
between the summary and its source document.
SUMMARY WORKBENCH adapts some of their visual-
izations next to new ones, and complements them
with interactive visual analytics for quantitative
evaluation according to multiple measures. Users
can explore the distribution of scores, select data
points of interest and inspect them in relation to the
source document to better understand the dataset.

The success of past summarization research and
development has relied a lot on in-depth manual er-
ror analyses. This being one of the most laborious
tasks in every natural language generation evalua-
tion, we believe that visually comparing summaries
from multiple models for many different texts, and
contextualizing manual review with multiple mea-
sures is crucial to both scale up error analysis, and
to better understand the capabilities and limitations
2https://pytorch.org/hub/
3https://www.tensorflow.org/hub/

of the technology. As this still requires juggling
many different, incompatible tools, the unified ap-
proach of SUMMARY WORKBENCH aims at lowering
the bar for scaling up interactive experimentation.

3 An Interactive Visual Summarization
Model Development & Evaluation Tool

SUMMARY WORKBENCH implements two interactive
views corresponding to the two basic summariza-
tion model development steps: a summarization
view and an evaluation view.

3.1 Summarization View
Figure 1 shows the summarization view, where
multiple extractive/abstractive summarization mod-
els can be used to summarize texts, web pages, or
scientific documents on demand, controlling for
summary length. For scientific documents, rele-
vant sections from a given paper to be summarized
can be chosen. Explicit guidance signals for fo-
cused summarization can be provided as input to
corresponding models (reviewed in Section 4).

Generated summaries (candidates) can be visu-
ally inspected for their lexical overlaps (highlighted
on demand) with their source document or with an-
other summary. This provides a quick overview
of the models’ effectiveness at capturing important
content as well as any factual errors prevalent in
abstractive summarization (Maynez et al., 2020).
Additional functionalities include uploading multi-
ple documents to be summarized via a single file,
and command line access to all models.

3.2 Evaluation View
Figure 2 shows the evaluation view, where can-
didate summaries are compared with reference
summaries using multiple lexical/semantic content
overlap measures. Candidate summaries from mul-
tiple models, either generated using the summariza-
tion view or uploaded as a file where each example
is encoded as < doc, ref, c1, c2, ..., cn > can be evalu-
ated. Lexical/semantic overlap of candidate/refer-
ence summaries ci/ref with the source document
doc can also be visualized. Computed scores can
be neatly exported as CSV or LATEX tables.

Scores from the chosen evaluation measures can
be further explored through an interactive plotter.
Among other things, the plotter allows users to
visually correlate different evaluation measures,
identify outliers/challenging source documents or
strongly abstractive summaries among the candi-
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Summarization via Multiple Models Summary Agreement Analysis

Figure 1: Two key components of the summarization view: On the left, an input text can be summarized via multiple
extractive and abstractive summarization models; lexical overlap is highlighted on demand for each candidate
summary and can be adjusted for varying n-gram lengths. On the right, content agreement among summaries from
different models; any summary can be selected as the reference against which the others can be visually compared.

dates. This facilitates a deeper understanding of the
quantitative performance of the models as well as
an understanding of the evaluation datasets. Two
more use cases of the interactive plotter are ex-
plained in Section 5.

3.3 Plugin Server
New summarization models and evaluation mea-
sures are integrated as container-based plugins. A
model/measure plugin can either be a local direc-
tory or a remote Git repository containing specifica-
tion of dependent software and data (checkpoints,
embeddings, lexicons), and implementations of
the interfaces SummarizerPlugin and MeasurePlu-
gin. Model metadata such as name, type, version,
source, citation, and other custom arguments are
provided as YAML configurations. Each plugin
runs inside a Docker container with its own server
that handles API calls following the OpenAPI spec-
ification.4 This setup allows users to safely self-
host the entire application. Developed plugins can
be easily shared with the community via Dock-
erHub images or Git repositories. Examples are
found in our tool’s technical documentation.5

4https://www.openapis.org
5https://webis.de/summary-workbench/

4 Models and Measures

SUMMARY WORKBENCH hosts 15 extractive/abstrac-
tive summarization models and 10 lexical/semantic
evaluation measures for English text. Each of these
is configured as a Docker-based plugin that can
be customized and instantiated accordingly. For
details on model checkpoints, see Appendix A.

4.1 Summarization Models
We provide a diverse set of models applicable to
multiple text domains such as news, argumenta-
tive texts, web pages, and product reviews. Model
types include extractive, abstractive, supervised,
unsupervised, and guided summarization, the latter
requiring additional user input.

General-purpose Summarization
Models that work in an unsupervised fashion or
leverage external knowledge via contextual embed-
dings are supposed to be capable of summarizing
any kind of text. We provide the following models
suitable for general-purpose text summarization.

FeatureSum is our new extractive summarization
model which scores a sentence in the text based on
a combination of standard features to identify key
sentences (Luhn, 1958; Nenkova and McKeown,
2012): TF-IDF, content units (named entities, noun
phrases, numbers), position in text, mean lexical
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Content Overlap Viewer Interactive Plotter

Figure 2: Two key components of the evaluation view: On the left, a text overlap viewer displays content coverage
of the summaries in relation to the source document via lexical and semantic overlap (via Spacy embeddings).
On the right, an interactive plotter allows selecting examples with specific scores for a combination of evaluation
measures. Additionally, the distribution of scores is also shown.

connectivity (number of tokens shared with the re-
maining sentences), ratio of words that are not stop
words, length (relative to the longest sentence in
the text), and word overlap with the title. The final
score of a sentence is the product of the individual
feature values. Sentences are then ranked based on
these scores to produce the final summary. Differ-
ent combinations of these features can be chosen by
simply toggling them in the interface. This also al-
lows for dynamically reproducing existing models
from the literature provided their specific feature
sets are available.
TextRank (Mihalcea and Tarau, 2004) is a graph-
based model which employs PageRank (Brin and
Page, 1998) on the document graph consisting of
sentences as nodes to compute the strength of their
connections. Top-ranked sentences within a length
budget are taken as the extractive summary. We
also provide the two variants PositionRank and
TopicRank, which consider the sentence position
and its overlap with topic sentence (document’s
title or its first sentence) to compute the ranking
via PyTextRank (Nathan, 2016).
BERTSum (Miller, 2019) employs contextual em-
beddings from BERT (Devlin et al., 2019) to ex-
tract key sentences in an unsupervised fashion by
first clustering all sentence embeddings using k-
means (Hartigan and Wong, 1979) and then retriev-
ing those closest to the centroids as the summary.
PMISum (Padmakumar and He, 2021) is an unsu-
pervised extractive model that includes measures
to score the relevance and redundancy of the sen-

tences of the source document. These measures
are based on pointwise mutual information (PMI)
computed by pre-trained language models. Sum-
mary sentences are selected via a greedy algorithm
to maximize relevance and minimize redundancy.

LoBART (Manakul and Gales, 2021) addresses the
input length limitations of transformers (Vaswani
et al., 2017) that restrict capturing long-span depen-
dencies in long document summarization. Local
self-attention and explicit content selection mod-
ules are introduced to effectively summarize long
documents such as podcast transcripts and scien-
tific documents.

Longformer2Roberta effectively combines Long-
former (Beltagy et al., 2020), developed for pro-
cessing long documents, and RoBERTa (Liu et al.,
2019), a robustly trained BERT model as the de-
coder, based on leveraging pre-trained checkpoints
of large language models (Rothe et al., 2020).

Guided Summarization
The following models accept explicit inputs pro-
vided by users to guide the summarization process
towards generating user-specific summaries.

Biased TextRank (Kazemi et al., 2020) is an ex-
tension of the TextRank model which takes an ex-
plicit user input as the “focus”, represented via
contextual embeddings to guide the ranking of the
document sentences. Summary extraction is based
on the semantic alignment between the document
sentences and the provided focus signal.
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Visualizing correlation between evaluation metrics Comparing model variants via a single metric

Figure 3: Two example use cases of interactive plotter of the evaluation view: On the left, correlations between
pairs of evaluation measures are analyzed. On the right, abstractive summaries from two variants of the T5 model
for the chosen data point (highlighted yellow) are shown.

GSum (Dou et al., 2021) is a guidance-based ab-
stractive model that takes different types of exter-
nal guidance signals: text inputs, highlighted sen-
tences, keywords, or extractive oracle summaries
derived from the training data. These signals along
with the source text are used to generate focused
and faithful abstractive summaries.

Argument Summarization
Summarizing argumentative texts (opinions, prod-
uct reviews) requires that the model be able to iden-
tify high-quality, informative, and argumentative
sentences from the text. We provide three models
specifically developed for this task.

ArgsRank (Alshomary et al., 2020) is an extrac-
tive model for creating argument snippets. It aug-
ments TextRank with two new criteria: centrality
in context and argumentativeness to help the model
retrieve important and argumentative sentences.

ConcluGen (Syed et al., 2021a) is a transformer
model for generating informative conclusions of
argumentative texts by balancing the trade-off be-
tween abstractiveness and informativeness of the
output. It was finetuned on the Conclugen cor-
pus comprised of pairs of argumentative text and a
human-written conclusion.

COOP (Iso et al., 2021) is an unsupervised opinion

summarization model that employs latent vector
aggregation by searching for optimal input com-
binations of sentence embeddings to address the
summary vector degeneration problem caused by
simple averaging. Specifically, it finds convex com-
binations that maximize the word overlap between
the source document and its summary.

News Summarization
A majority of the existing summarization mod-
els are trained on news datasets, since news have
been and are readily available. These models have
shown strong performance in creating fluent ab-
stractive summaries (Huang et al., 2020). We pro-
vide the following models for summarizing news.

BART (Lewis et al., 2020) is a transformer de-
noising autoencoder for pre-training sequence-to-
sequence models. Its main objective is to recon-
struct the source text corrupted by employing ar-
bitrary noising functions (masking text spans, ran-
domly shuffling sentences) which helps the model
learn better representations of the source texts for
text summarization (Huang et al., 2020).

T5 (Raffel et al., 2020) is a unified text-to-text
transformer model that exploits the strengths of
transfer learning on a variety of problems that can
be modeled as text generation tasks. A task-specific
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prefix is added to each input sequence (e.g., “sum-
marize:<document>”) that teaches the model to
summarize accordingly.

Pegasus (Zhang et al., 2020a) is a transformer
model pre-trained with a self-supervised summari-
zation-specific training objective called “gap-sen-
tences generation”: important sentences are re-
moved/masked from the source text and must be
jointly generated as output from the remaining sen-
tences, similar to an extractive summary.

CLIFF (Cao and Wang, 2021) leverages con-
trastive learning for generating abstractive sum-
maries that are faithfully and factually consistent
with the source texts. Reference summaries are
used as positive examples while automatically gen-
erated erroneous summaries are used as the nega-
tive examples for training the model.

Newspaper3k is an open-source library for extract-
ing news articles from the web which provides
a module for extractive summarization that ranks
sentences based on keywords and title words.6

4.2 Evaluation Measures
Evaluation measures for summarization typically
quantify the lexical/semantic overlap of a candidate
summary with a reference summary. We provide
the following measures covering both.

Lexical Measures
Measures based on lexical overlap return precision,
recall, or F1 scores on varying granularities of text
between the candidate summary and one or more
reference summaries.

BLEU (Papineni et al., 2002) is a standard measure
for machine translation adapted for summarization.
It includes a brevity penalty to account for length
differences while computing n-gram overlap.

ROUGE (Lin, 2004) is the most common measure
for summarization which computes precision, re-
call, and F1 scores based on n-gram overlap, where
n-grams include unigrams, bigrams, and the longest
common subsequence.

METEOR (Banerjee and Lavie, 2005) aligns a
candidate with a set of references by mapping each
unigram of a candidate to 0/1 unigrams of the ref-
erence based on exact, stem, synonym, and para-
phrase matches. It then computes precision, re-
call, and F9 scores (i.e., weighted harmonic mean,
strongly emphasizing recall) based on that.
6https://newspaper.readthedocs.io/en/latest/

CIDEr (Vedantam et al., 2015) is a consensus-
based measure (originally for evaluating image
captioning) which measures the similarity of a can-
didate against a set of references by counting the
frequency of the common n-grams of a candidate.

Semantic Measures
Measures based on semantic overlap compute the
semantic alignment between candidates and refer-
ences at the token/word/sentence level based on
their static/contextual embeddings.

Greedy Matching (Rus and Lintean, 2012) aligns
a candidate and a reference by greedily matching
each candidate word to a reference word based on
their embeddings’ cosine similarity. Average simi-
larity over all candidate words aligned to reference
words and vice versa are computed whose average
is the final score.

MoverScore (Zhao et al., 2019) combines con-
textual embeddings from BERT using the word
mover’s distance (Kusner et al., 2015) to compare a
candidate against a set of references by considering
both the amount of shared content as well as the
extent of deviation between them.

BERTScore (Zhang et al., 2020b) computes a
similarity score for each candidate token with
each reference token using contextual embeddings
from BERT. The measure is also robust to adver-
sarial modifications of the generated text.

BLEURT (Sellam et al., 2020) is a learned mea-
sure based on BERT that models human judgments
with a few thousand biased training examples. The
model is pre-trained using millions of synthetic ex-
amples created via scores from existing measures
(BLEU, ROUGE, BERTScore), and textual entail-
ment, for better generalization.

BARTScore (Yuan et al., 2021) uses the weighted
log probability of generating one text given an-
other to compute faithfulness (source → candidate),
precision (reference → candidate), recall (candi-
date → reference), and the F1 score.

CosineSim includes two embedding-based co-
sine similarity measures using Spacy word vec-
tors (Honnibal et al., 2020) and Sentence-
BERT (Reimers and Gurevych, 2019).

5 Interaction Use Cases

Figure 3 shows two use cases of the interactive
plotter. First, users can analyze any correlation
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Figure 4: Customization options available for visualization of document and summary overlap. Users can select the
minimum word overlap, preserve duplicate words, and ignore stop words to be visualized. Also, they can instantly
preview each color scheme and set it as their default. The tool provides colorful, soft gradient-based, and grayscale
schemes to account for color blindness.

between two measures of choice for a summariza-
tion model. Here, we find that MoverScore and
BERTScore have strong correlation as they both
employ contextual embeddings from BERT to com-
pute the overlap between candidate and reference
summaries. Likewise, we find that the static token
embeddings from Spacy have a broader distribution
of scores in comparison.

As a second use case, the interactive plotter al-
lows comparing two variants of the same model
architecture using any measure. Here, we inspect
the T5 model (its 3B and 11B variants) using
BERTScore to find that the larger variant gener-
ates a summary very similar to the reference while
the smaller variant creates a summary that is topi-
cally related but not accurate in comparison to the
reference.

6 Conclusion

In this paper we present SUMMARY WORKBENCH, a
tool that unifies the application and evaluation of
text summarization models. The tool supports inte-
grating summarization models and evaluation mea-
sures of all kinds via a Docker-based plugin system
that can also be locally deployed. This allows safe
inspection and comparison of models on existing
benchmarks and easy sharing with the research

community in a software stack-agnostic manner.
We have curated an initial set of 15 models (26 in-
cluding all variants) and 10 evaluation measures
and welcome contributions from the text summa-
rization community. An extension of the tool’s
features to related text generation tasks such as
paraphrasing and question answering is foreseen.

7 Ethical Statement and Limitations

Our tool builds on open source models and evalu-
ation measures contributed by the corresponding
authors. We expect all users of our tool to diligently
cite the authors of all models and measures when
they use them via our tool, instead of just citing our
tool. The tool provides direct links to the relevant
sources for each hosted summarization model and
evaluation measure to facilitate this.

The models and measures may have intrinsic
biases, which ideally, our tool may help to iden-
tify. However, our tool itself may have biases, es-
pecially with respect to its visualizations: Visu-
alization in general is a difficult task, and visual
analytics for data analysis in particular may lead
to invalid conclusions if the underlying visualiza-
tion itself is flawed. Although we did our best to
avoid any non-standard visualizations and relied on
widely used tools to plot them, we caution users of
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possible errors from either the dependent libraries
or their integration in our tool. Validating a visual
analytics tool poses non-trivial research tasks of its
own right, which we leave for future work. We do
hope that the community will diligently report any
errors they may encounter.

To account for color blindness, we strived to pro-
vide multiple (soft) gradient-based color schemes
and grayscale colors (Figure 4) for all our visual-
izations. Instant previews of each color scheme are
available to help users customize the tool’s visuals.
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A Model Details

Summarizer Model

BERTSummarizer distilbert-base-uncased
LoBART podcast_4K_ORC
Longformer2Roberta patrickvonplaten/longformer2roberta-

cnn_dailymail-fp16
ConcluGen dbart
CLIFF pegasus_cnndm
COOP megagonlabs/bimeanvae
BART facebook/bart-large
Pegasus google/pegasus
T5-Base huggingface.co/t5-base

Evaluator Model

BARTScore facebook/bart-large-cnn
Spacy Similarity en_core_web_lg
SBERT roberta-large-nli-stsb-mean-

tokens
BLEURT bleurt-base-128
BERTScore roberta-large-mnli
Greedy Matching glove.6B.300d
MoverScore MoverScoreV1

241

https://doi.org/10.18653/v1/2021.findings-acl.306
https://doi.org/10.18653/v1/2021.findings-acl.306
https://doi.org/10.18653/v1/2021.emnlp-demo.22
https://doi.org/10.18653/v1/2021.emnlp-demo.22
https://doi.org/10.18653/v1/2021.emnlp-demo.22
https://doi.org/10.18653/v1/2020.emnlp-demos.15
https://doi.org/10.18653/v1/2020.emnlp-demos.15
https://doi.org/10.18653/v1/2020.emnlp-demos.15
http://papers.nips.cc/paper/7181-attention-is-all-you-need
http://papers.nips.cc/paper/7181-attention-is-all-you-need
https://doi.org/10.1109/CVPR.2015.7299087
https://doi.org/10.1109/CVPR.2015.7299087
http://arxiv.org/abs/2104.07605
http://arxiv.org/abs/2104.07605
http://arxiv.org/abs/2104.07605
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.1145/3239571
https://doi.org/10.1145/3239571
https://proceedings.neurips.cc/paper/2021/hash/e4d2b6e6fdeca3e60e0f1a62fee3d9dd-Abstract.html
https://proceedings.neurips.cc/paper/2021/hash/e4d2b6e6fdeca3e60e0f1a62fee3d9dd-Abstract.html
http://proceedings.mlr.press/v119/zhang20ae.html
http://proceedings.mlr.press/v119/zhang20ae.html
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr
https://doi.org/10.18653/v1/D19-1053
https://doi.org/10.18653/v1/D19-1053
https://doi.org/10.18653/v1/D19-1053


Proceedings of the The 2022 Conference on Empirical Methods in Natural Language Processing: System Demonstrations, pages 242 - 249
December 7-11, 2022 c©2022 Association for Computational Linguistics

Arabic Word-level Readability Visualization
for Assisted Text Simplification

Reem Hazim, Hind Saddiki, Bashar Alhafni, Muhamed Al Khalil, Nizar Habash
Computational Approaches to Modeling Language Lab

New York University Abu Dhabi
{rh3015,hind.saddiki,alhafni,muhamed.alkhalil,nizar.habash}@nyu.edu

Abstract

This demo paper presents a Google Docs add-
on for automatic Arabic word-level readability
visualization. The add-on includes a lemmatiza-
tion component that is connected to a five-level
readability lexicon and Arabic WordNet-based
substitution suggestions. The add-on can be
used for assessing the reading difficulty of a
text and identifying difficult words as part of
the task of manual text simplification. We make
our add-on and its code publicly available.1,2

1 Introduction

Models for automatic readability assessment and
automatic text simplification are relevant to many
natural language processing (NLP) tasks such as
developing pedagogical language technologies that
assist students with learning languages, or teach-
ers with curriculum design and writing assessment,
as well as personalized paraphrasing of NLP sys-
tems’ outputs to target different users with different
readability levels.

Developing robust models for readability assess-
ment and simplification requires the creation of
large-scale lexical and annotated resources for train-
ing and evaluation. For example, parallel texts with
different paired readability levels can be used to
train readability models as well as simplification
models. Figure 1 presents an example from an Ara-
bic novel paired with a simplified version targeting
the fifth-grade readability level. Properly identify-
ing which words and phrases need to be rewritten in
a simplified manner for a specific target readability
level and audience requires word-level readability
annotation in a framework that enables easy edit-
ing of the original text, as well as easy checking on
the updated text. To our knowledge, most of the
available tools for readability assessment work on
the document or the sentence levels.

1http://samer-addon.camel-lab.com/
2https://github.com/CAMeL-Lab/samer-add-on

2ULJLQDO�7H[W�
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WKH�KRXVH�RI�$EEDV�GLVVROYHG��DQG�WKHLU�VWDWH�EHFDPH�OLNH�WRUQ�OLPEV�
SUH\HG�XSRQ�E\�HYHU\�SUHGDWRU�DQG�UDLGHG�E\�HYHU\�RSSRUWXQLVW��

6LPSOLILHG�7H[W

�झ࿇Ⴄ�́ࠚߜ�ॖࡃࡥ�झघƒ�ᏸᏒ�ᏸᎫृ߹ࠋ�ᒎᑉ�ஹழࡥ�ƃ߭ࡊߜ�झࣴ೐ಿ�ஹழƨ�ŭƧƑॖࡃঁࡺࣃ
कᒎᑿऊƨƏृࡊࢳ߾�ƃƨ�ŭƓߜ Ʊށ ��ᏸᏒࢦࡃᒎᑐঁߜ�ŭࠡ߹ࡥ��Ʀƃࠧࢆॱ߹߾�ऊƇ�୘ସଌ�Ɗ෭෨ृ߹ࡊ

�ƨࡥᄍ� ࡹॱ߹ߜ�व፾፽ࡹࣇ�ŭࠚࢇᒐᄲഏೳߜ�घ�ኂሼࢇᒎᑉƨ�ŭƓഏೳࢷᒎᑲऐᄍ�कߜ�Ʊኂሼރ
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SDUWV�SUH\HG�XSRQ�E\�HYHU\�SUHGDWRU�DQG�DWWDFNHG�E\�HYHU\�HQHP\�

Figure 1: An example original sentence from the Arabic
novel “The Knight of Bani Hamdan” (Al-Jarim, 1945).
The red-marked words are all of readability level 4 and
5 (difficult) per Al Khalil et al. (2018)’s readability
lexicon. The simplified text rewrites those words into
lower (easier) levels (green-marked words). The English
translations are a best attempt to convey the complexity
level of the Arabic word choices to non-Arabic readers.

The system presented in this paper addresses this
limitation by focusing on word-level readability
visualization to assist human annotators working
on identifying text readability levels and adjust-
ing texts to simplify them in a controlled setting.
This effort is part of a project on the Simplifica-
tion of Arabic Masterpieces for Extensive Read-
ing (SAMER) (Al Khalil et al., 2017, 2018, 2020;
Jiang et al., 2020). The project goals include the
creation of a lemma-based graded readability lexi-
con for Arabic and a corpus of parallel original and
simplified texts from Arabic novels (such as those
presented in Figure 1). The project plans to target
two different simplified readability levels: Grades
4-5 (Level III) and Grades 6-8 (Level IV).

While our focus is on Arabic, a language with
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limited annotated resources for text simplification,
the components we developed can be easily ex-
tended to other languages. The demo system is a
Google Docs add-on that includes morphological
analysis and light disambiguation of Arabic text,
visualization of word readability levels, and access
to substitution options with their own explicit read-
ability levels. We make our add-on and its code
publicly available.1,2

Next, we present some relevant Arabic linguistic
facts (§2), and discuss related work (§3). We then
present our design and implementation decisions
(§4). In §5 we discuss some examples and use
cases.

2 Relevant Arabic Linguistic Facts

Modern Standard Arabic (MSA) poses many chal-
lenges for NLP tasks (Habash, 2010). Two in par-
ticular are directly relevant to the task at hand, and
affect many of our design decisions: morphological
richness and orthographic ambiguity.3

Morphological Richness Arabic employs a com-
bination of templatic, affixational, and cliticization
morphological operations to realize a large number
of features such as gender, number, person, case,
state, aspect, voice, and mood, in addition to a
number of attachable pronominal, preposition and
determiner clitics. This leads to a very large num-
ber of words to model. To address this aspect, we
utilize a morphological analysis component that is
optimized for efficient representation (Graff et al.,
2009; Taji et al., 2018).

Orthographic Ambiguity Arabic is commonly
written with optional diacritical marks – which are
often omitted – leading to rampant ambiguity. Or-
thographic ambiguity and morphological richness
interact heavily with each other. For example the
word AëXQ 	̄ frdhA4 has four core lemmas (Jiang

et al., 2020): the verbs X ��Q�	̄ far∼ad ‘individualize,

separate in units’, and �X �P rad∼ ‘answer, return’;

and the nouns X �Q�	̄ fard ‘individual, unit’ and �X �P
rad∼ ‘response, return’.

3We do not handle dialectal variants in this effort, although
we acknowledge that dialectal differences from MSA are an
important factor in readability assessment, since MSA is not
the native variant of Arabic learned at home (Ferguson, 1959;
Holes, 2004; Carroll et al., 2017).

4Arabic HSB transliteration (Habash et al., 2007).

Level Grade Age Examples

I 1 6 úÎ �« ,
�
É
�
¿


@ , Q�
J.

�
» , �I��
�K.

house, big, to eat, on

II 2-3 7-8 @ 	X @
 ,
�̈ �Y �	g , ú


	G @ñ �¢ ��
�

@ ,I.

�ë �	X
gold, cylindrical, to cheat, if

III 4-5 9-10 øQ �	«
�

@ , Y ��g �ñ�Ó , �éË �XAª�Ó , �é
KP�

lung, equation, united, to entice

IV 6-8 11-14
��I
�
º�	K , ú


�̄
� @P , �é 	J�
 	K



A �Ò �£ , XA��J�

��̄ @�
economy, tranquility,
sophisticated, to breach

V 9+ 15 - �ú
æ.
�ª ��� ,¨ �	X �ñ

�
Ë , 	¬AJ
 �¢Ó� , �éÓ �X

�

@

epidermis, spectroscope,
witty, bronchial

Table 1: The five readability levels, their grade equiv-
alencies, and lemma and English gloss examples,
abridged from Al Khalil et al. (2020).

3 Related Work

Readability Resources Text readability leveling
is relevant to a wide range of NLP applications such
as text simplification and automatic readability as-
sessment. Most research on readability leveling
has focused on English, leading to the develop-
ment of many resources (Collins-Thompson and
Callan, 2004; Pitler and Nenkova, 2008; Feng et al.,
2010; Vajjala and Meurers, 2012; Xia et al., 2016;
Nadeem and Ostendorf, 2018; Vajjala and Lučić,
2018; Deutsch et al., 2020; Lee et al., 2021).

Specifically for MSA, datasets and modeling
approaches have been created and developed by
leveraging text targeted towards L1 readers (na-
tive speakers) (Al-Khalifa and Al-Ajlan, 2010;
Al Tamimi et al., 2014; El-Haj and Rayson, 2016;
Khalil et al., 2018) and L2 learners (non-native
speakers) (Forsyth, 2014; Saddiki et al., 2018).
More recently, Al Khalil et al. (2020) developed
a 26,578-lemma lexicon (later extended to over
40,000 lemmas) with a five-level readability scale.
Examples of vocabulary from the different readabil-
ity levels and their corresponding grades and ages
are shown in Table 1. This lexicon anchors read-
ability at the lemma representation of the words.
We use this lexicon as our reference for readability
levels.

Jiang et al. (2020) developed the online Read-
ability Leveled Arabic Thesaurus interface that
leverages Al Khalil et al. (2020)’s lexicon, and
extends its coverage.5 For a given user input word,
this interface provides the word’s possible lemmas,

5http://samer.camel-lab.com/
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roots, English glosses, related Arabic words and
phrases from the Arabic WordNet (Black et al.,
2006), and readability on a five-level readability
scale. We make use of many components of Jiang
et al. (2020)’s interface in our add-on.

Readability Visualization To the best of our
knowledge, there has not been much work on de-
veloping web-based visualization tools for word-
level readability assessment, neither for Arabic nor
for other languages. Most of the existing tools
work on the document or the sentence levels. Such
tools include Readable6 and datayze’s Readability
Analyzer7 for English, and the recently proposed
FABRA for French (Wilkens et al., 2022).8 The
lack of word-level tools for Arabic has motivated
us to create an easy-to-use Google Docs add-on for
word-level readability visualization.

Arabic Morphological Analysis and Disam-
biguation There are a number of tools that sup-
port Arabic morphological analysis and disam-
biguation and specifically lemmatization (Pasha
et al., 2014; Darwish and Mubarak, 2016; Obeid
et al., 2020, 2022). Inspired by the JavaScript
Chrome extension developed by Khalifa et al.
(2016) to assist Arabic learners in understanding
text written in MSA or dialectal Arabic (DA), we
implement a version of the Buckwalter core mor-
phological analysis algorithm (Buckwalter, 2002)
in JavaScript as part of our add-on.

4 Design and Implementation

4.1 Design Considerations
We designed our interface with the following con-
siderations in mind.

Openness and Ease-of-use The system needs
to be powerful and provides additive or comple-
mentary value to existing text editors, so that sim-
plifications and changes can be evaluated on the
fly and with minimal overhead. This needs to be
accomplished with minimal usability tradeoffs.

Handling Arabic Ambiguity and Rich Morphol-
ogy The system needs to be able to analyze fully
inflected words and relate them to their lemmas
and part-of-speech (POS) tags. The lemmas and
POS tags will be used to identify the readability
levels from Al Khalil et al. (2020)’s lexicon and

6https://readable.com/
7https://datayze.com/readability-analyzer.php
8https://cental.uclouvain.be/fabra/

to link with the Arabic WordNet databases (Black
et al., 2006). Additionally, the interface needs to
provide the users with access to all the analyses of
a given word.

Visualizing Readability The interface needs to
provide summary readability statistics in word-
token and word-type spaces over full documents
or arbitrary text selections. It should highlight the
words in context in a clear way to indicate intu-
itively which words are easier and which are harder.
And finally, the interface needs to provide access
to the readability levels of other unchosen analyses
of any word.

Access to Word Substitutions The system
should support the text simplification process
by displaying suggestions for related words and
phrases, e.g., synonyms, antonyms, hypernyms,
and hyponyms, with different readability levels.
We build on the work of Jiang et al. (2020) who
used the Arabic Wordnet to accomplish the same.

Explicit/Implicit Word Readability Markup
The system should allow the recording of explicit
readability levels such that when the automatic pro-
cesses make mistakes, users can overwrite them.
We want those corrections and annotations to be
persistent across different future versions of the an-
alyzer and lexicon. At the same time, unnecessary
over-specification can be distracting to the reader
or annotator and should be minimized. The sys-
tem should support the ability to import and export
text files that could be marked for readability using
external tools.

4.2 Implementation

Google Docs Add-on We opted to implement our
interface as a Google Docs add-on, which allows us
to use one of the world’s most used editing frame-
works, without sacrificing any of Google Docs’
advantages such as multi-author editing and other
familiar word-editing supports.

We implemented the tool’s front-end in HTML,
CSS and JavaScript. The back-end was imple-
mented in JavaScript, and it also utilizes the Apps
Script Document Service, which is a JavaScript
API used to read and modify Google Docs pro-
grammatically.

Readability Analysis and Visualization The
tool analyzes user input in four main steps that are
summarized in Figure 2. First, in the back-end, the
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Figure 2: A flowchart depicting the steps that our tool takes to process user input. First, the user input is pre-
processed and tokenized. Next, the lemma and part-of-speech of each token are determined using a morphological
analyzer. Then, the tool looks up each lemma in the readability database to identify its readability level. The tool
then highlights individual words accordingly and produces summary statistics describing the overall text readability.

text is pre-processed and tokenized, and non-word
tokens are discarded. Second, the tokens are fed
into the morphological analysis algorithm, which
produces the most likely lemma and POS pair for
each word. Third, we look up the lemmas in the
readability database to identify their readability lev-
els.9 Finally, we use the Apps Script Document
API to highlight words with different colors ac-
cording to their readability levels. The tool also
presents a summary of the text’s readability dis-
tribution levels in a bar chart colored consistently
with the readability level word highlights.

Morphological and Lexical Analyses Inspired
by Khalifa et al. (2016)’s Chrome extension and
Obeid et al. (2020)’s out-of-context MLE disam-
biguation mode, we implemented a version of the
Buckwalter core morphological analysis algorithm
(Buckwalter, 2002) in JavaScript as part of our add-
on. Besides being used to determine readability
levels, all lemma analyses are presented in a side
bar to allow investigating and reassigning readabil-
ity levels if needed. It is worth noting that the
readability lexicon we use does not handle lexi-
cal polysemy. This is mainly due to the lexical
representation that is used in the lexicon, which fol-
lows the representation of the Standard Arabic Mor-
phological Analyzer (SAMA) (Graff et al., 2009).
However, the design of our tool is independent of
the granularity level of lexical representation and
therefore, any updates to these components in the
future can be easily integrated in our tool.

Figure 3 presents an instance of the SAMER
Google Docs add-on with marked up text.

9We treat Proper nouns (Names) as a separate level.

Explicit/Implicit Word Readability Markup
By default, the system deterministically specifies
a readability level for any specific word based on
its morphological and lexical readability resources.
When disagreement with the automatic levels hap-
pen, as in automatic errors or importing text that
was leveled externally, we ensure that the differ-
ences from the deterministic readability levels are
not lost. To accomplish this, a prefix #<i># is
explicitly added in front of the word in question
forcing the tool to interpret the word as having
readability level of value <i>. For example, the
word I. �J» ktb has a readability level of 1. How-
ever, the user can manually assign it a level of 5
by adding #5# (Indo-Arabic digit 5) in front of the

word, like so: I. �J»#5# #5#ktb . We also provide an
interface button as part of the morphological side
bar discussed above to make such assignment.

The add-on also provides multiple markup visu-
alization modes to navigate between explicit and
implicit readability level markup.

(a) Show: Explicitly mark all words with their
readability levels.

(b) Minimize: Minimize all the markups by set-
ting their font size to 1pt.

(c) Hide: Remove any markup whose readabil-
ity level matches the internal level chosen by
the analyzer and only keep the disagreeing
markups. By default the Hide mode also min-
imizes the markup; however, the user can eas-
ily select the full text and resize it to a pre-
ferred font size (Hide+Resize).

(d) Delete: Delete all markup from the text.

Figure 4 shows the supported markup modes.
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Figure 3: The SAMER Google Docs add-on visualizing word-level and document-level readability.
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Figure 4: The different word-level markup modes that
are supported by our tool.

5 SAMER Add-on: Examples and Use
Cases

We present some examples of how the SAMER
project Google Docs add-on can be used to analyze
the readability of a literary text. We also discuss po-
tential use cases of our tool across a variety of tasks
and how it can be extended to other languages.

Examples Figure 3 shows the result of using the
tool to analyze a short segment of a novel. After
clicking on the Doc Level button at the top, the tool
highlights each word according to its readability
level using different colors, and presents a summary
distribution of words in each readability level.

Figure 5 shows the result of selecting a specific
word ( �IÊm� 	' @ AnHlt ‘be disbanded’) and clicking
on the Word Level button at the top. A side bar
appears showing the different lemma analyses by
readability level. Various word substitution alterna-
tives are presented to the user including synonyms,
hypernyms and hyponyms, with their associated
readability levels. If the user decides to change the
word, they can simply rewrite it and rerun the read-
ability analysis. If the user decides to change the
automatically assigned readability level, they can
either change it directly manually, or by clicking on
the Assign button to change that specific word’s
readability level markup or the Assign All button
to change all of its occurrences in the document.

Use Cases Our goal behind creating an easy-to-
use Google Docs add-on tool for Arabic word-level
readability analysis is to enable users to edit texts
easily based on a specific target readability level.
We intend for our tool to be used by human an-
notators to identify text readability levels and to
simplify texts in a controlled setting. However, we
envision that our tool can be used to assist writers
in either making texts more sophisticated (harder
readability) or in providing alternatives for specific
words that have the same readability level.

Extending to Other Languages Although our
work focuses on Arabic, the SAMER add-on tool is
designed in a modular way and it can be easily ex-
tended to other languages. More concretely, the fol-
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Figure 5: An example of selecting a specific word and identifying all of its analyses with their readability levels.

lowing core components are needed to make such
an extension possible: (1) a readability level lexi-
con that relates lemmas to their readability levels;
(2) a morphological analysis database that specifies
prefixes, suffixes, stems and lemmas, and their co-
occurrence compatibilities; (3) a statistical lemma-
based disambiguation model; and (4) synonym, hy-
pernym, hyponym and antonym lexical databases,
such as those found in WordNet (Fellbaum, 2010).

6 Conclusion

We presented a Google Docs add-on for automatic
Arabic word-level readability visualization. Our
add-on includes a lemmatization component that is
connected to a five-level readability lexicon and
Arabic WordNet-based substitution suggestions.
The add-on can be used for assessing the reading
difficulty of a text and identifying difficult words
as part of the task of manual text simplification.

In future work, we plan on enhancing our tool’s
readability analysis by leveraging additional mor-
phosyntatic features (Saddiki et al., 2018). We will
use the add-on to annotate a corpus of parallel orig-
inal and simplified texts from Arabic novels.

Limitations and Ethical Considerations

We acknowledge that the add-on we developed
could be used maliciously to: (a) modify texts un-
der false pretenses, (b) plagiarize, or (c) profile
people in a biased way using their writing style.
We also acknowledge that automatic errors in read-
ability analysis can lead to harmful results even
when used with good intent. We further recognize
that the use of highlighting as a visualization mech-
anism limits the conventional use of highlighting in
text editing. Another limitation of our work is the
lack of extrinsic and intrinsic evaluation. However,
we are not aware of any manually annotated Arabic
word-level readability datasets . We plan to develop
such datasets using our tool. Finally, we acknowl-
edge that further user studies are needed to confirm
the effectiveness of our tool in aiding annotators to
perform tasks such as text simplification.
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Abstract

Logical reasoning on natural language is one
of the most challenging tasks for deep learning
models. There has been an increasing inter-
est in developing new benchmarks to evaluate
the reasoning capabilities of language models
such as BERT. In parallel, new models based
on transformers have emerged to achieve ever
better performance on these datasets. However,
there is currently no library for logical reason-
ing that includes such benchmarks and models.

This paper introduces LogiTorch, a PyTorch-
based library that includes different logical rea-
soning benchmarks, different models, as well
as utility functions such as co-reference reso-
lution. This makes it easy to directly use the
preprocessed datasets, to run the models, or to
finetune them with different hyperparameters.
LogiTorch is open source and can be found on
GitHub1.

1 Introduction

Machine reasoning over natural language has been
an object of research since the 1950s (Newell and
Simon, 1956; McCarthy et al., 1960). One prototyp-
ical task in the domain is Textual Entailment: Given
a premise (such as “I ate a cake”), the goal is to
determine whether a hypothesis (“I ate something
sweet”) is entailed or not. Other logical reason-
ing tasks are question answering, multiple choice
question answering, and proof generation.

Lately, deep learning models have shown im-
pressive performance on tasks such as these, in
particular transformer-based models such as BERT
(Devlin et al., 2019) and GPT-3 (Brown et al.,
2020). However, the models can be distracted
easily by trap words, syntactic variations (Kass-
ner and Schütze, 2020), or negation (Kassner and
Schütze, 2020; Ettinger, 2020; Hossain et al., 2020,
2022; Helwe et al., 2021). Hence, the question
of whether these models can logically reason on

1https://github.com/LogiTorch/logitorch

text is still open (Niven and Kao, 2019; Helwe
et al., 2021). New models are being created in-
cessantly (e.g., LogiGAN (Pi et al., 2022) and
Logiformer (Xu et al., 2022) in 2022), and new
datasets are being created to evaluate these mod-
els, including, e.g., LogiQA (Liu et al., 2021b) and
ProofWriter (Tafjord et al., 2021). The initiative of
open-sourcing toolkits has accelerated the progress
in the field of natural language processing, driven
by projects such as Transformers (Wolf et al., 2020)
from HuggingFace and Stanza (Qi et al., 2020)
from Stanford. However, this progress has not yet
arrived in the field of logical reasoning: researchers
still have to find and download different models,
parameterize them, find the corresponding datasets,
bring them into suitable formats, and fine-tune the
models. The datasets are maintained on different
Web pages, exhibit different formats (JSON vs. full
text, numerical vs. textual labels, etc.), and follow
different conventions, which makes it cumbersome
to apply one model across several sources. The
models themselves are implemented in different
frameworks, have different input and output for-
mats, require different dependencies, and differ in
the way of running them, which makes it burden-
some to exchange one model for another. Some
models are not even available online, but have to
be re-implemented from scratch based on the di-
agrams in the scientific publications. All of this
hinders reproducibility, re-usability, comparability,
and ultimately scientific progress in the area.

In this paper, we propose to bring the benefits of
open source libraries to the domain of logical rea-
soning: we build a Python library, LogiTorch, that
includes 14 datasets and 4 implemented models for
3 different logical reasoning tasks. All models can
be called in a unified way, all datasets of one task
are available in the same standardized format, and
all models can be run with all datasets of the same
task. All models have been re-implemented from
the research papers that proposed them, and they
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have been validated by subjecting them to the same
experiments as the original papers, with compara-
ble results. More models and benchmarks are in
preparation. LogiTorch works on top of PyTorch
(Paszke et al., 2019), and uses the Transformers
library. It also includes utility functions used for
preprocessing, such as coreference resolution and
discourse delimitation.

The rest of the paper is organized as follows.
Section 2 discusses the design and components
of LogiTorch, and describes the datasets, utility
functions, and models. Section 3 shows the ex-
perimental results of our implemented models on
different logical reasoning tasks. We conclude in
Section 4.

2 LogiTorch

LogiTorch is our Python library for logical reason-
ing on natural language text. Figure 1 shows the
tree structure of our library. It is built on top of
PyTorch and consists of 5 parts:
Datasets. We gathered different logical reasoning
datasets that allow users to evaluate the reasoning
capabilities of deep learning models on natural lan-
guage. Once a dataset is called from LogiTorch, it
is downloaded, and wrapped into an object that in-
herits the Dataset class of PyTorch. This means that
all datasets are accessible via the same interface.
We describe the datasets in detail in Section 2.1.
Data Collators. Different models require differ-
ent preprocessing steps for the same data and same
task: one model may work on numerical vectors,
the other on textual input. Hence, we designed, for
each pair of a dataset and a model, a data collator
that brings the dataset into the format required by
the model.
Utilities. Some models require supplementary fea-
tures in addition to the input text. For example,
the DAGN model (Huang et al., 2021) requires the
discourse structure of the input in order to create a
logical graph representation of it. For such cases,
LogiTorch provides different utility functions, most
notably for discourse structure analysis, corefer-
ence resolution, and logical expression extraction,
which we discuss in Section 2.2.
Models. LogiTorch provides several deep learn-
ing models that have been designed to perform
logical reasoning tasks such as proof generation
and textual entailment. For each model, we ei-
ther provide an implementation from scratch, or a
wrapper over its original implementation. For the

LogiTorch
datasets

qa
mcqa
proof_qa
te

data_collators
utilities
models
pl_models

Figure 1: Tree structure of LogiTorch

transformer-based models, we use the Transform-
ers library from HuggingFace for the implemen-
tation of the models. We describe the models in
detail in Section 2.3.
PyTorch Lightning Models. For each imple-
mented model, we also provide a PyTorch
Lightning version. It includes the model, the
optimizer, the training loop, and the validation
evaluation. For example, the PRover model (Saha
et al., 2020) has a PyTorch Lightning version
called PLPRover. This allows users to play with
features such as multi-GPU and fast-low precision
training without modifying the training loop.

2.1 Datasets
The current implemented datasets focus on eval-
uating the reasoning capabilities of deep learning
models. They cover four tasks: Multiple Choice
Question Answering (MCQA), Question Answer-
ing (QA), Proof Generation, and Textual Entail-
ment (TE). Table 1 shows the task and the number
of instances of each dataset. Let us now describe
each task and the associated datasets.

Multiple Choice Question Answering (MCQA)
is the task of choosing the correct answer to a ques-
tion from a list of possible answers. Here is an
example taken from the LogiQA dataset (Liu et al.,
2021b):

Context: David knows Mr. Zhang’s friend Jack,
and Jack knows David’s friend Ms. Lin. Ev-
eryone of them who knows Jack has a master’s
degree, and everyone of them who knows Ms.
Lin is from Shanghai.
Question: Who is from Shanghai and has a mas-
ter’s degree?
Choices: (A) David (B) Jack (C) Mr. Zhang (D)
Ms. Lin

We implement the following MCQA datasets,
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Dataset Task Training Instances Validation Instances Testing Instances

AR-LSAT MCQA 1,630 231 230
ReClor MCQA 4,368 500 1,000
LogiQA MCQA 7,376 651 651
RuleTaker QA 587,922 84,030 173,496
ProofWriter QA/Proof Generation 585,860 85,520 174,180
ParaRules Plus QA 360,000 64,658 10,798
AbductionRules QA 80,024 11,432 22,928
ConTRoL TE 6,719 799 805
SNLI TE 550,152 10,000 10,000
MNLI TE 392,702 20,000 20,000
RTE TE 2,490 277 3,000
Negated SNLI TE - - 1,500
Negated MNLI TE - - 1,500
Negated RTE TE - - 1,500

Table 1: Datasets implemented in LogiTorch

which all require reasoning capabilities to choose
the correct answer:
AR-LSAT (Zhong et al., 2021) is a dataset that
was constructed by selecting the analytical reason-
ing section of 90 LSAT exams from 1991 to 2016.
LogiQA (Liu et al., 2021b) assesses the logical
deductive ability of language models for the case
where the correct answer to a question is not explic-
itly included in the question. The corpus includes
paragraph-question pairs translated from the Na-
tional Civil Servants Examination of China.
ReCloR (Yu et al., 2019) is a corpus consisting
of questions retrieved from standardized exams
such as LSAT and GMAT. To adequately evaluate
a model without allowing it to take advantage of
artifacts in the corpus, the testing set is split into
two sets: the EASY set where the instances are
biased, and the HARD set where they are not.

Question Answering (QA) is the task of answer-
ing a question given a context. Here is an exam-
ple:

Context: Erin is young. Erin is not kind. If
someone is young and not kind then they are big.
Question: Erin is big ?
Answer: True

Again, we implement the QA datasets that focus
on reasoning:
RuleTaker (Clark et al., 2021) is a set of many
datasets to evaluate the deductive ability of lan-
guage models. Each dataset consists of facts and
rules and a boolean question. The model has to per-
form logical deductions from the rules and facts in
order to answer the question. The dataset includes
synthetically generated subsets that require differ-
ent depths of reasoning, i.e., different numbers of

deduction steps to answer a question. The dataset
also includes the Bird dataset (which showcases
McCarthy’s problem of abnormality (McCarthy,
1986)), the Electricity dataset (which simulates the
functions of an appliance), and the ParaRules cor-
pus (where crowd workers paraphrased sentences
such as “Bob is cold” to “In the snow sits Bob,
crying from being cold”).
ParaRules Plus (Bao, 2021) is an improved ver-
sion of ParaRules (Clark et al., 2021). It has more
examples for the instances with larger reasoning
depths.
AbductionRules (Young et al., 2022) is a dataset
that evaluates the abductive reasoning capabilities
of language models. It is generated similarly to
ParaRule Plus, but in this task, the model has to
generate an answer to explain an observation.

Proof Generation is an extension of the QA task,
where each answer has to be accompanied by a
proof. Here is an example:

Context: Fact 1: Erin is young.
Fact 2: Erin is not kind.
Rule1: If someone is young and not kind then
they are big.
Question: Erin is big ?
Answer: True
Proof: (Fact 1 & Fact 2) → Rule 1

We have one dataset so far, ProofWriter (Tafjord
et al., 2021), which was designed similarly to the
RuleTaker datasets. However, the ProofWriter
dataset contains proofs for the answer of each ques-
tion. Furthermore, there is a variant of the dataset
that considers the open-world assumption.

Textual Entailment (TE, also RTE) is the task of
predicting whether a premise entails or contradicts
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1 import pytorch_lightning as pl
2 from pytorch_lightning.callbacks import ModelCheckpoint
3 from torch.utils.data.dataloader import DataLoader
4
5 from logitorch.data_collators.ruletaker_collator import RuleTakerCollator
6 from logitorch.datasets.qa.ruletaker_dataset import RuleTakerDataset
7 from logitorch.pl_models.ruletaker import PLRuleTaker
8
9 train_dataset = RuleTakerDataset("depth-5", "train")

10 val_dataset = RuleTakerDataset("depth-5", "val")
11
12 ruletaker_collate_fn = RuleTakerCollator()
13
14 train_dataloader = DataLoader(train_dataset, batch_size=32, collate_fn=ruletaker_collate_fn)
15 val_dataloader = DataLoader(val_dataset, batch_size=32, collate_fn=ruletaker_collate_fn)
16
17 model = PLRuleTaker(learning_rate=1e-5, weight_decay=0.1)
18
19 checkpoint_callback = ModelCheckpoint(
20 save_top_k=1,
21 monitor="val_loss",
22 mode="min",
23 dirpath="models/",
24 filename="best_ruletaker.ckpt",
25 )
26 trainer = pl.Trainer(callbacks=[checkpoint_callback], accelerator="gpu", gpus=1)
27 trainer.fit(model, train_dataloader, val_dataloader)

Listing 1: Training the RuleTaker Model

1 from logitorch.pl_models.ruletaker import PLRuleTaker
2
3 model = PLRuleTaker.load_from_checkpoint("models/best_ruletaker.ckpt")
4
5 context = "Bob is smart. If someone is smart then he is kind."
6 question = "Bob is kind."
7
8 model.predict(context, question)

Listing 2: Predicting with the RuleTaker Model

a hypothesis. Here is an example:

Premise: The two boys are in martial arts poses
in an outside basketball court.
Hypothesis: The two boys are not outdoors.
Answer: Contradiction

SNLI (Bowman et al., 2015) is a large human-
annotated corpus of premise-hypothesis pairs that
are labeled with “entailment”, “contradiction”, or
“neutral”. The premises of this dataset are image
captions from Flickr30k, while its hypotheses were
generated by human annotators.
MNLI (Williams et al., 2018) is a large dataset that
was labeled in the same way as SNLI. However,
unlike SNLI, MNLI covers different text genres
such as fiction, telephone speech, and letters. It
also has longer instances.
RTE (Dagan et al., 2005; Haim et al., 2006; Gi-
ampiccolo et al., 2007, 2008; Bentivogli et al.,
2009) is a much smaller dataset than SNLI and
MNLI. It has just two classes, “entailment” and
“non-entailment”.
Negated TE (Hossain et al., 2020) is a testing
set of benchmarks to evaluate the understanding
of negation in language models. Each negated

benchmark was created by randomly selecting 500
premise-hypothesis pairs from SNLI, MNLI, and
RTE datasets and introducing the negation “not”.
For each pair, three new pairs were generated
(negated premise/hypothesis, premise/negated hy-
pothesis, and negated premise/negated hypothesis).
ConTRoL (Liu et al., 2021a) is a dataset of
context-hypothesis pairs to evaluate contextual rea-
soning capabilities over long texts. In contrast to
other TE datasets, the corpus consists of passage-
long premises, and it evaluates different types of
reasoning such as analytical or temporal reasoning,
which makes this task more challenging.

2.2 Utilities

LogiTorch implements several utility functions that
can be used for feature engineering:
Coreference Resolution is the task of finding all
mentions in a text that refer to the same entity. For
example, in “Zidane is one of the best footballers.
He won the World Cup in 1998”, the words “Zi-
dane” and “he” refer to the same person. Coref-
erence resolution is used by the Focal Reasoner
model (Ouyang et al., 2021) to construct a graph of
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fact triples, where the same mentions are connected
with an undirected edge. In LogiTorch, we im-
plemented a wrapper over a finetuned SpanBERT
(Joshi et al., 2020) for coreference resolution.
Logical Expression Extraction is the task of ex-
tracting a logical representation from a text, in or-
der to infer new logical expressions. For example,
the sentence “If you have no keyboarding skills,
you will not be able to use a computer” can be split
into α = “you have no keyboarding skills” and β
= "you are not be able to use a computer”. The
sentence can then be rewritten as α → β. From
this, we can infer by transposition that ¬β → ¬α,
which corresponds to “If you are able to use a com-
puter, you have keyboarding skills”. The LRea-
soner model (Wang et al., 2022) uses this utility
function to extend the input with logical expres-
sions. In LogiTorch, we developed a wrapper over
the code provided by LReasoner for this purpose.
Discourse Delimitation is the task of splitting a
text into elementary discourse units (EDU). It is
used for the rhetorical structure theory (RST), in
which it is a tree representation of a text where
the leaves are EDUs, and the edges are rhetorical
relations. For example, “A signal in a pure analog
system can be infinitely detailed, while digital sys-
tems cannot produce signals that are more precise
than their digital unit” is split into two EDUs: “A
signal in a pure analog system can be infinitely
detailed”, and “digital systems cannot produce sig-
nals that are more precise than their digital unit”.
The DAGN model (Huang et al., 2021) requires
EDUs to construct a graph of discourse units.

2.3 Models

LogiTorch currently implements four models:
RuleTaker (QA task) (Clark et al., 2021) is a
RoBERTa-Large model (Liu et al., 2019) that has
been finetuned first on the RACE dataset (Lai et al.,
2017), and then finetuned again for rule-based rea-
soning. The model takes as input facts and rules
and a boolean question. The output is either True
or False. The RoBERTa model has a similar archi-
tecture to BERT, but performs better on many NLP
tasks. This is because it is pretrained for a longer
period, with large batches, and on a larger dataset.
The pretraining task is only the Masked Language
Modeling (MLM) task, but the masked tokens are
changed after each training epoch.
ProofWriter (QA and proof generation)
(Tafjord et al., 2021) is a T5 model (Raffel et al.,

2020) finetuned to perform rule-based reasoning.
It takes as input facts and rules and a question.
The output is either True, False, or Unknown (if
the trained dataset considers the open-world as-
sumption). T5 is a text-to-text transfer transformer
that was pretrained on a variety of NLP problems
such as textual entailment, coreference resolution,
linguistic acceptability, and semantic equivalence.
PRover (QA and proof generation) (Saha et al.,
2020) is built on RoBERTa with three modules:
the QA module, Node module, and Edge module.
The QA module is responsible for answering a
question as either True or False. The Node and
Edge modules are responsible for generating proofs.
The Node module predicts the relevant rules and
facts used to generate the answer, and the Edge
module predicts the link between two relevant facts
and between a relevant fact and a relevant rule.
BERTNOT (TE task) (Hosseini et al., 2021) is a
BERT model that is pretrained using the unlikeli-
hood loss and knowledge distillation functions for
the MLM task to model negation. Then it is fine-
tuned on textual entailment tasks. This model is
more robust on examples containing negations, and
performs better on the negated NLI dataset than the
original BERT.
Future releases will include newer models such as
LReasoner (Huang et al., 2021), Focal Reasoner
(Ouyang et al., 2021), AdaLoGN (Li et al., 2022),
Logiformer (Xu et al., 2022), and LogiGAN (Pi
et al., 2022).

2.4 Library Usage

Listing 1 shows a detailed example of how a model
can be trained on a rule-based reasoning dataset
for QA. The RuleTaker model is trained on its cor-
responding dataset. In Lines 9-10, we initialize
the training and validation datasets with the Rule-
TakerDataset. We specify which sub-dataset and
which split we want to use. In Line 12, we initialize
the RuleTaker data collator for preprocessing the
datasets. We then use the Dataloader to pre-load the
datasets and use them as batches. In Line 17, we ini-
tialize the PyTorch Lightning version of RuleTaker
and specify the learning rate, and the weight decay.
PyTorch Lightning provides the ModelCheckpoint,
which allows monitoring the validation loss and
saving the best model. In Line 26, we use the Py-
Torch Lightning’s Trainer to automate the training
loop. It takes several parameters, including the
accelerator, which allows training on different de-

254



Depth
RuleTaker1 PRover2 ProofWriter2

LogiTorch Original LogiTorch Original LogiTorch Original3

0 99.9 100 100 100 99.9 100
1 98.6 98.4 99.7 99.0 98.0 99.1
2 99.1 98.4 99.5 98.8 96.7 98.6
3 99.2 98.9 99.7 99.1 97.2 98.5
4 99.7 99.2 99.7 98.8 98.1 98.7
5 99.3 99.8 99.5 99.3 99.1 99.3
All 99.3 99.2 99.7 99.3 98.4 99.2

Table 2: Accuracies of different models for the QA task at different reasoning depths. 1 Depth-5 of the testing set of
RuleTaker dataset. 2 Depth-5 of the testing set of ProofWriter dataset. 3 The original implementation uses a (more
powerful) T5-11B model.

vices such as CPUs, GPUs, and TPUs. Finally,
we train the model with the fit function. Future
releases will also provide pre-configured pipelines
to train models.

Listing 2 shows the code for testing the best-
saved model of Listing 1. In Line 3, we load the
best model. In Line 8, we use the predict function,
which takes as input a context and a question, and
predicts either 0 (for False) or 1 (for True).

Dataset LogiTorch’s BERTNOT Original BERTNOT

SNLI
Val 90.4 89.00
Neg 47.8 45.96

MNLI
Val 83.2 84.31
Neg 64.0 60.89

RTE
Val 65.6 69.68
Neg 57.7 74.47

Table 3: Results of our BERTNOT implementation on
different textual-entailment datasets.

3 Evaluation

We compared the performance of each model in
LogiTorch to the performance of the model in the
original paper on the same datasets: we trained
the Ruletaker model on the training set of Rule-
Taker with language reasoning paths up to depth
5 and tested it on its testing set; we trained the
PRover and ProofWriter models on the training set
of ProofWriter with language reasoning paths up
to depth 5 and tested them on the corresponding
testing set; and we trained the BERTNOT model (a
pretrained BERT Base Cased model) on the MLM
task, with the negated Wikipedia corpus provided
by Hosseini et al. (2021) (included in LogiTorch),
finetuned the model on each TE dataset (MNLI,
SNLI, and RTE) and tested it on its negated coun-
terparts (Hossain et al., 2020). All models use the
same settings as in the original papers.

Table 2 shows the results of the three differ-
ent models on the QA task at different reasoning
depths. Our model implementations achieve near-
perfect accuracies, which are comparable to the
performance in the original papers. Table 3 shows
the performance on the TE task on each TE training
dataset (SNLI, MNLI, and RTE). Again, our model
achieves nearly the same results as reported in the
original paper (Hosseini et al., 2021) on the MNLI
and SNLI datasets. We are getting lower results on
the RTE dataset. We assume that this is because
the finetuned model has a high variance due to the
small size of the training set of RTE.

4 Conclusion

We have introduced LogiTorch, a Python library for
logical reasoning on natural language. It is built on
top of PyTorch in combination with the Transform-
ers and PyTorch Lightning libraries. LogiTorch in-
cludes an extensive list of textual logical reasoning
datasets and utility functions, and different imple-
mented models. The library allows researchers and
developers to easily use logical reasoning datasets
and train logical reasoning models with just a few
lines of code. The library is available on GitHub
and is under active development.

For future work, we will add new datasets, and
implement models such as DAGN, Focal Reasoner,
and LogiGAN with their utility functions for fea-
ture engineering. Finally, we want to invite re-
searchers and developers to contribute to Logi-
Torch. We believe that such a library will lower the
hurdles to research in the area, foster re-usability,
encourage comparative evaluation, strengthen re-
producibility, and advance the culture of open soft-
ware and data.
Acknowledgements. This work was partially
funded by ANR-20-CHIA-0012-01 (“NoRDF”).
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5 Ethical Considerations

Users of LogiTorch should distinguish the datasets
and models of our library from the originals. They
should always credit and cite both our library and
the original data source, as in “We used Logi-
Torch’s (Helwe et al., 2022) re-implementation of
BERTNOT (Hosseini et al., 2021)”. These condi-
tions are mentioned on our GitHub page.
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Abstract
Neural machine translation, as other natural
language deep learning applications, is hun-
gry for data. As research evolves, the data
pipelines supporting that research evolve too,
oftentimes re-implementing the same core com-
ponents. Despite the potential of modular code-
bases, researchers have but little time to put
code structure and reusability first. Unfor-
tunately, this makes it very hard to publish
clean, reproducible code to benefit a wider au-
dience. In this paper, we motivate and describe
stopes , a framework that addresses these
issues while empowering scalability and versa-
tility for research use cases. This library was
a key enabler of the No Language Left Behind
project, establishing new state of the art perfor-
mance for a multilingual machine translation
model covering 200 languages. stopes and
the pipelines described are released under
the MIT license at https://github.com/
facebookresearch/stopes.

1 Introduction

Machine translation (MT) aims at removing lan-
guage barriers in our connected society. The cur-
rent trend in the MT research field is moving to-
wards using deep machine learning models training
either many bi-lingual models, translating between
a single pair of languoids, or multi-lingual models
that handle many languoids at once. Training data
usually comes from open aligned data sources such
as Barrault et al. (2020), Schwenk et al. (2021) or
raw web corpora like CommonCrawl (CC). Re-
cently, initiatives like (Bapna et al., 2022) and the
No Language Left Behind project (NLLB Team
et al., 2022) strive to extend the scope of supported
languoids by training on large scale datasets, reach-
ing over 18 and 25 billion sentence pairs respec-
tively.

The end-to-end process of developing and iter-
ating on a neural machine translation model in-

*Lead Library Maintainers.

volves a lot of large scale steps. Getting large
amounts of data prepared for translation training
usually starts with raw monolingual data composed
of unaligned sentences for each languoid of inter-
est. This web data is usually processed, cleaned,
and finally "mined" to be aligned in pairs of trans-
lated sentences (see 5.2). It is then tokenized and
transformed into a format that can be used for train-
ing. Once trained, the machine translation model
is evaluated using benchmark datasets, on which
the exact same pre-processing has to be applied.
Large translation models are often later distilled
to produce smaller models suitable for practical
production usecases (see 5.3).

In research use cases, the main focus is on get-
ting results fast. We have observed that the path
of predilection is to build ad-hoc solutions to solve
the problem directly at hand, often adapting older
scripts or copying snippets of code that colleagues
have found to work. This enables quick iteration
on research ideas but it causes a lot of problems on
the long term:

1. Scaling and data processing throughput is of-
ten an after-though.

2. Ad-hoc scripts are built with the idiosyn-
crasies of each users and experiment, making
it hard to share research pipelines or adapt to
different hardware setups.

3. Open-sourcing research and making it repro-
ducible by third parties becomes a task of it-
self, ensuring scripts will run properly in dif-
ferent environment and without failed experi-
mental code/setup (Pineau et al., 2021; Ulmer
et al., 2022).

4. When working with disjoint scripts, re-
searchers spend a lot of time "baby sitting"
execution, making sure one script runs prop-
erly and waiting for it to finish before moving
to the next step in their pipeline.
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We present a new framework, stopes , that
was developed to solve some of the problems
discussed in the scope of the No Language
Left Behind (NLLB) (NLLB Team et al., 2022)
machine translation project to process billions
of sentences in over 200 languages. The goal
of the framework is to ensure a good separation
between the hardware setup and the core logic of
the data processing by proposing a clean API for
sharing commonly used processing steps, while
enforcing consistent and shareable configurations
of experiments. stopes can scale to a research
project like NLLB, but is built to be versatile
and can be applied to other research use cases,
https://facebookresearch.github.
io/stopes/docs/quickstart provides
an example of running this on a smaller dataset.
In section 3, we introduce the design of this
python library, with concrete examples in section 4.
Section 5 discusses applications within the NLLB
where stopes is used.

2 Related Work

While large scale data processing architectures
already exist, they are often optimized for pro-
duction use cases. Spark (Spark), ray (Ray) or
beam (Beam) are a few leading examples. These
frameworks have a steep learning curve and do
not always map easily to research clusters’ setup
or researchers’ work habits. They can also prove
very challenging to use with nascent research ideas
and tools, whose codebases are not yet stable or
production-ready. Bitextor (Bitextor) provides a
bitext mining pipeline built in python, but it lacks
modularity and requires learning the complex APIs
of snakemake.

With stopes , we are aiming for a “minimal
API surface” without sacrificing features, provid-
ing a clean yet versatile API that can be used as
if writing standard python scripts (see Section ref-
sec:example). This simple API has its drawbacks,
but it makes it easier to pick up for researchers than
complex graph planning systems like Luigi (Luigi)
and AirFlow (AirFlow), These industry standards
are better suited for production pipelines that do
not change often and are maintainted by production
teams. Spacy (Spacy) provides research oriented
NLP pipelines, but is less flexible than stopes as
our framework is more geared towards describing
sometimes pipelines in pure python.

3 Framework

The general architecture of stopes is geared to-
wards pipelines that can be run as separate, some-
times interdependent, jobs on a cluster or in mul-
tiprocessing. The idea being that a pipeline can
be divided in a set of separate steps that can be
expressed as processing units. Jobs can be sent
to a job scheduler, like SLURM (Slurm), which
is widespread on academic compute clusters or
FBLearner (Dunn, 2016), which Meta uses for dis-
tributed machine learning pipelines; or run locally
on a single computer depending on the data scale.

The idea behind the stopes framework is to
make it easy to build reproducible pipelines. This
is done though modules, a module is just a python
class with a run function that executes something.
A module can then be scheduled with the stopes ’
launcher, this will decide where the code gets exe-
cuted (locally or on a cluster) and then wait for the
results to be ready.

3.1 Concepts

module: Encapsulate a reusable single step of a
neural network pipeline and its requirements. The
step is assumed to be able to execute on its own
given some inputs and eventually generates an out-
put. Modules will most often be executed as an iso-
lated job, so should not depend on anything other
than its own configuration (e.g. no global variables
or odd i/o dependencies). This ensures that each
module can be ran separately, or in parallel if pos-
sible. A module’s configuration serves the purpose
of defining a clear API of the step.

pipeline: A python function which connects
stopes modules together for some end-to-end
purpose. Pipelines may contain non-module
logic to help with intermediate functionality, and
are primarily structured like functions as op-
posed to stopes modules which resemble python
callables. In some cases, pipelines may also call
other pipelines in intermediate steps.

launcher: The orchestrator of your pipeline.
The power of stopes comes from the launcher
that will manage the execution of the modules, find
the correct machines with matching requirements
(if executing on a cluster), and deal with memoiza-
tion (see below). The launcher abstracts the exe-
cution/scheduling of modules as it looks like any
asyncio function and can be called like a python
function and utilized in conjunction with regular
python code.

259

https://facebookresearch.github.io/stopes/docs/quickstart
https://facebookresearch.github.io/stopes/docs/quickstart


3.2 Configuration

When running experiments in machine translation,
we often change how the data is processed or what
data we ingest. For instance, we might want to
change the vocabulary size, which would require re-
training a tokenization model (e.g. sentence-piece1

or BPE (Sennrich et al., 2016)). To keep track of
experiments and ensure reproducibility, all parame-
ters that can influence the results need to be stored
in configuration files that can easily be shared with
other researchers.
stopes makes it easy to keep track of con-

figurations as it leverages the hydra configuration
system (Yadan, 2019) as inputs for modules and
pipelines. This guarantees proper tracking of con-
figurations through the execution of a pipeline, but
also brings extra technical benefits to the end user:

1. New configurations can be composed from
existing configuration files, allowing for better
organization of all steps within a pipeline.

2. Any part of a configuration can be overrid-
den at runtime and across multiple runs. This
makes it easy, for example, to change what
cluster the code is running on, what model
architecture is used for training, or what tok-
enization approach is used.

3.3 Caching/Memoization

As we can see in Section 5, machine translation
research pipelines are complex and involve a lot
of steps. When repeating these steps over many
languoids, some of the jobs executing the pipeline
are bound to fail. Failure is common when exe-
cuting large pipelines over long periods of time,
jobs might timeout in the cluster queue, disk might
fail because of IO pressure and machines might go
down for maintenance.

It is therefore very important to be able to re-
run a pipeline over and over and not have to start
from the scratch. To avoid this, stopes memo-
izes the output of each module runs based on its
input configuration. If the module is re-run with
the same configuration, stopes will recover the
results from disk instead of re-running. This can be
seen as a cache of the results, indexed on the input
configuration of each module. The exact cache in-
validation logic can be manually tuned by the user
to accommodate more complex situations.

1https://github.com/google/
sentencepiece

This is also very practical when iterating on con-
figuration driven experiments as stopes will fig-
ure out automatically what steps of the pipeline
needs to be re-run when the configuration changes,
keeping track of identical steps in the pipeline that
were not affected by the experimental configuration
change and re-using cached results.

4 Example Code

Figure 1 shows a sample usage of the stopes li-
brary2 to build a FAISS index3. FAISS (Johnson
et al., 2019) is a tool that can be used to build
large scale indexes and perform nearest neighbor
searches on them; FAISS has become a keystone
to machine translation research as it allows for
efficient alignment of multilingual text when us-
ing language-agnostics embeddings like Feng et al.
(2020) or Heffernan et al. (2022) (e.g. Khandelwal
et al. (2021) or Section 5.2). It takes tensors as in-
put, but first the index has to be trained, usually on
a sample of the data we want to store in the index.

Line 5: We initialize the launcher to be able
to schedule modules for execution. The launcher
is managed by a configuration, so we can easily
change where the code is executed (SLURM clus-
ter, aws, locally) and other constraints of the exe-
cution. Every call to ‘launcher.schedule‘ will be
managed by the designated ‘launcher‘, sent to the
cluster once, or in multiple jobs if necessary, or just
retrieved from the cache if the config permits.

Line 7: We initialize an encoding mod-
ule, which takes in raw text and embeds it.
stopes provides code to embed text with
LASER2 and LASER3 as well as with Hugging-
Face sentence-transformers (Reimers
and Gurevych, 2019). To keep the code short, we
only show the pipeline glue and not each module
implementation.

Line 12: We create a sample from the embedded
text files. Here, update(config.sample,
input_embeddings=embedded) takes the
module configuration from the Hydra configura-
tion and inserts the references to the output files
from the previous pipeline step. This pattern can
also be seen in the other steps of this pipeline where
each step is connected to the previous through in-
termediate output results.

2Modules referred to in the sample code can be found in
the stopes open source repository.

3We have omitted the imports from the sample to keep it
short.
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# ... imports omitted
async def pipeline(config):

# setup a launcher to connect jobs together
launcher = hydra.utils.instantiate(config.launcher)
# encode all shards
embedded = await

launcher.schedule(PreprocessEncodeModule(config=config.embed_text))
# extract a sample of the embeddings
train_sample = await launcher.schedule(

SampleEmbeddingModule(config=update(config.sample, input_embeddings=embedded))
)
# train the faiss index on the sample
trained_index = await launcher.schedule(

TrainFAISSIndexModule(
config=update(config.train_index, input_embeddings=train_sample)

)
)
# fill the index with content
populated_index = await launcher.schedule(

PopulateFAISSIndexModule(
config=update(

config.populate_index,
index=trained_index,
input_embeddings=embedded,

)
)

)
print(f"Indexes are populated in: {populated_index}")

# setup main with Hydra
@hydra.main(config_path="conf", config_name="config")
def main(config: DictConfig) -> None:

asyncio.run(pipeline(config))

Figure 1: Sample pipeline to build a FAISS Index with stopes

Lines 17 and 22: These lines use very similar
logic to call different modules. As noted above,
we can see the use of the configurations passed by
Hydra extended with the results from the previous
steps.
From this, we see that stopes pipeline code
reads as normal python code where functions are
called and pass results to each other. The core of
stopes hides the complexity of memoization and
cluster scheduling inside the simple API call to
launcher.schedule. This makes the pipeline
easy to understand and allows researcher to focus
on building data processing and stay close to their
research goals instead of getting bogged down in
boilerplate APIs or in optimization/scaling issues.

5 Applications

The stopes library was used to build the major
data processing pipelines that are used to build the
NLLB large multilingual translation models as well
as its distilled version (NLLB Team et al., 2022).
These pipelines were battle tested on petabytes

of data and are open-sourced at https://github.
com/facebookresearch/stopes. In this section
we discuss some of the pipelines and show how
they can reuse the same modules. Source code can
be found in the above github repository.

5.1 Language Identification

The production of large amount of monolingual
data starts with a strong language identification
(LID) model (see NLLB Team et al., 2022). The
pipeline for training an LID model is a recurring
archetype used commonly in neural network train-
ing pipelines for machine translation. LASER3
distillation (Heffernan et al., 2022), training NMT
models for evaluation, etc., all use a similar
pipeline.

The pipeline is illustrated in Figure 2 and uses
the following steps:

SPM Training: Eventually, we will use a
sentence-piece model (SPM) to tokenize input data
for neural network training. To be able to do this
tokenization, the SPM itself must be first trained

261

https://github.com/facebookresearch/stopes
https://github.com/facebookresearch/stopes


Input

Train
 SPM

Encode
 SPM

SPM
 model

Shard 1

Binarize

Shard 2

Shard 3

Shard 4

Shard 5

Tokenized
 Input Sharding Train LID

Figure 2: LID Model Training Pipeline

on a sample of data.
SPM Encoding: Once we have a trained SPM,

we can apply it over all the sentences in the in-
put data to tokenize the raw text to prepare it for
training.

Sharding: This step is used to split the data into
manageable shards that help distribute the pipeline
work over multiple jobs, and also at the training
phase to be able to fit the training data in the mem-
ory available on each training machine.

Binarization: The SPM tokenization process
creates tokenized text, but the model training loop
requires numerical tensors to do the neural network
training. The binarization process takes each token
and the SPM vocabulary to create binary tensors
from the tokenized text.

Model Training: We use fairseq (Ott et al.,
2019) and fastText (Joulin et al., 2017) to train LID
models and other NMT models.

5.2 Bitext Mining

The bitext mining pipeline follows the idea intro-
duced by Schwenk et al. (2021). The pipeline can
mine pairs of sentences between two languoids
given monolingual data and evaluate the mining
quality. It follows the following major steps:

Monolingual Data: The base data comes from a
mix of existing “clean” data (Barrault et al., 2020)
and noisy web data. Most of this data is not aligned
in language pairs, and often not tagged with a par-
ticular languoid. The monolingual pipeline runs
a language identification (LID) model, splits text
into sentences, and then cleans the text. The LID
model itself is trained as discussed in Section 5.1

FAISS Indexing: FAISS (Johnson et al., 2019)
is a tool to build large indexes for similarity
searches. Section 4 shows a sample pipeline to
build such an index. In bi-text mining, the FAISS
index serves as the core tool to find similar sen-
tences between two languoids. This works by

filling the index with sentences embedded with
LASER3 (Heffernan et al., 2022), which encodes
sentences from different languages into the same
space, so they can be clustered by FAISS. The min-
ing pipeline then builds a separate index for each
languoid, embedding all the sentences identified
in the monolingual data, sampling them to train
a FAISS index (i.e. to learn the clustering), and
then populating the index with all the embedded
sentences for that langoid.

Mining for Aligned Sentences: To align sen-
tences between two languoids, we go over all
embedded sentences from one languoid and use
the cosine distances of the k-nearest neighbors
in the other languoid index compute above and
output alignments using a margin-based scoring
measure (Artetxe and Schwenk, 2019). Once
we’ve built indexes and embeddings for a few lan-
guages, we can run this step in parallel quite easily.
stopes makes this trivial as it will pickup the
embeddings and indexes from its cache and jump
straight to the last step of the mining pipeline, with-
out the user having to figure out what has already
been pre-computed.

Evaluating Translation: There is no direct eval-
uation procedure to gauge mining quality. There-
fore, the best way to evaluate the mining perfor-
mance is to use the aligned bitext it produces to
train a neural machine translation model. We focus
on training bi-lingual translation models as they are
faster to train and evaluate. We can then track the
change in BLEU score (Papineni et al., 2002) for
a given model and languoids pair to evaluate the
specialized encoders and mining parameters.

Figure 3 illustrates the high level process of mining
for two languoids. The figure shows the process
for two languoids, but when mining for training a
large language model as the one discussed in NLLB
Team et al. (2022), we ran this stopes pipeline
over 450 pairs, aligning over a billion sentences.
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This is where the strong configuration system in-
troduced by stopes comes handy as we need
to manage different configurations for over two
thousand pairs of languoids. Being able to write
the pipeline once and scale it to many languoids
through simple configuration composition and hori-
zontal scaling on a SLURM cluster without having
to rewrite core logic greatly accelerates the speed
at which research is conducted. The pipeline that
was used by the NLLB project is available on the
stopes repository and can be run by anyone a
"small" scale to mine data with our approach4.

5.3 Large Model Distillation
The distillation pipeline is based on the sequence-
level knowledge distillation proposed by Kim and
Rush (2016), using a large pre-trained teacher
model to help train a smaller student model with
comparable or better performance, which is prac-
tical for inference efficiency. An overview of the
steps are visualized in Figure 4 and described be-
low:

Monolingual Data: Our monolingual source
data comes from Wikipedia corpus dumps5. The
monolingual pipeline is the same as the one de-
scribed in Section 5.2.

Sampling: We sample with replacement from
the monolingual dataset to ensure that we have
enough target sentences for each languoid, given a
fixed-size monolingual source dataset.

Generation: We use the FairseqGenerate
module to generate translations of each shard of

4See the quickstart at https://facebookresearch.
github.io/stopes/docs/quickstart

5https://dumps.wikimedia.org/other/
cirrussearch/current/

monolingual data by running beam search using
the teacher model.

Bitext Filtering: We filter the teacher-generated
bitext data to make sure the training data is high
quality. We use LID and sentence length filtering
to ensure that the generated data matches the target
languoid and that the sentence lengths are similar.

SPM Encoding: We use a pre-trained SPM to
tokenize the raw text.

Binarization: We binarize the bitext data into
the format required for training in fairseq as
described in Section 5.2.

Training: Using the binarized bitext data, we
use the module TrainFairseqModule to train
a multilingual distilled model, the final product of
our pipeline.

6 Conclusion

The stopes framework provides a clean API to
describe research pipelines for machine translation.
We have shown that this is useful for developing
large scale machine translation datasets and models
for the No Language Left Behind project (NLLB
Team et al., 2022). We believe that this framework
and its reference implementations of common steps
in NLP pipelines is versatile and can be used to help
researchers in the field. The stopes framework
documentation and sources can be found under
the MIT license at https://facebookresearch.
github.io/stopes/ and has been tested to not
require a complex cluster setup. We therefore hope
that it will help other researchers focus on their
research goals, and avoid time-consuming technical
details not unique to their specific task.
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7 Screencast Video

The demo screencast can be found at
https://fb.sharepoint.com/:
f:/s/PublicContent/EsuaUW_
_krBJo57yDgbbbysBw5yN5txcRsjw4eY
lYRFIFQ?e=tAlkVQ.
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Abstract

Evaluations in machine learning rarely use
the latest metrics, datasets, or human evalu-
ation in favor of remaining compatible with
prior work. The compatibility, often facilitated
through leaderboards, thus leads to outdated
but standardized evaluation practices. We pose
that the standardization is taking place in the
wrong spot. Evaluation infrastructure should
enable researchers to use the latest methods and
what should be standardized instead is how to
incorporate these new evaluation advances. We
introduce GEMv2, the new version of the Gen-
eration, Evaluation, and Metrics Benchmark
which uses a modular infrastructure for dataset,
model, and metric developers to benefit from
each other’s work. GEMv2 supports 40 docu-
mented datasets in 51 languages, ongoing on-
line evaluation for all datasets, and our interac-
tive tools make it easier to add new datasets to
the living benchmark.

1 Introduction

The standard evaluation process in natural language
processing involves comparisons to prior results
in a fixed environment, often facilitated through
benchmarks and leaderboards. This process, if exe-
cuted correctly, can advance reproducibility (Belz
et al., 2021) and standardize evaluation choices that

lead to better dataset diversity. But static bench-
marks also prevent the adoption of new datasets or
metrics (Raji et al., 2021), and many evaluation ad-
vancements are thus put aside. That means that the
focus on surpassing the best prior reported scores
reinforces outdated evaluation designs. Further-
more, this process ignores properties that do not
match the leaderboard metric (Ethayarajh and Ju-
rafsky, 2020; Bowman and Dahl, 2021; Dehghani
et al., 2021). This issue is particularly pertinent
in natural language generation (NLG) since the
model quality cannot be estimated using accu-
racy and instead, NLG relies on automatic and
human evaluation approaches that constantly im-
prove (Gehrmann et al., 2022; Kasai et al., 2022).

To bridge the gap between advantages of leader-
boards and in-depth and evolving evaluations,
the Generation, Evaluation, and Metrics bench-
mark (GEM, Gehrmann et al., 2021) proposed a
“living” benchmark. As such, GEM is participatory
in that contributors propose new datasets and ex-
pand the selection of metrics. Model developers
using GEM retain full agency over the evaluation
process but are able to choose from a wider range
of tasks and metrics. GEM further introduced eval-
uation suites (Mille et al., 2021; Dhole et al., 2021)
that are compatible with its datasets and test various
robustness and fairness aspects of models.
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Figure 1: One of the data cards for GEM datasets. (a) shows the header which has the name, a summary, and example
code to load it. (b) links to relevant papers and websites, alongside an author list. (c) is the Quick-Use section which
summarizes the most important aspect of a dataset, including language(s), PII, and licensing information. (d) is the
detailed view which has multiple sections. Each section provides a glance at categories of included questions on
hover, and expands to full details on click.

We uncovered several shortcomings in GEMv1
that hindered its scaling and adoption: (1) Central-
ized data management made adding new datasets
too complex. (2) Computing all metrics in a sin-
gle framework led to dependency issues and was
challenging for those with limited compute re-
sources. (3) Participants needed more guidance
in our dataset documentation process (McMillan-
Major et al., 2021) to guarantee data card quality.

We introduce GEMv2, a modular and extendable
NLG evaluation infrastructure which allows for
continuous integration of newly developed datasets.
We release a data card collection and rendering
tool that makes it easier to follow for both card
creators and readers. These improvements led to
an expansion of GEM from 13 to 40 tasks and from
18 to 51 supported languages. We also introduce
an online evaluation process that collects model
outputs and computes metrics for all datasets.

2 Features and Functionality

Since evaluation practices evolve, we focus on
modularity and maintainability to ensure that new
dataset and metrics are compatible with all other
features. Model developers are able to use new
datasets and metrics without any changes to their
existing setup. In this section, we describe the sup-
ported user [J]ourneys for various stakeholders in
generation research.
J1 - Document a Dataset Every GEM dataset
is documented using the data card template by
McMillan-Major et al. (2021), which we revised
using the Data Card Playbook (Pushkarna et al.,
2022). A new card can be filled out or an existing
one updated via an interactive form that provides
detailed instructions for each field.1

J2 - Choose a Dataset The data card viewer
1huggingface.co/spaces/GEM/

DatasetCardForm
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presents information at multiple detail levels in sep-
arate columns. Anyone can quickly get a high-level
overview of a dataset or read extended information
on a documentation category (see Figure 1).
J3 - Create a Data Loader Each dataset has a
separate repository at huggingface.co/GEM,
with a loader using the Datasets library (Lhoest
et al., 2021).2 Through this, all supported datasets
can be loaded via the same code,

from datasets import load_dataset
data = load_dataset(

'GEM/$dataset_name',
'$config_name')

where $config_name is the (optional) specifica-
tion of the dataset configuration to use. To stratify
how datasets are accessed, they are implemented
according to the following conventions:

• linearized_input: Linearization pro-
cesses convert structured input to a string. For
reproducibility, we implement linearization
schemes from prior work (e.g., Saleh et al.,
2019; Kale and Rastogi, 2020).

• target and references: String targets
and List[string] references ensure compatibil-
ity with existing training and eval scripts.

• gem_id: A unique example ID is used to
track data points regardless of shuffling.

J4 - Evaluate a Model Model outputs can be eval-
uated locally using the gem-metrics library or
online which will add the outputs to our result
overview (J6).3 Both methods require a standard-
ized input format that specifies the dataset and split
and which allows us to evaluate all 100+ data splits
via the call gem_metrics outputs.json.
J5 - Add a new Metric In gem-metrics, each
metric implements a compute() function and
our library handles caching, parallelism, tokeniza-
tion, etc. To avoid dependency conflicts, a metric
can optionally specify a docker environment, as
suggested by Deutsch and Roth (2022).

from .texts import Predictions
from .texts import References
from .metric import ReferencedMetric

class NewMetric(ReferencedMetric):
def _initialize(self):

"""Load models and artifacts."""
pass

2Documentation on how to add new datasets can be found
at gem-benchmark.com/tutorials.

3huggingface.co/spaces/GEM/
submission-form

def compute(
self,
cache,
predictions: Predictions,
references: References) -> Dict:

"""Compute the metric."""
pass

J6 - Use Prior Results Comparisons to prior work
often only copy reported numbers which could be
computed using different evaluation parameters,
and a lack of released model outputs frequently
prevents a fair side-by-side comparison outside of
leaderboards (Gehrmann et al., 2022).4 To improve
comparability, we add every online submission to a
growing corpus of model outputs which evaluation
researchers can use to develop better metrics or to
conduct analyses.

3 Dataset Selection and Loading

To identify candidate datasets, continued to follow
the SuperGLUE process (Wang et al., 2019) by
soliciting tasks to be included from the research
community. Our request to suggest multilingual,
challenging, and/or interesting NLG tasks led to
40 submissions. To avoid quality judgments, we
imposed only three requirements for selection: (1)
consent from dataset authors, (2) availability un-
der a permissive license, (3) the task needs to
be able to be cast as a text-to-text problem. 27
tasks were selected in addition to the 13 existing
ones (Gehrmann et al., 2021).Three datasets are
simplification evaluation sets added to the Wiki-
Auto loader (Jiang et al., 2020), while all others
have independent data loaders.5 All data loaders
and cards were produced as part of a month-long
hackathon, and we invited the dataset authors and
GEM participants to contribute to one or more of
the datasets. Afterwards, the organizers managed
the ongoing maintenance. New datasets can be
added on an ongoing basis, subject to the three re-
quirements. GEMv2 currently supports 40 datasets,
listed in Appendix A and described in this section.

Figure 2 shows the distributions of training ex-
ample count, task types, and their input and target
lengths. Data-to-text and summarization are most
common, followed by response generation. While
data-to-text tasks are spread across resource avail-
ability categories, summarization datasets tend to

4Marie (2022) discusses how this practice leads to harmful
claims using a translation example (Costa-jussà et al., 2022).

5Changes to datasets are documented in the appendix.
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Figure 2: An overview of the properties of the currently supported datasets in GEM. (Top left) A histogram of
the supported task types. The most represented tasks are Data-to-Text, followed by Summarization, Response
Generation, and Simplification. (Bottom Left) The frequency of different training corpus sizes for dataset config-
urations, broken down by their task types. While some task types are represented across all resource availability
levels, some are concentrated on high resource. (Right) An overview of input and target lengths of different dataset
configurations according to the mT5 tokenizer (Xue et al., 2021). Summarization tasks have input lengths of over
1,000 while all other tasks remain under 1,000 tokens. There is a lot more between-task variance in output length.
Four dataset configurations are hidden due to the axis truncation.

be larger. While datasets vary in target length, the
median input length tends to remain under 500
tokens, likely motivated by modeling limitations.
Exceptions to this are summarization, with input
lengths beyond what is supported by most mod-
els (e.g., WikiCatSum (Perez-Beltrachini et al.,
2019) and XLSum (Hasan et al., 2021)), and a
class of data-to-text datasets with the communica-
tive goal to generate game summaries from large
sports statistic tables (e.g., Hayashi et al., 2019;
Thomson et al., 2020; Puduppully et al., 2019a).

We put an emphasis on language diversity,
as prior work has found that fewer than 30%
of NLG publications (even counting evaluations
on machine translation) evaluate on non-English
tasks (Gehrmann et al., 2022). While a lot of this
focus on English can be traced to a lack of multi-
lingual resources, many non-English NLG datasets
have been released in recent years (e.g., Hasan
et al., 2021; Ladhak et al., 2020; Mille et al., 2020;
Cahyawijaya et al., 2021). As shown in Table 2,
we support languages across all resource classes in
the taxonomy by Joshi et al. (2020). However, the
focus on English is still apparent in the number of
datasets supporting a particular language, shown
in Table 1, where English is far above all other lan-
guages. Moreover, most of the language diversity

stems from the three highly multilingual datasets
XLSum (Hasan et al., 2021), WikiLingua (Ladhak
et al., 2020), and data from the surface realization
shared task ’20 (Mille et al., 2020). Excluding
those, there are 13 datasets supporting non-English
languages, 9 of which are exclusively non-English.

Of the 40 datasets, 14 have multiple configura-
tions which can differ in task setup, languages, their
encoding in romanized or original script, or do-
main. For example, we modified WikiLingua (Lad-
hak et al., 2020) to have splits from and to any of
the 18 supported languages, enabling better cross-
lingual evaluations. Seventeen datasets have chal-
lenge splits, many of which were created for GEM.
For example, the challenge set for the conversa-
tional weather dataset (Balakrishnan et al., 2019)
selects examples from the original test split with
complex discourse relations.

4 Data Cards

Each dataset is accompanied by documentation
about how it was created, who created it, how it
should be used, and the risks in using it (Bender
and Friedman, 2018; Gebru et al., 2018). Our orig-
inal data documentation process (McMillan-Major
et al., 2021) required filling out a markdown tem-
plate following instructions in a separate guide. We
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Count Languages

1 Amharic, Azerbaijani, Bengali, Burmese, Dutch,
Gujarati, Hausa, Igbo, Javanese, Kirundi, Kyr-
gyz, Marathi, Nepali, Oromo, Pashto, Per-
sian, Pidgin, Punjabi, Scottish Gaelic, Ser-
bian, Sinhala, Somali, Sundanese, Swahili,
Swedish, Tamil, Telugu, Tigrinya, Ukrainian,
Urdu, Uzbek, Welsh, Yoruba

2 Czech, Italian, Thai, Turkish, Vietnamese
3 Arabic, Finnish, Hindi, Japanese, Korean, Por-

tuguese
4 Indonesian
6 Chinese, German, Russian, Spanish
8 French
28 English

Table 1: The languages supported in GEMv2 and in
how many of its datasets they appear.

analyzed the existing template and the resulting
data cards under the dimensions provided in the
data card playbook (Pushkarna et al., 2022) and
identified the following improvements:
• Accountability: It needs to be clear who will

maintain and extend the data cards when a dataset
changes, when limitations of a dataset are found,
or when it is deprecated (Corry et al., 2021).

• Utility: The recommended evaluation process
for a dataset should be prominently shown.

• Quality: We need a process to validate data card
completeness and quality.

• Impact & Consequences: It needs to be clear
that we are curators, not editors, and that critiques
reflect on the data, not the creators.

• Risk & Recommendations I: We need to expand
the documentation of potential PII issues.

• Risk & Recommendations II: To help decide
whether to use a dataset, the card needs to dis-
cuss differences from other datasets with similar
communicative goals.

We modified our template following these insights
and to be in line with the playbook approach of
dividing between telescope, periscope, and micro-
scope questions based on the length of the expected
answer. We implemented this template in an inter-
active collection tool that can create new cards or
load and update existing ones. The tool shows
progress bars for the overall answer status and a
breakdown for each of the subsections to indicate
where more content should be added. The tool fur-
ther improves the user experience by conditionally
rendering questions based on prior answers, e.g., Is
there a risk of PII? → What kind of PII?

The output of the tool is a structured json file that

Tax. Languages

0 West African Pidgin English, Sinhala
1 Azerbaijani, Burmese, Gujarati, Igbo, Javanese,

Kirundi, Kyrgyz, Nepali, Oromo, Pashto, Scot-
tish Gaelic, Somali, Sundanese, Telugu, Welsh

2 Amharic, Hausa, Marathi, Punjabi, Swahili,
Tigrinya, Yoruba

3 Bengali, Indonesian, Tamil, Thai, Ukrainian,
Urdu, Uzbek

4 Czech, Dutch, Finnish, Hindi, Italian, Korean,
Persian, Portuguese, Russian, Serbian, Swedish,
Turkish, Vietnamese

5 Arabic, Chinese, English, French, German,
Japanese, Spanish

Table 2: Supported languages categorized into the re-
source taxonomy by Joshi et al. (2020).

we convert into a simple markdown file for the data
loader and an optimized web viewer and embedded
in our website (Figure 1). The viewer presents im-
portant information at the top and splits the detailed
rendering into three columns, corresponding to the
telescope, periscope, and microscope split. This
enables an easy navigation since high-level infor-
mation can be found by focusing on the left column,
moving toward the right for additional details.

The structured format enables us to study trends
in dataset construction practices beyond those
shown in Section 3.6 For example, 66% of the
data cards report that PII is unlikely or definitely
not included, while it is likely or definitely included
in 33%. In the free-text explanations, we find four
types of justifications for absent PII: The major-
ity (7) stated that the data format or domain was
restricted to avoid PII. Two stated that the data is
in the public domain (e.g., Wikipedia) and another
two used fully simulated data. One response de-
scribed that crowd raters were instructed to avoid
mentioning PII. We found that multiple of the PII-
likely datasets only use public domain data, indi-
cating that there is confusion about PII definitions.

Another typically hidden aspect is the data sourc-
ing. Our datasets present an almost even split be-
tween automatically-, crowdworker-, and expert-
created datasets, with crowdworker-created ones
being slightly more common, possibly confounded
if experts were hired through crowdworking plat-
forms, as was done for SQuality (Wang et al., 2022).
It may thus also possible to compare which of
these collection methods leads to more insight-
ful modeling results. We follow up by asking

6We encourage others to use the publicly available files for
additional investigations.
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Figure 3: System architecture for hosting GEM on the Hugging Face Hub

which crowdworking platform was used and un-
surprisingly, Amazon Mechanical Turk was the
most frequent answer, followed by participatory
experiments and other non-specified platforms.

5 System Design

To support the automatic evaluation of outputs, we
use the Hugging Face Hub to integrate datasets,
metrics, and user interfaces for GEM users to sub-
mit their outputs. The system architecture is shown
in Figure 3, and consists of five main components:
Spaces We host Streamlit applications on Spaces7

for the submission of predictions, downloading of
results, and visualization of model performance.
Datasets Dataset repositories are used to host the
datasets, submissions, evaluations, and results.
AutoTrain We use AutoTrain8, Hugging Face’s
AutoML platform, to run all evaluation jobs using
Hugging Face Benchmarks, a library that defines
how metrics are computed within AutoTrain.9

Metrics We use GEM-metrics to perform the
metric computations. In addition to supporting
common metrics like BLEU (Papineni et al., 2002)
and ROUGE (Lin, 2004), the Docker integration
simplifies the calculation of multiple model-based
metrics like BLEURT (Sellam et al., 2020).

On submission, a dataset repository with
the model outputs is created under the

7huggingface.co/spaces
8huggingface.co/autotrain
9github.com/huggingface/hf_benchmarks

GEM-submissions organisation on the
Hugging Face Hub. In parallel, an evaluation
job is triggered in AutoTrain which downloads
the submission from the Hub, along with all
the reference splits of the GEM datasets. These
references are used to compute a wide variety of
NLG metrics via GEM-metrics. The resulting
metrics are then pushed to a dataset repository on
the Hub, and used to source the visualization of
results on the GEM website10 and Space.11

6 Conclusion

We introduce GEMv2 which unifies infrastructure
for generation research. We propose a consistent
workflow from documenting and choosing datasets
to loading and evaluating on them while keeping
all supported datasets and metrics compatible with
each other. We demonstrate the scalability by
releasing the initial version with support for 40
datasets in 51 languages. Of the supported datasets,
23 are improved through configurations, filtering,
and re-splitting processes and 17 datasets have chal-
lenge sets. We release a submission tool that com-
putes metrics and makes model outputs available to
download for evaluation researchers. Researchers
who are interested in integrating their dataset are
welcome to contact us for support.

10gem-benchmark.com
11huggingface.co/spaces/GEM/results
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7 Broader Impact

As discussed in the main part of the paper, GEMv2
aims to avoid any explicit curation decisions about
inclusion and exclusion of datasets beyond licens-
ing and consent. This is a change from the orig-
inally set out strict inclusion criteria based on
dataset quality. The reason for this is that the en-
tire research community should be the authority to
decide whether a dataset is useful and what it is use-
ful for. For example, a dataset with noisy outputs
may still be useful to study hallucination avoidance
methods. However, this change has implications
on how dataset deprecation needs to be handled,
in particular for datasets with newly found issues
or datasets with better alternatives. Documenting
issues and alternatives using the data cards is thus
becoming more important in GEMv2 and we en-
courage researchers to update data cards. Another
side effect of positioning GEMv2 as infrastructure
that support dataset creators is a decreased risk of
erasure. All our documentation and dataset loaders
center the work of the creators to encourage users
to cite the datasets they use.

Another open issue that we have been working
on is the interplay between multilingualism and
metrics. We now support multiple languages for
which no NLG metrics have been tested, and for
which our tokenization schemes may be inappro-
priate. The freedom to combine every dataset with
every metric may lead to more flawed evaluations
in those cases. In addition, some datasets were re-
leased with specific metrics that we do not support
yet.

A final issue we want to point out is the lack of
discussion of human evaluation in this overview
paper which we omitted for brevity. Human evalu-
ation does not scale and every task requires its own
evaluation approach, especially when the goal is to
deploy a system to real users. We have thus taken
the approach to develop better human evaluation
for only a subset of tasks, solving issues pointed
out by Tang et al. (2022), Howcroft et al. (2020),
and van der Lee et al. (2019), and we will release
detailed instructions separately. However, these
instructions will not replace a better understanding
of the users of deployed systems.
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A Dataset Overviews
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datasets in Table 3. Input and output lengths are
reported in number of tokens according to the mT5
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urations for a dataset are available, we report the
median of the sizes and lengths.

B Changes to Datasets

B.1 BiSECT

The original released BiSECT (Kim et al., 2021a)
training, validation, and test splits are maintained
to ensure a fair comparison. Note that the original
BiSECT test set was created by manually selecting
583 high-quality Split and Rephrase instances from
1000 random source-target pairs sampled from the
EMEA and JRC-Acquis corpora from the OPUS
parallel corpus (Tiedemann and Nygaard, 2004).

As the first challenge set, we include the HSPLIT-
Wiki test set, containing 359 pairs (Sulem et al.,
2018). For each complex sentence, there are four
reference splits; To ensure replicability, as refer-
ence splits, we again follow the original BiSECT
paper and present only the references from HSplit2-
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in the original BiSECT paper, we also introduce a
second challenge set. For this, we initially consider
all 7,293 pairs from the EMEA and JRC-Acquis
corpora. From there, we classify each pair using
the classification algorithm from Section 4.2 of the
original BiSECT paper. The three classes are as
follows:

1. Direct Insertion: when a long sentence l con-
tains two independent clauses and requires
only minor changes in order to make a fluent
and meaning-preserving split s.

2. Changes near Split, when l contains one in-
dependent and one dependent clause, but mod-
ifications are restricted to the region where l
is split.

3. Changes across Sentences, where major
changes are required throughout l in order to
create a fluent split s.

We keep only pairs labeled as Type 3, and after
filtering out pairs with significant length differences
(signaling potential content addition/deletion), we
present a second challenge set of 1,798 pairs.
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Dataset Citation Task Language(s) Taxonomy Size Input Length Output Length

ART (Bhagavatula et al., 2020) Reasoning en 5 50k 138 41
BiSECT (Kim et al., 2021a) Simplification en, de, es, fr 5 200k–1M 266–434 224–387
Cochrane (Devaraj et al., 2021) Simplification en 5 3.5k
CommonGen (Lin et al., 2020) Data-to-Text en 5 70k 80
Conversational Weather (Balakrishnan et al., 2019) Response Generation en 5 25k 417 315
CrossWOZ (Zhu et al., 2020) Response Generation zh 5 5k
CS Restaurants (Dušek and Jurčíček, 2019) Response Generation cs 4 3.5k 70 58
DART (Nan et al., 2021) Data-to-Text en 5 60k
DSTC 10 (Kim et al., 2021b) Data-to-Text en 5 20k 1337 95
E2E NLG (Novikova et al., 2017; Dušek

et al., 2020; Dušek et al., 2019)
Data-to-Text en 5 35k 146 135

FairytaleQA (Xu et al., 2022) Question Geneartion en 5 8.5k 335 15.9
IndoNLG (Cahyawijaya et al., 2021) Summarization id, jv, su 1–3 14k–200k 2021 456
MLB (Puduppully et al., 2019a) Data-to-Text en 5 23k 24665 2580
MLSum (Scialom et al., 2020) Summarization es, de 5 220k–250k 4152 147
Opusparcus (Creutz, 2018) Paraphrasing de, en, fi, fr, ru, sv 4–5 0–35M
OrangeSum (Kamal Eddine et al., 2021) Summarization fr 5 21k–30k 1984 138
RiSAWOZ (Quan et al., 2020) Response Generation zh 5 10k
RotoWire En-De (Wiseman et al., 2017; Hayashi

et al., 2019)
Data-to-Text en, de 5 242

Schema-Guided Dialog (Rastogi et al., 2020) Response Generation en 5 165k 188 51
SciDuet (Sun et al., 2021) Slide Generation en 5 2k
SIMPITIKI (Tonelli et al., 2016) Simplification it 4 815
SportSett (Thomson et al., 2020) Data-to-Text en 5 3.7k 5990 1620
Squad V2 (Rajpurkar et al., 2016) Question Generation en 5 120k 768 55
SQuALITY v1.1 (Wang et al., 2022) Summarization en 2500 5000 227
Surface Realization ST 2020 (Mille et al., 2020) Data-to-Text ar, en, es, fr, hi, in 3–5 250k 892 126

ko, ja, pt, ru, zh
TaskMaster (Byrne et al., 2019) Response Generation en 5 190k 972 55
ToTTo (Parikh et al., 2020) Data-to-Text en 5 120k 357
Turku Hockey (Kanerva et al., 2019) Data-to-Text fi 4 2.7k–6.1k 158 58
Turku Paraphrase (Kanerva et al., 2021) Paraphrasing fi 4 81k–170k 87 47
ViGGo (Juraska et al., 2019) Data-to-Text en 5 5.1k 120 109
WebNLG (Gardent et al., 2017a,b) Data-to-Text en, ru 4–5 14k–35k 169.5 157
WikiAuto
+ASSET/TURK/Split&Rephrase (Jiang et al., 2020; Alva-

Manchego et al., 2020; Xu
et al., 2016; Zhang et al., 2020)

Simplification en 5 480k

WikiCatSum (Perez-Beltrachini et al., 2019) Summarization en 5 48k 43527 256
WikiLingua (Ladhak et al., 2020) Summarization ar, cs, de, en, es, fr, 3–5 5k–3.8M 1607–4650 159–489

hi, id, it, ja, ko, nl,
pt, ru, th, tr, vi, zh 2244.5 200.5

XLSum (Hasan et al., 2021) Summarization om, fr, am, ar, az, bn, 0–5 1.3k–300k 1470–9924 137–614
cy, en, es, gd, fa,
gu, ha, hi, ig, id, ja,
ko, ky, mr, my, ne,
ps, pcm, pt, pa, rn, ru,
sr, si, so, sw, ta, te,
th, ti, tr, uk, ur, uz,
vi, yo, zh-CN, zh-TW 3486.5 237

XSum (Narayan et al., 2018) Summarization en 5 23k 1845 153
XWikis (Perez-Beltrachini and Lapata,

2021)
Summarization en, de, fr, cs 4-5 44k–461k 1743 102

Table 3: Detailed information about all the datasets currently supported in GEM. We present the name of the dataset,
the paper(s) in which the dataset was introduced, the NLG task it performs, the languages the dataset caters to and
their resourcedness taxonomy class, the size of the training set (rounded), and the lengths of input and output.

B.2 FairytaleQA

The original release of FairytaleQA (Xu et al.,
2022) used separate files to store the fairytale story
content and experts-labeled QA-pairs. It provided
baseline benchmarks on both Question Answering
and Question Generation tasks. In GEMv2, we
re-organize the data to be specifically prepared for
the Question Generation task. The original dataset
contains 2 answers created by different annotators
in the evaluation and test splits, but we only take
the first answer into consideration for the Question
Generation task. The input for this task would be
the concatenation of each answer labeled by hu-
man experts and the related story section(s), and
the output target would be the corresponding ques-
tion labeled by human experts.

B.3 MLB Data to Text
We follow the serialization format introduced
in (Puduppully and Lapata, 2021) for the lin-
earized_input field. Specifically, we serialize the
home team records, the visiting team records, and
the player records. We next serialize the records of
the innings in chronological order.

B.4 Opusparcus
Compared to the original release of Opusparcus
(Creutz, 2018), available through the Language
Bank of Finland,12 the GEMv2 release contains a
few additions to facilitate the use of this resource:

The validation and test sets now come in two
versions, the so-called regular validation and test
sets and the full sets. The regular sets only contain

12https://www.kielipankki.fi/corpora/
opusparcus/
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sentence pairs that qualify as paraphrases. The full
sets are the original sets from the original release,
which contain all sentence pairs successfully anno-
tated by the annotators, including the sentence pairs
that were rejected as paraphrases. The validation
sets were called development sets in the original
release.

The training sets are orders of magnitudes larger
than the validation and test sets. Therefore the train-
ing sets have not been annotated manually and the
true paraphrase status of each entry is unknown. In
the original release, each training set entry is ac-
companied by an automatically calculated ranking
score, which reflects how likely that entry contains
a true paraphrase pair. The entries are ordered in
the data, best first, worst last. If you use the origi-
nal release, you need to control yourself how large
and how clean a portion of the training data you
will use.

In the GEMv2 release, the training sets come
in predefined subsets. Using the so-called quality
parameter, the user can control for the estimated
proportion (in percent) of true paraphrases in the
retrieved training subset. Allowed quality values
range between 60 and 100, in increments of 5 (60,
65, 70, ..., 100). A value of 60 means that 60 % of
the sentence pairs in the training set are estimated
to be true paraphrases (and the remaining 40 %
are not). A higher value produces a smaller but
cleaner set. The smaller sets are subsets of the
larger sets, such that the quality=95 set is a subset
of quality=90, which is a subset of quality=85, and
so on. Depending on this parameter, the dataset can
fall into all resourcedness categories in Figure 2.

B.5 ROTOWIRE_English-German
We introduce a field linearized_input, which serial-
izes the input table into a string. We follow a serial-
ization format similar to that of Saleh et al. (2019).
More specifically, we serialize all the records of the
home team followed by that of the visiting team.
We next serialize the records of the players of the
home team followed by that of the visiting team.
We rank the players by points in descending order.
In addition, we add information about the relative
rank of a player within a team following Pudup-
pully et al. (2019b).

B.6 SciDuet
The original released SciDuet (Sun et al., 2021)
uses two json files to store paper information and
slide information, respectively. In GEMv2, we

merge these two files and reorganize the structure
so that each data instance contains the complete in-
put (i.e., paper title/abstract/section headers/section
content, as well as slide title) and output (i.e., slide
text content). In addition, we introduce a new chal-
lenging dataset in GEMv2 by removing slides if
their titles match with any section headers from the
corresponding paper.

B.7 SIMPITIKI
The original release of SIMPITIKI (Tonelli et al.,
2016) includes two xml files, corresponding to the
version 1 and version 2 respectively. The second
version has better sentence boundaries. However,
no training, validation and test splits were officially
proposed for both release. In GEM, we randomly
and independently split both xml files into training,
validation and test sets. Note that version 1 and
version 2 have different splits. We also generated
challenge sets were some simplification transfor-
mations in the test set are not part of the training
set and thus unseen in the training phase. Then, as
SIMPITIKI leverages data from Wikipedia and the
Municipality of Trento corpora, we further propose
splits based on the respective data source.

B.8 SportSett Basketball
Similar to MLB Data-to-Text, SportSett also fol-
lows the serialization format introduced in (Pudup-
pully and Lapata, 2021) for the linearized_input
field. The serialisation starts with current game’s
information such as date and venue of the game.
This is followed with both team’s information (line-
scores) including their next game’s information as
well. Finally, the players’ information (box-scores)
is serialised, starting with home team’s players and
then visiting team’s players.

B.9 squad_v2
SQuAD2.0 (Rajpurkar et al., 2016) combines the
100,000 questions in SQuAD1.1 with over 50,000
unanswerable questions written adversarially by
crowdworkers to look similar to answerable ones.
The original SQuAD2.0 dataset has only training
and dev (validation) splits. A new test split is cre-
ated from the train split and added as part of the
squad_v2 dataset.

B.10 Taskmaster-3
According to Byrne et al. (2021), the Taskmaster-3
(also called TicketTalk) dataset consists of 23,789
movie ticketing dialogs, where the customer’s goal
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is to purchase tickets after deciding on theater, time,
movie name, number of tickets, and date, or opt
out of the transaction. This collection was created
using the "self-dialog" method, i.e., a single, crowd-
sourced worker is paid to create a conversation
writing turns for both speakers- the customer and
the ticketing agent.

B.11 Turku Hockey
To ease the use of the data, in addition to the
game-level structuring as used in the original Turku
Hockey data release (Kanerva et al., 2019), we pro-
vide a simplified event-level structuring. In the
event-level generation, the structured input data is
linearized to string representation separately for
each game event, and the task objective is thus to
generate the description separately for each game
event directly using the linearized input representa-
tion. In comparison, the objective of the game-level
generation is to process the structured data for the
entire game at once, and generate descriptions for
all relevant events. The linearized event inputs are
produced using similar approach as described in
the original paper.

B.12 Turku Paraphrase
In GEMv2, the Turku Paraphrase data can be
loaded with three different configurations, plain,
classification, and generation. While the plain con-
figuration models the data similarly to the original
release, the two other options directly applies sev-
eral transformations beneficial for the named task.
In classification each example is provided using
both (text1, text2, label) and (text2, text1, label)
ordering, as paraphrase classification does not de-
pend on the order of the given statements. In cases
with a directionality annotation in the paraphrase
pair, the label is flipped accordingly when creating
the additional examples. In generation, on the other
hand, the data is pre-processed to include only ex-
amples suitable for the paraphrase generation task,
therefore discarding, e.g., negative and highly con-
text dependent examples, which does not fit the
generation task as such. In addition, the examples
with annotated directionality (one statements be-
ing more detailed than the other, for instance one
mentioning a woman while the other a person), the
example is always provided using ordering where
the input is more detailed and the output more gen-
eral in order to prevent model hallucination (model
learning to generate facts not present in the input).
For more details about the annotated labels and the

directionality, see Kanerva et al. (2020).

B.13 WikiLingua

The original release of WikiLingua (Ladhak et al.,
2020) released a dataset of article-summary pairs
in 18 languages, but had only created train/val/test
splits for 4 langauge pairs (es-en, tr-en, ru-en, vi-
en), for the purposes of crosslingual evaluation.
As part of GEMv1, we created train/val/test splits
for all 18 languages. To further facilitate building
multilingual and crosslingual models for all 18 lan-
guages, the GEMv2 release contains the following
changes to the GEMv1 release:

In the original WikiLingua release, each
document-summary pair in any of the 17 non-
English languages has a corresponding parallel
document-summary pair in English. A given En-
glish document-summary pair can have parallel
document-summary pairs in multiple languages. In
order to facilitate crosslingual experiments across
all language pairs, for the GEMv2 release, we
align document-summary pairs across the other
17 languages via English. For example, if a given
document-summary pair in English has correspond-
ing parallel pairs in Turkish and Vietnamese, we
can then align these to get Turkish-Vietnamese par-
allel pairs. As a result, in addition to supporting all
the functionality in GEMv1, the v2 loader allows
the user to specify and load crosslingual data for
any language pair in the dataset.

In addition to the original evaluation sets (val and
test), we also have sub-sampled versions in order
to facilitate faster development cycles. To create
the sub-sampled versions, for each evaluation set,
we randomly sample 3, 000 instances.13

We further clean the dataset by removing pay-
loads for thumbnails that were scraped into the
document and summary texts and we filter out all
instances with a summary length longer than 60%
of the input document length. This removes around
5% of the data.

C Contribution Statements

Organizing GEM would not be possible without
community contributions and the mutual goal of
improving NLG and its evaluation. To give proper
credit to all contributors, this section lists the in-
volvements of all co-authors. Besides the detailed
list, everyone contributed to discussion sessions,

13Evaluation sets that have fewer than 3, 000 instances were
not sub-sampled.

280



made dataset suggestions, and participated in proof
reading the final paper.

Dataset Loaders The new data loaders and as-
sociated data cards were created by the following
people:
ART: Chandra Bhagavatula, Nico Daheim, Aman
Madaan
BiSect: Jenny Chim, Reno Kriz
Conversational Weather: Vipul Raheja, Michael
White
CrossWOZ: Qi Zhu
DSTC10: Nico Daheim, Di Jin, Alexandros
Papangelis
FairyTaleQA: Bingsheng Yao
IndoNLG: Bryan Wilie, Samuel Cahyawijaya,
Genta Indra Winata
MLB: Ratish Puduppully
Opusparcus: Mathias Creutz
OrangeSum: Moussa Kamal Eddine
RiSAWOZ: Tianhao Shen, Deyi Xiong, Chaobin
You
RotoWire En-De: Hiroaki Hayashi, Ratish Pudup-
pully
SciDuet: Yufang Hou, Dakuo Wang
SIMPITIKI: Sebastien Montella, Vipul Raheja
Split and Rephrase: Cristina Garbacea, Reno Kriz,
Li Zhang
SportSett: Craig Thomson, Ashish Upadhyay
Squad V2: Abinaya Mahendiran
SQuALITY: Alex Wang
Surface Realisation ST: Bernd Bohnet, Simon
Mille
TaskMaster: Tosin Adewumi
ToTTo (port): Abinaya Mahendiran
Turku Hockey: Filip Ginter, Jenna Kanerva
Turku Paraphrase: Filip Ginter, Jenna Kanerva
ViGGo: Juraj Juraska, Aman Madaan
WikiCatSum: Ronald Cardenas Acosta, Laura
Perez-Beltrachini
WikiLingua (port): Jenny Chim, Faisal Ladhak
XLSum: Abhik Bhattacharjee, Tahmid Hasan, Rifat
Shahriyar
XSum (port): Abinaya Mahendiran
XWikis: Ronald Cardenas Acosta, Laura Perez-
Beltrachini

Lewis Tunstall designed and implemented the in-
frastructure to host GEMv2 on the Hugging Face
Hub. Sebastian Gehrmann addressed the remain-
ing loader issues and ported the remaining GEMv1
datasets. Anna Shvets developed dataset-agnostic

bias detection filters. Simon Mille coordinated
progress during the hackathon.

Documentation The updated tutorials for using
GEM and adding new data loaders were developed
and tested by Jenny Chim, Paul Pu Liang, and Anna
Shvets.

Data Cards The questions in the revised data
card template were created during sessions led by
Mahima Pushkarna with the help of Yacine Jer-
nite, Angelina McMillan-Major, Nishant Subra-
mani, Pawan Sasanka Ammanamanchi, and Sebas-
tian Gehrmann. The collection tool was imple-
mented by Yacine Jernite and Sebastian Gehrmann.
The data card rendering tool was developed by Vi-
vian Tsai and Mahima Pushkarna.

Human Evaluation The human evaluation work-
ing group is led by João Sedoc. Its members
include Jenny Chim, Elizabeth Clark, Daniel
Deutsch, Kaustubh Dhole, Khyathi Raghavi
Chandu, Sebastian Gehrmann, Yufang Hou, Yixin
Liu, Saad Mahamood, Simon Mille, Vitaly Niko-
laev, Salomey Osei, Dragomir Radev, Yisi Sang,
and Alex Wang.

Metrics The metrics library, originally developed
for GEMv1, was extended by Jordan Clive, Nico
Daheim, Daniel Deutsch, Ondrej Dusek, Sebastian
Gehrmann, Aman Madaan, Joshua Maynez, Vikas
Raunak, Leonardo F. R. Ribeiro, and Anna Shvets.

Paper Writing and Analyses Sebastian
Gehrmann led the writing of the paper. Abinaya
Mahendiran and Jekaterina Novikova contributed
analyses that were used to create Figure 2 and
Table 3.

Submission Infrastructure Lewis Tunstall led
the development of the submission infrastructure.
Hendrik Strobelt led the extension of the result
visualization tool to ensure compatibility with the
new submission system.

Baselines Additional baseline results were pro-
vided by Tosin Adewumi, Mihir Sanjay Kale,
Joshua Maynez, and Leonardo F. R. Ribeiro.
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Abstract

In this paper, we present a system to showcase
the capabilities of the latest state-of-the-art re-
trieval augmented generation models trained
on knowledge-intensive language tasks, such
as slot filling, open domain question answer-
ing, dialogue, and fact-checking. Moreover,
given a user query, we show how the output
from these different models can be combined
to cross-examine the outputs of each other. Par-
ticularly, we show how accuracy in dialogue
can be improved using the question answering
model. We are also releasing all models used in
the demo as a contribution of this paper. A short
video demonstrating the system is available at
https://ibm.box.com/v/emnlp2022-demo.

1 Introduction

Recently, we proposed Re2G (Glass et al., 2022),
the core of our KGI (Knowledge Graph Induc-
tion) system. Re2G combines both neural initial re-
trieval and reranking into a BART-based sequence-
to-sequence generation. We show that the end-
to-end reranking component also permits merging
retrieval results from sources with incomparable
scores, enabling an ensemble of BM25 and neu-
ral initial retrieval. Moreover, to train our sys-
tem end-to-end, we introduce a novel variation of
knowledge distillation to train the initial retrieval,
reranker, and generation using only ground truth
on the target sequence output. We find large gains
in four diverse tasks: zero-shot slot filling, question
answering, fact-checking, and dialog, with relative
gains of 9% to 34% over the previous state-of-the-
art on the KILT leaderboard (Petroni et al., 2021)1.

In this work, we describe the complete KGI sys-
tem, which is an enhancement of our previous work.
We demonstrate how users can asynchronously in-
teract with the system in real-time, not only for

*These authors contributed equally to this work.
1https://eval.ai/web/challenges/challenge-

page/689/overview

Figure 1: KGI: System Architecture

completing triples (aka slot filling), but also for
dialogue, fact-checking, and open-domain question
answering. We empirically show that our system
is the state of the art for these tasks on the KILT
leaderboard. In addition, we show how dialog ac-
curacy can be improved by exploiting the question
answering model, a novel approach demonstrated
in this paper.

There are several different intended usages of
our system. For example, KGI allows users to
interact with different levels of verbosity. Also,
it enables users to cross-examine results through
different KILT tasks that are part of the same GUI.

We are releasing our best KGI core models
(i.e. Re2G) that we used in this paper at https:
//huggingface.co/ibm .

2 System Architecture

The KGI system (Figure 1) is a web-based applica-
tion that enables users to asynchronously interact
with the system in real-time and allows users to ob-
tain results from four different task-specific models
simultaneously in different tabs in the GUI. These
models are trained using Re2G model as shown in
Figure 2. There is a corresponding ANN (Approxi-
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Figure 2: Re2G (Retrieve, Rerank, Generate) model (Glass et al., 2022)

mate Nearest Neighbors) index, in this case HNSW
(Hierarchical Navigable Small World) (Malkov and
Yashunin, 2018) using the open source FAISS li-
brary (Johnson et al., 2017)2. These indexes con-
tain the passage vectors for the source corpus of
the corresponding tasks. More details about the
KGI core models, particularly how a model can be
trained and a corresponding index can be created,
can be found in Glass et al. (2021, 2022).

The KGI core model, such as Re2G, takes a
textual query as input and returns a set of gener-
ated texts as results together with a set of passages
as supporting evidences/references for each of the
tasks such as slot filling or fact-checking. Refer to
Table 1 for examples.

2.1 Dialog supported by QA

There are two settings for dialog from the GUI.
“conventional-dialog” is solely based on the KGI
dialog model, while in the “hybrid” settings the
system also interacts with the KGI QA model de-
pending on the comments entered by the user. The
system uses a simple Convolutional Neural Net-
works (CNN) based text classification model to
detect whether the latest comment entered by the
user is a question. If a comment is identified as a
question, and if it contains at least one noun phrase
without a pronoun or adverb, the system creates
a query by appending all such noun phrases from
the previous user utterances in the current dialog
history (with full-stop as separators) with the ques-
tion and pass it to the QA model. If none of the
tokens in the best-ranked answer provided by the
QA model is part of the same dialog history, the
system picks the QA answer (and corresponding
evidences) as the response for the dialog.

3 Application to Diverse NLP Tasks

3.1 The tasks

As mentioned earlier, we demonstrate the robust-
ness of our system on four NLP tasks that are

2https://github.com/facebookresearch/faiss

part of the KILT leaderboard. Among them, fact-
checking requires deep knowledge about the claim
and reasoning over multiple documents. In slot
filling, the goal is to collect information on certain
relations of entities. For the open domain QA, the
goal is producing the correct answer for a question
after reasoning over an entire knowledge source
(in this case, Wikipedia), without a predefined lo-
cation for the answer. Finally, for dialog the goal
of the system is to engage in chitchat, relying on
topical and factual knowledge, on a wide array of
(non-specified) topics with a user. There is another
task, entity linking, in KILT in which we did not
participate.

The KILT benchmark consists of eleven datasets
spanning five distinct tasks. All these task-specific
datasets in this benchmark are grounded in the
same snapshot of Wikipedia. We refer the read-
ers to Petroni et al. (2021) for details about the
datasets. Table 1 shows the input and output types
for the four different tasks considered.

3.2 Application of KGI

The KGI system, although originally designed for
zero-shot slot filling, is based on a very general ap-
proach: conditional generation with retrieval. An
input text is used to retrieve passages from a corpus
of knowledge, then a generation component condi-
tions both the input text and the returned passages
to produce an output text.

The KILT benchmark was introduced to evaluate
the capabilities of pre-trained language models to
address NLP tasks that require access to external
knowledge. As mentioned by the organizers, devel-
oping general models for such knowledge-intensive
tasks is difficult as each task might require compu-
tationally expensive indexing of custom knowledge
sources, in addition to dedicated infrastructure. So,
it is a perfect playground to verify the generaliz-
ability and robustness of KGI.

Training models for each of the above tasks are
carried out in two phases: DPR training and gener-
ation training. The training procedure and hyperpa-
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rameters are exactly the same as described in our
earlier works (Glass et al., 2021, 2022)34.

The slot filling dataset, T-REx (Elsahar et al.,
2018), provides as input a head entity and rela-
tion, and expects as output the entity or term that
fills the slot, also called the tail entity. The T-REx
dataset contains 2.3M instances. We use only 370k
training instances by down-sampling the relations
that occur more than 5000 times. This reduces the
training time required while keeping state-of-the-
art performance. The development and test sets
each have 5k instances.

The question answering datasets are “open” ver-
sions of Natural Questions (Kwiatkowski et al.,
2019) and TriviaQA (Joshi et al., 2017). Unlike
the original versions, the relevant Wikipedia page
must be found by a retrieval step. The training sets
for Natural Questions and TriviaQA contain 87k
and 62k questions, with another 3k and 5k for the
development and 1.4k and 6.5k for test.

The fact-checking dataset in KILT is FEVER
(Fact Extraction and VERification). It is a combi-
nation of the two FEVER versions (Thorne et al.,
2018, 2019) omitting the NOTENOUGHINFO class.
There are approximately 10k instances in the devel-
opment and test sets, and 100k for training. FEVER
is a classification task, but we cast it as a generation
task by training the model to generate either the
token “SUPPORTS” or “REFUTES”.

Wizard of Wikipedia (Dinan et al., 2018) is the
dialog dataset. The input is a short dialog history
ending with the information seeker’s turn. The ex-
pected output is a fact presented conversationally
or just an utterance or question mentioning content
from a relevant Wikipedia page. It is the smallest
dataset with approximately 3k instances in devel-
opment and test and 64k in train.

3.3 Results
Table 2 shows the results of our system on KILT
datasets for different tasks. At the time of the sub-
mission in 2021, our earlier version of KGI core
models (namely, KGI0 and KGI1) achieved the best
results in the KILT leaderboard. Our new KGI core
models, Re2G, achieves significantly better results.
In fact, it considerably advanced the state-of-the-
art across five KILT datasets, and still holds the top
position in four of the five. Particularly, our sys-
tem architecture permits us to ensemble DPR and

3https://github.com/IBM/kgi-slot-filling
4https://github.com/IBM/kgi-slot-filling/tree/

re2g

BM25, which is enabled by our incorporation of a
reranker, further improving accuracy. Our online
knowledge distillation is able to improve the perfor-
mance of DPR in four of the five datasets, despite
the loss in end-to-end training not depending on
the DPR scores.

4 Examples and Analysis

4.1 Complementing information from
different applications

As mentioned earlier, one of our goals is to al-
low a user to interact with different levels of ver-
bosity and then cross-examine the results to check
whether response from one application (e.g. fact
checking) supports response from another applica-
tion (e.g. dialog). This can be checked not only
by looking at the responses but also through the
accompanying evidences. Figure 3 shows such an
example where the user intends to know the host of
the 2014 Soccer World Cup. This has been formu-
lated in different ways according to the application.
All four KGI models for the corresponding appli-
cations provided the correct answer (Brazil). Note,
all the models use the Wikipedia corpus (as pro-
vided by the KILT organizers) as the knowledge
source, yet the corresponding supporting evidences
are not always the same.

In real world scenarios, the ability to cross-check
information and compare complementing evidence
is important for decision making, specially for sub-
ject matter experts.

4.2 Dialog by exploiting results of open
domain QA

Our view is that the most natural choice to automat-
ically combine results from different task specific
models and improve results of a particular task is
dialog. So, we created a hybrid settings for the
dialog application as described in Section 2.1.

We asked an experienced AI researcher (whose
background is not NLP and who was not in-
volved in building this system) to be a user of
our system and compare the hybrid and stan-
dalone/conventional dialog settings. We gave the
user the following instructions –

• The user will perform 20 independent conver-
sations.

• The user can chat about anything he likes.

• The user should not make the topic of the con-
versation explicit to the system. We wanted
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Task Dataset Input Example Output Example

Slot filling T-REx Head
[SEP]
Relation

Elizabeth Cromwell [SEP] spouse Tail Entity Oliver Cromwell

Fact
checking

FEVER Claim
sentence

Slovenia uses the euro. Truth Clas-
sification

SUPPORTS

Dialog Wizard of
Wikipedia

Dialog
history

... Those sound wonderful. Can
you tell me any more information?
* Iceland is sparsely populated
and in fact has the smallest
population in Europe. * What
other countries are around it?

Next dialog
turn

Denmark, Iceland,
Finland, Norway
and Sweden are all
Nordic countries.

Question
Answering

TriviaQA,
Natural
Questions

Question When did bram stoker’s dracula come
out?

Answer 1987

Table 1: Application of conditional generation with retrieval to KILT tasks

T-REx (Slot Filling)
R-Prec Recall@5 Accuracy F1 KILT-AC KILT-F1

Re2G (Glass et al., 2022) 80.70 89.00 87.68 89.93 75.84 77.05
KGI1 (Glass et al., 2021) 74.36 83.14 84.36 87.24 69.14 70.58

KILT-WEB 2 (Piktus et al., 2021) 75.64 87.57 81.34 84.46 64.64 66.64
SEAL (Bevilacqua et al., 2022) 67.80 81.52 83.72 86.53 60.08 61.72

KGI0 (Glass et al., 2021) 59.70 70.38 77.90 81.31 55.54 56.79
Natural Questions (Question Answering)

R-Prec Recall@5 Accuracy F1 KILT-AC KILT-F1
Re2G (Glass et al., 2022) 70.78 76.63 51.73 60.97 43.56 49.80

SEAL (Bevilacqua et al., 2022) 63.16 68.19 53.74 62.24 38.78 44.40
KGI0 (Glass et al., 2021) 63.71 70.17 45.22 53.38 36.36 41.83

KILT-WEB 2 (Piktus et al., 2021) 59.83 71.17 51.59 60.83 35.32 40.73
RAG (Petroni et al., 2021) 59.49 67.06 44.39 52.35 32.69 37.91

TriviaQA (Question Answering)
R-Prec Recall@5 Accuracy F1 KILT-AC KILT-F1

Re2G (Glass et al., 2022) 72.68 74.23 76.27 81.40 57.91 61.78
SEAL (Bevilacqua et al., 2022) 68.36 76.36 70.86 77.29 50.56 54.99

KILT-WEB 2 (Piktus et al., 2021) 58.85 71.55 72.73 79.54 45.55 49.57
KGI0 (Glass et al., 2021) 60.49 63.54 60.99 66.55 42.85 46.08

MultiDPR (Maillard et al., 2021) 61.49 68.33 59.60 66.53 42.36 46.19
FEVER (Fact Checking)

R-Prec Recall@5 Accuracy KILT-AC
Re2G (Glass et al., 2022) 88.92 92.52 89.55 78.53

SEAL (Bevilacqua et al., 2022) 81.45 89.56 89.54 71.28
KILT-WEB 2 (Piktus et al., 2021) 74.77 87.89 88.99 65.68

KGI0 (Glass et al., 2021) 75.60 84.95 85.58 64.41
MultiDPR (Maillard et al., 2021) 74.48 87.52 86.32 63.94

Wizard of Wikipedia (Dialog)
R-Prec Recall@5 Rouge-L F1 KILT-RL KILT-F1

Hindsight (Paranjape et al., 2021) 56.08 74.27 17.06 19.19 11.92 13.39
Re2G (Glass et al., 2022) 60.10 79.98 16.76 18.90 11.39 12.98

SEAL (Bevilacqua et al., 2022) 57.55 78.96 16.65 18.34 10.45 11.63
KGI0 (Glass et al., 2021) 55.37 78.45 16.36 18.57 10.36 11.79

RAG (Petroni et al., 2021) 57.75 74.61 11.57 13.11 7.59 8.75
KILT-WEB 2 (Piktus et al., 2021) 41.54 68.25 13.94 15.66 6.55 7.57

Table 2: KILT leaderboard top systems. Re2G (Glass et al., 2022), KGI0 (Glass et al., 2021) and KGI1 (Glass et al.,
2021) are different KGI core models from our recent work.
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Figure 3: Response from different task models of our system for the same common query

the system to understand it from the conversa-
tion.

• The user should limit his interactions to 3
turns, where the first and second utterances
by the user will be followed by a question.
This ensures that in both of the settings, the
system has the same context for the conversa-
tion. Note, the QA model is only exploited by
the system during a dialog when a question is
asked.

• The question in each of the conversation
should be a factoid question.

• At the end of each conversation, the user will
mark which of the dialog settings provided a
better factually correct response.

According to the user, in 10 out of 20 conver-
sations the hybrid settings provided better factual
results. In the rest of the 10 conversations, the re-
sponses were the same, i.e. the system opted for
the output generated by the dialog model. To put

it differently, in this limited human evaluation, in
the hybrid settings whenever the system choose the
QA model generated response, it was always cor-
rect. Table 3 shows few examples of conversations
conducted by the human user.

5 Conclusions

In this work, we present our KGI system and show
how a user can asynchronously interact with it in
real time simultaneously for four NLP tasks. This
allows users to interact with same system with dif-
ferent levels of verbosity. The KGI core models
(Re2G) is still the state of the art (in some cases,
by wide margin) for 4 out these 5 tasks in the KILT
leaderboard. We are releasing those models to the
community as part of this paper.

In addition, we show how dialog accuracy can
be improved by exploiting open domain QA where
both models are grounded in the same snapshot
of knowledge source. In future work, we would
like to exploit results from fact checking and slot
filling to further improve accuracy of the response
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Conversation 1:

Human: I think a lot of young people are addicted to social media platforms.

KGI (both dialog): I think so too. Social media can be used to promote a product or service, but it can

also be used as a way to get information and ideas.

Human: I sometimes check Facebook and post photos there but I don’t use it very often.

KGI (both dialog): I don’t use it as much myself, but I do see it as a way to get information and ideas.

Human: Do you know when was Facebook first launched?

KGI (hybrid dialog): February 4, 2004 .

KGI (conventional dialog): I’m not sure, but I do know that it was founded by Mark Zuckerberg in the 1980s.

Conversation 2:

Human: I use my mobile phone all the time, it is really useful.

KGI (both dialog): I love my mobile phone, it is a portable telephone that can make and receive calls over a

radio frequency link while the user is moving within a telephone service area.

Human: Yes, I can’t imagine how we managed to work together when we didn’t have mobile phones.

KGI (both dialog): Modern mobile telephone services use a cellular network architecture, and, therefore,

mobile telephones are called "cellular telephones" or "cell phones" in North America.

Human: Interesting. Who is the inventor of cell phones?

KGI (hybrid dialog): William Rae Young, Jr.

KGI (conventional dialog): I am not sure, but I do know that the first handheld mobile phone was envisioned

in the early stages of radio engineering.

Conversation 3:

Human: I ate two doughnuts for breakfast today.

KGI (both dialog): I love doughnuts. They are a type of fried dough confectionery.

Human: Yes, they are so delicious. I love them too.

KGI (both dialog): The doughnut is popular in many countries and prepared in various forms as a sweet

snack that can be homemade or purchased in bakeries, supermarkets, food stalls,

and franchised specialty vendors.

Human: What are the main ingredients used to make doughnuts?

KGI (both dialog): They are usually deep fried from a flour dough, and typically either ring-shaped or a

number of shapes without a hole.

Conversation 4:

Human: Harry Potter books have been translated into more than 80 languages.

KGI (both dialog): The first book, Harry Potter and the Philosopher’s Stone, has been translated into over

75 languages.

Human: I see. I think all the books in the series are really popular all over the world.

KGI (both dialog): Yes, they are very popular. The first book, Harry Potter and the Philosopher’s Stone,

was published in 1997.

Human: What’s the title of the last book?

KGI (both dialog): It’s called the Deathly Hallows. It was released on 21 July 2007.

Table 3: Examples of conversations done by the human evaluator to compare different KGI dialog settings. The
responses provided by the hybrid dialog in the first 2 conversations are different and better.

in dialog. We have also directed our efforts to-
wards improving the retrieval of relevant knowl-
edge which would enable improvement in end-to-

end performance by supplying better passages to
the generation component.
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Abstract
Twitter data have become essential to Natu-
ral Language Processing (NLP) and social sci-
ence research, driving various scientific dis-
coveries in recent years. However, the tex-
tual data alone are often not enough to con-
duct studies: especially, social scientists need
more variables to perform their analysis and
control for various factors. How we aug-
ment this information, such as users’ location,
age, or tweet sentiment, has ramifications for
anonymity and reproducibility, and requires
dedicated effort. This paper describes Twitter-
Demographer, a simple, flow-based tool to en-
rich Twitter data with additional information
about tweets and users. Twitter-Demographer
is aimed at NLP practitioners, psycho-linguists,
and (computational) social scientists who want
to enrich their datasets with aggregated infor-
mation, facilitating reproducibility, and pro-
viding algorithmic privacy-by-design measures
for pseudo-anonymity. We discuss our design
choices, inspired by the flow-based program-
ming paradigm, to use black-box components
that can easily be chained together and ex-
tended. We also analyze the ethical issues re-
lated to the use of this tool, and the built-in
measures to facilitate pseudo-anonymity.

1 Introduction

Twitter data are at the heart of NLP and social sci-
ence research (Steinert-Threlkeld, 2018), used to
study policy and decision-making, and understand
public opinion’s consequences better. Its accessi-
bility and the variety and abundance of the data
make Twitter one of the most fruitful sources to
experiment with new NLP methods, and to gener-
ate insights into societal behavior (Munger, 2017).
Given that 199 million people communicate on
Twitter daily,1 it becomes fundamental to find ways

1https://s22.q4cdn.com/826641620/file
s/doc_financials/2021/q1/Q1’21-Sharehold

to interpret this information better.
However, researchers often need more than pure

text data to control for the effects of various co-
variates, stratify the data into sensible subgroups,
and assess their reliability. Social sciences typi-
cally require a recourse to external variables like
age or location to control for confounds. In addi-
tion, NLP research has shown that integrating socio-
demographic information can improve a wide range
of classification tasks (Volkova et al., 2013; Hovy,
2015; Lynn et al., 2017; Li et al., 2018; Hovy and
Yang, 2021). By default, this information is not
available, and a wide range of NLP tools have been
developed to infer measures from the text (i.e., sen-
timent, syntactic structure: (Balahur, 2013; Kong
et al., 2014, inter alia) and user (age, gender, in-
come, person or company: (Preoţiuc-Pietro et al.,
2015; Wang et al., 2019, inter alia).

Here, we introduce Twitter-Demographer, a tool
that provides a simple and extensible interface for
NLP and social science researchers. Starting from
tweet ids (the common way to share Twitter data),
the tool hydrates the original text and can enrich it
with additional information like the sentiment of
the tweets, topics, or estimated demographic infor-
mation of the author, using existing tools. Twitter-
Demographer builds on previous research (Wang
et al., 2019; Barbieri et al., 2020; Wolf et al., 2020),
but puts all these efforts together in one simple
tool that can be used with little effort. Twitter-
Demographer can be applied to extract information
from different languages, as its default components
are either multi-lingual or language-independent.2

Twitter-Demographer has a simple API that can be
used to add user-defined components quickly and
effectively.

er-Letter.pdf
2Note, however, that the use of language-specific classifiers

might restrict the usage to specific languages.

289

https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf
https://s22.q4cdn.com/826641620/files/doc_financials/2021/q1/Q1'21-Shareholder-Letter.pdf


One of our goals is to provide and enforce
the generation of reproducible data enrichment
pipelines (i.e., they can be shared and produce
the same results if components are kept the same).
With data enrichment we mean the process of ex-
tending a dataset, e.g., adding new inferred proper-
ties, or disambiguating its content (Cutrona et al.,
2019). Our flow-based infrastructure makes it
easy to produce and share pipelines with other re-
searchers to reconstruct the extended datasets.

Most importantly, inferring user-related at-
tributes poses a privacy issue, even for research
purposes. We implement several algorithmic
privacy-by-design solutions to facilitate pseudo-
anonymity of the users, and to reduce the chance
that their personal data or identifiers can be used to
identify natural persons.

We believe that Twitter-Demographer can help
(computational) social scientists wanting to analyze
the properties of their datasets in more depth, and
provide NLP practitioners with a unified way to
enrich and share data.

Contributions We introduce Twitter-
Demographer, a new tool to enrich datasets
of tweets with additional information. The
extensible tool enables NLP practitioners and
computational social scientists to quickly adapt
their own datasets with the features required
for a specific analysis. Twitter-Demographer
encodes the resulting enrichment pipeline in a
stable, shareable, and reproducible format and
implements privacy-by-design principles.

2 The flow-based paradigm

The flow-based paradigm is a programming
paradigm that uses a data processing factory
metaphor for designing applications as networks
of black-box processes (Morrison, 2010). The
paradigm is helpful for data handling because it
allows users to easily combine different black-
box components in many ways, fitting different
requirements time by time. Each component im-
plements a specific task, takes some inputs, and
returns some outputs. Many solutions employ this
kind of paradigm (e.g., Apache NiFi3). These so-
lutions are directed at experts like data engineers
because they require some knowledge about the
low-level details (e.g., how to handle data sources,
data streams, and event-based executions).

3https://nifi.apache.org/

The advantage of the flow-based paradigm is that
users do not have to know the intrinsic logic of each
block (hence black-box). They only have to focus
on combining blocks to ensure the proper mapping
between inputs/outputs of consecutive blocks. In-
deed, the main disadvantages of manually building
these pipelines are that (i) they require massive
effort to be defined; (ii) they are sensitive to vari-
ous hurdles, e.g., what happens if we cannot find
one tweet or its location is unavailable? (iii) they
are error-prone, with minor errors possibly tearing
down entire pipelines, e.g., what happens if a Web
service changes its exchange data format, or is no
longer available?

Twitter-Demographer has been imagined as
a low coupled set of components that operates
on a dataset in tabular format (e.g., a Pandas
DataFrame). Each component takes the dataset
as input, applies some operations on it (e.g., adding
columns), and returns the modified dataset. Com-
ponents can be integrated into pipelines: we aim
for high cohesion and low coupling principles to
reduce possible errors at the component level. Each
component exposes a set of required inputs (i.e.,
columns that must be contained in the input dataset)
and a set of generated outputs (i.e., names of the
new columns added to the dataset). Using this
information, we can chain different components
together to introduce dependencies (e.g., to run
the sentiment analysis classifier, we need first to
query Twitter and create a new column containing
the text of tweets). Exposing the input and the
outputs allows for the consistency between differ-
ent components to be checked beforehand to avoid
compatibility issues.

The flow-based setup makes it possible to re-
place any component with another one implement-
ing the same task with a different logic, as long as
the new component respects the communication in-
terface (i.e., expected inputs and generated outputs).
It is worth noting that the paradigm does not force
a specific absolute order between components: a
component requiring some columns as input (e.g.,
colX , colY ) must be placed in any position after
the components generating such columns.

The goal of Twitter-Demographer is two-fold: 1)
providing an easy-to-use interface for data enrich-
ment and 2) providing a system that allows more
expert users to re-use and modify existing com-
ponents that are already implemented in Twitter-
Demographer easily.
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# create the demographer object 1

demo = Demographer() 2

3

re = Rehydrate(token) 4

me = NominatimDecoder() 5

st = SentimentClassifier(model_name) 6

7

# add the components 8

demo.add_component(re) 9

demo.add_component(me) 10

demo.add_component(st) 11

12

# run the pipeline 13

new_data = demo.infer(data) 14

Listing 1: Example of Twitter-Demographer basic usage.
‘data‘ variable is a simple DataFrame with one column
containing the tweet ids.

While it is true that Twitter-Demographer is
mainly based on the composition of existing tools,
these are wrapped into off-the-shelf components
that simplify the usage of the proposed analytics
methodologies.

3 Twitter-Demographer

We show the class diagram of Twitter-
Demographer in Figure 1. While Listing 1
shows an example application of the tool. Line
2 instantiates the Demographer object, which
is responsible for handling the entire pipeline
(i.e., it also performs compatibility checks on
components). Lines 4-6 show the instantiation
of the different data augmentation components
that will be used in the pipeline (a rehydration
component to collect additional information from
the tweets, a location decoder based on Nominatim,
and a sentiment classifier). Lines 9-11 add the
components to the demographer object, creating
the enrichment pipeline. Finally, line 14 runs the
entire pipeline on the data, generating the enriched
dataset.

We anyway guarantee the flexibility to allow new
components to be implemented. A Component
(Listing 2) is a simple abstract class that can be
easily inherited and implemented: introducing a
custom classification pipeline requires only adding
a custom classifier to the pipeline, which inherits
this class and implements the methods that handle
inputs, outputs and the method to run the inference
on the data.

Inputs and outputs are exploited by Demogra-
pher to handle control over the chain of possible
components that can be added. A component can-
not be added to a pipeline if it requires inputs that

class Component(ABC):

def __init__(self):
self.outputs = self.outputs()

@abc.abstractmethod
def outputs(self):

pass

@abc.abstractmethod
def inputs(self):

pass

@abc.abstractmethod
def infer(self, *args):

pass

Listing 2: The implementation of the Component ab-
stract class. ‘inputs‘, ‘outputs‘, and ‘infer‘ are all ab-
stract methods that have to be implemented by the in-
heriting classes.

are not available in the original data, or that are
not generated by previous components. For the
sake of providing people with a simple system
to extend, the current implementation of Twitter-
Demographer represents these variables as lists of
strings representing names of columns in data. As
a next step, we will improve the current implemen-
tation by adopting a pure OOP point of view (i.e.,
inputs and outputs will turn into interfaces, with
configurable parameters).

Listing 3 shows an example of an implemented
classifier; this is similar to how we implemented
some of our components. However, we report
it also to show that this part of the pipeline can
be used by interested researchers as an example
of code to extend to support custom behaviors in
Twitter-Demographer.

Twitter-Demographer saves the intermediate
computation steps, right after each component has
been executed, to handle down-streaming unex-
pected errors (e.g., lost internet connection). In
those situations, the computation can be restarted
from checkpoints.

4 Components

Twitter-Demographer is a container of components
and can be extended as they are provided by the
community. Some components come with an au-
tomatic caching logic, especially when the com-
ponent relies on external services with a limited
request rate (e.g., public API accessed with free ac-
counts with limited requests). For example, the lo-
calization component implements a caching mech-
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Demographer

List<Component> components
String[] inputs

validate()
infer()

Component

String name
List<string> inputs
List<string> outputs

infer()

HuggingFaceClassifier

model
tokenizer

Rehydrate

String bearer_token

NominatimDecoder
TopicModeler

String embedding_model
int number_of_topics

GenderAndAge

LIWCAnalyzer

PerspectiveScorer BaseClustering

contains1 *

Figure 1: The UML class diagram of the current Twitter-Demographer setup. Demographer is the main class that
handles the execution of the different Components. Component is an abstract class that defines required inputs and
produced outputs, as well as an abstract infer() method that has to be implemented by its subclasses. Many of the
available implementations of the Component class are reported in the UML diagram; the others have been removed
to keep the image self-contained.

class UserClassifier(Component):

def __init__(self, model):
super().__init__()
self.m = model

def outputs(self):
return ["sentiment"]

def inputs(self):
return ["text"]

def infer(self, data):
return {"sentiment" :

self.m.predict(data["text"])}

Listing 3: A user-defined component for sentiment clas-
sification of tweets. Users add their own classifiers to
the pipeline by wrapping them inside the Component
abstraction.

anism to avoid repeating requests with the same
labels, saving requests. The current version of
Twitter-Demographer is shipped with the following
main components wrapped inside:

Rehydrate Many datasets are released as lists of
tweet IDs. This is a requirement that has to be met
to release data without violation of Twitter policies.
Our Rehydrate Component is based on Twitter API
v2. This component allows reconstructing tweets
in batches of 100 per request. It automatically
waits when Twitter API Rate Limits are reached
and starts again when those limits have been reset.4

This component handles the retrieval of all the in-
formation that can be collected on Twitter from the
single tweet ID. It requires a Twitter API key.

4This is a property we inherit from Tweepy https://
www.tweepy.org/

Nomimatim Decoder (Open Street Map) We
use Open Street Map as our main source for the
localization step, which is the reconciliation of user-
written locations to real locations. In our context,
we make use of the location present in Twitter pro-
files. This process is generally less precise than
the geolocation given by Twitter, but it also greatly
increases the recall as users often fill this field in
their profile. This localizer outputs the detected
country and city.

Since there is currently no evaluation on the ac-
curacy of this method for Twitter data, we predict
locations from the dataset from (Basile et al., 2019)
to check how many times the country predicted by
the localizer was correct. We asked a single human
annotator to annotate 300 samples from this dataset:
the prediction is annotated as valid (1) if the coun-
try predicted by the model is effectively the one
that can be inferred from the user-written location;
otherwise, the prediction is annotated as wrong (0)
in two occasions: if no country can be inferred
from the user location, but the localizer still returns
something, or when a country can be inferred but
the localizer returns nothing. Table 1 shows exam-
ples of user locations with the predicted country
and the label assigned by the annotator. The final
accuracy of these predictions is 0.85, suggesting
that the localizer is reliable enough for this kind of
data. We also repeated the experiment by consider-
ing city annotations, observing a final accuracy of
0.80.

By default, this component relies on the publicly
available Nominatim service,5 which comes with
a rate limit of 1 request per second; however, the

5https://nominatim.openstreetmap.org/
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Location Predicted Score

Florida, USA United States 1
Regno Unito United Kingdom 1
120 countries United Kingdom 0

Table 1: Examples of annotations from the localizer. In
the second example, the user location was written in
Italian, but the model was nevertheless able to predict
the correct country. In the third example, the localizer
should not have predicted something, since 120 coun-
tries is not a country. We count this as an error.

component also supports a local installation of the
Nominatim service as its backend.6

HuggingFace Transformer Classifier Hugging-
Face transformers (Wolf et al., 2020) is now one
of the most used libraries in the NLP field. Thanks
to the HuggingFace Hub, models can be deployed
online and used by everyone. We provide a general
wrapper for the HuggingFace Transformer Classi-
fier. This library is based on the recent advance-
ment in NLP related to the introduction of trans-
former models.

With this wrapper, any classification pipeline al-
ready present on the HuggingFace website can be
used to classify the data (e.g., Hate Speech detec-
tion, Sentiment Analysis, Emotion Detection, and
Topic Classifier). Obviously, users need to ensure
they are using the correct model and assess the
performance of the original works. While this judg-
ment may require specific background knowledge,
in the end it comes down to, for example, finding
a model for sentiment analysis from the Hugging-
Face models’ catalog,7 then checking the original
publication to ensure the model is reliable for the
specific ongoing task. However, once the model
has been found it is only necessary to specify the
model name in the pipeline to get the predictions.

Word Counters Similarly to Dehghani et al.
(2017) we also integrate the support for Linguistic
Inquiry Word Count (LIWC) (Tausczik and Pen-
nebaker, 2010) in our application. LIWC provides
meaningful linguistic and psychological categories
that can be used to analyze text. LIWC is propri-
etary and will require interested users to buy the
dictionary.

We also integrate Empath (Fast et al., 2016), an
open-source tool to analyze text across different

6A Docker image for deploying Nominatim is avail-
able at https://hub.docker.com/r/mediagis/no
minatim/.

7https://huggingface.co/models

lexical categories (similarly to what LIWC does).
The author shows that for the same categories, Em-
path correlates with LIWC.

Toxicity Classifiers Perspective API8 is cur-
rently one of the most reliable classifier for toxicity
detection in text. Trained on a proprietary dataset,
the results on different dataset show consistent pre-
dictive power (with AUC often higher than 0.9).
Perspective API offers the annotation for one main
label, called textittoxicity that has been used in sev-
eral other research works (Gehman et al., 2020).

However, the API offers different predictive la-
bels. In our current component, we include the ones
suggested by the authors of the APIs, namely TOX-
ICITY, SEVERE TOXICITY, IDENTITY ATTACK,
INSULT, PROFANITY, THREAT. This API comes
with a rate limit of 1 request per second, but it is
free; otherwise, users can get an upgraded API key
directly from Perspective and use it in the tool.

Gender and Age Predictor Predicting gen-
der and age is very important to understand
speaker characteristics better. To this end, Twitter-
Demographer also includes a wrapper around the
M3 classifier (Wang et al., 2019) that can be used to
predict binary gender, age group (i.e., ≥40, 30-39,
19-29, <18) and identifies if the Twitter account is
an organization profile or not.9 M3 has been shown
to be an efficient method to predict demographic
variables over Twitter data. This predictor uses in-
formation from the profile image, the user name,
and the user description to infer the variables.

Figure 2 shows an example of a dataset enriched
with sentiment prediction and location.

4.1 Additional Features
Twitter-Demographer exposes additional and more
advanced behaviors through the use of Python dec-
orators. This can be used by more expert users to
extend their own pipelines. For example, a com-
mon use case is to handle “missing” elements in the
pipelines: a geolocalizer cannot be run if the user-
written location is not retrieved. This can break the
pipeline (i.e., running the Geolocation on None
generates an error). However, this is often not
known at the beginning of the pipeline. This re-
quires writing code to 1) temporarily skip data with
missing text, 2) run the classifiers 3) return, to the
caller, the entire dataset annotated with the new

8https://www.perspectiveapi.com/
9See Section 5 and Section 6 for a discussion of privacy

by design and limitations
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Figure 2: An example of a dataset enriched with sentiment analysis (2 is positive, 1 is neutral), location, and age of
the sender information. The ‘location’ field, extracted with Twitter APIs, has been disambiguated and split into
‘nominatim_city’ and ‘nominatim_country’. Screen names have been hashed (see Section 5 for a discussion on
privacy).

property where possible (to not compromise other
steps). Twitter-Demographer exposes a simple dec-
orator that automatically applies this kind of filter-
ing (see Listing 4). The same functionality can be
useful for pipelines including sentiment classifiers.

@not_null("text")
def infer(self, data):

[...]
preds = model.predict(data["text"])

return {"locations": preds}

Listing 4: Extending class methods with decorators to
support more complex behaviors. The ‘not_null’ deco-
rator handles skipping null values in the ‘text’ column
so that the pipeline does not break during the flow.

4.2 Additional Resources

Twitter-Demographer is available as a Python pack-
age,10 released under the research-friendly and
open-source MIT license. It is also published on
the PyPi repository,11 and can be installed with the
pip package manager. Tutorial notebooks are re-
leased on the GitHub repository. A two minutes
video showcasing Twitter-Demographer usage can
be found on YouTube.12. There is also a longer ver-
sion of the video.13. The package has 57 GitHub
stars and more than 6,000 downloads at the time of
submission.

10https://github.com/MilaNLProc/twitte
r-demographer

11https://pypi.org/project/twitter-dem
ographer/

12https://www.youtube.com/watch?v=NYlj
rfkLnU8

13https://www.youtube.com/watch?v=JGWQ
ZVf2Vdw

5 Privacy by Design

Following the recommendations of the EU’s Gen-
eral Data Protection Regulation (GDPR) (Euro-
pean Parliament and Council of European Union,
2016), we implement a variety of measures to en-
sure pseudo-anonymity by design. Using Twitter-
Demographer provides several built-in measures
to remove identifying information and protect user
privacy: 1) removing identifiers, 2) unidirectional
hashing, and 3) aggregate label swapping.

At the end of the reconstruction, we drop most
of the personal information that we have recon-
structed (e.g., tweet ID, profile URLs, images, and
so on). The information is anonymized whenever
possible, e.g., screen names are replaced with a
globally consistent, unidirectional hash code. In
this way, we can retain the user-features mapping
within the dataset (enabling further analysis, like
aggregations), without allowing people to identify
Twitter users (at least not without significant and
targeted effort). In addition, we randomly swap the
set of labels of a subset of the final data, i.e., some
labels attached to one instance are transferred to
another instance. This procedure reduces the pos-
sibility of finding correlations between individual
texts and their labels, which reduces its value for
model training. However, we expect this use not
to be a user priority. On the other hand, swapping
does not affect aggregate statistics and the kind of
analysis based on them.

6 Conclusions

We are constantly improving this library to sup-
port more use cases and models. For example, we
are working on making the geolocation indepen-
dent of third-party APIs like Nominatim, trying
to support the download of the Nominatim index
instead to query (thus improving speed and mit-
igating rate limits). We are introducing multiple
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methods for topic modeling and additional com-
ponents for text-clustering (Bianchi et al., 2021;
Grootendorst, 2022) and hyperparameter optimiza-
tion tools to find the optimal values for these. We
aim to provide a simple interface to address dif-
ferent user needs. While the tool is momentarily
focused on Twitter, most of the components that
we have defined have a broader usage (e.g., the
localization component).

Ethical Considerations and Limitations

Inferring demographic attributes of users has many
advantages for both data analysis and social science
research, but it has obvious dual-use potential. I.e.,
ill-intentioned users could abuse it for their own
gains. Users might have chosen not to disclose their
information on purpose, so inferring them might
go against their wishes. Given the “right” tools, we
can also infer protected attributes. Moreover, col-
lecting enough demographic attributes can identify
real owners of individual users, or at least reduce
the number of potential candidates substantially.
The latter raises privacy concerns.

As outlined in Section 5, inferring user attributes
carries the risk of privacy violations. We follow the
definitions and recommendations of the European
Union’s General Data Protection Regulation for
algorithmic pseudo-anonymity. We implement sev-
eral measures to break a direct mapping between
attributes and identifiable users without reducing
the generalizability of aggregate findings on the
data. Our measures follow the GDPR definition of
a “motivated intruder”, i.e., it requires “effort” to
undo our privacy protection measures. However,
given enough determination and resources, a bad
actor might still be able to circumvent or reverse-
engineer these measures. This is true independent
of Twitter-Demographer, though, as existing tools
could be used more easily to achieve those goals.
Using Twitter-Demographer provides practitioners
with a reasonable way to protect anonymity.

Twitter-Demographer does not come without
limitations. Some of these are related to the com-
ponents’ precision; for example, the Nominatim
decoder can fail the disambiguation - even if it
has been adopted by other researchers and services.
Users must be aware of these limitations and check
the components’ performance.

While Twitter-Demographer makes it easy to
define a reproducible pipeline, it cannot prevent the
fact that tweets might disappear over time. Thus,

running Twitter-Demographer on the same data
after some months can generate different results
due to missing tweets.

Twitter-Demographer wraps the API
from (Wang et al., 2019) for age and gender
prediction. However, those predictions come
at cost of over-generalizing and stereotyping:
age ranges are extremely broad (e.g., the senior
population is put in the same group "> 40"), and
gender is represented as binary (i.e., male/female).
To this end, our intent is not to make normative
claims about gender, as this is far from our beliefs.

Twitter-Demographer needs both text and user
profile pictures of a tweet to make inferences; for
that reason, Twitter-Demographer has to include
such information in the dataset during the pipeline
execution. While this information is public (e.g.,
user profile pictures), the final dataset also contains
inferred information, which may not be publicly
available (e.g., gender or age of the user). We can-
not completely prevent misuse of this capability,
but we have taken steps to reduce the risk and pro-
mote privacy by design substantially.

Not all components in Twitter-Demographer are
available for all languages. For example, Empath
is only available in English. LIWC is instead avail-
able in other languages but requires getting ac-
cess to different dictionaries. The same goes for
the availability of components like classifiers, lan-
guages like English have more resources than other
low-resource ones.

Eventually, Twitter-Demographer assumes that
the users are aware of the limits of the components
they are using. The use of HuggingFace models,
for example, requires users to check if the models
are indeed effective on the data of interest: using a
pre-pandemic sentiment classifier on more recent
data, might overestimate the number of positive
tweets due to the presence of the word “positive”
in messages regarding COVID positivity.
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Abstract

We present Azimuth, an open-source and easy-
to-use tool to perform error analysis for text
classification. Compared to other stages of the
ML development cycle, such as model train-
ing and hyper-parameter tuning, the process
and tooling for the error analysis stage are
less mature. However, this stage is critical
for the development of reliable and trustwor-
thy AI systems. To make error analysis more
systematic, we propose an approach compris-
ing dataset analysis and model quality assess-
ment, which Azimuth facilitates. We aim to
help AI practitioners discover and address ar-
eas where the model does not generalize by
leveraging and integrating a range of ML tech-
niques, such as saliency maps, similarity, uncer-
tainty, and behavioral analyses, all in one tool.
Our code and documentation are available at
github.com/servicenow/azimuth.

1 Introduction

As academic and research labs push the boundaries
of artificial intelligence, more and more enterprises
are including NLP models1 in their real-world sys-
tems. This is exciting yet risky due to the com-
plexity of current deep learning models and their
increasing social impact. Whereas in traditional
software development, engineers have methods to
trace errors to code, it is challenging to isolate
sources of error in AI systems.

NLP models can suffer from poor linguistic ca-
pabilities (Ribeiro et al., 2020), hallucinations (Ji
et al., 2022), learning spurious correlations via an-
notation artifacts (Gururangan et al., 2018), or am-
plifying social biases (Chang et al., 2019; Stanczak
and Augenstein, 2021). In addition to the adverse
effects that these problems can cause to both indi-
viduals and society, deploying problematic mod-
els can lead to legal and financial penalties (Burt,

1While models are part of pipelines that can include pre-
and post-processors, we use the term models for simplicity.

Figure 1: The exploration space of Azimuth allows users
to explore dataset and pipeline quality across different
data subpopulations.

2021). Even when poorly functioning models have
no adverse social effects, they can still degrade
trust, leading to problems with user adoption (Ko-
cielnik et al., 2019; McKendrick, 2021).

While it may be unreasonable to expect a per-
fect model, AI practitioners should communicate
existing limitations so that stakeholders can make
informed decisions about deployment, risk miti-
gation, and allocation of resources for further im-
provements (Arnold et al., 2019; Mitchell et al.,
2019). However, the current common error anal-
ysis practices may not be sufficiently thorough to
provide this visibility, limiting our capacity to build
safe, trustworthy AI systems.

As part of the ML development cycle, practition-
ers choose appropriate metrics based on business
requirements. These metrics should assess whether
NLP models have acquired the linguistic skills to
perform the specified task. While metrics are use-
ful to rapidly compare different models, they are
only the beginning of quality assessment as they do
not expose failure modes, i.e., types of input where
the model fails, and do not readily indicate what
can be improved. Furthermore, relying on metrics
alone can be harmful, as they can overestimate qual-
ity and robustness while hiding unintended biases
(Ribeiro et al., 2020; Bowman and Dahl, 2021).

To discover and address these limitations, er-
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ror analysis is crucial. Unfortunately, compared
to other stages of the ML development cycle, the
error analysis stage is less mature. While various
tools are commonly used to train and tune neural
networks2, there is less convergence and adoption
of both standards and tools to analyze errors. Anal-
ysis is typically conducted using custom scripts,
spreadsheets, and Jupyter notebooks, guided by a
practitioner’s intuition, which may help uncover
some problems while missing others. Large evalu-
ation sets make per-example analysis of incorrect
predictions time-consuming and tedious. Because
this error analysis process is often informal, ad hoc,
and cumbersome, practitioners often skip or rush
this stage, focusing solely on high-level metrics.
This hinders traceability and accountability, and
introduces risks, especially for models deployed in
production.

To alleviate these issues, we contribute the fol-
lowing:

• A systematic and intuitive error analysis pro-
cess that practitioners can follow to improve
their ML applications.

• Azimuth, an open-source and easy-to-use tool
that facilitates this process, making thorough
error analysis of text classification models eas-
ier and more accessible.

2 Systematic Error Analysis

The goal of error analysis is to understand where
and why a model succeeds or fails, to better in-
form both model improvement and deployment
decisions. We propose a process grouped into two
categories: (1) dataset analysis and (2) model qual-
ity assessment, as illustrated in Fig. 2. Dataset
analysis involves assessing and improving the data
used to train and evaluate the model, while qual-
ity assessment focuses on model behavior. This
process should be iterative, as analyzing model pre-
dictions can help identify and fix dataset problems,
and dataset findings can help explain and reduce
model errors. A limitation of our approach is that it
does not currently assess whether models are learn-
ing a task ethically. While some of the techniques
we refer to below can be used for this purpose,
building ethical NLP systems is outside the scope
of this paper.

2Hugging Face Transformers, Ray Tune, etc.

2.1 Dataset Analysis

Dataset analysis is indispensable to validate that
the available data is appropriate for the given ML
task and to suggest possible approaches to solve it.
It should be conducted both before and throughout
the ML development cycle, as it can guide model
improvements. This analysis should encompass
all data splits, although held-out evaluation sets re-
quire special care to avoid overfitting. High-quality
data is essential as it impacts both model quality
and the choice of models that will be deployed
(Northcutt et al., 2021).

We identify four common types of dataset prob-
lems: data shift, class imbalance, class definition,
and problematic examples. While these may not
apply to all tasks, they illustrate common data prob-
lems. The first three can be detected by analyzing
data at the dataset level, while problematic exam-
ples require example-level analysis.

Data Shift. The training and validation splits
must be compared to identify significant data
shift caused by inadequate sampling or poor la-
beling practices (e.g., duplicated examples, miss-
ing classes). Taking into consideration the chal-
lenges in creating high-quality datasets (Bowman
and Dahl, 2021), one must guard against signifi-
cant differences in data distributions across splits
as they may cause quality problems or lead to poor
choices in model selection and training.

Class Imbalance. In classification tasks, class
imbalance occurs when there are differences in the
proportion or number of examples in each class
relative to each other. This is problematic because
models often overpredict classes that are overrep-
resented in the training data, whereas class imbal-
ance in the evaluation data may cause performance
metrics to be misleading. If unwanted class imbal-
ance is present, practitioners may choose to resolve
the issue through data augmentation for specific
classes, or by upsampling or downsampling.

Class Definition. The classes used in the ML
task affect what the model will learn. Practitioners
may need the assistance of domain experts to deter-
mine whether the classes are defined appropriately.
For instance, class overlap is a symptom of poor
class definition that can be seen when groups of
examples in multiple classes overlap semantically,
resulting in classes that are not easily separable.
Some semantic overlap may be acceptable and not
cause model confusion, whereas other overlap may
indicate low data quality or poor dataset construc-
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Figure 2: Proposed approach for systematic error analysis.

tion, leading to poor model performance. Improv-
ing class definition can include relabeling misla-
beled examples, better defining classes by merging
or splitting them, and augmenting data for specific
classes.

Problematic Examples. Multiple kinds of chal-
lenges can arise at the example level. This in-
cludes examples outside the expected domain, “dif-
ficult” examples with exceptional characteristics
(e.g., words from other languages, long sentences)
but for which model performance is desired, ex-
amples for which humans would disagree on the
label, and accidental mislabeling issues. These
problems can confuse class boundaries and cause
model errors. Resolution options include relabel-
ing examples, removing examples from datasets,
and targeted data augmentation.

2.2 Model Quality Assessment
Once datasets are deemed sufficient in quality, prac-
titioners train and tune models aiming to find the
best candidates. Quality assessment consists of ex-
amining how well the selected models perform on
a specified evaluation set as well as their ability to
generalize beyond the evaluation set. The objective
is to understand where and why the model fails.
Issues exposed in model quality assessment can
also inspire further dataset improvements.

Assessing quality by examining metrics is the
aspect of error analysis that is typically performed,
as it is relatively fast to conduct (Church and Hes-
tness, 2019). This quantitative assessment allows
for quick comparison across models or model ver-
sions using known scores such as precision, re-
call, or F1. This can include metrics to measure
model calibration, such as expected calibration er-
ror (ECE), as well as metrics that quantify business
value, safety, and bias.

As practitioners already tend to analyze high-
level metrics to have a basic notion of model qual-
ity, we focus here on other approaches to evaluate
generalization. To help discover and correct failure
modes before models are deployed, we propose

four types of evaluation: (1) assess model quality
according to data subpopulations, (2) discover an-
notation artifacts, (3) perform behavioral testing,
and (4) conduct uncertainty-based analysis.

Data Subpopulations are subsets of datasets
with shared characteristics such as examples with
long text, entities, keywords, same label, etc. Mod-
els may behave differently on these subpopulations,
but high-level metrics can hide these failure modes.
Guided by domain knowledge, this analysis can
help ensure that the model generalizes well under
various input characteristics. Often, performance
on problematic subpopulations can be improved by
targeted data augmentation.

Annotation Artifacts are patterns in the labeled
data that can be exploited by models to learn simple
heuristics instead of learning to perform the task,
and yet achieve high metric scores (Gururangan
et al., 2018). The result is a model that relies un-
desirably on specific features, such as words that
tend to correlate with the label only in the available
datasets. Annotation artifacts can be discovered
by leveraging feature-based explainability meth-
ods, such as saliency maps, to approximately de-
termine the importance of every token when the
model makes a prediction. Once such artifacts are
found, practitioners can refine the datasets to help
models decrease their reliance on them.

Behavioral Testing assesses model robustness
by validating model behavior based on input and
output (Ribeiro et al., 2020). Perturbing a dataset
and observing the corresponding predictions can
help identify important errors, biases, or other po-
tentially harmful aspects of the model that may not
be otherwise obvious. For production models, this
type of testing is critical, as the range of user input
is infinite, while the evaluation datasets are finite.
Models that change predictions or their confidence
values when the input is slightly altered without
changing its semantics can have unintended conse-
quences and may lose the user’s trust.

Uncertainty-based Analysis includes assessing
examples that are more difficult for the model to
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learn. Examination of lower-confidence predictions
can help indicate regions of the data distribution
where the model may fail in the future, similar to
Data Maps (Swayamdipta et al., 2020). A more so-
phisticated approach is to find predictions with high
epistemic uncertainty, computed with techniques
such as Bayesian deep ensembles (Wilson and Iz-
mailov, 2020). Augmenting the training dataset
with more representative examples from these data
regions can improve model quality.

Systematic error analysis will help practitioners
obtain the following:

• Datasets deemed sufficient in quality that can
be used for training and evaluation.

• Identified failure modes: known situations
where the model fails to generalize.

To help practitioners achieve these outcomes, we
contribute Azimuth to the NLP community.

3 Azimuth, an Open-Source Tool

Azimuth was developed as an internal tool at Ser-
viceNow and open sourced in April 2022. It facil-
itates our proposed approach to systematize error
analysis of ML systems. While it is currently tai-
lored for text classification, it could be extended
to support other use cases. The tool was built by
a cross-collaborative team of scientists, engineers,
and designers, with a human-centered approach
that focuses on the AI practitioner’s needs.

Before launching Azimuth, the user defines in
a configuration file the dataset splits and pipelines
to load and analyze. In Azimuth, pipelines refer
to the ML model as well as any pre-processing
and post-processing steps. The tool is built on top
of the Hugging Face (HF) datasets library (Lhoest
et al., 2021) and easily interfaces with HF pipelines
(Wolf et al., 2020). For flexibility, any Python
function can be defined as a pipeline. If pipelines
are unavailable, Azimuth can still be used, although
with limited features, by reading predictions from
a file. The tool can also be used for dataset analysis
without a pipeline.

3.1 User Workflow
Azimuth leads users through two main screens: the
dashboard and the exploration space. At startup,
users are brought to the dashboard, which presents
a summary of the different capabilities and flags
potential dataset and pipeline problems (Fig. 6).
The dashboard is linked to the exploration space

through pre-selected filters that allow a more de-
tailed investigation of issues raised on the dash-
board. For example, as shown in Fig. 3, pipeline
quality is indicated by metrics on different data sub-
populations, such as label, prediction, and smart
tag (defined below). By clicking on a row, the user
is brought to the exploration space filtered on the
corresponding subpopulation.

Figure 3: On the dashboard, pipeline quality is broken
down by different data subpopulations.

The exploration space allows the user to ex-
plore the dataset and pipeline quality by filtering on
different data subpopulations, model confidence,
and/or the presence of certain text. Data can be
shown for predictions both before and after post-
processing (e.g., thresholding). Changing the fil-
ters will update all available visualizations and ta-
bles split over three tabs. The first tab displays
several quality metrics, a histogram of confidence
scores for correct and incorrect predictions, and
word clouds indicating word importance (Fig. 1).
The second tab displays the confusion matrix (Fig.
7). The last tab shows the details of the raw data and
predictions, allowing users to inspect individual ex-
amples and their smart tags, and propose actions
for those that are problematic (Fig. 4). Clicking on
a particular example takes users to its details page,
which provides additional information such as the
prediction at each post-processing step, behavioral
test results, and semantically similar examples from
each dataset split (Fig. 12).

Figure 4: The exploration space displays examples
along with their predictions and smart tags. The user
can propose actions to improve the dataset.

3.2 Smart Tags

An integral feature of Azimuth is the concept of
smart tags, which are tags assigned to dataset ex-
amples based on predefined rules. Smart tags al-
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low users to explore the dataset and model predic-
tions through various data subpopulations, helping
to detect failure modes and to identify problem-
atic examples. Some smart tags are straightfor-
ward (examples with few tokens), while others are
more complex (examples with high epistemic un-
certainty). They are grouped in families, based on
their associated capabilities, which may require ac-
cess to only the dataset or to both the dataset and
the pipeline.

To assist the process of improving the dataset,
Azimuth has a “proposed action” field with options
to indicate further actions that should be taken on
specific examples. There are natural correspon-
dences between certain smart tags and proposed
actions. Users can filter examples in the exploration
space by a certain smart tag to focus specifically on
an aspect of dataset analysis. For instance, the high
epistemic uncertainty smart tag can detect hard-to-
predict examples that may require actions such as
relabeling, removing examples, or augmenting the
training set with similar examples. In the same
vein, smart tags from the similarity analysis may
highlight examples that suggest the need to add
new classes or merge existing ones. There is also a
generic proposed action investigate to signal that
further troubleshooting is required as no concrete
action is clear yet.

3.3 Capabilities

Azimuth provides a variety of capabilities for both
dataset analysis and model quality assessment. Fig.
5 depicts how the different capabilities map to the
approach proposed in section 2. Our documen-
tation includes a detailed list of each feature and
smart tag that are part of Azimuth’s capabilities.

Class Size Analysis. Azimuth surfaces classes
having too few examples, which may indicate class
imbalance within a split. The tool also detects a
form of dataset shift by raising warnings when the
number of examples across classes is not similarly
distributed across splits.

Syntax Analysis. The Spacy library (Honnibal
et al., 2020) is used to inspect the syntax of exam-
ples. Besides detecting significant differences in
sentence length between dataset splits, we use de-
pendency trees and part-of-speech tags to explore
model behavior when examples are missing a sub-
ject, verb, or object. Syntactic smart tags can help
identify problematic examples and explore model
performance on atypical syntax.

Similarity Analysis. Azimuth leverages the
SentenceTransformers framework (Reimers and
Gurevych, 2019) to compute sentence embeddings.
We use these embeddings to calculate the similarity
of all pairs of examples in all dataset splits, and per-
form similarity search using faiss (Johnson et al.,
2019). Smart tags and nearest neighbors based
on similarity values allow for surfacing potential
dataset shift, class overlap, or problematic exam-
ples. For example, some smart tags surface exam-
ples that are distant from their nearest neighbors,
while others identify examples where the neighbors
belong to a different class.

Prediction Analysis. Visualizations and metrics,
such as the confusion matrix and the expected cali-
bration error, help assess model quality. This type
of analysis also includes threshold comparison as
well as smart tags that compare prediction results
across different pipelines.

Explainability. We generate saliency maps (Kin-
dermans et al., 2019) to reveal why a particular
prediction was made in terms of the relevance of
each input token to the prediction (Bastings and
Filippova, 2020; Atanasova et al., 2020). We use
a gradient-based technique as it is fast to compute
and available for all token-based models.

In the exploration space, saliency maps are
shown for each example in the filtered subpopu-
lation. Additionally, word clouds allow inspection
of the most salient words for correct (green) and
incorrect (red) predictions, which can help identify
words present in examples that the model strug-
gles to classify. Differences between word clouds
for a specific data subpopulation, such as class la-
bel, can hint at spurious correlations or a model’s
over-reliance on specific words, as exemplified in
section B.3.2. Lastly, on the example details page,
the user can compare the example’s most salient
words to those of similar training examples, which
may help explain misclassification.

Behavioral Analysis. Azimuth uses behavioral
testing to help assess the general linguistic capabil-
ities of NLP models. As an initial implementation,
we use NLPAug (Ma, 2019) and custom functions
to create Robustness Invariance tests: input pertur-
bations that should not change the model predic-
tions (Ribeiro et al., 2020). Predictions obtained
with and without perturbations are compared to re-
veal areas where the model lacks robustness. Smart
tags highlight examples whose predictions have
changed unexpectedly, helping to identify specific
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Figure 5: The steps of our proposed approach are pictured in gray boxes while the corresponding Azimuth
capabilities are in black boxes. "All smart tags" means that all capabilities and their smart tags can be useful for this
step.

problems. In addition, users can define new func-
tions to test other linguistic capabilities, such as
those proposed in CHECKLIST.

Uncertainty-based Analysis. Users can explore
examples based on model confidence and visualize
their confidence distribution in a histogram. Some
smart tags highlight predictions that are almost
correct, based on model confidence. Filtering out
these predictions can help focus on examples that
are more problematic for the model, which often
hint at mislabeling or larger dataset issues, such as
poorly defined labels. In contrast, focusing on the
almost correct predictions can help identify class
overlap or issues that may be addressed by targeted
data augmentation. For models with dropout, we
additionally use Baal (Atighehchian et al., 2019) to
compute a smart tag that surfaces examples with
high epistemic uncertainty, which have a greater
chance of being problematic.

3.4 Design

UX design and research are essential to create valu-
able and usable ML systems. Our design priorities
for Azimuth were focused on supporting the error
analysis process by increasing efficiency, balancing
guidance with flexibility and user control, and fos-
tering user delight. Through collaborative design
sessions, workshops, and user interviews with AI
practitioners, we improved Azimuth quickly and
iteratively. In particular, user interviews uncov-
ered several challenges that we addressed with de-
sign modifications, including disentangling differ-
ent levels of analysis and preventing choice paraly-
sis (details in A.1).

As a result, Azimuth’s design approach gen-
erally follows a paradigm of guided exploration,
which shaped the creation of features such as the
dashboard and the control panel on the exploration
space. Additionally, the navigation and progressive
disclosure lead users to discover important features
and take action quickly by separating, but linking,
high-level warnings and detailed investigation. We
make the process enjoyable and efficient by includ-

ing visualizations and the ability to search, filter,
hide and show information as needed. The content
and communications provide context and guidance
without being obstructive. For example, Azimuth
prioritizes contextual information icons or subtle
explanations, and our color system helps to assign
priority and call attention to warnings and errors.
See Appendix A for details.

3.5 Extensibility
To customize the error analysis experience, users
can easily change a variety of settings in Azimuth’s
configuration file. For instance, users can change
the encoder used for the similarity analysis, or the
thresholds that determine class imbalance.

Azimuth capabilities are implemented via
Modules, which use a dataset, a configuration,
and optionally a model to perform the desired anal-
yses with distributed computing and caching. Our
repository contains details on how to add a new
Module3.

For more complex modifications, we encourage
the community to submit issues on our GitHub
page. As the process of error analysis continues to
be refined, we hope that Azimuth will grow along
with the community.

3.6 Case Study
We verified the utility of our methodology and
Azimuth by applying them to a DistilBert model
trained on CLINC-OOS (Larson et al., 2019). This
large intent classification dataset has 150 “in-scope”
classes spanning several domains and one Out-of-
Scope (OOS) class. Our goal is to demonstrate how
Azimuth’s features can efficiently direct users to
specific, resolvable problems, even with CLINC-
OOS’s large size and wide topic range. Below
we summarize the most salient findings while Ap-
pendix B includes more details.

• no_close tags (26 examples) revealed classes
with discordant semantic spaces across dataset

3https://github.com/ServiceNow/
azimuth/tree/main/azimuth/modules
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splits.
• conflicting_neighbors smart tags surfaced

overlapping class pairs. For some examples,
multiple labels were applicable, possibly war-
ranting a multi-label classification model.

• Despite the relatively clean nature of the
dataset, conflicting_neighbors smart tags sur-
faced 25 mislabeled examples in the training
set and 18 in the validation set.

• Accuracy was worse than average on several
data subpopulations, including short sentences
(∼8% worse than long sentences), examples
lacking a verb (∼10% worse than average),
and examples failing the punctuation robust-
ness test (∼20% worse than average).

• Word clouds revealed possible annotation arti-
facts such as model dependence on a specific
verb or the plural form of a particular noun.

• Behavioral testing showed a high failure rate
for typos (∼25%), surfacing classes for which
the model depended on specific tokens.

• The model is underconfident, warranting tem-
perature scaling or a lower threshold.

Overall, our analysis revealed multiple issues
that could be addressed through data cleaning and
augmentation. Moreover, the high overall valida-
tion accuracy (94%) hides a lack of robustness.

4 Related Work

There exist other tools that can help practitioners
evaluate their NLP systems beyond observing met-
rics. Broadly speaking, these solutions are imple-
mented as component libraries, standalone applica-
tions, or some combination thereof.

Small components have a lower investment of
effort to get started but may require more technical
expertise to use. While they can produce results
quickly, they fail to address the problem of ad-hoc
processes and may lead to a "paradox of choice"
(Goel et al., 2021). Examples include the CHECK-
LIST Python package (Ribeiro et al., 2020) that can
be used for behavioral testing and the AllenNLP In-
terpret toolkit (Wallace et al., 2019) that computes
gradient-based saliency maps.

On the other hand, standalone applications may
require more effort to set up and it may not be obvi-
ous how to integrate them into the ML development
process. Their benefits are that, once setup, less
technical practitioners can use them and their us-
age can be standardized. CrossCheck (Arendt et al.,

2021) and Robustness Gym (Goel et al., 2021) are
used as Jupyter widgets, while Errudite (Wu et al.,
2019) and Language Interpretability Tool (LIT)
(Tenney et al., 2020) exist both as standalone appli-
cations and as widgets in Jupyter notebooks.

Currently, Azimuth is a standalone application
that requires low setup effort and can be integrated
into the ML development cycle as proposed in sec-
tion 2. At the same time, we provide the benefits of
existing third-party component libraries, added as
features in an easy-to-use interface. We built Az-
imuth to assist in performing comprehensive error
analysis using a single tool by including functional-
ity found elsewhere: filtering and analysis of behav-
ior on subpopulations (CrossCheck, Errudite, LIT,
Robustness Gym), input variations such as counter-
factual error analysis, robustness testing (Errudite,
LIT, Robustness Gym), model comparison (Cross-
Check, LIT), and explainability techniques (LIT,
AllenNLP Interpret).

5 Conclusion

We propose a systematic approach to error analysis
as an iterative workflow between dataset analysis
and model quality assessment. We contribute Az-
imuth to the NLP community in order to facilitate
this approach. Future work includes expanding our
capabilities, exposing potential ethical concerns in
the data or ML models, and extending Azimuth
to cover other tasks and domains. We welcome
open-source contributions.

Ethical Considerations

We believe our proposed approach to systematize
the error analysis stage of the ML development cy-
cle should help decrease the adverse social effects
that error-prone models can create as well as in-
crease user adoption and trust. An important gap in
our approach is that it does not explicitly suggest
techniques that can detect whether models behave
ethically or whether datasets used to train these
models contain harmful biases.
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A Azimuth Design

The Azimuth team employed human-centered de-
sign methods to create interfaces that propose a
workflow to AI practitioners while taking into ac-
count the exploratory nature of their work.

A.1 Design Challenges
User interviews surfaced functional challenges that
we were able to address with design modifications.
We present several examples below.

First, early design iterations centered the user ex-
perience around the exploration space, allowing for
unstructured analysis and exploration of individ-
ual examples. However, this space did not provide
enough high-level insights nor sufficient guidance
to inform a user’s next actions. We created the
dashboard (Fig. 6) to summarize these insights and
guide the user’s exploration of the dataset.

Figure 6: The dashboard was added to address the need
to separate but link different levels of analysis.

Second, the notion of data subpopulations was
included very early on in the form of filtering via
individual dropdown menus. This did not show
all possible filtering options nor their distributions
across the dataset. As Fig. 10 illustrates, the con-
trol panel that replaced the dropdown menus now
shows users how filters can be combined as well
as the filters that result in the largest number of
model errors. For example, filtering the dataset by
prediction oil_change_how will result in a data sub-
population where the model performed very well
(the line is almost entirely green).

Third, we grappled with the trade-off between
providing users with all possible avenues of explo-
ration versus presenting a limited set of options
that are relevant in the context of the user’s activity.
We ended up replacing the initial option for users
to select data subsets by individual confidence his-
togram bins, which led to choice paralysis or hap-

hazardness, with the option to select data subsets
by picking a confidence threshold. For example,
users can now view all examples where the model
assigned a confidence less than 80%.

A.2 Guidance

Colors. A consistent color scheme is used to draw
attention to warnings, as shown in the confusion
matrix in Fig. 7.

Figure 7: Example of Azimuth color system.

Documentation. To help guide our users, each
section element has direct links to our detailed
product documentation, as shown in Fig. 8.

Figure 8: Links to product documentation are embedded
throughout the application.

Tooltips. Tooltips are also available on essential
elements to identify and define key concepts, show
calculation methods, define terms, and provide
information on how to use certain functionality, as
shown in Fig. 9.

A.3 Flexibility

Filtering. A control panel, illustrated in Fig. 10,
allows users to filter the dataset and predictions
across diverse criteria, such as containing a particu-
lar word or having a certain confidence score. The
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Figure 9: Tooltips help give context to users.

user can also filter by label, predicted class, and all
available smart tags. Predictions can also be shown
with and without post-processing, which can help
distinguish model errors from errors related to the
post-processing steps.

Figure 10: Control panel provides sophisticated filter-
ing.

Sorting and Column Customization. As shown
in Fig. 11, many of our tables allow users to
show/hide columns as they see fit, in addition to
sorting the table information based on the content
in the columns.

Figure 11: Users can sort by column and customize
what they see.

B Case Study Details

B.1 Dataset and Model Details
We chose a DistilBert model (Sanh et al., 2019)
from among the best ranking models on Paper-
sWithCode4. The CLINC-OOS dataset and the
DistilBert model were both downloaded from the
Hugging Face Hub. We configured Azimuth to
use a threshold of 0.5. When the model score was
below this value, examples were classified as the
rejection class, also known as Out-of-Scope (OOS).
Azimuth provides the option to conduct analyses
before or after post-processing (in this case, thresh-
olding to OOS); we took advantage of this option
for some analyses below. We used the Imbalanced
training split and the validation split as the evalua-
tion set.

B.2 Dataset Analysis
B.2.1 Dataset Shift
We examined data shift by inspecting misclassi-
fied examples from the evaluation set using the
no_close_train smart tag, which identifies those
having no training examples that are similar to
them. This approach identified 26 examples that
were candidates for targeted data augmentation.
Data augmentation could be guided by looking at
the example’s most salient tokens and its most sim-
ilar examples in the training set.

For instance, as shown in Fig. 12, an example
mentioning "travel time" was labeled “distance”,
but predicted as “travel alert” with low confidence
(41%). According to the saliency map, the model
focuses on the words “travel” and “time”. Most
similar examples in the training data were labeled
as "distance" but did not contain the word “travel”.
In addition, the examples in the training data con-
taining the word “travel” were predominantly la-
beled “travel alert,” followed by “travel notifica-
tion” and “vaccines”. Augmenting the class “dis-
tance” in the training data with examples contain-
ing words related to "travel time" could be a way
to address this data shift issue.

B.2.2 Class Imbalance
Azimuth detects class imbalance in the training
set, which is normal given the split that we chose.
Another observation is that the OOS class is over-
represented in the evaluation set, compared to other
classes.

4https://paperswithcode.com/sota/
text-classification-on-clinc-oos
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Figure 12: Example of possible dataset shift on the example details page.

B.2.3 Class Definition
The dataset covers a large variety of topics with
its 150 intents, not all of which are at the same
hierarchical level of semantic meaning. This can
cause the model to have difficulty differentiating
between intents. The conflicting_neighbors smart
tags surfaced many examples for which it was not
easy to determine the correct label, or where mul-
tiple labels could apply. This helped direct us to
overlapping class pairs, including those that are
effectively supersets of other intents. For example:

• There is some ambiguity between the intents
“restaurant suggestion” and “travel sugges-
tion”. When the example refers to a restau-
rant in a particular city, the ground-truth label
is "travel suggestion" rather than "restaurant
suggestion", but the model did not learn this
distinction.

• Some intents cover large semantic spaces,
such as “translate” and “define”, making them
difficult to predict correctly. For example,
“how do I ask about the weather in chinese”
is predicted as “weather” instead of "trans-
late" because the text can be interpreted as a
weather-related question.

B.2.4 Problematic Examples
Using similarity smart tags (conflicting_neighbors
and no_close), we were able to detect 18 misla-
beled examples in the evaluation set and 25 in the
training set. Notably, we also found a mislabeling

pattern where four examples were labeled “change
accent” instead of “change account”. This dataset
is relatively clean and, for better or worse, does not
reflect the messiness and ambiguity of real-world
data. Although these examples make up a small
proportion of the dataset, it is notable that we were
able to surface them relatively easily. Fig. 13 shows
a subset of the mislabeled examples.

Figure 13: Subset of problematic examples.

B.3 Model Quality Assessment

The model is 99.2% accurate on the training set
and 93.9% accurate on the evaluation set without
post-processing. The errors in the evaluation set
are either misclassifications (5.8%) or rejections to
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OOS (0.3%). When adding a threshold of 0.5, the
accuracy decreases to 90.7%. On the other hand,
misclassification errors decrease to 1.6% and OOS
gets predicted more often instead of predicting the
wrong in-scope class (7.7%).

B.3.1 Data Subpopulations
We examined misclassification rates for different
data subpopulations, such as label and a variety of
smart tags. Several interesting issues were quickly
revealed:

• The model has lower accuracy on a few in-
tents when evaluated on the training set, es-
pecially when examples contain the word
"name", which can be found in intents such as
"what is your name" and "change user name"
(respectively ∼75% and ∼82% accuracy on
the training set). These observations on the
training data already tell us that some intents
are more difficult to learn than others.

• Compared to average evaluation set accuracy,
the model performs better (+3%) on long sen-
tences (more than 15 tokens) and worse (-5%)
on short sentences (less than three tokens).
Short sentences are more often predicted as
OOS. The model also performs worse on
examples having no verbs (often short sen-
tences), with a drop of ∼12% in accuracy
compared to the average.

• As expected, the model has lower accuracy on
examples with conflicting or few similar ex-
amples. Compared to average, we see a drop
in accuracy of ∼25% on examples tagged
with the conflicting_neighbors smart tag and
a drop of ∼10% on examples tagged with the
no_close smart tags.

• The accuracy is lower than average (∼20%)
on examples that fail any punctuation ro-
bustness tests (failed_punctuation smart tag).
These tests are considered to fail if the predic-
tion changes when the punctuation is altered.

B.3.2 Annotation Artifacts Discovery
Exploration with Azimuth revealed the following
cases where model predictions depended on spe-
cific words or word forms, as well as other cases
described below in “Behavioral testing”. As shown
in Fig. 14, predicting "accept reservations" intent
is highly dependent on the word “reservations”.
When examples in the evaluation set contain the
singular form "reservation", the model makes mis-
takes.

Figure 14: Important words are shown for correct and
incorrect predictions for the "accept reservations" intent.

B.3.3 Behavioral Testing
Azimuth flagged the high failure rate of behavioral
tests on both the training and evaluation sets, due
largely to the high failure rate when introducing
typos (approximately 22-25% failure across several
tests for both dataset splits). Additionally, model
predictions changed for some examples when alter-
ing the punctuation, especially when introducing
a comma or a period. Although the overall failure
rate for this test was low (∼2%), users may con-
sider this type of failure unacceptable. Together,
these tests suggest a robustness issue that should be
addressed through dataset augmentation or pipeline
design.

Further exploration of individual examples, via
saliency maps and smart tags for behavioral tests,
revealed several intents that were highly dependent
on single tokens, indicating potential annotation
artifacts. For instance, the model fails when “lug-
gage” is misspelled in examples labeled as “lost
luggage”. Similarly, it fails when “rewards” is mis-
spelled in examples labeled as “redeem rewards”.

B.3.4 Uncertainty-based Analysis
The model is generally underconfident, having a
maximum confidence of 90% and an expected cal-
ibration error (ECE) of 0.21 on the evaluation set.
This could be addressed via temperature scaling.
The model is particularly underconfident on spe-
cific intents, such as "what is your name" and "pto
used", with top confidence scores around 60% to
70%.

The high_epistemic_uncertainty smart tag sur-
faced 48 examples, most of them labeled as OOS.
The model only has an accuracy of ∼30% on these
examples, demonstrating how difficult they are to
classify. Some examples include "idk", labeled
as "maybe", and "what’s today’s high and low",
labeled as "weather".
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Abstract

In this paper we present SYNKB,1 an open-
source, automatically extracted knowledge
base of chemical synthesis protocols. Simi-
lar to proprietary chemistry databases such as
Reaxsys, SYNKB allows chemists to retrieve
structured knowledge about synthetic proce-
dures. By taking advantage of recent advances
in natural language processing for procedural
texts, SYNKB supports more flexible queries
about reaction conditions, and thus has the po-
tential to help chemists search the literature for
conditions used in relevant reactions as they
design new synthetic routes. Using customized
Transformer models to automatically extract in-
formation from 6 million synthesis procedures
described in U.S. and EU patents, we show that
for many queries, SYNKB has higher recall
than Reaxsys, while maintaining high preci-
sion. We plan to make SYNKB available as an
open-source tool; in contrast, proprietary chem-
istry databases require costly subscriptions.2

1 Introduction

Commercial chemistry databases, such as Reaxys3

are invaluable tools for chemists, who issue struc-
tured SQL-like queries to retrieve precise infor-
mation about chemical reactions described in the
literature. Large, high-quality datasets are also cru-
cial for synthetic route planning (Klucznik et al.,
2018), automation (Coley et al., 2019b; Collins
et al., 2020), and machine learning approaches to
retrosynthesis (Coley et al., 2019a). In addition
to proprietary, manually curated databases such as
Reaxys, recent work has begun to use automatically
extracted data from reactions described in patents
(Tetko et al., 2020), however existing databases are
limited to basic reaction information, and do not

1Demo URL: https://tinyurl.com/synkb
Introduction video: https://screencast-o-matic.

com/watch/c3jVQsVZwOV
2Code: https://github.com/bflashcp3f/SynKB.
3
https://www.elsevier.com/solutions/reaxys

include important details such as concentrations or
order of additions (Coley et al., 2019b). The lack
of high-quality data has been identified as a key
challenge in developing recommendation models
for reaction conditions (Struble et al., 2020).

In this paper, we present SYNKB, a working sys-
tem that demonstrates the application of modern
NLP methods to extract large quantities of struc-
tured information about chemical synthesis proce-
dures from text. SYNKB has a number of advan-
tages with respect to existing chemistry databases
such as Reaxys: (1) We show that by automatically
extracting information from millions of synthesis
procedures described in U.S. and European patents
using state-of-the-art NLP methods, we can achieve
significantly higher recall than existing chemistry
databases while maintaining high precision. In
§3, we demonstrate SYNKB’s coverage is comple-
mentary to Reaxys; see Figure 2 for details. (2)
SYNKB’s novel graph search supports better cover-
age of reaction conditions than existing chemistry
databases; this includes concentrations, reaction
times, order of the addition of reagents, catalysts,
etc. (3) We will make SYNKB available as open-
source software on publication, in contrast, most
existing chemistry databases are proprietary, with
the notable exception of Lowe (2017), which we
compare to in §3.

We have built an online demo, which can be
viewed at the following URL: https://tinyurl.
com/synkb. We will also release the source code
and patent-based extractions used to build SYNKB
on publication.

2 SYNKB

SYNKB is an open-source system that allows
chemists to perform structured queries over large
corpora of synthesis procedures. In this section, we
present each component of SYNKB, as illustrated
in Figure 1. Our corpus collection is first presented
in §2.1. Section 2.2 describes how a corpus of six

311

https://tinyurl.com/synkb
https://screencast-o-matic.com/watch/c3jVQsVZwOV
https://screencast-o-matic.com/watch/c3jVQsVZwOV
https://github.com/bflashcp3f/SynKB
https://www.elsevier.com/solutions/reaxys
https://tinyurl.com/synkb
https://tinyurl.com/synkb


(6 million synth. procedures)

US06169084  - Preparation of (2-methyl-4-(4-methyl-1-
piperazinyl)-10H-thieno[2,3-b][1,5]benzodiazepine)dihydrate E. 
1. A 0.5 g sample of technical grade olanzapine was suspended in ethyl 
acetate (10 mL) and toluene (0.6 mL).

2. The mixture was heated to 80° C. until all the solids dissolved.

3. The solution was cooled to 60° C. and water (1 mL) was added slowly.

   …

7. TGA mass loss was 10.5%.

8. Yield: 0.3 g.

Synthesis Procedures Semantic Search

Q: What solvents are used in the reactions that produce 
(2-methyl-4-(4-methyl-1-piperazinyl…?

Patent ID Solvent Full Procedure
US06169084 ethyl acetate / toluene A 0.5 g sample of…

… … …

Q: What amount is ethyl acetate at when used to 
suspend olanzapine?

Patent ID Amount Full Procedure
US06169084 10 mL A 0.5 g sample of…

… … …

Extracted Information

2. Slot Filling (procedure-level)
Patent ID Reagent Solvent Product Yield …

US06169084 olanzapine ethyl acetate / toluene (2-methyl-4-(4-methyl..) 0.3 g …
… … … … … ….

1. Shallow Semantic Parsing (operation-level)

Figure 1: Overview of our semantic search system SYNKB, which searches over 6 million chemical synthesis
procedures collected from patents. Users can enter structured queries to retrieve procedures concerning procedure-
level or operation-level information.

million procedures is annotated with sentence-level
action graphs, in addition to protocol-level slots
relevant to chemical reactions, including starting
materials, solvents, reaction products, yields, etc.
After automatically annotating and indexing, we
experiment with the semantic search capabilities
enabled by SYNKB in §2.3.

2.1 Corpus Collection

We extract structured representations of synthetic
protocols from a corpus of chemical patents (Bai
et al., 2021), which includes over six million chem-
ical synthesis procedures extracted from around
300k U.S. and European patents (written in En-
glish). The U.S. portion of this corpus comes
from an open-source corpus of chemical synthe-
sis procedures (Lowe, 2017), which covers 2.4
million synthetic procedures extracted from U.S.
patents (USPTO4, 1976-2016). For the European
portion, we apply the Lowe (2017) reaction identi-
fication pipeline to European patents. Specifically,
we download patents from EPO5 (1978-2020) as
XML files and select patents containing the IPC
(International Patent Classification) code ‘C07’ for

4
https://www.uspto.gov/

learning-and-resources/bulk-data-products
5
https://www.epo.org/searching-for-patents/

data/bulk-data-sets.html

processing as they are in the category of organic
chemistry. Next, the synthesis procedure identifier
developed by Lowe (2012), a trained Naive Bayes
classifier, is applied to the Description section of
all selected patents. As a result, we obtain another
3.7 million procedures from European patents.

2.2 Extracting Reaction Details from
Synthetic Procedures

To facilitate semantic search, we automatically
annotate the corpus of 6 million synthetic proce-
dures described above with semantic action graphs
(Kulkarni et al., 2018) in addition to chemical reac-
tion slots (Nguyen et al., 2020) using Transformer
models that are pre-trained on a large corpus of
scientific procedures (Bai et al., 2021).

Shallow Semantic Parsing. We first perform
sentence-level annotation, where each step in the
procedure is annotated with a semantic graph
(Tamari et al., 2021). Nodes in the graph are ex-
perimental operations and their typed arguments,
whereas labeled edges specify relations between
the nodes (see the example shallow semantic parse
in Figure 1). Here we use the CHEMSYN frame-
work (Bai et al., 2021), which covers 24 types of
nodes (such as Action, Reagent, Amount, Equip-
ment, etc.) and 17 edge types (e.g. Acts-on and
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Measure). With these annotated semantic graphs,
users can search for operation-level information,
for example, the amount of DMF when used as a sol-
vent to dissolve HATU (this will be further discussed
in §3). Following Tamari et al. (2021), we split
semantic graph annotation into two sub-tasks, Men-
tion Identification (MI) for node prediction and Ar-
gument Role Labeling (ARL) for edge prediction.
We use the same fine-tuning architectures as in
Tamari et al. (2021). Models are fine-tuned on the
CHEMSYN corpus, which consists of 992 chemical
synthesis procedures extracted from patents, and
the resulting performance (averages across five ran-
dom seeds) is shown in Table 1. We select model
checkpoints via the Dev set performance out of five
random seeds, and use the selected checkpoint for
inference on our 6 million synthetic procedures.

Slot Filling. In the second task, we annotate pro-
cedures from a protocol perspective, i.e., identify-
ing key entities playing certain roles in a protocol,
which can be queried in a slot-based search. We use
the CHEMU training corpus proposed in Nguyen
et al. (2020). This dataset includes 10 pre-defined
slot types concerning chemical compounds and re-
lated entities in chemical synthesis processes such
as Starting Material, Solvent, and Product. Similar
to the Mention Identification task, we treat Slot
Filling as a sequence tagging problem. However,
the input in Slot Filling is the entire protocol, rather
than a single sentence, as in mention identification.
We fine-tune models on the CHEMU dataset (see
Table 1 for results), and then run inference on the
chemical patent corpus using the learned model.

ProcBERT. We use ProcBERT (Bai et al., 2021),
a BERT-based model that is pre-trained on in-
domain data (scientific protocols), as the backbone
for all of our models, and develop task-specific
fine-tuning architectures on top of it. The com-
parison between ProcBERT and other pre-trained
models is presented in Table 1. Because ProcBERT
is pre-trained using in-domain data, we find that it
outperforms both BERTlarge (Devlin et al., 2019)
and SciBERT (Beltagy et al., 2019) on all three
tasks.

2.3 Semantic Search

SYNKB offers search modalities specific to each
of these two forms of annotation, i.e., semantic
action graphs and chemical reaction slots, along
with features designed to support practical use. The

Annotation Task Dataset Pre-trained Model
BERTlarge SciBERT ProcBERT

Mention Identification CHEMSYN
95.260.1 95.820.2 95.970.2

Argument Role Labeling 92.870.5 93.270.2 93.570.2

Slot Filling CHEMU 95.100.2 95.630.1 96.190.1

Table 1: Test set F1 scores of fine-tuned models for
the three annotation tasks. These numbers, averages
across five random seeds with standard deviations as
subscripts, are taken from our previous work Bai et al.
(2021). Models using ProcBERT for contextual em-
beddings perform the best on all three tasks and are
used for automatic annotations on six million synthesis
procedures to construct SYNKB.

SYNKB (ours) USPTO-Lowe Reaxys

License Open source Open source Subscription
# Procedures (mill.) 6 2.4 57
# Entity Types 24 8 10
# Relation Types 17 - -
Annotation Automatic Automatic Manual

Table 2: Comparison between our SYNKB and two
performant databases. Our SYNKB provides more fine-
grained annotations (more entity types and unique rela-
tion annotations) than the other two systems and covers
more procedures than USPTO-Lowe, a database built us-
ing the largest open-source synthesis procedure corpus
(Lowe, 2017).

first type of query supported by SYNKB is seman-
tic graph search, which allows users to search
for synthesis procedures based on the semantic
parse of the constituent operations. We adapt the
graph query formalism proposed originally for syn-
tactic dependencies in Valenzuela-Escárcega et al.
(2020).6 Formally, the input query G = (V,E)
is a labeled directed graph. Each node vi ∈ V is
specified as a set of constraints on matching entities
(a single or multi-token span). For example, users
can specify the node as DMF or [word=DMF], which
triggers an exact match on entity mentions con-
taining the word “DMF”. They can also constrain
the entity type of the node using the expression
[entity=Type].7 Moreover, nodes can be named
captures when surrounded with (?<name>...),
e.g., the query (?<solvent> DMF) captures DMF as
the solvent. As for the edge e = (vi, vj , l) ∈ E,
we need to specify the direction and the semantic re-
lation. Considering the query (?<solvent> DMF)
>measure (?<amount> 1 ml), it represents a se-

6We refer readers to the tutorial of Odinson query lan-
guage for more details of this graph query formalism.

7We store entity labels with the BIO tagging scheme,
so users can match a single token entity with the expression
[entity=B-Type] and a multi-token entity with the expres-
sion [entity=B-Type][entity=I-Type]*.
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mantic graph containing two entity nodes captured
as solvent and amount, and an edge signaling the
measure relation and its direction (from solvent
to amount).

In addition, SYNKB supports slot-based search,
which presents a structured search interface, with
entries corresponding to CHEMU slots. A keyword
entered into any entry restricts the retrieved set to
procedures where the extracted slot contains the
indicated keyword. Like the graph search, this
returns a set of tuples with elements named with
matching slots and containing the matching entity
strings. The special token “?” can be used to match
any slot value.

As for the implementation, the semantic graph
search module is powered by Odinson (Valenzuela-
Escárcega et al., 2020), an open-source Lucene-
based query engine. Odinson pre-indexes the an-
notated corpus by generating the inverted index for
each procedure. Given an input query, Odinson per-
forms a two-step matching process, where it first
examines the node constraints via the inverted in-
dex; if this step works well, the semantic relations
will be verified in the second step. The two-step
matching process improves the speed of Odinson,
and thus enables interactive querying. As for the
slot-based search, it is supported by Elasticsearch8

with the exception that, when users perform both
types of search at the same time, we use the meta-
data search feature of Odinson for slot filters (we
store slot values as metadata) to improve the sys-
tem’s response speed.

3 Empirical Comparison

In §2, we described the design and implementa-
tion of SYNKB including the underlying models,
data preparation, and semantic search features. To
demonstrate the utility of SYNKB for assisting
chemists to search the literature for reaction details,
we now evaluate its search features on ten exam-
ple questions (Q1-Q10 in Table 3), which were
collected from synthetic chemists working on the
design of new synthesis protocols. In §3.1, we eval-
uate the slot-based search module of SYNKB and
compare it with two existing databases which pro-
vides similar search features. In §3.2, we demon-
strate how to use our novel semantic graph search
module to answer operation-specific questions and
evaluate its retrieved answers and procedures.

8
https://www.elastic.co/elasticsearch/

3.1 Slot-based Search Evaluation

We benchmark the slot-based search module of
SYNKB against Reaxys, one of the leading pro-
prietary chemistry databases, and USPTO-Lowe,
an automatically extracted database built using
a large open-source synthesis procedure corpus
(Lowe, 2017). Below, we first introduce these two
databases briefly, and then evaluate the results of all
three systems on the chemist-proposed questions.

3.1.1 Chemistry Databases

The first database we compare with is Reaxys, a
web-based commercial chemistry database, which
contains comprehensive chemistry data, includ-
ing chemical properties, compound structures, etc.
What particularly interests us in Reaxys is that it
contains expert-curated reaction procedures col-
lected from extensive published literature such as
chemistry-related patents and periodicals.9 Also,
key experimental entities in those reaction proce-
dures, like participating reagents and reaction tem-
perature, are specified. Thus, similar to our slot-
based search, Reaxys allows users to search for
reaction procedure information by applying text
filters. Users can use its Query Builder module
to specify multiple chemical reaction-specific fil-
ters, and then Reaxys returns all matched reaction
procedures along with identified entities in those
procedures, which are available for download.

Apart from Reaxys, we also build a database
using USPTO-Lowe (Lowe, 2017), the largest
available open-source chemical synthesis proce-
dure corpus as introduced in §2.1, for comparison.
Similar to our SYNKB, this corpus includes auto-
matic annotations of experimental entities on 2.4
million contained reaction procedures.10 However,
our SYNKB provides more fine-grained and com-
prehensive entity annotations (see Table 2 for the
statistics of three experimented databases), and also
annotates the relations between extracted entities,
which constitute semantic graphs (§2.2) enabling
operation-specific semantic graph search. As for
the implementation, we load USPTO-Lowe’s entity
annotation into Elasticsearch, so this customized
database can be used in the same way as the slot-
based search module of our SYNKB.

9
https://www.elsevier.com/solutions/reaxys/

features-and-capabilities/content
10
https://www.nextmovesoftware.com/leadmine.

html
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System Input Query # Proce. # Ans. Ans. Prec.

Slot-based Search

Q1 - What are the solvents used for reactions containing the reagent triphosgene?
Reaxys {"reagent":"triphosgene"} 35 7 100%
USPTO-Lowe

{"reagent":"triphosgene", "solvent":"?"}
3157 104 90%

SYNKB 7184 127 94%

Q2 - What are the yields (percent) of reactions producing (5-Methylpyrimidin-2-yl)methanol?
Reaxys {"product":"(5-Methylpyrimidin-2-yl)methanol"} 1 1 100%
USPTO-Lowe

{"product":"(5-Methylpyrimidin-2-yl)methanol", "yield (percent)":"?"}
1 1 100%

SYNKB 1 1 100%

Q3 - What are the products of reactions containing the reagent trimethylsilyldiazomethane?
Reaxys {"reagent":"trimethylsilyldiazomethane"} 438 75 100%
USPTO-Lowe

{"reagent":"trimethylsilyldiazomethane", "product":"?"}
517 335 98%

SYNKB 1033 708 96%

Q4 - What are the products of reactions containing the reagent chlorosulfonic acid and the solvent chlorobenzene?
Reaxys {"reagent":"chlorosulfonic acid"} AND {"solvent":"chlorobenzene"} 148 65 100%
USPTO-Lowe

{"reagent":"chlorosulfonic acid", "solvent":"chlorobenzene", "product":"?"}
6 2 100%

SYNKB 9 4 100%

Q5 - What are the reaction times for reactions using reagent CDI (carbonyldiimidazole)?
Reaxys {"reagent":"CDI"} OR {"reagent":"carbonyldiimidazole"} 93 24 100%
USPTO-Lowe

{"reagent": "CDI OR carbonyldiimidazole", "reaction time":"?"}
3722 339 100%

SYNKB 6377 511 94%

Q6 - What are the reaction temperatures for reactions containing reagent trifluoromethanesulfonic acid?
Reaxys {"reagent":"trifluoromethanesulfonic acid"} 104 3 100%
USPTO-Lowe

{"reagent":"trifluoromethanesulfonic acid", "temperature":"?"}
727 124 100%

SYNKB 1937 243 98%

Semantic Graph Search

Q7 - What are the reagents used to dilute plasma?

SYNKB
plasma <acts-on diluted >using (?<reagent>
[entity=B-Reagent][entity=I-Reagent]*)

24 16 100%

Q8 - What is the pH of a solution after being titrated with NaOH?
SYNKB (?<ph> [entity=B-pH][entity=I-pH]+) <setting titrated >using NaOH 39 21 95%

Q9 - What are the common pore sizes of PTFE filters?

SYNKB
PTFE filter >measure (?<pore_size>
[entity=B-Generic-Measure][entity=I-Generic-Measure]*)

183 39 92%

Q10 - What molar concentration is the reagent HATU at when dissolved in the solvent DMF?

SYNKB
HATU >measure (?<mole> [] [word=mmol|word=mol]) []{1,10} DMF >measure
(?<volume> [] [word=ml|word=l])

447 289 100%

Table 3: Search queries and resulting performance on 10 chemist-proposed questions for Reaxys, USPTO-Lowe,
and SYNKB (ours). # Proc. is the number of returned procedures containing valid answers, and # Ans. refers to the
number of distinct answer slots or captures in these procedures. The first six questions (Q1-Q6) are answerable
for all three databases as they only require entity annotation while the last four questions (Q7-Q10) can only be
answered by our SYNKB using our unique semantic action graph annotation. SYNKB consistently shows better
recall than two compared databases while being highly accurate.

3.1.2 Comparison with Examples

We now compare three systems on six ques-
tions that were proposed by chemists (Q1-Q6)
as these questions only require annotations on
experimental entities and thus can be answered
in all three systems. For example, Q1 (“What
solvents are used in reactions involving triphos-
gene?”) can be answered by the SYNKB
query {"reagent":"triphosgene", "solvent":"?"},
as reagent and solvent are query-able ChEMU slots.
Similarly, for Reaxys, experimental entities are
specified for corresponding text filters.

We evaluate the output of each system from two
perspectives: 1) recall, which is measured by the
number of returned procedures containing valid

answers and the number of distinct answer slots or
captures in these procedures; and 2) precision, the
proportion of correct answers among all predicted
answers. In cases where the number of answers
exceeds 50, we sample 50 answers from the full set
to estimate precision.

The search queries and performance on each
question for the three systems are shown in Ta-
ble 3. We can see that, SYNKB consistently re-
trieves a larger number of relevant procedures and
answers than Reaxys (5 out of 6 questions) while
maintaining high precision. USPTO-Lowe, which
uses a rule-based annotation model, shows compet-
itive performance on precision but trails behind our
SYNKB in terms of recall for all 6 questions. This
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comparison clearly shows the strength of our sys-
tem: by leveraging state-of-the-art NLP for chem-
ical synthesis procedures (Bai et al., 2021), we
can provide chemists with abundant information,
which is non-proprietary and delivered with high
precision. Furthermore, we plot the Venn diagram
(Figure 2) over the retrieved answers, which shows
the percentage of unique and shared answers for
each system out of all retrieved answers (we do
macro-average across six questions.) Interestingly,
only 18.1% of retrieved answers are shared among
all three systems, and both our SYNKB and Reaxys
contain a large number of unique answers, which
take 31.5% and 17.4% of retrieved answers respec-
tively. This shift in answer distribution suggests
that our open-source SYNKB can be a good com-
plement to proprietary chemistry databases like
Reaxys, and it is better for users to use both of
them if possible instead of choosing one over the
other.

3.2 Semantic Graph Search Evaluation

We evaluate our novel semantic graph search
on four operation-specific questions (Q7-Q10).
Unlike the six questions introduced above, these
questions place constraints on the relations
between mentioned entities, and thus are not
answerable for Reaxys and USPTO-Lowe (due
to the lack of relation annotation). For instance,
to answer Q7 “What are the reagents used to
dilute plasma?”, a system needs to first locate the
particular operation in a procedure where plasma
is diluted, and then identify the reagent, which fa-
cilitates this dilution operation. This whole process
can be realized in our semantic graph search mod-
ule. Concretely, the graph-based query we use for
Q7 is: “plasma <acts-on diluted >using (?<reagent>

[entity=B-Reagent][entity=I-Reagent]*)”, which
matches procedures containing “plasma” and
“diluted” connected in the same semantic graph
and returns used reagents in the form of named
captures. We evaluate the performance of the
semantic graph search module by manually
inspecting predicted answers (randomly sampling
50 answers for Q10), and show results in Table
3. Similar to the findings in the slot-based search
evaluation, SYNKB shows good coverage while
maintaining high precision.

SynKB

Reaxys USPT
O-Lo

we

18.2%
0.1% 23.6%

31.5%

17.4% 9.2%
0.0%

Figure 2: Venn diagram on the answer distribution of six
slot-based search questions (macro-average) for all three
databases. We can see that both our SYNKB and Reaxys
cover high percentage of unique answers, suggesting
that users should use them together if possible.

4 Related Work

Lowe (2012) was the first to develop a complete
information extraction pipeline for chemical syn-
thesis procedures, using a mostly rule-based ap-
proach. Subsequently, there have been several
efforts to extract information from experimental
procedures by either developing more performant
extraction models (Vaucher et al., 2020; Guo et al.,
2021) or designing extraction frameworks for other
types of scientific literature, like wet-lab protocols
(Kulkarni et al., 2018) and material science publica-
tions (Mysore et al., 2019; Kuniyoshi et al., 2020;
Olivetti et al., 2020; O’Gorman et al., 2021). In this
paper, we use the state-of-the-art NLP models for
chemical synthesis procedures (Bai et al., 2021) to
build the largest open-source knowledge base that
searches synthetic procedure details. Our system
is complementary to many proprietary chemistry
databases, such as Reaxys, SciFinder11, and Pis-
tachio12, in terms of contained information and
search modalities.

Recent work has also developed slot-based
classifiers to extract structured representations of
events (from social media), supporting structured
queries (Zong et al., 2020). In contrast, we present
a semantic search system, which is customized
for chemical synthesis procedures with specialized
search features. In addition, recent work has ex-
plored extractive search systems (Ravfogel et al.,
2021) that allow experts to specify syntactic pat-

11
https://scifinder.cas.org

12
https://www.nextmovesoftware.com/pistachio.

html
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terns, including syntactic structures of the input
and capture slots. The graph-based queries in our
SYNKB enable a similar capability in the domain
of synthetic procedures, however SYNKB’s queries
are defined over semantic graphs that encode ac-
tions in synthetic protocols and associated semantic
arguments.

5 Conclusion

In this paper, we present SYNKB, a system for
large-scale extraction and querying of chemical
synthesis procedures. SYNKB provides efficient
searches against semantic action graphs and chemi-
cal reaction slots derived from 6 million synthesis
procedures contained in chemical patents. A quan-
titative comparison with Reaxys, one of the lead-
ing commercial databases of reaction information,
demonstrates the competence and versatility of our
freely accessible system.

Ethical Considerations and Broader
Impacts

Proprietary chemistry databases, such as Reaxys
require costly subscriptions, limiting scientific in-
quiry for those who do not have the means to access
this valuable source of information. In this paper,
we presented an open-source semantic search sys-
tem, SYNKB, which demonstrates state-of-the-art
NLP methods can enable automatically extracted
databases of synthetic procedure operational details
that are competitive with Reaxys in terms of recall.
We will make our code and data freely available.

The data contained in SYNKB is based on au-
tomatic extraction from both European and U.S.
patents that are in the public domain. Our use com-
plies with the terms of service of the U.S. Patent
and Trademark Office and the European Patent Of-
fice.
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Abstract

We present Camelira, a web-based Arabic
multi-dialect morphological disambiguation
tool that covers four major variants of Arabic:
Modern Standard Arabic, Egyptian, Gulf, and
Levantine. Camelira offers a user-friendly web
interface that allows researchers and language
learners to explore various linguistic informa-
tion, such as part-of-speech, morphological
features, and lemmas. Our system also pro-
vides an option to automatically choose an ap-
propriate dialect-specific disambiguator based
on the prediction of a dialect identification
component. Camelira is publicly accessible
at http://camelira.camel-lab.com.

1 Introduction

The last two decades have witnessed remarkable
progress in Natural Language Processing (NLP)
for Arabic and its dialects despite many challenges
such as its diglossic nature, morphological com-
plexity, and orthographic ambiguity (Darwish et al.,
2021). These efforts have led to many practical ap-
plications for various NLP tasks including tokeniza-
tion, part-of-speech (POS) tagging, morphological
disambiguation, named entity recognition, dialect
identification (DID), and sentiment analysis (Pasha
et al., 2014; Abdelali et al., 2016; Obeid et al.,
2019; Abdul-Mageed et al., 2020b, inter alia).

Tools for core technologies like POS tagging
and morphological disambiguation are primary
examples of such successful applications, e.g.,
MADAMIRA (Pasha et al., 2014), Farasa (Abde-
lali et al., 2016), UDPipe (Straka et al., 2016), and
Stanza (Qi et al., 2020). However, there are still
gaps to be filled in terms of coverage and usability.
For example, these systems only support Modern
Standard Arabic (MSA) and Egyptian Arabic, but
not other widely spoken dialects such as Gulf and
Levantine. In addition, these web interfaces only
present the top prediction, although the alterna-
tive readings could provide valuable information

for analyzing the models’ behavior. In contrast,
morphological analyzers such as ElixirFM (Smrž,
2007), CALIMAStar (Taji et al., 2018b), CALIMA
Egyptian (Habash et al., 2012) show all the differ-
ent readings for a given word out of context but
without disambiguated analyses in context. These
tools assume that users already know the input DID;
however, this is not necessarily the case for second
language learners.

To address these limitations, we present
Camelira,1,2 a web interface for Arabic multi-
dialect morphological disambiguation that covers
four major variants of Arabic: MSA, Egyptian,
Gulf, and Levantine. Our system takes an input
sentence and provides automatically disambiguated
readings for each word in context, as well as its
alternative out-of-context readings. We also show-
case the integration of a state-of-the-art morpho-
logical disambiguator (Inoue et al., 2022) with the
highest performing fine-grained Arabic DID sys-
tem (Salameh et al., 2018) on the MADAR DID
shared task (Bouamor et al., 2019). Camelira pro-
vides an option to automatically choose a dialect-
specific disambiguator based on the prediction of
the DID component. To the best of our knowledge,
our work is the first to demonstrate an integrated
web application that leverages both Arabic morpho-
logical disambiguation and DID systems.

Our contributions are as follows: (a) We
present a user-friendly web interface that allows
researchers and language learners to explore the de-
tailed linguistic analysis of a given Arabic sentence.
(b) We include three major Arabic dialects (Egyp-
tian, Gulf, and Levantine) in addition to MSA, to
make our tool more accessible to a wider audience.
(c) We integrate DID to automatically select the ap-
propriate disambiguator; a feature that helps users
with limited knowledge of Arabic dialects.

1http://camelira.camel-lab.com
2Camelira is named after CAMeL Tools (Obeid et al.,

2020), and in homage to MADAMIRA (Pasha et al., 2014).
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2 Arabic Linguistic Facts

The Arabic language poses a number of challenges
for NLP (Habash, 2010). We highlight three as-
pects that are most relevant to multi-dialectal mor-
phological modeling: dialectal variations, morpho-
logical richness, and orthographic ambiguity.

First, Arabic is characterized with diglossia and
its large number of dialects (Ferguson, 1959; Holes,
2004). MSA is the shared standard variant used
in official contexts, while the dialects are the va-
rieties of daily use. MSA and the dialects vary
among themselves in different aspects, such as lex-
icons, morphology, and syntax. Second, Arabic is
a morphologically rich and complex language. It
employs a combination of templatic, affixational,
and cliticization morphological operations to repre-
sent numerous grammatical features such as gen-
der, number, person, case, state, mood, aspect,
and voice, in addition to a number of attachable
pronominal, preposition, and determiner clitics.
Third, Arabic is orthographically highly ambigu-
ous. This is due to its orthographic conventions
where diacritical marks are often omitted, leading
to a high degree of ambiguity. For example, MSA
can have 12 different morphological analyses per
word on average (Pasha et al., 2014).

3 Related Work

Morphological Analysis and Disambiguation
Morphological analysis is the task of producing
a complete list of readings (analyses) for a given
word out of context. Morphological analysis has
a wide range of applications, including treebank
annotation (Maamouri et al., 2003, 2011, 2009)
and improving morphological modeling (Habash
et al., 2005; Inoue et al., 2017; Zalmout and
Habash, 2017; Khalifa et al., 2020). Over the past
two decades, there have been numerous efforts in
building morphological analyzers for Arabic, e.g.
BAMA (Buckwalter, 2002), MAGEAD (Habash
and Rambow, 2006; Altantawy et al., 2010), AL-
MORGEANA (Habash, 2007), ElixirFM (Smrž,
2007), SAMA (Graff et al., 2009), CALIMA Egyp-
tian (Habash et al., 2012), CALIMA Gulf (Khal-
ifa et al., 2017), AlKhalil Morpho Sys (Boud-
lal et al., 2010; Boudchiche et al., 2017) and
CALIMAStar (Taji et al., 2018b). Among these
efforts, ElixirFM3 and CALIMAStar

4 provide easy-
to-use web interfaces, allowing the user to ex-

3http://quest.ms.mff.cuni.cz/elixir
4http://calimastar.camel-lab.com/

plore all the possible morphological analyses for
a given word. In addition to these rule-based ap-
proaches, Eskander et al. (2016) used a corpus-
based paradigm completion technique (Eskander
et al., 2013) to develop a morphological analyzer
for Levantine; and (Khalifa et al., 2020) used the
same technique to develop a morphological ana-
lyzer for Gulf.

Morphological disambiguation is the subsequent
process of identifying the correct analysis in con-
text from the list of different analyses produced
by a morphological analyzer. Examples of this in
Arabic start with MADA (Habash et al., 2005) and
many following efforts (Pasha et al., 2014; Khal-
ifa et al., 2016; Zalmout and Habash, 2017, 2020;
Khalifa et al., 2020; Inoue et al., 2022), where
they rank the analyses based on the predictions of
morphological taggers. While these models have
achieved significant improvement over time, only
MADAMIRA (Pasha et al., 2014) offers a web in-
terface5 that’s accessible to a general audience. In
this work, we present a user-friendly web interface
for state-of-the-art morphological disambiguation
models to make these recent advances more acces-
sible to a wider audience, such as linguists and
language learners. Our interface also provides all
the alternative readings of each input word with the
associated prediction scores, allowing researchers
to investigate the model’s behavior.

Dialect Identification Dialect identification
(DID) is the task of automatically identifying the
language variety of a given text. DID for Arabic
and its variants has attracted increasing attention in
recent years. A number of shared tasks have been
organized, including VarDial (Malmasi et al., 2016;
Zampieri et al., 2017, 2018), MADAR (Bouamor
et al., 2019), and NADI (Abdul-Mageed et al.,
2020a, 2021, 2022), along with continuous efforts
in dataset creation (Zaidan and Callison-Burch,
2011; Mubarak and Darwish, 2014; Zaghouani
and Charfi, 2018; Baimukan et al., 2022, inter
alia). These evaluation campaigns have led to
the development of practical applications, such
as ADIDA6 (Obeid et al., 2019), a web inter-
face for fine-grained Arabic DID based on the
highest performing system in the MADAR shared
task (Salameh et al., 2018). In this work, we em-
ploy one of the DID systems described by Salameh

5http://madamira.camel-lab.com/
6http://adida.camel-lab.com/
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Figure 1: The Camelira interface with an MSA example sentence celebrating the winning of a racehorse named
“Dream.” In this example, the automatically diacritized forms of the words are presented together with their POS.
The first word (on the right), which is highlighted, is selected by the user. The two lower boxes show all the possible
out-of-context analyses (on the right) and the detailed features and gloss for the top in-context analysis (on the left).

et al. (2018);7 however, we differ from their work
in that we combine DID with multi-dialect mor-
phological disambiguation to allow users to easily
select an appropriate dialect-specific Arabic disam-
biguator based on the DID prediction.

4 System Design and Implementation

4.1 Design Considerations

We want an easy-to-use one-stop online-accessible
user interface that supports the analysis of Arabic
sentences from different dialects, and with access
to under-the-hood decisions about disambiguation.
To that end, we are inspired by three web inter-
faces: MADAMIRA (Pasha et al., 2014) for in-
context disambiguation, CALIMAStar (Taji et al.,
2018a) for out-of-context analysis, and ADIDA
(Obeid et al., 2019) for dialect identification. Fur-
thermore, we would like the web interface to have
a responsive design with streamlined user expe-
riences across a range of devices from mobile to
desktops.

7We use regional level classification instead of fine-grained
city-level classification because the morphological analyzers
are designed at the regional level.

4.2 Implementation

Back-end The back-end is implemented in
Python using Flask8 to serve a REST API. We
implemented the MODEL-6 DID system described
by Salameh et al. (2018) for automatic dialect iden-
tification and the morphological disambiguation
system described by Inoue et al. (2022). The im-
plementation of the morphological disambiguator
was provided by the CAMeL Tools9 Python API
(Obeid et al., 2020). We plan to add our MODEL-6
implementation to CAMeL Tools.

For morphological disambiguation, we use the
unfactored model with a morphological analyzer
for all variants. We chose the unfactored models be-
cause they are faster than the factored models and
only slightly lower in performance. Table 1 shows
the performance accuracy of Camelira’s morpho-
logical disambiguation models. We report numbers
on DEV as presented in Inoue et al. (2022).

For DID, we train our MODEL-6 using the
TRAIN split and evaluate using the DEV and TEST
splits following Salameh et al. (2018). Table 2
compares the performance of our implementation
with that of Salameh et al. (2018). Our results are
slightly lower due to implementation differences.

8https://flask.palletsprojects.com/
9https://github.com/CAMeL-Lab/camel_tools
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Figure 2: The Camelira interface presenting the same example in Figure 1 using the Arabic user interface.

ALL TAGS POS
MSA 95.9 98.7
EGY 90.5 94.0
GLF 93.8 96.6
LEV 85.5 92.7

Table 1: Accuracy of Camelira’s morphological disam-
biguation models based on Inoue et al. (2022)’s unfac-
tored+Morph models. ALL TAGS is the accuracy of
the combined morphosyntactic features.

DEV TEST
Camelira 92.8 93.5
Salameh et al. 93.1 93.6

Table 2: Accuracy of Camelira’s implementation of the
MODEL-6 DID model compared with Salameh et al.
(2018)’s implementation of the same model.

Front-end The front-end was implemented using
Vue.js10 for model view control and Bulma11 for
styling and creating a responsive design that works
well across devices.

4.3 The Camelira Interface

The Camelira interface is divided into three main
areas, the Input Area, Text Output Area, and Mor-
phological Analysis Area. Figure 1 shows an ex-

10https://vuejs.org/
11https://bulma.io/

ample of a disambiguated MSA sentence in the
Camelira web interface. We also provide the op-
tion of viewing the interface in Arabic as seen in
Figure 2.

Input Area At first, only the Input Area is dis-
played which provides users with an input box
where they can enter the sentence they wish to
disambiguate. Users are also presented with a drop-
down menu where they can select whether to dis-
ambiguate the input sentence as a particular dialect
(MSA, Egyptian, Gulf, or Levantine) or to have the
dialect be automatically selected.

Text Output Area Once the submit button is
clicked and the sentence has been disambiguated,
the Text Output Area is displayed. First, the di-
alect indicator displays which dialect was used to
analyze the provided input. Then, an output box
displays the disambiguated sentence in three dif-
ferent views: (a) the Diacritized/POS view which
displays the diacritized text (if supported by the
selected dialect’s resources) along with the POS
tag of each word, (b) the Tokenized view which
displays each disambiguated word in its tokenized
form where tokens are delimited by a ‘+’ character,
and (c) the Lemmatized view where each word is
displayed in its lemmatized form. Figure 3 is the
same as Figure 1 except that the text output is in
Tokenized mode.
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Figure 3: The Camelira interface with an MSA example sentence and “Tokenized” display tab. This is an exact
replica of the input and output choices as in Figure 1 except that the word forms are presented in full tokenization.

Morphological Analysis Area Below the Text
Output Area, the Morphological Analysis Area con-
sists of the Analysis List box (on the right), which
displays all analyses of a given word sorted by their
disambiguation ranking order, and the Analysis
Viewer box (on the left), which displays a selected
analysis in an easy-to-read form with more morpho-
logical feature details. The analysis list displays
the disambiguation score of each analysis as well
as the values for a reduced set of features.

Clicking on a word in the Text Output Area se-
lects that word, displaying its analyses in the analy-
sis list and analysis viewer boxes. Clicking on an
analysis in the Analysis List will display its user-
friendly form in the Analysis Viewer. By default,
the top analysis is selected.

Dialect Identification and Morphological Dis-
ambiguation Figures 4 and 5 present Egyptian
and Gulf Arabic examples, respectively. Both are
presented in a mobile setting to demonstrate our
responsive design.

In the case of Figure 4, the user selected Auto-
Detect for dialect identification. In the Gulf exam-
ple, the user selected Gulf Arabic directly. Note
that the Gulf Arabic does not show diacritizations
since its training data did not include diacritized
forms (Khalifa et al., 2020).

5 Conclusion and Future Work

We presented Camelira, a user-friendly web inter-
face for Arabic multi-dialect morphological disam-
biguation that covers four major variants of Ara-
bic. The system takes a sentence as input and pro-
vides an automatically disambiguated reading for
each word, as well as its alternative readings, allow-
ing users to explore various linguistic information,
such as part-of-speech, morphological features, and
lemmas. Camelira also provides an option to au-
tomatically choose an appropriate dialect-specific
disambiguator based on the prediction of its dialect
identification component.

In the future, we plan to extend our disambigua-
tion system to cover other Arabic dialects such
as Maghrebi and Yemeni Arabic. We also plan
to continue to update the system using future im-
provements in terms of efficiency and accuracy in
CAMeL Tools (Obeid et al., 2020).

Limitations and Ethical Considerations

We acknowledge that our system is currently lim-
ited to specific variants of Arabic and it can pro-
duce erroneous predictions especially on different
dialects, genres, and styles that are not covered
in the current system’s training data. We also ac-
knowledge that our work on core and generic NLP
technologies can be used as part of the pipeline of
other systems with malicious intents.
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Figure 4: The Camelira interface with an Egyptian ex-
ample sentence: "A very cool song [video clip], you’ll
regret it if you don’t watch it." In this example, the input
text is automatically correctly detected as Egyptian.
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Abstract

We present POTATO, the Portable text
annotation tool, a free, fully open-sourced an-
notation system that 1) supports labeling many
types of text and multimodal data; 2) offers
easy-to-configure features to maximize the
productivity of both deployers and annotators
(convenient templates for common ML/NLP
tasks, active learning, keypress shortcuts, key-
word highlights, tooltips); and 3) supports a
high degree of customization (editable UI, in-
serting pre-screening questions, attention and
qualification tests). Experiments over two an-
notation tasks suggest that POTATO improves
labeling speed through its specially-designed
productivity features, especially for long docu-
ments and complex tasks. POTATO is available
at https://github.com/davidjurgens/

potato and will continue to be updated.

1 Introduction

Much of NLP requires annotated data. As NLP
has tried to tackle increasingly more complex lin-
guistic phenomena or diverse labeling and clas-
sification tasks, the annotation process has in-
creased in complexity—yet the need for and bene-
fit of large labeled datasets remain (Halevy et al.,
2009; Sun et al., 2017). Modern annotation tools
like Label Studio (Tkachenko et al., 2021), Light-
Tag (Perry, 2021), Doccano (Nakayama et al.,
2018), and Prodigy (Explosion, 2017) have par-
tially filled this gap, providing a variety of solu-
tions to different types of annotations. However,
these tools each bring their own challenges: requir-
ing external access, limiting visual configurability
for complex tasks, or even costing hundreds of
dollars—prohibitive for small groups. We intro-
duce POTATO, The Portable text annotation tool,
which allows practitioners to quickly design and
deploy complex annotations tasks.

POTATO has been designed, developed, and
tested over a two-year period with the following de-

Easy to deploy
● 10+ templates and schemas
● Easy multilingual/multi-task annotation
● Fit for both internal annotation and 

crowdsourcing
● Editable UI

Improving productivity
● Active learning
● Conditional highlighting
● Keyboard shortcut input
● Label tooltips

Better quality control
● Built-in attention test
● Qualification test
● Pre- and post-screening questions
● Built-in time tracker

High accessibility
● Free for everyone
● Fully open-sourcing
● Easy sharing annotation logs and 

configurations

Figure 1: The four core design goals of POTATO: easy
to deploy, greater productivity, better quality control,
and high accessibility. Each design goal comes with a
series of features that can make data annotation easier
and more reliable.

sign goals in mind (Figure 1): 1) High accessibil-
ity. POTATO is open-sourced under the MIT license
and free to anyone. POTATO is built with minimal
dependencies to allow researchers and developers
to easily build and integrate their own features. 2)
Easy to deploy. POTATO comes with templates
covering a wide range of annotation tasks like best-
worst-scaling, text classification, and multi-modal
conversation. Anyone can start a new annotation
project with simple configurations. POTATO is also
rapidly and easily deployable in local and web-
based configurations and has seamless integration
with common crowdsourcing platforms like Ama-
zon Mechanical Turk and Prolific. POTATO flexibly
supports diverse annotation needs. With our spe-
cially designed schema rendering and custom ren-
dering mechanism, POTATO allows nearly all kinds
of text annotation tasks and is visually customiz-
able to support complex task designs and layout.
3) Better quality control. Attaining reliable anno-
tations is one of the core goals of data annotation
tasks. POTATO is designed with a series of fea-
tures that can help to improve annotation quality,
including built-in attention tests, prestudy qualifica-
tion tests, and an annotation time tracker. POTATO

also allows deployers to easily set up pre- and post-
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screening questions (e.g. demographics or psy-
chological surveys), which can help researchers to
better understand potential biases in data labeling.
4) Productivity enhancing. POTATO comes with
a series of productivity features for both deploy-
ers and annotators like active learning, conditional
highlighting, and keyboard shortcuts. While exist-
ing systems like Doccano (Nakayama et al., 2018)
and Lighttag (Perry, 2021) offer different subsets
of these features, POTATO aims to support a holistic
annotation experience by meeting all of these needs.
Experiments on two annotation tasks demonstrate
that POTATO leads to more efficient data labeling
for complex tasks.

2 Architecture and Design

POTATO is written in Python and focuses on porta-
bility and simplicity in annotation and deployment.
The user interface is created through an extensible
HTML template and configuration file, which al-
lows practitioners to quickly develop and deploy
common setups like Likert-scale annotation while
also supporting extensive display customization.
The POTATO server populates the interface with
data provided by the operator and supports display-
ing any HTML-supported modality, e.g., text or
images. An overview of the architecture is shown
in Figure 2.
Data Management POTATO loads data in com-
mon file formats, such as delimited files or newline-
delimited JSON. This allows it to ingest data in
the JSON format supplied by the Twitter or Reddit
APIs, as well as other types of data used by the de-
ployer. All formats are converted into internal data
structures that link the deployer-selected instance
ID to annotations. At a minimum, deployers must
specify which field represents the unique instance
ID and, for most tasks, the text to be annotated.
The data may contain other columns which will be
included in the final output and can optionally be
used in customized visualizations.
Annotation Schema Rendering POTATO allows
deployers to select one or more forms of annotation
for their data using predefined schema types, such
as multiple choice or best-worst scaling. Deployers
fill out which options should be shown and then
each scheme is rendered into HTML upon the com-
pletion of loading the data. Annotation instructions
can be provided as an external URL that annotators
may view or using HTML text shown in POTATO

that annotators may collapse vertically to free up

screen space. POTATO provides default HTML
templates that automatically lay out each scheme’s
annotation questions. However, deployers may ad-
ditionally customize the HTML templates and se-
lect their own layout using JINJA expressions (e.g.,
{{text}}; Jinja) to specify where parts of the
annotation task and data are populated within the
user-defined template.

User Management Annotators create accounts
and then log in to view their tasks using a secure
user management system. When used with crowd-
sourcing platforms, POTATO also allows workers
to directly jump to the annotation task using their
crowdsourcing user ID. For each new annotator,
POTATO automatically assigns instances as con-
figured by the deployer and all the annotations
are recorded on the backend. When logging out
and back in, annotators resume at the most recent
unannotated item. POTATO also allows deployers
to, with minimum configurations, set up pre- and
post-screening questions (e.g., having annotators
provide demographics or complete psychological
questionnaires), pre-study tests, and attention tests
to identify unreliable annotators.

Active Learning In some settings such as data with
imbalanced classes, active learning helps re-order
items to surface those that may provide more in-
formation to downstream classifiers (Settles, 2009;
Monarch, 2021). Prior annotation interfaces have
included active learning to help maximize data util-
ity (Stenetorp et al., 2012; Wiechmann et al., 2021;
Li et al., 2021). POTATO includes a configurable
active learning setup to prioritize important sam-
ples and potentially improves data quality with
limited labeling budgets. In its default setting,
POTATO periodically trains a logistic regression
classifier using unigram and bigram features on the
currently annotated data; unlabeled instances are
sorted by classifier confidence and items with low
confidence are prioritized, while still including a
deployer-specified percentage of a random sample.
Deployers may change or reconfigure this model
easily.

Design highlights POTATO is designed to flexibly
support diverse annotation tasks and improve the
productivity of annotators. Here we briefly high-
light several features of POTATO. First, with simple
configurations, deployers can quickly add keyboard
shortcuts to specific options or tooltips to help an-
notators. Second, in settings where an annotator
is reading a dense or long passage, or where there
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Config.yaml
...

...

things-to-be-annotated.json

{"id": "item_1", "text": "Aliquam eius modi ut."}
{"id": "item_2", "text": "Numquam dolorem labore 
voluptatem dolore etincidunt neque."}

...

Data
Management

Schema 
Rendering

user: potato@email.com

user: tomato@email.com

...

    "annotation_schemes": [      
        {
            "annotation_type": "multiselect",
            "name": "favorite_color", 
            "description": "What colors are 
mentioned in the text?",
            "labels": [
               "blue", "maize", "green", "white"
            ],    
        },       
    ]

Login / Sign-up

Data 
Rendering

Currently logged in as potato@email.com

User Annotation State
user: potato@email.com
annotated_ids: {(item_1, {...}), ...}
remaining_ids: [item_3, item_4, ...]

...

Active Learning 
Model(s)

{{instance.text}}

Currently logged in as {{user}}

(1) train

(2) reorder

User
Management

Assigned instances

User annotations

Current 
instance

Figure 2: The overall architecture of POTATO features a modular design that decouples the task specification from
the rendering, allowing rapid deployment of new task designs and separate customization of the visualization.

are many potentially subtle cues, annotators are
likely to struggle due to having to slowly and care-
fully read each passage or accidentally omitting
relevant annotations due to the complexity of the
task. POTATO introduces a new feature, condi-
tional highlighting, to help in these settings, where
the deployer specifies certain keywords to trigger
highlights in the text, drawing the annotator’s fo-
cus to those words or phrases. For example, if
annotating for Twitter-based stance towards politi-
cians, a deployer might use keywords and phrases
for common politicians or political parties to en-
sure these are not missed. If conditional highlight-
ing is enabled, POTATO will also randomly label
some words with highlights, based on a deployer-
specified rate, to ensure annotators do not rely too
heavily on highlights.

3 Deployment and Tasks

POTATO is designed with a quickly-deployable
Python-based server architecture that can be run lo-
cally or hosted on any device. To launch a POTATO

instance, the deployer first defines a YAML file
that specifies the annotation schemes, data sources,
server configuration, and any custom visualizations.
If POTATO is launched without a YAML, the pro-
gram will provide the deployer the option of fol-
lowing a series of prompts about their task to auto-
matically generate a YAML file for them. A YAML
file is then passed to the server on the command
line to launch the server for annotation.

Currently, POTATO supports eight annotation
scheme types: multiple-selection (checkboxes),
single-selection (radio buttons), best-worst scal-
ing, Likert scale, free-form text, span-based la-
bels, numbers, and dropdown list. Deployers can
easily set up one or more of these schemes in
the YAML file—e.g., asking annotators to rate a

news article on different dimensions using multi-
ple Likert scales and then summarizing the arti-
cle in a free text response. For each annotation
instance, POTATO can take a single document, mul-
tiple documents as a list (e.g. dialogue and best-
worst-scaling), as well as a dictionary of documents
(e.g. a pair of documents for pairwise comparison).
POTATO will automatically display the instance to
annotators based on the input types and the YAML
configurations. The POTATO documentation con-
tains example YAML templates for several com-
mon annotation tasks such as sentiment analysis,
question-answering, and image-based labeling.

POTATO is self-hosted and can be served lo-
cally or exposed publicly. Each running instance
of POTATO serves one task, but multiple annota-
tion tasks can be stored in a single installation,
to be served using different configuration files at
different times. POTATO allows flexible ways for
annotators to login. For internal usage, POTATO

allows annotators to sign up and log in with email
addresses. POTATO also allows annotators to di-
rectly log in with a URL argument (e.g. username
in the crowdsourcing platform), which can be used
in crowdsourcing settings where a dedicated link is
created for an annotation task. POTATO has been
tested with popular crowdsourcing platforms in-
cluding Prolific and Amazon Mechanical Turk.

POTATO has been deployed in a variety of anno-
tation settings over a two-year period, including a
27-class annotation scheme for classifying immi-
gration framing (Mendelsohn et al., 2021); rating
condolences and empathy for Reddit comments
with hundreds of words (Zhou and Jurgens, 2020);
best-worst scaling for rating intimacy in questions
(Pei and Jurgens, 2020); rating Reddit threads for
their prosociality (Bao et al., 2021); rating, on a
Likert-scale, sentences for scientific uncertainty
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(a) Likert Ratings (b) Text-box (c) Best-Worst Scaling Annotation

(d) Text Categorization (e) Image-based Rating

(f) Pairwise comparison (g) Span-based dialogue analysis

Figure 3: Screenshots of example tasks supported by POTATO, which are included as templates. Examples 3a-3c
show single-task annotations, while Example 3d shows a multitask setup with three multi-select labels. Example
3e shows how POTATO supports multimedia as annotation options. 3f shows a pairwise Likert annotation and 3g
shows a span-based annotation for dialogue analysis. Examples omit the common interface header that shows
annotators how many instances remain and links to the annotation codebook.

(Pei and Jurgens, 2021), intimacy in multilingual
tweet (Pei et al., 2022) and similarity in scientific
findings (Wright et al., 2022); and rating the ap-
propriateness of GIF replies to messages, which
showed an animated GIF in the interface (Wang
and Jurgens, 2021).

Figure 3 shows some of the interfaces from our
documentation’s example templates. These tem-
plates cover a wide range of NLP tasks and can be
easily adapted to support a quick start of common
annotation tasks. The configuration-based setup of
POTATO allows researchers to easily share their an-
notation settings and replicate annotation settings
used by existing works. POTATO also comes with a
dedicated project hub where researchers can easily
open-source their annotation project and already
includes projects in our previous studies. Such a
feature could help to improve the replicability of
NLP/ML annotations and we welcome submissions
from the entire research community.

4 Comparison with Existing Systems

POTATO has been developed to fill a key niche
left by existing systems for providing visual cus-
tomization, easy annotator-support features, and
rapid development. The ultimate goal is to provide
simple and comprehensive solutions to common an-
notation tasks as well as allow personalized design
for complex tasks. Table 1 shows the comparisons
between POTATO and other common text annota-
tion tools over a series of important dimensions
including flexibility, productivity, quality, and ac-
cessibility. We highlight major differentiators next.
Please note that we only compare annotation sys-
tems that are currently available for anyone to use,
free of cost.
Flexibility POTATO is designed to maximize flex-
ibility for a variety of annotation settings. For
common annotation tasks like text classification,
POTATO comes with a wide range of templates
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Label Studio Doccano FLAT LightTag Prodigy Tagtog FITAnnotator BRAT WebAnno/INCEpTION POTATO

Multiple Schema 3 3 3 3 3 3

Multimodal 3 3 3 3 3

Span-Based Annotation 3 3 3 3 3 3 3 3
Flexibility

Editable UI 3 3 3 3 3

Active Learning 3* 3 3 3 3

Conditional Highlighting 3Productivity
Keyboard Shortcuts 3 3 3 3 3 3

Quality control

Prestudy Qualification Test 3

Attention Test 3

Behavioral Tracking 3

Pre- and Post-screeing Questions 3

Open-Source 3 3 3 3 3 3

Easy Sharing and Replicating 3Accessibility
Price Free Free Free Free for academia $390 $59/person/month Not available Free Free Free

Table 1: Comparisons between POTATO and other text annotation systems over four themes. * means the feature
is not available for the free plan.

and allows a quick start for deployers. However,
unlike many existing annotation tools, which pro-
vide fixed user interfaces with selected types of
annotation tasks (e.g., Doccano offers neither tem-
plates nor an editable UI (Nakayama et al., 2018)),
POTATO allows deployers to customize their own
annotation interface to support diverse needs. For
example, Wang and Jurgens (2021) used animated
GIFs as the labels in the annotation and Mendel-
sohn et al. (2021) used a 27-class scheme under
three categories, both of which required visual cus-
tomization to make the task feasible. POTATO also
allows deployers to easily set up unlimited numbers
of similar annotation tasks, which can be especially
helpful for multilingual annotations. For exam-
ple, for all the other data annotation systems, the
deployers need to set up separate tasks and guide-
lines for each language. With POTATO, deployers
only need to create a sheet containing translated
guidelines and POTATO’s built-in script can help to
generate annotation sites for each language.

Productivity POTATO is designed to maximize
the productivity of both annotators and deployers.
While most of the existing annotation tools gen-
erally focus on labeling data, POTATO supports
a series of features that can help with the entire
data annotation pipeline. POTATO allows easily-
customizable keyboard shortcuts to allow efficient
annotation. For visually or cognitively challeng-
ing settings, POTATO allows conditional highlights,
which helps to reduce task complexity and focus
annotators’ attention. Finally, active learning can
reduce the annotation time needed to curate an
informative dataset. Often, annotation tools that
offer a highly customizable annotation interface
do not also implement productivity features: the
open-sourced version of LabelStudio (Tkachenko
et al., 2021) only supports keypress shortcuts, while
Flat (Gompel et al., 2017) supports none of these

features. For deployers, POTATO allows seamless
integration with common crowdsourcing platforms
like Amazon Mechanical Turk and Prolific.

Quality control Collective high-quality and reli-
able annotations is the ultimate goal of data label-
ing tasks and is usually the key to the success of
the final ML/NLP systems. POTATO comes with
a series of quality control feature which helps de-
ployers to reliably collect annotations. While some
other annotation systems like Label Studio and We-
bAnno also support agreement calculation, none
of the existing systems come with features that
help deployers to improve the annotation quality
and analyze factors affecting it. POTATO allows
deployers to easily set up prestudy qualification
tests (annotators have to pass a small test to par-
ticipate in the full annotation) and attention tests
(attention test questions are randomly inserted in
the annotation queue as configured by the deployer)
to identify unreliable annotators before, within, and
after annotation. POTATO also allows deployers to
freely insert survey questions before and after the
annotation phase. Deployers can easily define dif-
ferent pages of pre- and post-screening questions
with minimum effort and POTATO also provides a
series of templates for common survey questions
like user consent and demographic information.
Recent studies suggest that the background of an-
notators has substantial effects on the quality and
bias of data labeling and further affects the fairness
of ML/NLP models (e.g., Sap et al., 2022). With
POTATO, researchers can easily collect background
information of annotators and analyze the effect of
annotator backgrounds on data labeling.

Accessibility POTATO is free to use and actively
maintained. While commercial annotation tools
like Prodigy (Explosion, 2017) can come with more
functionality, these tools are expensive; for exam-
ple, Prodigy costs $390 USD for individual users,
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and Tagtog (Cejuela et al., 2014) costs at least $59
USD per person per month. These costs are po-
tentially prohibitive for students and researchers
without access. POTATO is fully open-sourced and
is deployed with minimum dependencies. More-
over, in addition to giving the flexibility to freely
define UIs and annotation settings, POTATO allows
researchers to easily share their annotation settings
with a simple YAML file, aiding in replication and
future extension of prior work.

5 Experimental Analysis

POTATO was designed to minimize set-up time and
per-instance annotation time while maintaining an-
notation accuracy. Therefore, we conduct a user
study to compare the time for setup and annotation
time per instance compared to its free competi-
tors. We compare POTATO’s performance on two
long and complex tasks, each involving identify-
ing themes and causes in narrative summaries of
reports of completed suicides:

• Task 1 contains long documents, with two
annotation schemes with a total of 22 labels.
The task requires labeling whether each nar-
rative contains each of 13 work-related transi-
tions (e.g., retirement, layoffs) and 9 housing-
related transitions. The average document
contains 13.4 sentences and 1,180 characters.

• Task 2 is comprised of shorter documents,
with the same tasks and labels. This alter-
native version shows only a single sentence
of the narrative in Task 1 and asks annota-
tors to judge whether each contains the same
categories. The average sentence (annotation
item) contains 88 characters.

Annotation Setup One annotator completed 50 an-
notations for Task 1 and 100 annotations for Task
2 on POTATO and a number of freely available
and feature-rich annotation tools: Microsoft Ex-
cel, Doccano (Nakayama et al., 2018), Label Stu-
dio (Tkachenko et al., 2021), and LightTag (Perry,
2021). The annotator was highly familiar with
the task and classification scheme, having anno-
tated 1000+ instances of each task prior to this
user study, so familiarity with the codebook was
not a factor. Given the complexity of the task,
POTATO was initialized with 118 keywords to asso-
ciate with conditional highlights (e.g., retir*, layoff,
work*), key bindings, and classes included tooltips

summarizing each label. To test the effect of these
productivity-enhancing features, we include a ver-
sion of POTATO that does not include these fea-
tures, called Inconvenient POTATO. To ensure the
same level of familiarity with each document, the
documents annotated with each tool are randomly
sampled from a larger set of 203,531 documents.

For each annotation tool we measure the time
to set up an annotation task without counting time
taken to (1) install and familiarize ourselves with
the tool (e.g., trial and error in set-up), (2) generate
the annotation data files, and (3) write the proper-
ties of each label and keywords. Each tool was con-
figured as comparably as possible (e.g., keypress
shortcuts were always enabled and active learning
disabled). To reduce the influence of initial unfa-
miliarity with each tool on per-instance timing, the
annotator completed 10 untimed instances. Then,
for each tool, we record the time spent annotating
per instance.

Results Across both annotation tasks, POTATO

is approximately 30-50% faster than competitors
like Excel, Label Studio, and LightTag (Figure 4b-
c). Annotating short documents is comparable in
time to Doccano (4b), while long documents are
slightly faster in POTATO (4c). Without conve-
nience features like conditional highlighting, key
mappings, and tooltips, POTATO’s per-instance an-
notation time increases to be more comparable with
other tools. We conclude that the difference in per-
instance annotation time is likely attributable to
these design features.

Including convenience features increases task
setup time (Figure 4a), taking just over 4 extra min-
utes to configure at set-up. Our results suggest that,
compared to using POTATO with convenience fea-
tures, the base setup without convenience features
has lower overall task time (including setup) un-
til an annotator has seen ∼20 long documents or
∼100 short documents. We note that POTATO with-
out convenience features takes less time to set up
than Label Studio and LightTag; with these three
features, POTATO takes roughly the same amount
of time to set up as Doccano, even though Doccano
only supports one feature (keypress shortcut).

The two tasks we chose share features with many
common NLP annotation tasks that make them
well-suited to a system like POTATO. We highlight
two comparative observations across the interface
from the user study. First, Doccano and POTATO

have the most annotator-friendly interfaces, which
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Figure 4: Times from our user study (§5) to (a) set up a task; (b) annotate one short document or (c) annotate one
long document show the time savings of POTATO.

allow for fast coding. For instance, custom key-
press shortcuts allow us to create 22 different bind-
ings that make logical sense to the annotator. Un-
like other tools, these two tools did not require any
use of the mouse (e.g., others required pressing sub-
mit with the mouse), which reduced the annotation
time; in short document tasks, where the time to
read the document is low, these time savings be-
come especially important. The default page layout
in POTATO also better supports content interpreta-
tion; for example, the text and labels frequently
fit on one page with no scrolling, and by placing
the text on top of the labels, the annotator did not
need to scroll down in order to read the text—and
since the annotator had the keypress bindings mem-
orized, the task could often be accomplished with
no scrolling. Finally, since other tools often re-
quired uploading data to external servers, there was
often a load time of 1-2 seconds per document;
again, saving this time with locally-deployed tools
was especially salient with short documents.

Second, both tasks involve assigning a large
number of independent labels. The keyword high-
lights allow the annotator to quickly identify which
subset of these labels are likely to be relevant to the
document, while the key mappings allow them to
quick apply the correct labels. Keyword highlights
are particularly useful for longer documents (e.g.,
Task 1), because they help identify the text that
is likely relevant to a given label, which is often
buried in a large amount of irrelevant text (e.g.,
most labels apply to one of ∼13 sentences). Addi-
tionally, if none of the labels applied to a document,
the annotator needed to ensure that she did not over-
look a relevant phrase in the long text; in POTATO

the lack of relevant keywords allowed us to quickly
confirm that none of the labels applied, while with-
out keyword highlights, the annotator read these
documents twice. The time savings associated with
keyword highlights likely explains the slight per-

instance advantage POTATO has over Doccano for
long documents but not short documents.

6 Conclusion and Future Plans

POTATO distinguishes itself with a comprehensive
suite of productivity-enhancing features that allow
annotators to efficiently and accurately label data
and researchers to quickly configure complex tasks
on a wide range of data types. POTATO was created
both for the computational scholar and the overbur-
dened student or crowdworker, looking to annotate
more data in their limited time.

POTATO has been in continuous development for
over two years and will continue to be developed
to support new task designs, easier management,
and faster annotation.

For management, we aim to have (1) a unified
GUI for deployers to create new tasks and manage
existing tasks, (2) a GUI that supports real-time
monitoring of annotation process, mirroring tools
like Webanno (Yimam et al., 2013), and (3) inte-
gration with common social media platforms to
display content with original interfaces (e.g. dis-
playing tweets with their native UI).

For annotators, we aim to support simple lin-
guistic search to help annotators find and prioritize
instances to annotate, and to support personaliza-
tion in aspects such as annotators’ visualization and
keybindings. We also plan to conduct experiments
and explore different design choices to reduce an-
notator burn-out.
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7 Ethics and Broader Impacts

As a highly configurable annotation tool, POTATO’s
biggest ethical and societal implications will likely
come from the questions the tool is used to answer
and the ways in which researchers choose to deploy
the tool. POTATO was built with accessibility, so-
cial responsibility, and usefulness at the forefront,
and the tool’s default settings afford a range of
values-driven practices, which we will discuss be-
low. However, a major risk is that POTATO requires
researchers to self-regulate when encouraging re-
searchers to opt into ethical values often proves
unsuccessful (Hagendorff, 2020). For instance, the
tool does not build in any safeguards against unethi-
cal questions or harmful applications (Buolamwini
and Gebru, 2018; Mitchell et al., 2019; Benjamin,
2019) and does not actively prevent the exploita-
tion of crowdworkers (Irani and Silberman, 2013;
Shmueli et al., 2021). Moreover, since POTATO is
a tool designed to improve the efficiency of typical
prediction task workflows, it cannot address exis-
tential critiques of machine learning (e.g., harms of
classification as a practice).

POTATO was created using principles of univer-
sal design, prioritizing broadly experienced ease
of use, low effort, intuitiveness, flexibility, toler-
ance for error, and perceptibility of key information
(Persson et al., 2015). Since POTATO is uniquely
annotator-focused, rather than deployer-focused,
tasks are readily designed in a way that maximizes
worker wellbeing and productivity. The applica-
tion’s design is largely accessible and inclusive and
the tool contains many of the types of features that
crowdworkers find useful (e.g., low effort to con-
figure, reduces cognitive burden of complex tasks,
easy to correct errors by going back, login flow that
supports screen readers and doesn’t use captcha,
annotation guidelines readily visible in tooltip and
hyperlink) (Zyskowski et al., 2015; Swaminathan
et al., 2017). That said, certain features of the in-
terface may be inaccessible for workers. Moreover,
tools like POTATO can worsen annotators’ mental
health by promoting fragmented work, multitask-
ing, and poor work-life balance (Williams et al.,
2019) and by displaying triggering text without
masks or warnings (Shmueli et al., 2021). Many
of these potential accessibility and psychological
harms can be addressed through improvements in
the interface. Because of the ease of secondary de-
velopment — especially adding new HTML front-
end templates — POTATO allows the research com-

munity to explore more design opportunities for
inclusive annotation and responsible crowdsourc-
ing. Ideally, a future version of this tool would
use community-led design to develop more uni-
versally accessible, inclusive templates for users
(Spiel et al., 2020).

In designing POTATO, we prioritized develop-
ing mechanisms for just, equitable compensation.
By allowing annotators to track time spent on the
task, POTATO facilitates paying crowdworkers a
fair hourly wage rather than the per-task payment
schemes that frequently lead to low hourly wages
(Fort et al., 2011; Gray and Suri, 2019). A key
accessibility feature, the timer promotes flexibility
(e.g., allows people to take longer or build in micro-
breaks) instead of imposing needlessly restrictive
per-task time requirements that can create barri-
ers for disabled workers (Zyskowski et al., 2015).
Our goal in creating POTATO was to empower and
support the annotator. For instance, although we pi-
loted a timer to alert annotators when the expected
task time had elapsed, we ultimately removed this
feature in order to eliminate additional stress.

Another important problem in computational so-
cial research is inaccurately labeled and biased
datasets, which are a cause of inequitably felt down-
stream harms (Olteanu et al., 2019; Blodgett et al.,
2020; Mehrabi et al., 2021). POTATO may have
the potential to reduce many common sources of
bias by promoting high-quality annotations: con-
venience features lower cognitive load and reduce
reliance on personal heuristics that may increase
bias; researchers can use tooltips to provide spe-
cific, easily accessed instructions to minimize an-
ticipated sources of bias; since the base annotation
time is lower, and there are no per-instance annota-
tion time limits, annotators may feel less pressure
to label faster at the expense of poor annotation
quality. However, POTATO may amplify the re-
searchers’ own biases in the data: annotators may
rely too heavily on keyword highlights and tooltips,
which can bias the data if keywords common in mi-
nority communities are over- or underrepresented,
or the tooltip text does not include instructions
relevant to certain communities in the data. Fu-
ture experiments can study the effect of POTATO’s
productivity-enhancing features on mitigating or
amplifying different types of bias.

Finally, an important goal in developing POTATO

was to facilitate studying complex social ques-
tions without being limited by existing labeled data:
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since the tool makes it easier and faster to design
complex tasks and collect data, researchers can
think critically about what problems would be most
beneficial and impactful, and design tasks that ac-
tually answer those questions (Wiens et al., 2019;
Abebe et al., 2020). Since POTATO facilitates the
deployment of multilingual tasks, researchers can
more easily test the the generalizability of their re-
sults across linguistic and cultural contexts (Joshi
et al., 2020). A major challenge in applied machine
learning is the lack of diversity among researchers
(Orife et al., 2020); since POTATO is free, open-
sourced, and easy to use, we hope the tool will
facilitate participation by scholars who are not as-
sociated with well-funded R1 universities and also
by community members outside academia.
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Abstract

Knowledge Graphs (KGs) store information in
the form of (head, predicate, tail)-triples. To
augment KGs with new knowledge, researchers
proposed models for KG Completion (KGC)
tasks such as link prediction; i.e., answering
(h; p; ?) or (?; p; t) queries. Such models
are usually evaluated with averaged metrics on
a held-out test set. While useful for tracking
progress, averaged single-score metrics cannot
reveal what exactly a model has learned—or
failed to learn. To address this issue, we pro-
pose KGxBoard1: an interactive framework for
performing fine-grained evaluation on mean-
ingful subsets of the data, each of which tests
individual and interpretable capabilities of a
KGC model. In our experiments, we highlight
the findings that we discovered with the use of
KGxBoard, which would have been impossible
to detect with standard averaged single-score
metrics.

1 Introduction

Knowledge Graphs (KGs) are graph databases that
store information about entities and the relations
between them in the form of (head, predicate, tail)-
triples (Weikum et al., 2021). Because of their
flexible structure, KGs are used for storing gen-
eral real-world data (Rebele et al., 2016) as well
as domain-specific data covering various domains
(Abu-Salih, 2021), including medicine (Chandak
et al., 2022), IoT (Le-Phuoc et al., 2016) and fi-
nance (Cheng et al., 2020). KGs play an important
role in NLP: they are used for many downstream
tasks, including language modeling (Logan et al.,
2019), entity linking (Radhakrishnan et al., 2018)
and question answering (Saxena et al., 2022).

A common problem for KGs is that they are in-
complete (i.e., they do not contain all facts about
the world or the particular domain), which could

∗Equal contribution
1All resources (code, data, demo, video, etc.) are available

on https://github.com/neulab/KGxBoard

lead to limitations in performance for the down-
stream tasks. To tackle this problem of incomplete-
ness, the research community has worked on many
KG Completion (KGC) tasks, most prominently on
link prediction: predicting new facts within the KG
by providing ranked predictions to the queries (h;
p; ?) or (?; p; t) (Clouatre et al., 2021). Models
for KGC tasks are typically evaluated with single-
score metrics that are averaged over a held-out test
set. For instance, for a KGC query—e.g., (h; p;
?)—, hits@k indicates the average number of cor-
rect answers from the test set that appear within the
top-k ranked entities predicted by the KGC model.2

While using such scores is important for tracking
the progress of KGC models, researchers observed
that a more fine-grained evaluation is needed (Pal-
monari and Minervini, 2020), because the aver-
aged metrics cannot answer the question of what
properties have the models actually learned—or
failed to learn. To investigate what properties were
learned by the KGC models, researchers have de-
signed specific datasets and experimental setups.
For example, Rim et al. (2021) used the idea of
behavioral testing applied to NLP models (Ribeiro
et al., 2020) to perform more fine-grained tests for
relation symmetry. In particular, they measured the
performance of KGC models for queries that con-
tain symmetric relations; i.e., relations that are true
for both (h; p; t) and (t; p; h) such as (X; marriedTo;
Y). However, their proposed framework only con-
tains a limited number of tests and might not cover
model properties of interest to other researchers.

To make the fine-grained evaluation more
generic—and to compare different KGC mod-
els across different properties—we propose
KGxBoard: a method and software implementa-
tion for fine-grained evaluation of KGC models
(see illustration in Fig. 1). KGxBoard splits the
evaluated data into groups (buckets) according to
certain properties of the data. For instance, one can

2See Sec. 2 for more details about hits@k and other metrics
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Figure 1: Illustration of KGxBoard’s functionalities. With the single analysis mode, the user can see the overall
performance of a given KGC model, as well as the performance of the model across multiple buckets (i.e., partitions
of the evaluated data). For example, we observed that the TuckER model performs very well on triples with Many-
to-one (M-1) relations. However, it performs poorly on triples with One-to-many (1-M) relations and symmetric
relations. With the multiple analysis mode, the user can compare the overall and bucketized performance across
different models. Such a view enables the user to compare the models in a fine-grained manner; e.g., Rescal is
ranked 4th in the overall performance, but it is ranked 1st for the triples having symmetric relations. Likewise,
DistMult is ranked 5th in the overall performance and 1st for the triples with One-to-one relations. In both modes,
the user can interact with the UI to see details of the data buckets, change the evaluation metrics, etc.

split the test data into two buckets of data points
such that one bucket contains triples with symmet-
ric and the other with asymmetric relations. Conse-
quently, the users can observe the performance of
each of these buckets separately, while also having
an overview of the overall performance scores.

KGxBoard builds upon ExplainaBoard (Liu
et al., 2021), which is an explainable leaderboard
for NLP tasks. We adapt ExplainaBoard to the
KGC tasks3 by providing: (1) a method and soft-
ware implementation for fine-grained evaluation
of KGC models, integrated into ExplainaBoard;
(2) APIs for porting results from two popular
KGC frameworks—PyKeen (Ali et al., 2021) and
LibKGE (Broscheit et al., 2020)—directly into
KGxBoard format; (3) interface for reading cus-
tomized features for fine-grained evaluation; (4)
experimental study exposing problems with KGC
models that cannot be spotted with averaged scor-
ing; (5) experimental study showing that the find-
ings from the fine-grained evaluation of KGxBoard
can be used for automatic debugging of the models.

3KGxBoard can handle the KGC tasks on answering
queries of the form (?, p, t), (h, ?, t) and (h, p, ?). For simplic-
ity, when we refer to KGC models in this paper, we refer to
models that provide predictions of the form (h, p, ?).

2 Preliminaries

The performance of KGC models is evaluated on a
held-out test set of golden KG triples. In particular,
the models return a set of ranked answers to the
queries—e.g., (h; p; ?)—, where the correctness of
the answers is evaluated against the golden triples.
The final score is averaged over the examples from
the held-out test set. The standard scores used in
the literature are:

(1) Hits@k = 1
|D|

∑
(h,r,t)∈D 1[rank(t) ≤ k]

(2) MRR = 1
|D|

∑
(h,r,t)∈D

1
rank(t)

(3) MR = 1
|D|

∑
(h,r,t)∈D rank(t)

where D is the set of test triples, and h, r, t are the
head, relation and tail of the KG triple respectively.

3 KGxBoard’s Fine-grained Evaluation

Prior work in NLP has pointed to the issues of
using single-score metrics, which do not expose
what exact properties of the data were (or were
not) learned by the models (Narayan et al., 2021);
e.g., some information extraction models perform
poorly when there is a conjunction present in the
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"custom_features": {
"rel_type": {

"dtype": "string",
"description": "predicate symmetry",
"num_buckets": 2

}
}

Figure 2: Defining custom features for bucketization of
the evaluation data (e.g., validation or test data).

sentence (Gashteovski et al., 2022). To better un-
derstand what properties were (or were not) learned
by the NLP models, people have proposed multi-
faceted or explainable and interactive leaderboards
(for more details on related work, see Appendix A).

Following ExplainaBoard (Liu et al., 2021), the
basic idea of KGxBoard’s fine-grained evaluation
is to breakdown the performance measure (e.g.,
Hits@10) over individual groups (buckets) in ad-
dition to the performance score over the overall
evaluation dataset. This approach involves three
steps: (i) define features upon which the evaluation
dataset is going to be partitioned; (ii) partition eval-
uation dataset into different buckets based on the
defined features; and (iii) calculate performance
w.r.t. each bucket. In contrast to ExplainaBoard,
KGxBoard is tailored for the KG completion tasks
and their evaluation metrics.

3.1 Feature definition

The feature definition describes the manner upon
which KGxBoard is going to partition the evalu-
ated data into buckets. For example, if the feature
is about predicate symmetry, then the data is di-
vided in 2 buckets: (1) triples that have predicates
which are considered symmetric;4 (2) triples with
asymmetric predicates. Because each data point
can be assigned to one of these buckets with a label
"symmetric" or "asymmetric" (strings), the user de-
fines the feature "predicate symmetry" accordingly
(as shown on Figure 2).

Built-in Features. KGxBoard supports several
built-in features that will automatically bucketize
the evaluation data of any models to be analyzed.
The built-in features include several widely used
properties of the data, such as predicate symmetry
(Trouillon et al., 2016) and entity type hierarchy
(Rim et al., 2021); see details in Appendix B.

4predicates that are true for both (h; p; t) and (t; p; h); e.g.,
the predicate p=marriedTo: (x; p; y) ⇐⇒ (y; p; x).

User
InterfaceBackend

Database

System output

Bucketize

CLI

SDK

LibKGE

PyKEEN

API

Figure 3: General overview of KGxBoard’s architecture.
SDK: Software Development Kit; CLI: Command-Line
interface.

Customized Features. KGxBoard also allows
users to customly define their own features by spec-
ifying additional information in the system output
file. If, for example, the users want to define the
bucketization features for predicate symmetry, then
they only need to specify this in a json file (Fig. 2).

3.2 Partitioning of Evaluation Data into
Different Buckets

For the built-in features, KGxBoard automatically
assigns each data point to its respective bucket. For
the customized features, once the custom features
were defined, the user should place each data point
to its respective customized bucket via the bucke-
tization functions (explained in Section 4.4). This
data is then fed into KGxBoard, which automati-
cally computes the relevant metrics for each bucket.

3.3 Calculate Performance w.r.t. each Bucket

KGxBoard computes the relevant metrics (de-
scribed in Section 2) for each bucket individually,
as well as for the overall evaluation dataset.

Confidence Interval. KGxBoard has been en-
dowed with the ability to quantify to what degree
we can trust the result of each bucket. Specifi-
cally, as illustrated in Figure 1, each bin has been
equipped with an error bar and its width reflects the
reliability of the bucket performance. KGxBoard
supports two ways to calculate the confidence in-
terval: bootstrapped re-sampling (Efron, 1992) and
t-test (Nakagawa and Cuthill, 2007) .

4 KGxBoard: System Overview

A general overview of the KGxBoard architecture
is illustrated in Figure 3. The users can provide the
data for the models through the front-end (via the
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Figure 4: Using the frontend to upload a new model.

UI) or the back-end (via the CLI or the SDK). Then,
these results are stored in a database (DB), which
can be accessed and viewed either with the visual
interface, programmatically, or with the command-
line interface. In general, the users can choose
three ways to use KGxBoard’s functionalities: (i)
directly from the interactive web interface; (ii)
through an API from KGC frameworks (PyKEEN
and LibKGE); (iii) through the command-line in-
terface with already provided data.

4.1 Frontend
We adopt a React-based technology stack5 to cre-
ate an interactive web app as the frontend of
KGxBoard. Assuming that a user has generated the
input data in prior steps (e.g., through the API from
KGC libraries; see Section 4.3), she can upload the
data via the frontend interface (Figure 4). The data
is then passed on to the backend, which stores it
in a database. The frontend provides two types of
analysis of the models’ evaluation: single analysis
aims to identify the strengths and weaknesses of
a given KG completion model; pairwise/multiple
analysis can help users figure out where one model
is better (or worse) than the other when two (or
more) models are selected; for illustration of the
frontend, see Figure 1.

4.2 Backend
The backend is built on top of ExplainaBoard’s
backend code (Liu et al., 2021). The main function-

5https://reactjs.org/

alities for KGxBoard’s backend are: (i) defining
the evaluation metrics for the link prediction task:
Hits@k, MRR and MR; (ii) computing the overall
scores and the buckets’ scores with the built-in fea-
tures; (iii) handling customized feature buckets if
the user provided any; (iv) storing the results in the
DB; (v) communicate the results with the frontend
in an interactive manner.

4.3 API with KGC Libraries

KGxBoard comes with APIs that can translate
the output of two widely used KGC libraries—
PyKEEN (Ali et al., 2021) and LibKGE (Broscheit
et al., 2020)—into KGxBoard format. In particular,
the APIs write the system-output files in KGxBoard
format which does not contain buckets, only re-
sults from the models. If the user wishes to add
customized buckets, she can either write or reuse
already existing bucketization function(s), which
will rewrite the data in KGxBoard format with the
desired bucketizations.

4.4 Bucketization functions

The bucketization functions are procedures that do
two main actions: (1) define the buckets; (2) assign
a bucket label to each data example. Here’s an
example of a bucketization function pseudocode
that defines relations as being either symmetric or
asymmetric:

# s_rels -> set of symmetric rels.
def bucketize_rel_sym(s_rels):

# define the buckets properties
bucket_name = "rel_sym"; dtype = "string"
descr="rel's symmetry prop."; num_buckets=2

# assign bucket to example data
for triple in predict_data:

if triple['predicate'] in s_rels:
triple.bucket = 'symmetric'

else:
triple.bucket = 'asymmetric'

5 Experimental Study

To showcase the usefulness of KGxBoard, we con-
ducted the following experimental study: (1) buck-
etized comparison of models: we provide insights
on the buckets’ performance about different mod-
els trained with one KGC framework, which would
have been impossible to discover with standard
metrics; (2) comparison of models trained on dif-
ferent KGC frameworks with different hyperparam-
eter settings: showing how KGxBoard can be used
to discover differences between models trained in
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different environments; (3) automatic debugging:
showing the ability of automatic debugging of the
models by using insights from certain buckets.

5.1 Experimental Setup

Datasets. We used two widely used datasets: (1)
FB15K-237 (Toutanova and Chen, 2015), con-
structed from Freebase (Bollacker et al., 2008),
covering relations between people, locations, etc.;
(2) WN18RR (Dettmers et al., 2018), constructed
from WordNet (Miller, 1992) and represents con-
nections between words in English, such as syn-
onyms and hypernyms. The models were trained,
validated and tested with the standard dataset split
(the reported results are on the test sets).

Models and KGC Frameworks. For our ex-
periments, we trained the KGC models on two
commonly used KGC frameworks: PyKEEN and
LibKGE. With PyKEEN we trained the following
models for link prediction: DistMult (Yang et al.,
2015), ConvE (Dettmers et al., 2018), RESCAL
(Nickel et al., 2011), RotatE (Sun et al., 2019),
TransE (Bordes et al., 2013) and TuckER (Balaze-
vic et al., 2019). PyKEEN provides hyperparame-
ters to reproduce the results of the original work of
a given model, which we used to train the models.
To compare the same models trained with differ-
ent hyperparameters and frameworks, we also used
the pretrained models obtained by Ruffinelli et al.
(2020) as a result of extensive hyperparameter op-
timization using LibKGE (Broscheit et al., 2020).
Specifically, we used the models ConvE, DistMult,
Rescal and TransE (see training details in App. D).

Bucketizations. We partitioned the test data into
different interpretable groups based on either built-
in or customized features (e.g., relation type). All
together, for FB15K-237 / WN18RR we have 303
/ 35 unique buckets respectively. The large differ-
ence in the number of buckets between the datasets
is mainly due to the significantly higher number of
relations in the FB15K-237 dataset (237 v.s. 11).
We provide further details on the buckets in App. C.

5.2 Bucketized Comparison of Models

To get an overview of the fine-grained evaluation of
the KGC models, we used the predictions from Py-
KEEN on the FB15K-237 and WN18RR datasets.
By ranking different systems with the MRR met-
ric in two ways: (1) based on their overall perfor-
mance; and (2) based on bucket-wise performance;

Overall rank b= b ̸=

TuckER 1 / 1 .601 / .543 .399 / .457
ConvE 2 / 3 .301 / .486 .699 / .514
RotatE 3 / 5 .257 / .686 .743 / .314
Rescal 4 / 2 .261 / .457 .739 / .543

DistMult 5 / 4 .541 / .400 .459 / .600
TransE 6 / 6 .868 / .800 .132 / .200

Table 1: Ranking of KGC models (trained with Py-
KEEN) according to the MRR score. 1 indicates best
rank. b=/b̸=: the fraction of buckets where the ranking
of a given model is equivalent/not equivalent compared
to the overall rank of the model. Results are on the
datasets FB15K-237 / WN18RR.

we obtain that, as shown in Table 1, the overall rank-
ing of the models is significantly different than the
ranking of the models for each individual bucket.

For example, TuckER is ranked as the best-
performing model on both FB15K-237 and
WN18RR. However, TuckER is not ranked as best
performing model for approximately 40% and 46%
of the buckets for FB15K-237 and WN18RR re-
spectively. For instance, when taking a closer look
at FB15K-237, we find that for the bucket featur-
ized by symmetric relations, TuckER is ranked 2nd
and Rescal is ranked 1st (on the overall test set,
Rescal is ranked 4th) and for the One-to-one re-
lations, TuckER is also ranked 2nd and DistMult
is ranked 1st (on the overall test set, DistMult is
ranked 5th); see Figure 1.

Such findings would be impossible to spot with
standard averaged metrics over the entire test set,
and are similar in spirit to previous results that show
how alternative evaluation methods can expose
differences in overall model performance (Wang
et al., 2019; Rim et al., 2021). With KGxBoard,
researchers can diagnose issues with any KGC
model on customized properties of the data (i.e.,
customized bucketizations of the evaluation data).

5.3 Bucketized Comparison of Models
Trained with Different Hyperparameters

Similarly as with the fine-grained comparison be-
tween different models (Sec. 5.2), KGxBoard can
be used to compare one model that was trained on
multiple sets of different hyperparameters (HPs)
and implementations. For this purpose, we train
each of the four KGC models (ConvE, Rescal, Dist-
Mult and TransE) with two sets of HPs on two KGC
libraries—PyKEEN and LibKGE—and showcase
the differences. Note that the implementation from
different libraries can vary significantly w.r.t. the
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HP search space and the degree of customization.6

On the one hand, we trained each model with the
hyperparameters that aim to reproduce the work of
the original papers (trained with PyKEEN; the HP
combination was proposed in PyKEEN’s documen-
tation). On the other hand, we used model configu-
rations resulting from a HP optimization pipeline
that ensures improved overall results (trained with
LibKGE; HP combination proposed by Ruffinelli
et al. (2020)). We refer to each of the former
models as ORIGHP-MODEL and to the latter as
OPTIMHP-MODEL. While the OPTIMHP mod-
els always outperform their ORIGHP counterparts,
we still observed many cases where the ranking of
the models flipped on some buckets. For example,
ORIGHP-CONVE performs better than OPTIMHP-
CONVE for: (1) the FB15K-237 triples with rela-
tion between award ceremony and award winner;
(2) FB15K-237 triples whose tail entity types are
of type "musical work" (details in App. E).

5.4 Automatic Debugging of Models Using
Buckets

Hits@1 ConvE TuckER RotatE Rescal
Debugging test

Before debug. .0000 .0000 .0000 .0000
Naive .0625 .1875 .0465 .1642

In-danger .1562 .2083 .0465 .2015
Original test

Before debug. .2710 .3108 .2627 .2596
Naive .2416 .3010 .2627 .2594

In-danger .2574 .3004 .2627 .2594

Table 2: Debugging results for the relations with most
symmetry violations (Hits@1).

Grouping related properties of the model into
buckets offers not only the potential to diagnose
problems, but also the potential to fix them by de-
bugging. We show here how the debugging tech-
niques of Malon et al. (2022) may be adapted to
fix problems with KG embeddings, illustrating the
idea with one particular bucket: relation symmetry.

Updating the relation embedding to improve
symmetry for one relation will have no effect on
other relations generally, so we debug only one
relation r at a time. For debugging, we collect a
sub-bucket consisting of triples (h, r, t) that vio-
late symmetry in a stricter sense: the reverse triple
(t, r, h) is in the training set and the trained model

6For instance, while LibKGE allows the customized ini-
tialization of the embeddings through HPs, PyKEEN requires
changing the source code. More details in App. D.

predicts h as the tail for (t, r, ?) with rank one, but
t has rank greater than one among the predictions
for (h, r, ?). Ten triples from the sub-bucket con-
stitute the debugging set, which is used to learn
better model parameters, and the remaining triples
are held out to form the debugging test set.

We debug the relation with the most symme-
try violations (in the above sense) for four mod-
els: ConvE, TuckER, RotatE and Rescal.7 A naive
method, which we call intensive fine-tuning, simply
fine-tunes the model on the debugging set alone un-
til all its triples are predicted at rank one. We freeze
entity embeddings during intensive fine-tuning, be-
cause updating the entity embedding will not gen-
eralize to improve symmetry on any held-out en-
tities. To monitor whether this learning comes at
the expense of forgetting other triples, we evaluate
performance on the original test set before and after
debugging, in addition to the debugging test set.

We also adapt the proposed method of Malon
et al. (2022) to KGE. In this method, we first run the
intensive fine-tuning, then collect twenty triples at
random from the training set, which were correctly
predicted at rank one after the original rank-tuning,
but whose rank fell after the intensive fine-tuning.
We use these twenty examples together with the ten
debugging examples in a second round of intensive
fine-tuning, again starting with the parameters of
the original model. The hope is to learn the debug-
ging examples while anchoring the performance of
triples that are “in danger” of being forgotten.

Table 2 shows debugging results for the four
models. In all cases, naive debugging improves
Hits@1 on the held-out test debugging examples,
and in-danger debugging often yields a further im-
provement. The impact of debugging on Hits@1 of
the original test set is less than 1% for all models
except ConvE, which has interaction parameters
that are applied to many relations. For ConvE, the
in-danger method cuts this sacrifice in half. We
provide more detailed analysis in Appendix F.

6 Conclusions

We presented KGxBoard: an interactive frame-
work for fine-grained and interpretable evaluation
on meaningful subsets of the data, each of which
tests individual and interpretable capabilities of a
KGC model. We highlighted insights that would be
impossible to detect with standard leaderboards.

7The other two models, Distmult and TransE, did not have
enough symmetry violations to fill a debugging set.
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Appendix

A Discussion on Related Work

A.1 Evaluation of NLP Models

Recent work in NLP has pointed to the problems
of using single-score metrics (Ethayarajh and Ju-
rafsky, 2020; Narayan et al., 2021; Bowman and
Dahl, 2021; Kotnis et al., 2022a). In particular,
such single-score metric evaluations do not expose
the data-centric properties that were not learned
by the models (e.g., problems with learning named
entities that span across multiple tokens). In NLP,
such issues are tackled by proposing multifaceted
and/or explainable leaderboards and benchmarks
(Liu et al., 2021; Gashteovski et al., 2022; Friedrich
et al., 2022; Kotnis et al., 2022b; Xiao et al., 2022;
Kiela et al., 2021; Thrush et al., 2022). To the
best of our knowledge, there is no prior work that
proposes such multi-faceted leaderboards for KG
completion models.

A.2 Evaluation of KGC Models

KGC Benchmarks. Prior work has shown that
learning latent representations—i.e., KG Embed-
dings (KGEs)—for the entities and relations is
highly beneficial for tackling KGC tasks (Min-
ervini et al., 2015; Ruffinelli et al., 2020). Re-
searchers have evaluates the effects of hyperpa-
rameters (and different training strategies) of KGE
models for link prediction. In particular, Kadlec
et al. (2017) studied the effects of different train-
ing objectives on the DistMult model (Yang et al.,
2015) and found that using the cross entropy loss
function is a better alternative to the binary cross
entropy. Ruffinelli et al. (2020) performed a sys-
tematic study on many KGE models with the
LibKGE framework (Broscheit et al., 2020) and
found that training components make a huge dif-
ference in model performance. Safavi and Koutra
(2020) proposed a more data-centric benchmark
(CoDEx), which improves upon previous bench-
marks by proposing additional datasets extracted
from Wikidata (Vrandečić and Krötzsch, 2014) and
then using them to improve current KGE models.
Sun et al. (2020) proposed an evaluation frame-
work such that it breaks ties of same-score answers
according to different strategies. PyKEEN (Ali
et al., 2021) is another KGE framework and bench-
mark, which facilitates the training and evaluation
of KGE models for KG completion tasks across
a variety of datasets. Although highly useful for

overall evaluation, none of these frameworks pro-
vide fine-grained evaluation of KGE models, nor
an interactive interface for such evaluation.

Metrics. Other line of work focused on propos-
ing different metrics for exposing different prob-
lems within the KGE models (Wang et al., 2019),
though these metrics are averaged scores over the
entire test set and do not provide additional insights
about where the models make mistakes. Prior work
has shown that the standard averaged evaluation
metrics hits@k and MRR favor popular entities
and relations (Mohamed et al., 2020). Contrary to
such approaches, KGxBoard operates across the
standard metrics (hits@k, MRR and MR), but in
addition it supports highly customized fine-grained
analysis and interactive interface.

Studying Specific Properties. Other line of work
targets specific properties of the models, i.e., eval-
uating if a set of KGE models learned some spe-
cific properties. For example, relation symmetry
is a property that has been extensively studied in
the literature (Trouillon et al., 2016; Sun et al.,
2019; Peng and Zhang, 2020; Zhang et al., 2020;
Wang et al., 2014). Other line of work investigated
other properties, such as entity type hierarchy (Rim
et al., 2021; Zhang et al., 2020), (inverse) equiva-
lence (Meilicke et al., 2018), subsumption (Meil-
icke et al., 2018), relation and entity frequency (Mo-
hamed et al., 2020) and entity distribution (Bordes
et al., 2013).

KG Analyzers. Recently, there were proposals
for systems that analyse already constructed KGs
(Ilievski et al., 2020). Such work, however, does
not cover the evaluation of KGC models, it only
covers analysis of already existing KGs.

B Details on Built-in Features

KGxBoard comes with built-in features that buck-
etize the data automatically. Some of the built-in
features in KGxBoard are dataset-specific, while
others are dataset-agnostic.

• Length of head/tail entity: the number of tokens
in the head/tail entity (dataset-agnostic).

• Frequency of head/tail entity: the frequency of
tail entity in the training set (dataset-agnostic).

• Frequency of the predicate: the frequency of the
predicate in the training set (dataset-agnostic).

• Symmetry of relation: the symmetry of entity
relations (dataset-specific; for now KGxBoard
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supports FB15K-237).
• Entity type level: the most specific (highest) en-

tity type level of true tail entity (dataset-specific,
for now we support FB15K-237). In particu-
lar, we mapped each Freebase entity to its DB-
pedia (Auer et al., 2007) counterpart, and then
used DBpedia’s type information (Gangemi et al.,
2012) in order to determine the most specific
type level that is available in the data; e.g., if we
have information (Barack Obama; type; Person)
and (Barack Obama; type; Politician), we use
the latter because it is more specific.

C Details on Customized Buckets

To provide more fine-grained analysis that goes
beyond the built-in features for bucketization, as
well as to showcase the ability of KGxBoard to han-
dle customized buckets, we partition the test data
into buckets, based on the following customized
features:

Buckets by relations. Each data point is placed
in a bucket according to its relation. For example,
the triples (England; /location/location/contains;
Lancaster) and (Los Angeles; /location/location/-
contains; Beverly Hills) are placed in the same
bucket because they have the same relation. This
bucketization is dataset-agnostic and we used it for
both FB15K-237 and WN18RR.

Buckets by relation types 1-1, 1-M, M-1 or M-
M. Following Bordes et al. (2013), we partition
the data into four possible buckets according to
their relation properties: 1-to-1 (1-1), 1-to-many
(1-M), many-to-1 (M-1) and many-to-many (M-M).
According to this definition, each relation has a
property on how many entities it can have as a head
or tail. For example, the relation isAuthorOfBook is
1-M relation (because one author can be the author
of several books) and the relation sportsTeamLoca-
tion is 1-1 relation (because one sports team can
have only one home location).

Tail entity type (level 1). The entity type (level 1,
as described by Rim et al. (2021)) of the gold entity
that needs to be predicted. This customized feature
is specific for FB15K-237 and not for WN18RR.
In particular, we leverage similar approach as with
the built-in entity type level feature (described in
Appendix B): we mapped each Freebase entity to
its DBpeda counter part and then used DBpedia’s
type information to determine the type at level 1 of
the entity type hierarchy.

Tail entity type (level 2). The entity type (level
2, as described by Rim et al. (2021)) of the gold
entity that needs to be predicted. As with the previ-
ous customized feature, this customized feature is
specific for FB15K-237 and not for WN18RR.

Relation’s symmetry (for WN18RR). In Ap-
pendix B, we described KGxBoard’s built-in fea-
ture that bucketizes the data into symmetric and
asymmetric relations for the FB15K-237 dataset.
This feature, however, is not natively supported
by KGxBoard for the WN18RR dataset. For
WN18RR, we followed Rim et al. (2021) and (1)
got a set of all unique relations from WN18RR;
(2) manually defined which relation is symmetric
and which one is not. Then, we assigned a bucket
(symmetric or asymmetric) to each data point in
the test set.

D Training Details for PyKEEN and
LibKGE

PyKEEN provides hyperparameters to reproduce
the results of the original work of a given
model, which we used to train RotatE, ConvE,
TuckER, TransE and Rescal on both WN18RR and
FB15K237 datasets. After training TransE, the hy-
perparameters for WN18RR returned a very low
MRR result indicating that it failed to train for the
task, and for DistMult, no configuration files cor-
responding to the above-mentioned datasets were
provided. In such cases, we used insights from
LibKGE (Ruffinelli et al., 2020) to train the models
with PyKEEN to the best of our abilities; to im-
plement the same models in the two frameworks,
we match some parameters such as the number of
epochs, embedding dimensions, initializer function,
optimizer and learning rate arguments, including
the scheduler and its parameters. However, the hy-
perparameters of a KGE model on the mentioned
frameworks are not matched one-to-one. LibKGE
allows the user to set both the initializer of the re-
lation and entity embeddings along with setting
the lookup embedder weight, patience, regularizer,
dropout. In contrast, PyKEEN only allows the
naming of the initializer function. Moreover, while
negative sampling is possible in both frameworks,
PyKEEN allows setting the negative sampler func-
tion that describes how to generate corrupt triples
for training and allows the setting of negatives per
positive triples as well as the filtering and corrup-
tion scheme, where LibKGE allows the previous
as well as adding the number of samples for each
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head, relation, object. We expect that these differ-
ences in implementation and hyperparameters will
have an impact on the results seen on KGcBoard.
We provide the used hyperparameters and trained
models with our code.

It is worth noting that PyKEEN does provide
configurations for the same models with optimized
parameters, but since the MRR and Hits@k results
of these models are outperformed by the LibKGE
models, we chose to make this comparison to both
feature the difference in hyperparameters as well as
the framework implementation in our experiments.
For the models trained on LibKGE, we used the pre-
trained models obtained by Ruffinelli et al. (2020)
as a result of hyperparameter optimization using
LibKGE (Broscheit et al., 2020).

E Detailed Results for Bucketized
Comparison of Models

In these experiments, we showcase how the users
can use KGxBoard in order to compare one model
trained on multiple hyperparameter settings. As ex-
plained in Section 5.3, on the one hand, we trained
each model with the hyperparameters that aim to
reproduce the work of the original papers (dubbed
ORIGHP-MODEL); on the other hand we used
pretrained models that use a hyperparameter op-
timization pipeline that ensures improved overall
results (dubbed OPTIMHP-MODEL). Each model
trained with the ORIGHP hyperparameter settings
was trained with PyKEEN, by using the hyperpa-
rameters combination that aims to reproduce the
results from the original papers and was proposed
in PyKEEN’s documentation. Each model trained
with the OPTIMHP hyperparameter settings was
trained with LibKGE, by using the hyperparameter
combination proposed by Ruffinelli et al. (2020).
The results are summarized in Table 3.

While the OPTIMHP models always outperform
their ORIGHP counterparts in both FB15K-237
and WN18RR datasets, we still observed many
cases where the ranking of the models flipped on
some buckets. For example, OPTIMHP-CONVE
on FB15K-237 performs better than ORIGHP-
CONVE on the overall score, as well as on 88% of
all the buckets. However, ORIGHP-CONVE per-
forms better than OPTIMHP-CONVE for several
buckets, including (1) the FB15K-237 triples with
relation between award ceremony and award win-
ner; (2) FB15K-237 triples whose tail entity types
are of type "musical work". In a more extreme case

Model Overall rank MRR score b= b ̸=

(OPTIMHP / ORIGHP)

FB15K-237
ConvE 1 / 2 0.44 / 0.39 0.88 0.12
Rescal 1 / 2 0.45 / 0.38 0.83 0.17

DistMult 1 / 2 0.44 / 0.31 0.91 0.09
TransE 1 / 2 0.42 / 0.19 0.98 0.02

WN18RR
ConvE 1 / 2 0.46 / 0.28 1.00 0.00
Rescal 1 / 2 0.48 / 0.29 1.00 0.00

DistMult 1 / 2 0.48 / 0.27 1.00 0.00
TransE 1 / 2 0.24 / 0.13 0.91 0.09

Table 3: Comparison of KGC models trained with dif-
ferent hyperparameter settings. The shown results com-
pare each model between its OPTIMHP and ORIGHP
hyperparameter settings. The models trained with OP-
TIMHP are trained with hyperparameter optimization
pipeline that ensures improved overall results. The
models trained with ORIGHP use hyperparamter set-
tings that aim to replicate the results from the orig-
inal papers. 1 in Overall rank indicates better rank.
The models were trained and tested on the FB15K-237
and WN18RR datasets. b=/b̸= indicates the fraction of
buckets where the overall rank is equivalent/not equiva-
lent as the bucket’s rank.

for FB15K-237, when we compared OPTIMHP-
TRANSE with ORIGHP-TRANSE, the optimized
OPTIMHP-TRANSE is ranked as 1st on the over-
all score and in 98% of the buckets (this is to be
expected, given that the difference in the overall
score is 23 percentage points). Yet, in 2% of the
buckets (4 buckets in total), ORIGHP-TRANSE is
ranked as 1st.

F Detailed Results for Debugging

Table 4 shows debugging results for ConvE, Tucker,
RotatE, and Rescal. In all cases, naive debugging
improves Hits@1 on the held-out test debugging
examples, and in-danger debugging often yields a
further improvement. In cases where debugging
Hits@5 and Hits@10 were high to begin with, de-
bugging sometimes worsens these metrics, because
most of the debugging examples will be teaching
the model to swap the order of examples already
in the top 5 or 10, rather than bring something new
into the top 5 or 10 hits.

Only on ConvE does the naive method reduce
original Hits@1 by more than 1%. This impact
is possible because ConvE (and Tucker) have in-
teraction parameters that can affect other relations,
where RotatE and Rescal have only relation and en-
tity embeddings, so that the debugging affects only
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Model / relation Hits@1 Hits@5 Hits@10 MR MRR
ConvE/dated

Debugging test
Before debugging .0000 .9062 1.0000 3.3125 .3556
Naive .0625 .3125 .5312 11.7188 .1863
In-danger .1562 .7812 .9688 3.9688 .3943

Original test
Before debugging .2710 .4734 .5690 186.0528 .3677
Naive .2416 .4464 .5433 237.9980 .3402
In-danger .2574 .4614 .5595 203.3516 .3546
Tucker/adjoins

Debugging test
Before debugging .0000 .8542 .9583 3.7708 .3895
Naive .1875 .8542 .9167 5.0208 .4749
In-danger .2083 .8333 .9167 6.7917 .4678

Original test
Before debugging .3108 .5396 .6283 106.4038 .4171
Naive .3010 .5262 .6162 126.6328 .4055
In-danger .3004 .5232 .6140 119.0497 .4041
RotatE/friendship

Debugging test
Before debugging .0000 .0000 .0000 41.0465 .0419
Naive .0465 .1860 .4302 18.9651 .1493
In-danger .0465 .1860 .4535 21.2791 .1468

Original test
Before debugging .2627 .4605 .5432 346.0619 .3554
Naive .2627 .4605 .5432 345.7814 .3554
In-danger .2627 .4605 .5432 345.8078 .3554
Rescal/adjoins

Debugging test
Before debugging .0000 .7761 .9030 5.5597 .3385
Naive .1642 .7313 .8507 9.2687 .4038
In-danger .2015 .6716 .8060 9.1194 .4040

Original test
Before debugging .2596 .4665 .5562 295.5532 .3574
Naive .2594 .4665 .5560 295.6199 .3573
In-danger .2594 .4665 .5560 295.7509 .3573

Table 4: Debugging results for the relations with most symmetry violations.

the relation being debugged. On ConvE, the in-
danger method reduces original Hits@1, 5, and 10
by about half as much as the naive method, while
significantly improving all metrics on the debug-
ging set. For the other models, the naive method
can achieve simple and effective debugging.
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Abstract

A growing swath of NLP research is tackling
problems related to generating long text, in-
cluding tasks such as open-ended story gen-
eration, summarization, dialogue, and more.
However, we currently lack appropriate tools to
evaluate these long outputs of generation mod-
els: classic automatic metrics such as ROUGE
have been shown to perform poorly, and newer
learned metrics do not necessarily work well
for all tasks and domains of text. Human rating
and error analysis remain a crucial component
for any evaluation of long text generation. In
this paper, we introduce FALTE, a web-based
annotation toolkit designed to streamline such
evaluations. Our tool allows researchers to col-
lect fine-grained judgments of text quality from
crowdworkers using an error taxonomy spe-
cific to the downstream task. Using the task
interface, annotators can select and assign error
labels to text span selections in an incremen-
tal paragraph-level annotation workflow. The
latter functionality is designed to simplify the
document-level task into smaller units and re-
duce cognitive load on the annotators. Our tool
has previously been used to run a large-scale
annotation study that evaluates the coherence
of long generated summaries, demonstrating its
utility.

1 Introduction

Recent years have seen a significant improvement
in the generation capabilities of large language
models (Lewis et al., 2020; Zhang et al., 2020;
Brown et al., 2020), across tasks such as machine
translation, open-ended story generation, summa-
rization, and others. As these models generate ex-
tremely fluent and human-like text, their errors are
more subtle than those of prior models and harder
to detect (Clark et al., 2021). Overlap-based auto-
matic metrics such as ROUGE (Lin, 2004), BLEU
(Papineni et al., 2002), and BERTScore (Zhang
et al., 2019) have historically been the most popular

Contradiction Repetition Coherence/Fluency

Mrs. Bennet tells her husband, Mr. Bennet, that 
Netherfield Park has been leased to a single man of 
large fortune from the north of England. His name is 
Mr. Bingley. She assumes he will want to marry one of 
their daughters. 


Mr. Bennet doesn't see the need to visit the man but 
agrees to after Mrs. Bennet insists that he do so, as it's 
likely the man will fall in love with one of their 
daughters. Mr. Bennet says the girls can go visit Mr. 
Bingley instead of him. Their daughter Elizabeth 
enters the room.


Lady Lucas tells the Bennets that Sir William was very 
impressed with Mr. Bingley, who is young, handsome, 
and very agreeable. Mrs. Bennet hopes to see one of 
her daughters happily settled at Netherfield.

Figure 1: An example of fine-grained annotation using
FALTE. A single annotation consists of a text span high-
lighted by a crowdworker and an error category attached
to it. FALTE allows task designers to define their own
error taxonomy. Error categories in this taxonomy, e.g.
contradiction and repetition in the above example, can
be modified to require two associated text spans.

metrics used to evaluate the outputs of such genera-
tion models. However, recent work has shown that
these are unreliable measures of quality (Fabbri
et al., 2021), especially for longer text and more
open-ended tasks that can have multiple reasonable
answers (Wang et al., 2022).

For generation tasks, human evaluation of out-
puts is generally considered to be the gold standard.
Such evaluations are primarily conducted using
untrained annotators recruited through crowdsourc-
ing platforms like Mechanical Turk1 and Upwork.2

However, even deploying human evaluators for a
task is not a straightforward solution. Recent work
(Karpinska et al., 2021; Clark et al., 2021) showed
that untrained human crowdworkers fail to reliably

1https://www.mturk.com/
2https://www.upwork.com
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distinguish human-written and model-written out-
puts for strong language models like GPT-3 (Brown
et al., 2020), focusing on task designs where anno-
tators are asked to evaluate the generated outputs
holistically. To address these limitations, Dou et al.
(2022) recommend fine-grained evaluation of text
quality that is more successful at eliciting quality
annotations from untrained crowdworkers. Instead
of holistically rating the quality of the whole gener-
ated output, they instead ask annotators to identify
text spans that correspond to errors from a pre-
defined taxonomy. Moreover, human evaluation
conducted using such fine-grained annotations also
provides insights into error distributions of current
models and reveals avenues for improvement. Fig-
ure 1 shows an example of fine-grained annotations
at the span-level collected using our tool - FALTE;
this is similar to the prior work.

In this paper, we are interested in the evaluation
of long text. Human evaluation practices from short
text evaluation studies (e.g. paragraph-level text
from (Dou et al., 2022)), are not feasible for long
text evaluation scenarios (Akoury et al., 2020). In
fact, a majority of recent work on long text evalua-
tion, e.g. evaluation of long generated summaries
(Mao et al., 2022; Zhang et al., 2022), does not
conduct any human evaluation, possibly due to the
the difficulty in getting high-quality annotations
from crowd workers for long texts. In this paper,
we introduce FALTE (Fine-grained Annotation for
Long Text Evaluation), a web-based annotation
tool to address this gap. Our tool is designed to
allow for fine-grained evaluation while also sim-
plifying the long text annotation task through the
design of the UI and task workflow. To achieve
these goals, FALTE is centered around the follow-
ing main functionality:

• Fine-grained annotations: Prior generation
quality evaluation has primarily focused on
collecting document-level labels along mul-
tiple dimensions, such as fluency, grammar,
etc. In this work, we ask annotators to select
specific text spans that exhibit errors in a par-
ticular error taxonomy, allowing for a more
nuanced evaluation of model errors.

• Decomposing the document-level task into
smaller sub-tasks: FALTE decomposes the
overall document-level task into paragraph-
level annotation tasks to simplify the user in-
terface and reduce the cognitive load for the

Task Designer

‣ Task Specification: Error 
taxonomy


‣ Input Data: JSON file with 
raw document texts

Task interface

Crowdworkers

Annotate the document text 
paragraph by paragraph

Crowd annotations 
saved to server-side 

database.

Figure 2: Overall Workflow

crowd workers. This is motivated by prior re-
search in crowdsourcing (Mayer and Moreno,
2003; Kapelner and Chandler, 2010; Hauser
et al., 2019) that shows that incrementally in-
troducing texts motivate workers to pay more
attention to all units of the task text. We allow
task designers to set this granularity of anno-
tation. FALTE also provides tools to crowd
workers to easily navigate back and forth be-
tween paragraphs.

• Flexibility over error definitions: Finally,
we refrain from setting a fixed error taxonomy
to support annotation studies along different
quality dimensions. Even within the same
dimension, researchers may wish to opt for
a different error taxonomy across different
languages or datasets. Therefore, we allow
them to define their own set of categories for
annotation that aligns with their specific use
case. We also allow them to pre-define if each
error category must be associated with one or
two text spans during annotation.

Figure 1 shows an example of fine-grained anno-
tations that can be collected using FALTE. Each
error in the collected annotations is associated with
a corresponding text span; this helps in pinpointing
exactly where the error occurred and support fur-
ther downstream analysis. Note that each error in
the error taxonomy can additionally be modified to
require two associated text spans, to support error
categories like repetition and contradiction.

2 FALTE Tool Description

FALTE is a web-based annotation toolkit designed
to help researchers run large-scale annotation stud-

352



ies evaluating the quality of model generated text.
The dataset collected through FALTE has the fol-
lowing form: annotators highlight errors e ∈ E
in a given document d where each annotation e
consists of a text span t ∈ d and corresponding
error category c. Annotators incrementally proceed
through the document and annotate as many errors
as they can identify in the text. In this section, we
will outline the workflow for the two stakeholders:
1) task designers (researchers) that employ the
tool to run these studies, and 2) crowd annotators
that interact with our web interface and provide
annotations for the quality of long text. The overall
workflow is outlined in Figure 2.

2.1 Task Designer Workflow
FALTE is designed to be flexible across different
long document annotation tasks, for both data col-
lection and evaluation use cases. Here, we describe
the different action items for the task designers to
create the annotation website and launch a study.

Define the error taxonomy In order to support
annotation studies across a variety of quality di-
mensions and tasks, we allow task designers to
define their own error taxonomy. FALTE supports
an arbitrary number of error classes.

For each category defined, task designers addi-
tionally classify these as either singleton or paired.
For the singleton errors, each crowd annotation cor-
responds to a pair of text span and an error category
(as shown in Figure 1). For paired, each annotation
is a tuple containing two text spans and the error
category. This latter functionality was introduced
to cover error types such as repetition errors which
are naturally defined between pairs of text spans.
Note that although the tool does not support error
annotations with more than two text spans, these
use cases can be tackled within FALTE’s frame-
work by creating chains of paired error annotations.

To specify their error categories and their spec-
ifications, researchers simply edit a configuration
file. The contents of these configuration files are
then reflected on the task interface when the web
application is launched.

Define the annotation granularity Our annota-
tion tool is aimed at collecting annotations for long
machine generated text, say ~30-40 sentences or
longer, although it can be deployed in shorter set-
tings as well. To simplify this document level anno-
tation task, we allow task designers to decompose
the annotation workflow into iterative paragraph

level annotation tasks. Note that paragraph here
can be defined to correspond to segments of text of
any length. In this paper and the demo, we use the
terms segment and paragraph interchangeably.

Under this setting, initially the crowd annotators
are only shown the first paragraph (or other speci-
fied unit of text) for annotation. Once annotation
for that paragraph is completed, workers can pro-
ceed to subsequent paragraphs with the option to
navigate back. We will discuss this in more detail
in Section 2.2.

The FALTE tool expects a JSON file with con-
taining all of the text to be annotated as input. Each
document in this JSON is represented by a List
of Strings; each list item represents a paragraph.
Therefore, task designers can control the length of
the annotation unit (paragraph) for each document
individually through this input file.

Setting up and launching the crowd an-
notation study Our tool accepts the above
task specifications and generates all relevant
client and server side code. The task designer
can then launch their annotation website us-
ing their preferred cloud platform; we host
our example demo website using Heroku3 at
https://coherence-annotation-summaries.
herokuapp.com/id=oai1. After the task anno-
tation website is live, task designers can recruit
crowd annotators and collect annotations for text
quality.

2.2 Crowd Annotator Workflow
As previously mentioned, each worker starts the
annotation process with the first paragraph of the
text and incrementally annotates succeeding para-
graphs.

Figure 3 shows the task interface and outlines the
annotation steps for annotating a single text span
in the Current Paragraph box, after annotations
have already been completed for paragraphs in the
Context box. The stepwise workflow is:

1. Highlight span containing error: First, the
worker selects the text span in the Current Para-
graph containing the error using the click-and-
drag motion. The highlighted text will automat-
ically populate in the relevant text box at the
bottom.

2. Choose error type: Next, the worker chooses
an error type or label for the highlighted text.
3https://www.heroku.com/
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Highlighted Text in the Current Paragraph box 
will automatically get populated here.

Option only appears when 
paired error type is selected

STEP 5: Click on this button to record this error annotation.

After all errors in the current paragraph have 
been annotated, click on this button to go to 
the next paragraph for annotation.

After all paragraphs are annotated click on 
the Submit button to submit your annotations 
for all paragraphs.

Click on Remove to delete a previous annotation. 

Figure 3: Annotation interface and workflow for a crowd annotator to annotate a single text span. The interface
displays the previously annotated paragraphs in the Context box. The previous annotations are displayed at the
bottom of the web page. At this stage of the task, the crowdworker annotates errors in the Current Paragraph. To
aid their annotation, crowdworkers can hover over named entities to highlight other instances of the entity (in gray).

Note that Figure 3 currently shows placeholder
error types; the actual task interface will list the
error types defined by the task designer in the
previous section.

3. Highlight paired text: If the error type selected
in Step 2 is of type paired, the worker is further
asked to select an additional text span. For our
repetition error type, this additional span would
be the first occurrence of the repeated informa-
tion (as shown in Figure 3). The additional text
span can be selected from either the Context
box or the Current Paragraph box. This step is
skipped if the worker selects a singleton error .

4. Optional comments: The annotation interface
also provides the option of providing any addi-
tional free-text commentary for the annotated
text span(s) and category tuple. In our experi-
ments, we noticed that crowd workers tended to
primarily use this option to convey their confi-
dence about that particular span’s annotation.

5. Add annotation: Finally, the worker clicks on
the Add button to save error annotation. This
will be instantly reflected in the Previous Anno-
tations section at the bottom of the page.

The above procedure is repeated to annotate all
errors in the Current Paragraph, after which the
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worker clicks on the No more errors. Go to next
paragraph button to update both the Context and
Current Paragraph boxes; the Current Paragraph
will now reflect the next paragraph of the document
text. Finally, after errors in all paragraphs of the
document have been annotated, the worker clicks
on the Submit button that stores their error anno-
tations for the whole document in the server-side
database.

Coreference Cues Since the annotation interface
is designed for long documents, we found that be-
ing able to quickly find instances of entities was
very helpful during our pilot studies. The scope
of this functionality can be controlled by the re-
searchers: in our pilot study (discussed in Section
3), this was only enabled for named entities using
string match on names. Specifically, if the user hov-
ers their cursor over any named entity mention in
the Current Paragraph section, the tool also high-
lighted all other instances of that entity. Putting
the cursor over Findon in the Current Paragraph
highlights the other instance of the same character
in Figure 3. It is equivalent to searching (CTRL+F)
for the entity, but saves keystrokes.

Making Revisions Workers may make mistakes
during the annotation process or simply change
their mind about previously annotated errors. We
provide tools to address this in the FALTE inter-
face. The bottom of the web page displays the Pre-
vious Annotations section that lists all prior error
annotations by the crowd worker. The worker can
remove erroneously annotated error tuples from
this table using the Remove buttons corresponding
to each annotation.

Navigation Flexibility Furthermore, the inter-
face also provides flexibility in navigating between
the different paragraphs of the document text; work-
ers can use the Previous Paragraph button to go
back and annotate any missed errors in text spans.

This final annotation workflow and these ad-
ditional functionalities were designed based on
worker feedback in pilot studies. For example, the
pilot study asked annotators to select the error type
(step 2) before highlighting the text span (step 1).
This order was reversed based on the preference of
multiple crowdworkers.

2.3 Output Data
All error annotations displayed in the Previous An-
notation section get stored on a database when the

crowdworker clicks on the Submit button.
Each row in the database table corresponds to

a single error annotation. Our tool logs in the fol-
lowing fields: Document ID (string), Paragraph ID
(int), Text Span (string), Span Start Index (int),
Span End Index (int), Error Category (string),
Paired Text (string), Optional Comments (string).
The latter two are optional fields that may be empty
for some errors. We log the span start and end
indices in addition to the text to disambiguate be-
tween multiple instances of the same text. Addi-
tionally, FALTE generates a unique session ID for
each (document, annotator) pair to distinguish be-
tween the annotations of different crowdworkers
for the same document.

2.4 System Implementation

FALTE is a web-based annotation framework that
has been tested with Google Chrome, Mozilla
Firefox, and Safari browsers. Currently, the
crowd annotation is only supported on desktop
browsers and not on mobile or other touchscreen
devices. The client side interface is made using
HTML5, CSS, and JavaScript. The sever side
uses the Python-based web framework Flask4 and
the PostgresSQL database5 to manage and store
user annotations, both of which are open-sourced.
Our example demo website is hosted here:
https://coherence-annotation-summaries.
herokuapp.com/id=oai1.6

3 Use Case

FALTE has been used to collect crowd annota-
tions for one long document evaluation task: co-
herence evaluation of long model-generated sum-
maries (Goyal et al., 2022). The annotation study
was conducted for narrative summaries of books
and movies. The study defined 7 different errors
across two categories (1) coherence, and (2) lan-
guage and fluency errors.

Table 1 outlines the statistics of the annotated
dataset in the coherence study. The study was run
for 160 summary documents. Each summary was
an average of 36 sentences long, which is approxi-
mately 12 times the length of the most common use
case in summarization research, that of evaluating
news summaries. For each document, annotations

4https://flask.palletsprojects.com/
5https://www.postgresql.org/
6See https://github.com/tagoyal/falte-tool for

the implementation of the tool.
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Data Statistic Count

Documents Annotated 160
Average Length (words) 480

Average Length (sentences) 36
Error Annotations Collected 9.6K

Crowd Annotators 12

Error Categories 7
Singleton 5

Paired 2

Table 1: Statistics for texts evaluated in the coherence
evaluation study conducted using FALTE.

were collected from 3 crowd annotators, totalling
9.6K error annotations across all summaries.

The study showed that: (1) The strategy of fine-
grained annotation is better suited for long docu-
ments compared to document-level annotation. The
study showed that the inter-annotator agreement of
document-level labels for long texts is 0.19 com-
pared to 0.48 reported for news summaries that
are considerably shorter (Fabbri et al., 2021). (2)
FALTE can be used to run a large-scale annota-
tion study. In fact, the paper (Goyal et al., 2022)
shows that the collected annotations are high qual-
ity and can be used to train a strong classifier for
automatically identifying coherence errors in text.

The results also outline other benefits of fine-
grained annotation. Different annotators have dif-
ferent criterion for judging the overall quality of
text. The task design decision of explicitly break-
ing it down through a taxonomy and prompting
for rationales, i.e. the text spans, provides insight
into which errors types are more critical for each
annotator. Note that due to the nature of the task
design (identifying all error spans in a document),
we saw that annotators tend to be high precision
low recall (Dou et al., 2022; Goyal et al., 2022),
i.e. they rarely highlight non-error spans, but tend
to miss error spans. Devising techniques that can
improve recall for such task designs is a promising
research question that we leave for future work.

4 Related Work

Reference-based evaluation is the most popular
evaluation paradigm for generation models. These
include overlap-based metrics (Lin, 2004; Papineni
et al., 2002; Banerjee and Lavie, 2005), or distribu-
tional similarity metrics (Zhang et al., 2019; Kusner
et al., 2015), and others. However, recent work has
shown that these do not correlate with human judg-
ments of quality (Dhingra et al., 2019; Kryściński

et al., 2019; Fabbri et al., 2021).
Human evaluation of generation quality is gen-

erally considered to be more reliable, although
there do not exist any fixed protocols for conduct-
ing these studies (Celikyilmaz et al., 2020). In
recent work, both Likert scale rating and A/B test-
ing based evaluation frameworks have been widely
used (Celikyilmaz et al., 2020; Clark et al., 2021).
However, across both these frameworks, tasks are
generally designed to elicit document-level qual-
ity judgments from crowdworkers that are insuffi-
cient to measure the quality of generated text (Clark
et al., 2021; Karpinska et al., 2021; Gehrmann et al.,
2022). Particularly, Clark et al. (2021) show that
crowd annotators often conflate multiple dimen-
sions of quality, and tend to primarily focus on
surface properties like grammaticality while eval-
uating summaries. Therefore, in our task design,
we focus on fine-grained error annotations that al-
low annotators to clearly distinguish between the
different error categories and their occurrences.

The document-level task design of the prior work
discussed above is quite straightforward to set up
using the basic UI components provided by crowd-
sourcing platforms such as Mechanical Turk. How-
ever, creating a user-friendly interface for fine-
grained annotation collection is much more chal-
lenging. Dou et al. (2022) create a task interface
for fine-grained annotations of short generated text.
In contrast, our iterative tool design is motivated by
prior crowdsourcing research (Kapelner and Chan-
dler, 2010; Hauser et al., 2019) that shows that
worker performance and attention increases with
an incremental task design for longer tasks. More-
over, decomposition into smaller paragraph-level
annotations also reduces the cognitive load on the
annotator (Mayer and Moreno, 2003; Brosnan et al.,
2021).

5 Conclusion

We present FALTE, a web-based annotation tool
to collect fine-grained error annotations for text. It
provides an easy-to-use interface to annotate and
submit fine-grained annotations and is equipped
with capabilities such as navigational flexibility
and coreference highlighting that are specifically
designed for better user experience while annotat-
ing long documents. On the task designer side, our
tool is highly customizable: task designers can de-
fine their own error taxonomy, error category spec-
ifications, and annotation granularity. Therefore,
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it can accommodate a wide variety of evaluation
objectives, e.g. different dimensions of quality like
coherence or factuality, language or task-specific
taxonomies, and more. We hope that FALTE can
support the design and launch of fine-grained hu-
man evaluation studies in the future.
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Abstract
With the advent of Transformers, large lan-
guage models (LLMs) have saturated well-
known NLP benchmarks and leaderboards with
high aggregate performance. However, many
times these models systematically fail on tail
data or rare groups not obvious in aggregate
evaluation. Identifying such problematic data
groups is even more challenging when there
are no explicit labels (e.g., ethnicity, gender,
etc.) and further compounded for NLP datasets
due to the lack of visual features to character-
ize failure modes (e.g., Asian males, animals
indoors, waterbirds on land etc.). This paper
introduces an interactive Systematic Error Anal-
ysis and Labeling (SEAL) tool that uses a two-
step approach to first identify high error slices
of data and then in the second step introduce
methods to give human-understandable seman-
tics to those under-performing slices. We ex-
plore a variety of methods for coming up with
coherent semantics for the error groups using
language models for semantic labeling and a
text-to-image model for generating visual fea-
tures. SEAL toolkit and demo screencast is
available at https://huggingface.co/spaces/

nazneen/seal.

1 Introduction

Machine learning systems that seemingly perform
well on average can still make systematic errors
on important subsets of data. Examples include
such systems performing poorly for marginalized
groups in chatbots (Stuart-Ulin, 2018), recruiting
tools (Hamilton, 2018), cloud products (Kayser-
Bril, 2020), ad targeting (Hao, 2019), credit ser-
vices (Knight, 2019), and image cropping (Hamil-
ton, 2020). Discovering and labeling systematic
errors in ML systems is an open research prob-
lem that would enable building robust models that
generalize across subpopulations of data.

Uncovering underperforming groups of data of a
ML system is not straightforward. Firstly, the high-
dimensional space of the representations learned by

Figure 1: SEAL interactive tool for discovering system-
atic errors in model performance. Steps 1 and 2 include
extracting the model embeddings and clustering data-
points with high-loss. Steps 3 and 4 include semantic
labeling of error groups and generating visual features
to support debugging.

the deep learning models makes it difficult to iden-
tify such groups of systematic errors. Secondly, it
is difficult to extract and label the hidden semantic
information in such groups with high errors with-
out a human-in-the-loop setup. Identifying system-
atic model failures requires practitioners to think
creatively about model evaluation (Ribeiro et al.,
2020; Wu et al., 2019; Goel et al., 2021b; Kiela
et al., 2021; Yuan et al., 2022). However, current
approaches are mostly limited to examining and
manipulating model mispredictions. The onus of
identifying what group or subset of data to evalu-
ate still falls on the practitioner, making it ineffi-
cient and prone to oversight. Recent works on fine-
grained error analysis, such as Domino (Eyuboglu
et al., 2022) and Spotlight (d’Eon et al., 2022) pro-
vide solutions to this problem but focus on image
datasets which are easier to visualize.

Error analysis for text data is less explored and
more challenging. It also highlights the need to
provide semantic summaries of text, which we
tackle in SEAL. For example, NLP models could
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a b
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Figure 2: SEAL interface showing high-error groups for the distilbert-base-uncased model evaluated on the
yelp_polarity dataset. The interface comprises of various components: (a) examples from the dataset in the high
error groups (sorted by loss), (b) statistics of tokens in high error groups relative to the entire evaluation set, (c)
interactive 2d visualization of the model embeddings showing groups of errors in color and low-loss groups in gray.
The colors indicate different error clusters. If the dataset has annotated classes, the visualization includes symbols
to represents those classes (⋄ and ◦ in the above figure). The panel on the left has multiple widgets that a user can
control to be able to interactively understand their model’s mispredictions relative to the rest of the model’s outputs.
Apart from the dataset and model, the user can select the loss quantile that want to examine for systematic errors, if
they want SEAL to group those errors using kmeans++ with the number of clusters, and how many data points they
want to visualize at a time in the visual component of the interface downsampled proportional to the group size (we
use Altair for plotting that supports a maximum of 5000 data points to be visualized at once).

underperform on hundreds of possible input types –
longer inputs, inputs from non-native speaker, in-
puts with topic domains underrepresented in train-
ing, etc. This is a huge barrier of entry for most
non-expert ML users who wish to gain a better un-
derstanding of their model and datasets with such
existing tools. Model evaluation should ideally give
actionable insights into a model’s performance on
a dataset in the form of data curation (Liang and
Zou, 2022) or model patching (Goel et al., 2021a).

Our desiderata is a tool that summarizes fail-
ures of a model on textual data in a concise, coher-
ent and human intepretable way. Systematic Error
Analysis and Labeling (SEAL) is an interactive
tool to 1. identify candidate groups of data with
high systematic errors and 2. generate semantic la-
bels for those groups. For 1, we use k-means++ on
subset of evaluation data with highest loss. Seman-
tic labeling uses LLMs (like GPT3) in zero-shot

setting for identifying concepts or topics common
to examples in the candidate group. We also ex-
plored using a text-to-image model to generate vi-
sual features for high error clusters using the Dall-
e-mini (Dayma et al., 2021). Semantic descriptions
(via labeling or visual features) of such systematic
model errors not only enable practitioners to better
understand the failure modes of their model dur-
ing evaluation but also gives actionable insight to
fix them via some form of model patching or data
augmentation.

2 SEAL

We present Systematic Error Analysis and Labeling
(SEAL), an interactive visualization tool that pro-
vides rich data point comparison for text classifica-
tion systems, enabling fine-grained understanding
of model performance on data groups as shown in
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Figure 2. It comes pre-loaded with model outputs
for most downloaded HuggingFace (HF) models
and datasets, as well as scripts for loading data for
any dataset provided by the Datasets API and ex-
tracting embeddings of any HF-compatible model.1

2.1 Error Discovery and Analysis
Identifying model failures via error discovery is
a crucial step in engineering robust systems that
generalize to diverse subsets of data. SEAL uses
the model’s loss on a datapoint as a proxy for po-
tential bugs or errors. Past work has examined
model behavior on individual datapoints for map-
ping training datasets (Swayamdipta et al., 2020).
We hope to leverage information about model be-
havior on individual evaluation data-points in a
similar fashion. We use quantiles for dividing the
model loss region for further analysis. For exam-
ple, Figure 2 shows the 0.99 loss quantile for the
distilbert-base-uncased model (Sanh et al., 2019)
on the yelp_polarity (Zhang et al., 2015) sentiment
classification dataset. The SEAL interface allows
the user to control the loss quantile for fine-grained
analysis using the widget on the side panel.

SEAL uses k-means++ for clustering the high-
loss candidate datapoints from the above step.
Meng et al. (2022) used k-means for topic discov-
ery on the entire dataset and showed that the clus-
ters are stable only when k is very high (k >> 100)
because of the scale of the embedding space. In
contrast, SEAL only clusters the very high loss
slice (> 0.98 quantile).

We use the representations of the models’ final
hidden layer (before the softmax) as embeddings.
If the evaluation dataset selected by the user has
ground truth annotations, then it groups the clusters
by error-types (false-positives and false-negatives
for binary classification). The visualization compo-
nent of the SEAL interface shows the error clusters
and their types using colors and symbols respec-
tively. We use a standard heuristic of setting the
number of clusters in k-means++ to be approxi-
mately

√
n/2, where n is the group size.

2.2 Semantic Error Labeling
Semantic error labeling is important for identifying
the underlying concept or topic connecting the dat-
apoints in a error group. Systematic errors can be
mathematically modeled and fixed by data curation.

1Based on usage data from July’22 at
https://huggingface.co/models?pipeline_tag=
text-classification&sort=downloads

Contrast this with random errors that cannot be
mathematically modeled or fixed via data curation.
Past work analyzing NLP models have shown sys-
tematic errors on various tasks including sentiment
classification, natural language inference, and read-
ing comprehension (McCoy et al., 2019; Kaushik
et al., 2020; Jia and Liang, 2017). SEAL uses
pretrained LLMs (such as GPT3 (Ouyang et al.,
2022) or Bloom (BigScience, 2022)) for semantic
labeling of error clusters that could highlight such
possible systematic bugs in model performance.
We craft a prompt consisting of instruction and ex-
amples in the clusters extracted in the previous step
as follows.

1 def build_prompt(content)
2 instruction = 'In this task , we`ll

assign a short and precise label to
a group of documents based on the
topics or concepts most relevant to
these documents. The documents are
all subsets of a ${task} dataset.'

3

4 examples = '\n - '.join(content)
5

6 prompt = instruction + '- ' +
examples+ '\n Group label:'

7

8 return prompt

Here task is the task under consideration for ex-
ample ‘sentiment classification’ in our case. The
arg to the function is a dataframe or dataframe
column with the dataset content as string that the
model uses for classification. Our prompt design
was experimented first in the few-shot setting be-
fore adapting to the zero-shot.

For the results and use case discussion in Sec-
tion 3, we use the OpenAI GPT3 API 2 via the CLI.
The maximum token length is limited to 4000 and
so we truncate the prompt to that length before feed-
ing the model. We observed that for many larger
groups of high-loss examples (> 25) SEAL labels
degenerate to generic output such as “customer re-
views of products”, “movies reviews”, “restaurant
reviews”, etc. To prevent this and to generate co-
herent group labels, we sub-cluster the bigger error
groups until their size is < 25. We verified the
group labels by running the Blei et al. (2003) LDA
topic model on the examples in each cluster after a
pre-processing step. The pre-processing included
tokenizing, lemmatizing, and removing stopwords.
For each dataset domain, we also removed the do-
main word list – (‘movie, watch, film, character’
for the IMDB dataset, ‘food, place, location, ser-

2https://beta.openai.com/playground
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Group label Size Group acc.

Albert Base v2 on Yelp (overall acc: 0.95)

Club reviews 574 0.90 (-5%)
Movie theater reviews 231 0.85 (-10%)
Dentist reviews 69 0.88 (-7%)
Chain restaurant reviews 61 0.88 (-7%)
Frozen custard reviews 37 0.83 (-12%)
Waterfront business reviews 11 0.72 (-23%)

Distilbert Base Uncased on Amazon (overall acc: 0.89)

Bath product reviews 78 0.79 (-10%)
Vaccuum cleaner reviews 34 0.76 (-13%)
Eragon book reviews 28 0.67 (-22%)
SD card reviews 13 0.61 (-28%)

Distillbert Base Uncased on IMDB (overall acc: 0.86)

Reviews of movies starring ‘Bill’ 644 0.79 (-7%)
Adventure movie reviews 583 0.81 (-5%)
Reviews of foreign films 262 0.80 (-6%)
Movies with ‘stranger’ in title 121 0.76 (-10%)
Reviews of movies with pyschopaths 94 0.78 (-8%)
Reviews of mystery movies 72 0.75 (-11%)

Table 1: Results obtained from using SEAL on three sen-
timent classification datasets. The columns shows the
group labels generated by GPT3, the size of the group
in the overall evaluation set, and the group accuracy.

vice, time, room, restaurant’ for the Yelp dataset,
and ‘book, author, pages, read, product’ for the
Amazon dataset). The concept tokens in the labels
assigned by GPT3 were in the top-6 topics for these
datasets.

SEAL also supports querying the dalle-mini API
to generate visual features that would support with
error discovery.3 We augment the semantic labels
generated using a LLM with the text-to-image dif-
fusion model such as the dalle-mini. The goal is
to further support systematic error discovery espe-
cially for users that are not domain experts in the
dataset they are using. For example it is easy to
imagine what ‘frozen custard’ but it might not be
obvious what ‘hooters slot club’ is or what a ‘water-
front business in Phoenix, AZ’ means. As shown
in Figure 3, the visual features help with further
analysis and provide clear actionable insights.

2.3 System Architecture

The interface is implemented as a Streamlit3 ap-
plication with some customized HTML/JavaScript
component that handles interactions in the tool.
We use the Altair library customized with HTM-
L/JavaScript and CSS for richer interactive visu-
alization of embeddings. The visual component

3https://huggingface.co/spaces/dalle-mini/
dalle-mini

Figure 3: Examples of visualizations generated using
Dalle-mini (Craiyon) for a sample of error groups.

of the tool enables a user to interactively hover on
data points and get information about the content,
label, prediction, loss, and cluster (as in Figure 5).
All the data preprocessing is powered by the Pan-
das library and all the manipulations on the data
(such as extracting the layer embeddings, cluster-
ing, etc.) are stored as DataFrames thus providing
a single interface for users to extend with custom
data processing functions. We also provide pre-
processing scripts to generate and cache all data
required by SEAL to ensure fast response times
in the interface. The scripts also include code to
run inference (forward pass) on any HF dataset and
model as well as a hook to extract learned repre-
sentations from any layer of a loaded model. The
workflow in SEAL also enables users to interac-
tively visualize data points with high loss using the
streamlit slider widget to control the loss quantile
that is highlighted on the interface.

3 Results and Case Study

In this section, we discuss some results using
the SEAL pipeline and walk through a case study
for an interactive analysis with the tool.

3.1 Experimental Results

Table 1 shows the results obtained using SEAL on
three sentiment classification datasets, Ama-
zon (McAuley and Leskovec, 2013), Yelp (Zhang
et al., 2015), and IMDB (Maas et al., 2011) for
Distilbert (Sanh et al., 2019) and Albert (Lan et al.,
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Figure 4: Snapshot of SEAL showing the table of ex-
amples with highest-loss and their clusters.

2020). For each dataset block in the table, we se-
lect the subset of group labels that were not generic
(“customer reviews”, “book reviews”) and either
had proper names in them such as “LensCrafters”,
“Eragon” or common nouns with properties such as
“trashy movies”, “fine dining”, “overpriced chain
restaurants”. 4 We then measured model perfor-
mance on all examples in the evaluation dataset
that matched the group description to obtain the
group accuracy. Table 2 shows the content for a
random sample of examples in the error categories
discovered using SEAL.

An unintended but interesting use case
of SEAL is to discover mislabeled candidate
examples. We found that some groups have labels
describing a sentiment such as “trashy movies”,
“terrible food” but with opposite ground truth
sentiment. On further investigation, we found
that indeed many of the groups have noisy labels
and the model is actually predicting the correct
sentiment. Table 3 in the appendix shows a sample
of such mislabeled candidate examples from each
dataset studied in this paper.

Limitations. SEAL relies on the semantic ro-
bustness of the labeling LLM such as GPT3. We
did not test cluster labeling on NLP tasks that re-
quire understanding semantic phenomena or func-
tion word.

3.2 Case Study

SEAL with its interactive interface enables prac-
titioners to discover possible systematic errors in
their models. In this section, we walk-through

4See relation /r/HasProperty https://github.com/
commonsense/conceptnet5/wiki/Relations

Figure 5: Snapshot from the SEAL interface highlight-
ing a group of examples with high-loss that are candi-
dates for a systematic error type where reviews consist
of customer experiences being better than their expecta-
tion of the place.

a case study of identifying such errors with the
Albert-base-v2 model finetuned and evaluated on
the Yelp dataset. The user first loads the model and
dataset in the tool and examines the examples with
the highest-loss as in Figure 4. They notice that
the example includes customer reviews where there
was discrepancy between expectation and reality.
They then want to zoom in to figure out similar
reviews in the dataset where customers experiences
differed from their expectations. They run the clus-
tering and visualize the high-loss examples interac-
tively. After trying a few values of ‘# of clusters’,
the user finds that indeed there are many other such
examples that surface in the visualization compo-
nent of SEAL as shown in Figure 5. The model
underperforms on examples of the type where the
customer expectation is negative but the reality is
actually positive.

4 Mathematical robustness of SEAL

In this section, we provide theoretical guarantees
for the stability of semantic labels generated by the
SEAL pipeline. More specifically, our stability
theorem states that a small perturbation of the input
of our SEAL pipeline would only cause a small
bounded difference of the semantic labels. An im-
plication of our theoretical results is that, even if
two users are using different versions of an evalua-
tion set (e.g., a different split, or a smaller subset),
SEAL would generate similar semantic labels.

More formally, we ask: How does a small
change in the input dataset {(xi, yi)}ni=1 affect
the semantic label tuple M ≜ {mk}Kk=1? Here,
K denotes the number of explanations, mk ≜
(wk, sk, ak) encodes the kth explanation message,
where wk, sk, and ak represent the sentence vector,
the number of data points explained by this mes-
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Group label Content Label Pred

Club reviews Being from Southern California, the “scene” is so much fun. There are several clubs to go to and any night is a great time.
That brings us to the Phoenix scene and The Cash.Oh wait, there is no scene for the ladies. Not going to bash them to hard,
because it’s the only consistent place that we have. Yes it caters to the Country music crowd, but they do play spurts of other
music through out the weekend evenings.The mixed drinks could be better, but the prices are reasonable.

0 1

I used to come here for years, maybe about a year back.. the best weekend drinkfests back then: Fridays were ladies night
(dollar well, wines and domestics, $2 you call its, and no cover). Saturdays were free beer night (draft bud light, coors light
and pbr til they gave out 1,000 of each.. again, no cover). Was always packed and played a decent variety of music; pitchers
for beer pong were also always dirt cheap. And despite, the bartenders were way personable and fun.I’m not trying to sound
like a cheapskate, as I am in the service industry myself.. but there must’ve been a change of ownership since my prior
experiences.[..]

0 1

Dentist reviews Thank you for all the emails you sent me on my review! I was surprised at how many responses I recieved from people
searching for the right dentist..I shared my new dentist information and even got some movie tickets from my dentist for the
referrals! I find it funny how since I wrote this review how many people have reviewed with 5 stars... They must have a lot
of friends and family! I hope everyone reads my review and picks the right dentist for your needs! Happy Holidays

0 1

After dealing with a two week long migraine and severe pressure and pain in my face, I called around looking for an ENT
that could get me in ASAP. Dr. Simms was available for a same day appointment and I scheduled with him for that afternoon.
The wait time itself wasn’t bad - 10-15 minutes after completing paperwork. Dr. Simms was personable enough and after
evaluating me, told me that he would like to treat for a sinus infection with antibiotics and prednisone. As I had just moved
and newly became a student, I didn’t yet have health insurance set up.[..]

0 1

Chain restaurant
reviews

I tried Cozymel’s on a recommendation from my parents. Living in San Diego, I never go to chain Mexican places - there
are just too many other places to try. I was expecting Cozymel’s to be okay, nothing great.We went for lunch, and I was
happy to see a whole page of lunch specials for about $8. Usually, an enchilada combo plate could set you back close to $15
at a Mexican chain. Not here (during lunch at least). I ordered the taco salad with black beans instead of meat. It came in an
enormous flour tortilla shell - tostada style.[..]

1 0

I still can’t get over how I paid $2.99 for a coffee and 3 doughnuts! What a deal. I was debating whether or not to go to Krispy
Kreme or Winchells but decided on the latter since it wasn’t a chain and I could get Krispy Kreme elsewhere...Winchell’s
shares space with Subway which was a little random but I didn’t have any problem with it because the woman helping
me and what I assume to be the owner were both very nice and sweet. I hadn’t eaten doughnuts in a little over a year so I
decided to go with a boston creme (one of my favorites) and got a chocolate glazed chocolate doughnut for my sister and a
glazed for my friend.[..]

1 0

Table 2: Random sample from under-performing groups discovered by SEAL for the Yelp dataset. Results for other
datasets are in Table 4 in the appendix. 0 and 1 indicate negative and positive sentiment classes respectively. The
reviews ending in [..] have been truncated to save space.

sage, and the average accuracy among those data
points. Here we show that under some assump-
tions, the outputs of SEAL, i.e. the set of mk, is
relatively robust to randomness in the input dataset.
To be more precise, we need a distance metric on
explanation message space.

Definition 4.1. Given any two semantic label tuple
M = {mk}Kk=1 and M ′ = {m′

k}Kk=1, define a
distance dmax(M,M ′) between them as

max
1≤i≤K

min
1≤j≤K

∥mi −m′
j∥2 + ∥m′

i −mj∥2

Remark. The ℓ2 distance ∥∥2 is defined on the
vectorized explanation. In other words, we concate-
nate the sentence vector, data point number, and
the accuracy value in one single vector, and then
measure the distance of two explanation messages
by the distance of their corresponding expanded
vectors.

Here, a small distance value dmax implies a small
difference in the explanation word vector, the size
of each cluster, and the accuracy within each clus-
ter. To see this, note that a small distance implies
that for any messages mi and mj in M , one can

find two other messages m′
i and m′

j in M ′, which
are close to them. That is to say, each for any mes-
sage in M , there is a message in M ′ approximately
equal to it. Now we can answer the raised question.

Theorem 1. Let S and T denote two set of n data
points i.i.d. from some data distribution P . Sup-
pose the probability space of P is compact with
size B, and the density function is bounded. Let
MS and MT be the semantic label tuples gener-
ated by SEAL with input S and T . If S and T
differs in o(

√
n) data points, and the the clustering

algorithm gives the exactly optimal solution, then
we have

dmax(MS ,MT )
P−→ 0,

i.e., dmax(MS ,MT ) converges to 0 in probability.

The proof of this theorem is in the Appendix. It
implicitly relies on Lipschitz continuity of the sen-
tence generation network, which actually holds for
most DNNs with finite input space. This indicates
SEAL is robust to small perturbation in the input
dataset: a small shift in the input dataset only leads
to small explanation change. Such a smooth ex-
planation change is particularly useful when users
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gradually update the their dataset.

5 Conclusion

In this work we introduced SEAL, an interactive
visualization tool for discovering systematic er-
rors and labeling them. Through case studies we
showed how SEAL can efficiently identify the sys-
tematic failures of state-of-the-art sentiment clas-
sification models on well known datasets. We re-
leased a set of pre-computed model outputs to en-
able easy, out-of-the-box use especially for non-
coding audience such as domain experts. We hope
this work will positively contribute to the ongo-
ing efforts in building tools for systematic error
analysis and model debugging.

6 Ethics Statement

Many datasets currently used and open-sourced
by the NLP community are mainly crawled from
the web and therefore are not representative of a
majority of geographies. There are biases that can
distill into parameters of models trained on such
biased datasets and may even be further amplified
in the generated model outputs. All datasets we
experimented with are in English, and all models
are trained on English datasets.

We use GPT3 for semantic labeling and it is
well-known that LLMs such as GPT3 can generate
toxic, harmful, hate content that might have also
percolated into our tool. Similarly, the semantic
similarity metrics used in our tool including the
BERTScore and the word-embeddings carry biases
of the data they were trained on. We request our
users to be aware of these ethical issues that might
affect their analyses.
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A Appendix: Proofs

Proof. Here we prove the proof for Theorem 1. To proceed, we need a few lemmas.

Lemma 2 (adapted from Proposition 5.1. in (Rakhlin and Caponnetto, 2006)). Assume the density of P
(with respect to the Lebesgue measure λ over Z ) is bounded away from 0, i.e. dP > µdλ for some µ > 0.
Suppose the clusterings A and B are minimizers of the K-means objective W (C) over the sets S and
T , respectively. Suppose that at most o(

√
n) data points are different between the two dataset S and T

sampled from P . Then

dmax

({
cS,1, . . . , cS,K

}
,
{
cT,1, . . . , cT,K

}) P−→ 0.

where cS,i and cT,i are the centers of the i-th cluster generated from S and T , separately.

Lemma 3. Assume the density of P (with respect to the Lebesgue measure λ over Z ) is bounded away
from 0, i.e. dP > µdλ for some µ > 0. Suppose

dmax

({
cS,1, . . . , cS,K

}
,
{
cT,1, . . . , cT,K

})
≤ ε.

and the ML model that generates the sentence vector is Lipschitz continuous with parameter β. Then

dmax (MS ,MK) ≤ 3εmax{6K2B, β}

where cc,m depends only on c and m.

Proof. We first note that, by triangle inequality, we have

dmax(MS ,MK)

= max
1≤i≤K

min
1≤j≤K

∥mS,i −mT,j∥2 + ∥mS,j −mT,i∥2

≤ max
1≤i≤K

min
1≤j≤K

∥wS,i − wT,j∥2 + ∥wS,j − wT,i∥2 + ∥sS,i − sT,j∥2

+∥sS,j − sT,i∥2 + ∥aS,i − aT,j∥2 + ∥aS,j − aT,i∥2
Note that, by minj{aj + bj + cj} ≤ max{3minj aj , 3minj bj , 3minj cj}, the inner minimization is
bounded by 3 times the maximum of min1≤j≤K ∥wS,i − wT,j∥2 + ∥wS,j − wT,i∥2, min1≤j≤K ∥sS,i −
sT,j∥2 + ∥sS,j − sT,i∥2, min1≤j≤K ∥aS,i − aT,j∥2 + ∥aS,j − aT,i∥2. Now let us consider those terms
separately:

1. minj ∥wS,i −wT,j∥2 + ∥wS,j −wT,i∥2: By Lipschitz continuity, the distance between two sentence
vectors can be bounded by the distance between their corresponding cluster centers. More precisely,

∥wS,i − wT,j∥2 + ∥wS,j − wT,i∥2 ≤ β∥cS,i − cT,j∥2 + β∥cS,j − cT,i∥2
and thus

min
j

∥wS,i − wT,j∥2 + ∥wS,j − wT,i∥2 ≤ βmin
j

∥cS,i − cT,j∥2 + ∥cS,j − cT,i∥2

By the assumption, the right hand side is bounded by ε, and thus

min
j

∥wS,i − wT,j∥2 + ∥wS,j − wT,i∥2 ≤ βε

2. minj ∥sS,i − sT,j∥2 + ∥sS,j − sT,i∥2: By the assumption, we know that, for any given i, we can find
j, such that ∥cS,i− cT,j∥+ ∥cS,j − cT,i∥ ≤ ε. That is to say, the cluster centers’ distance is at most ϵ.
Since the distribution space is bounded by B, there are at most ε, there are at most 2ϵB data points
are clustered differently. As there are K clusters, in total at most 2ϵK2B data points are clustered
differently. This gives a natural upper bound

min
j

∥sS,i − sT,j∥2 + ∥sS,j − sT,i∥2 ≤ 6εK2B
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3. min ∥aS,i − aT,j∥2 + ∥aS,j − aT,i∥2: Now applying a similar argument in 2, we know that in total
at most 2ϵK2B data points are clustered differently. Thus, at most 2ϵK2B data points affect the
accuracy value. This means

min
j

∥aS,i − aT,j∥2 + ∥aS,j − aT,i∥2 ≤ 6εK2B

Combining those results, we can conclude that

min
1≤j≤K

∥wS,i − wT,j∥2 + ∥wS,j − wT,i∥2 + ∥sS,i − sT,j∥2

+∥sS,j − sT,i∥2 + ∥aS,i − aT,j∥2 + ∥aS,j − aT,i∥2
≤3max{6εK2B, βε}

This is independent of i, and thus we can take the maximum over i, which gives

max
i

min
1≤j≤K

∥wS,i − wT,j∥2 + ∥wS,j − wT,i∥2 + ∥sS,i − sT,j∥2

+∥sS,j − sT,i∥2 + ∥aS,i − aT,j∥2 + ∥aS,j − aT,i∥2
≤3max{6εK2B, βε}

That is,

dmax(MS ,MT ) ≤3max{6εK2B, βε}

which completes the proof.

Combining the above two lemmas directly proves the robustness statement.

B Appendix: More Examples
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Group label Group content sample

Amazon

Customer reviews for a
product that has been dis-
continued

Another reviewer recently advised that this is the model to look for. I was just advised at a well known retailer that this model has been
discontinued. Is this true or is this a classic bait-and-switch technique? Their current weekly sales circular features this model at a sale price.
When you get to the store, they don’t have it but when they look it up in their computer, it shows up as "Discontinued". It is difficult to relate
reviews to actual products when the reviews you base your buying decision on could be about(a)different model(s) from the one you actually
buy online or in-store. The Creative Labs’ own website does not give model numbers so they are adding to the confusion.

The software mentioned on my May 16th review IS called "AVID Xpress" – not "AVID Express" – when my review was edited someone
changed the spelling, possibly thinking it was a typo/mistake?

Although this show is very fascinating I find every episode to be almost the same. Starting with Morgan Freeman stating "when I was a
young boy..." then something he did to get in trouble, or something he witnessed that ruined his fragile eggshell mind. Followed by rhetorical
questions and theories, and tons and tons of examples. The examples even have examples. Maybe I just understand this stuff and the show
really dumbs it down, but I feel like I wasted money investing in season 3. Which by the way, although not currently available, (I don’t have
cable and I still had the privilege of watching this before the DVD came out) but I will still probably end up buying it on DVD which is
cheaper than I already paid for the electronic proprietary/DRM version on Amazon Unbox

Unreliable book reviews I do not intend to review content here. This new edition is so full of typographical errors that sometimes the reader will have to intuit what
the author really wrote. It is clear that the proofreaders of this edition were not actually reading; they were simply following the little red
lines under the "misspelled" words. This has resulted in some truly bizarre apparent statements by the author, unreproducible here due to
copyright laws. Disclaimer– I have not purchased this book, merely checked it out of the library.

It’s been several years since I’ve read "Silent Spring," one of the most significant environmental books ever written, but I must respond to the
posting by "seem," which is titled "murderous, over the top propaganda" (I correctly your misspelling of the last word): His recommendation
to read "DDT: A Case Study in Scientific Fraud" was put out by the Heartland Institute and is, in itself, a "fraud." The Heartland Institute
is one of the most pro-chemical, pro-industry, anti-environmental and right-wing organizations around. Nothing they put out should be
believed for a second.

Shame on all the booksellers selling this ten dollar book for $75 and up!Devorss is re-publishing this book in August!I took note of the
sellers AND WILL NEVER BUY FROM THEM!

Yelp

Terrible dry cleaners in
Phoenix

I went here for the first time on First Fridays, yeah so what. I promise that I won’t hang out here all the time and ruin it for all you true Bikini
lovers. My mini pitcher was $3.50 and then 5 minutes later a chick walked up and got charged $6.00 for two mini pitchers, hmmm, male
discrimination or they can’t do simple math? I’ll only go back when it’s 110 outside and want to put a buzz on early in the afternoon.

Mediocre dry cleaning. I want to like this business..why? 1. I like to support Yelp advertisers 2.prime location!!! It is literally around the
corner from me and I will probably still go there once in awhile out of convenience. Once or twice I called rushing to get there before they
closed and they waited a minute over closing time which was very nice of them. However, this review is simply based off of satisfaction with
my clothing. Almost every time I have come there I have to ask to redo my shirts. It drive me nuts because the employees are nice about it.
When I woke up today and had 50 dollars worth of clothing needed to be dry cleaned I drove 20 minutes to my old favorite cleaners in
Arcadia. I knew that I trust them with my clothes and after years, never had to deal with such an inconvenience. I’m sorry but had to only
give 3 stars. I might be back one more time.. only when I have to. John I read your message and appreciate that so I updated my review out
of appreciation towards your response. I want to come back because it is convenient. Thanks for caring

This place is tiny and has more high-end expensive beads than other stores in Phoenix. I’ve found some really special items here. You
shouldn’t expect to buy more than a few strands at a time, as it just isn’t affordable. Go somewhere else for quantity, and just get a few things
to spice up your mix from Bead World.

IMDB

Terrible movies You have to be awfully patient to sit through a film with one-liners so flat and unfunny that you wonder what all the fuss was about when
WHISTLING IN THE DARK opened to such an enthusiastic greeting from audiences in the 1940s.<br /><br />On top of some weak
one-liners and ordinary sight gags, the plot is as far-fetched as the tales The Fox (Red Skelton) tells his radio audience. You have to wonder
why anyone would think he could come up with a real-life solution on how to commit the perfect crime and get away with it. But then,
that’s how unrealistic the comedy is.<br /><br />But–if you’re a true Red Skelton fan and enjoy a look back at how comedies were made
in the ’40s–you can at least enjoy the amiable cast supporting him. Ann Rutherford and Virginia Grey do nicely as his love interest and
Conrad Veidt, as always, makes an interesting villain. One of his more amusing moments is his reaction to Skelton explaining the mysteries
of wearing turbans. "I never knew that," he muses, impressed by a minor point that is cleverly introduced.<br /><br />All in all, typical
nonsense that requires you to accept the lack of credibility and just accept the gags as they are. Not always easy for a discriminating viewer
as many of them simply fall flat, the way many comedies of this era do because the novelty of the sight gags and one-liners has simply worn
off.

If they gave out awards for the most depraved and messed-up movies in the world, Japanese cinema would clean up: their exploitation cinema
wipes the floor with most other contenders, the most extreme examples being absolutely jaw-dropping exercises in bad taste, nauseating gore,
freakish weirdness, and misogynistic sex.<br /><br />Guts of a Beauty is a prime example of such whacked out filth, offering discerning
viewers just over an hour of full-on debauchery and gratuitous violence topped off with some very insane J-splatter goodness.<br /><br
/>The film opens with a young woman named Yoshimi, whose search for her missing sister has led her into the hands of some nasty yakuza,
who proceed to rape her and shoot her full of strong dope called Angel Rain[...]

European Union movie
is disappointing and full
of clichés

**SPOILERS AHEAD**<br /><br />It is really unfortunate that a movie so well produced turns out to be<br /><br />such a disappointment.
I thought this was full of (silly) clichés and<br /><br />that it basically tried to hard. <br /><br />To the (American) guys out there: how
many of you spend your<br /><br />time jumping on your girlfriend’s bed and making monkey<br /><br />sounds? To the (married) girls:
how many of you have suddenly<br /><br />gone from prudes to nymphos overnight–but not with your<br /><br />husband? To the French:
would you really ask about someone<br /><br />being "à la fac" when you know they don’t speak French? Wouldn’t<br /><br />you use a
more common word like "université"? <br /><br />I lived in France for a while and I sort of do know and understand[...]

Obviously made on the cheap to capitalize on the notorious "Mandingo," this crassly pandering hunk of blithely rancid Italian sexploitation
junk really pours on the sordid stuff with a commendable lack of taste and restraint: The evil arrogant white family who own and operate a
lavish slave plantation spend a majority of the screen time engaging in hanky panky both each other and their various slaves[...]

Table 3: Mislabeled candidate examples for the three sentiment classfication datasets. All the examples have GT as
positive. Examples ending in [..] have been truncated to save space.369



Group label Content Label Pred

Reviews of mys-
tery movies

Based on a Stephen King novel, NEEDFUL THINGS provides the intrigue and eeriness to keep you in your seat. A mysterious
man(Max von Sydow) comes to town and soon becomes the most talked about citizen. Could it be that the devil himself has set up
shop as an antique dealer in a small town in Maine? von Sydow is masterful and dynamic in this role that dominates the screen. Also
starring are Ed Harris and Bonnie Bedelia. Harris is steady and Bedelia is deserving of your attention. Also in support are J.T. Walsh
and Amanda Plummer. Not the best, nor the worst adaptation of King’s horror on the screen.

0 1

Before I begin, let me get something off my chest: I’m a huge fan of John Eyres’ first film PROJECT: SHADOWCHASER. The film,
a B-grade cross of both THE TERMINATOR & DIE HARD, may not be the work of a cinematic genius, but is a hugely entertaining
action film that became a cult hit (& spawned two sequels & a spin off). Judge and Jury begins with Joseph Meeker, a convicted
killer who was sent to Death Row following his capture after the so-called "Bloody Shootout" (which seems like a poor name for a
killing spree. Meeker kills three people while trying to rob a convenience store), being led to the electric chair. There is an amusing
scene where Meeker talks to the priest about living for sex but meeting his one true love (who was killed during the shootout),
expressing his revenge for the person who killed her. Michael Silvano, a washed-up football star who spends his days watching his
son Alex practicing football with his high school team (and ends up harassing his son’s coach). But once executed, Meeker returns
as a revenant (or as Kelly Perine calls "a hamburger without the fries")[..]

0 1

Let me say this about Edward D. Wood Jr. He had a passion for his work that I wish more people did have. If we all had the
optimism and the commanding hope of Ed Wood, the world would probably be a much better place. Being familiar with Ed Wood’s
story and having seen the most wonderful biopic "Ed Wood" (1994) several times, I admire his boldness and his strives for the job
he loved; I still admire his never-say-die attitude. He had a love for directing that I wish more people in modern-day Hollywood
had.But that doesn’t make his movies any more fun to watch. And "Glen or Glenda," his first and most confessional film, is probably
his very worst."Glen or Glenda" is a deadening cult movie about a cross-dresser named Glen (played by director/writer Ed Wood
himself) who despite his love for his fiancée Barbara (Dolores Fuller), cannot seem to conquer his lust for transvestitism, in which
he dresses in women’s clothing and a wig and thus becomes...Glenda! Glen/Glenda’s story is narrated by a doctor and he too is
talked and watched over by a mysterious character called "The Scientist" played by veteran horror star Bela Lugosi.[..]

0 1

Adventure
movie reviews

Just exactly HOW director John Madden come to settle with Nicolas Cage and Penelope Cruz playing the roles of an Italian Officer
and a Greek Villager in an honourable story: "Captain Correli´s Mandolin", just escapes me! Witness: a wobbly, inconsistent accent
by Cage amid horrendous over-acting, with Cruz – more adequately cast as a spoiled Latino opposite Johnny Depp in "Blow" –
in basically a repeat performance under the guise of a Greek nurse... ay, it was painful. But there were saving graces.The story
itself is thrilling-to-tragic, and Cage does have some (– redeeming, this is !–) musical ability. Next, a superb performance by John
Hurt (Cruz´s father, the village doctor) of Oscar Callibre, as well as by Irene Papas, each as village elders, as well as by Christian
Bale (Papas´ son) among the village freedom fighters, go far towards counter-balancing awkward performances (especially at
the beginning) by Cruz and Cage. Nicely, the last two seem to grow into their respective roles as the film progresses, but it´s
teeth-gnashing early on. Finally, the scenery itself and the photography could garner a technical award, and such provides pleasant
distractions when most needed.[..]

1 0

Daisy Movie Review By James Mudge From beyondhollywood.com. On paper, "Daisy" sounds like an Asian film fan’s dream come
true, directed by "Infernal Affairs" co-helmer Andrew Lau and starring everybody’s favourite sassy girl, popular Korean actress Jeon
Ji Hyun. Unfortunately, despite the talent involved, and the fact that the crew flew halfway around the world to shoot in Amsterdam ,
the film turns out to be a bit of a disappointment, being a clich’d romantic drama which wallows in misery and self importance.
The plot follows Hye Young (Jeon Ji Hyun), a rather naive Korean girl who lives in Amsterdam , spending her life working in her
grandfather’s antique shop and doing portraits for tourists. One day, she begins receiving flowers at exactly the same time from a
secret admirer, who she believes to be a mystery man from her past who once built her a nice little bridge. One day she meets Jeong
Woo (Lee Seong Jae, also in "Holiday" and "Public Enemy"), who unbeknownst to her is actually an Interpol agent tracking Asian
criminals in the Netherlands .With Hye Young assuming that Jeong Woo is responsible for the flowers, the two fall very slowly into
a chaste romantic relationship. However, it turns out that the man sending the flowers is actually Park Yi (Jung Woo Sung, from
"Sad Movie" and "Musa"), an assassin working for a Chinese crime syndicate. Inevitably, the love triangle turns tragic and the two
men end up facing off while poor Hye Young tries to work out which of the two is the love of her life.Although "Daisy" is ostensibly
a love story, it has the feel of a funeral, with a slow, sombre pace and a plot which piles on the misery. Half of the film’s running
time is taken up with scenes of the characters staring longingly out of windows into the rain, with the silence broken only by bouts
of self pitying narration.[..]

1 0

Table 4: Random sample from under-performing groups discovered by SEAL for the IMDB dataset. 0 and 1
indicates negative and positive sentiment classes respectively.
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Abstract

We recently introduced DRaiL, a declarative
neuro-symbolic modeling framework designed
to support a wide variety of NLP scenarios. In
this demo, we enhance DRaiL with an easy
to use Python interface equipped with meth-
ods to define, modify and augment models in-
teractively, as well as with methods to debug
and visualize the predictions made. We demon-
strate this interface with two challenging NLP
tasks: analyzing moral sentiment in political
discourse, and analyzing opinions about the
Covid-19 vaccine.

1 Introduction

Language in real world settings is complex and
ambiguous, and relies on a shared understanding
of the world for its interpretation. Most current
NLP methods represent language in a latent high-
dimensional space by learning word co-occurrence
patterns from massive amounts of textual data (De-
vlin et al., 2019; Brown et al., 2020). This repre-
sentation is very powerful, but it can be insufficient
to capture non-linguistic context such as the phys-
ical, social and cultural environments (Bisk et al.,
2020). Manually annotating these diverse sources
of context is a major challenge, and as a result, in-
teractive and humans-in-the-loop approaches are
gaining popularity to enhance and correct NLP
models (Lertvittayakumjorn and Toni, 2021). How-
ever, the complexity of the representation learned
by deep learning models create challenges for the
communication between humans and machines. To
circumvent these challenges, most existing humans-
in-the-loop techniques solicit people to provide
feedback on individual predictions instead, or al-
low people to augment the dataset by providing
additional examples (Wang et al., 2021). While
straightforward, working in the space of the raw

1Work done while the first author was at Purdue University.

inputs does not take advantage of the ability of hu-
mans to make abstractions and reason over them,
like forming concepts to generalize from observa-
tions to new examples (Rogers and McClelland,
2004), turning raw sensory inputs into high-level
semantic knowledge (Navon, 1977), and deduc-
tively drawing inferences via conceptual rules and
statements (Johnson, 1988).

Neuro-symbolic representations present us with
an opportunity us to enrich expressive language
representations. On the one hand, symbols can be
used to represent higher-level concepts and abstrac-
tions to characterize the information expressed in
the text without resorting to individual annotations.
On the other hand, distributed representations can
help us ground these concepts and generalize to lin-
guistic variations. Moreover, symbolic rules allow
us to explicitly model the dependencies between as-
pects of the language and higher-level abstractions
and behaviors. Most importantly, neuro-symbolic
representations are inherently explainable, making
them particularly useful for interactive and humans-
in-the-loop approaches. Recently, we introduced
DRaiL (Pacheco and Goldwasser, 2021), a neuro-
symbolic modeling framework for NLP. In this
work, we enhance DRaiL with a Python interface
to facilitate the interactive exploration of neuro-
symbolic NLP models. We demonstrate how to
model two challenging language scenarios using
DRaiL, and propose a set of diagnostic and visual-
ization operations to probe and debug DRaiL pre-
dictions. Then, we demonstrate how we can inter-
actively enhance and modify DRaiL programs to
correct mistakes and introduce additional knowl-
edge. This work represents a first step towards
an interactive neuro-symbolic framework. An exe-
cutable version of this demo is publicly available,
and it includes the full code flow to run an exam-
ple2. The source code for DRaiL, as well as its
documentation and additional examples have been

2https://bit.ly/3uLH26s
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released to the community3

2 Case Studies

Morality Framing in Political Discourse We
previously introduced Morality Framing, a knowl-
edge representation framework for capturing sen-
tence and entity level moral sentiment (Roy et al.,
2021). It is built on top of the Moral Foundation
Theory (MFT) (Haidt and Joseph, 2004; Haidt and
Graham, 2007) that proposes six Moral Founda-
tions (MFs). Morality Frames extend MFT by in-
troducing entity sentiment dimensions. The MFs
are considered as frame predicates, and positive
and negative entity roles are associated with each
predicate. For example, the MF ‘Care/Harm’ is mo-
tivated by entities that are either ‘providing care’
or ‘doing harm’ to a specific target entity.

Morality Frame Predicate: Care/Harm
[New cyber center]CARING will provide hands-on learn-
ing to prepare midshipmen to protect [US]TARGET from
[cyber terrorists and thugs]HARMING.

The full list of morality frames can be found in
the original paper. Given a text, the task is to iden-
tify - (1) the predicate (MF), and (2) the moral roles
of the entities mentioned in the text. The dataset
contains 1.5k tweets by US congress-members an-
notated for MF and entity roles.. We also released
a dataset of 9.5k unlabeled tweets on the abortion
issue, which we explore in this demo.

The Covid-19 Vaccination Debate In previ-
ous work, we proposed a holistic analysis frame-
work to analyze opinions about the Covid-19 vac-
cine (Pacheco et al., 2022). This framework builds
on Morality Frames, and connects it with opinion
analysis. In addition to predicting MFs and entity
roles, we predict the stance with respect to the vac-
cine (i.e. pro-vax or anti-vax), and we model a set
of repeating themes frequently used to discuss the
vaccine in social media.

Stance: Anti-Vax, Theme: Government distrust
I never saw anything like this [government]OPRESSING
’s obsession with [citizens]TARGET getting the Covid vac-
cine. Is this a trial run for a socialist dictatorship?

Our analysis identifies the stance expressed in
the post (anti-vaccination) and the reason for it
(distrust of government). Given the ideologically
polarized climate of social media discussion on this
topic, we also aim to characterize the moral atti-
tudes expressed in the text (oppression), and how

3https://gitlab.com/purdueNlp/DRaiL

different entities mentioned in it are perceived. The
dataset contains 750 tweets geo-located in the U.S.
annotated for morality frames and stance, as well
as a set of themes identified interactively. We also
released a dataset of 85k unlabeled tweets about
the covid vaccine, which we explore in this demo.

3 Problem Specification

In this section, we demonstrate how to model the
scenarios described in Section 2. To model a prob-
lem in DRaiL, we need to decompose the domain
into a set of entities, labels, predicates and prob-
abilistic rules that express the different decisions
and their inter-dependencies. To predict morality
frames, we break down the problem into two main
decisions: 1) the most prominent moral founda-
tion expressed in the tweet, and 2) for each entity
mentioned in the tweet, the role they playing. In
addition to this, we include some contextualizing
information. For political tweets, we model the
topic being discussed, the author of the tweet, and
their party affiliation. In the case of covid-19 de-
bate, we model the stance (i.e. pro or anti vax), as
well as the main theme highlighted in the argument
(e.g. government distrust).

In this demo, we present a Python API that al-
lows us to instantiate and learn DRaiL programs.
The API is centered around a Learner class. We
currently support two types of learners, a Local-
Learner in which rule weights are learned inde-
pendently of each other, and a GlobalLearner in
which all rule weights are learned jointly. The
learner receives a set of parameters, including the
inference algorithm and loss function to be used,
as well as the learning rate.

from drail.learn.global_learner import GlobalLearner

learner = GlobalLearner(
infer_algorithm="ad3",
loss_fn="hinge_loss",
learning_rate=2e-5)

Entities and Predicates Entities are the base ele-
ments in a DRaiL program. Entities are named, and
can correspond to either symbolic elements (e.g. a
topic) or attributed elements (e.g. a tweet associ-
ated with its textual content). Then, we can specify
relations between one or more entities in DRaiL.
Relations can correspond to observed or predicted
information. When observations are available for
a particular relation, either as input information or
as training data, it can be passed to DRaiL using
column separated files. Each column in the file will
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correspond to each of the entities involved in the
relation. For example:

learner.define_entity("Tweet")
learner.define_entity("Entity")
learner.define_entity("Role")

learner.define_predicate("HasEntity",
ents=["Tweet", "Entity"],
data_file="has_entity.txt")

learner.define_predicate("HasRole",
ents=["Tweet", "Entity", "Role"],
data_file="has_role.txt")

Rules and Constraints In DRaiL, decisions and
dependencies between different decisions can be
modeled using probabilistic rules. We can ex-
press these rules using templates of the form:
P0 ∧ P1... ∧ Pn−1 ⇒ Pn, where the body of the
rule template can contain observed or predicted
predicates, and the head corresponds to the output
to be predicted (given the body). Rules can be
grounded in data, and each rule grounding is asso-
ciated with a weight representing the likelihood of
the rule grounding holding true. In DRaiL, these
weights are learned using neural nets. For this rea-
son, each rule template is associated to a feature
function and a neural scoring function.

We support different types of rules. We can
define simple rules that map observed inputs to
predicted outputs, and estimate the likelihood of
each possible assignment. For example, mapping
tweets to MFs:

learner.define_rule(
"IsTweet(T) => HasMf(T,M)^?",
lmd=1.0,
features=["tweet_bert"],
nn=BertClassifier(config_r0))

Or we can write rules that capture the dependencies
between different aspects, and estimate the likeli-
hood them co-occurring. For example, MFs and
vaccination stances:

learner.define_rule(
"IsTweet(T) & HasStance(T,S)^? => HasMf(T,M)^?",
lmd=1.0,
features=["tweet_bert", "stace_1hot"],
nn=Bert1HotClassifier(config_r2))

Here, lmd is a hyper-parameter that can be used to
manually tune the importance of each rule. Given
a learned weight w for a given rule, its final weight
will be calculated by multiplying lmd*w. We use
? after a predicate to signal that this is a predicate
that is not observed, and should be predicted.

Finally, we can also write hard dependencies or
constraints that enforce behaviors. For example,
enforcing entities to maintain the same polarity
when mentioned in tweets with the same stance:

learner.define_hardconstr(
"HasEntity(T1,E) & HasEntity(T2,E) &

HasStance(T1,'anti-vax')^? & HasStance(T2,
'anti-vax')^? & HasSentiment(T1,E,'neg')^? =>
HasSentiment(T2,E,'neg')^?")

↪→
↪→
↪→

Feature Extractors and Scoring Functions
DRaiL gives us the flexibility to define any fea-
ture function and neural architecture to represent
rules and learn their weights. To define feature
functions, we need to extend DRaiL’s FeatureEx-
tractor class. This programmatic interface gives
us a lot of flexibility with passing and importing
resources, as well as manipulating features:

from drail.features.feature_extractor import FeatureExtractor
from transformers import AutoTokenizer

class MF_ft(FeatureExtractor):
def __init__(self, id2data):

super(MF_ft, self).__init__()
self.id2data = id2data
self.tokenizer = AutoTokenizer.from_pretrained(

'bert-base-uncased')

def entity_bert(self, rule_gr):
pred = rule_gr.get_body_predicate("HasEntity")
(tweet, entity) = pred['arguments']
text = self.id2data[tweet][entity]['text']
bert_input = self.tokenizer.encode(text)
return bert_input

The constructor allows us to pass any data struc-
ture. In the example above, we pass a dictionary
that maps entity ids to their attributes (e.g. the
text of the tweet). Then, we import the trans-
formers library to obtain the inputs for BERT.
Alternatively, this could be pre-computed and
passed to the constructor directly. DRaiL allows
us to obtain the predicates and arguments of each
rule grounding with the function RuleGround-
ing.get_body_predicate(name, position=0),
which returns the predicate as a dictionary of the
form {"name": name, "arguments": [arg0,
arg1, ...]}. Custom FeatureExtractors can
be instantiated in the learner by doing:

learner.fe = MF_ft(id2data="id2data.json")

DRaiL provides a similar programmatic inter-
face to define neural scoring functions, which is
built on top of PyTorch:

from drail.neuro.nn_model import NeuralNetworks
from transformers import AutoConfig, AutoModel, BertModel
import torch

class BertClassifier(NeuralNetworks):

def __init__(self, config):
super(BertClassifier, self).__init__(config)

def build_architecture(self):
self.bert_model = AutoModel.from_pretrained(

'bert-base-uncased',
add_pooling_layer=True)

self.dropout = torch.nn.Dropout(config["dropout_prob"])
self.hidden2label = torch.nn.Linear(config["h_dim"],

config["o_dim"])↪→
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def forward(self, x):
# will return feats that were defined in feat function
bert_inputs = self.get_inputs(x)
outputs = self.bert_model(bert_inputs['input_ids'],

bert_inputs['attention_mask'],
bert_inputs['token_type_ids'])

↪→
↪→
pooled_output = outputs[1]
pooled_output = self.dropout(pooled_output)
logits = self.hidden2label(pooled_output)

Given that the neural architectures are defined
programmatically, there is a lot of flexibility as to
what each architecture can look like. For each rule,
we can define a configuration dictionary config
which can be passed to the constructor of the neural
classifier. This allows us to specify variable param-
eters (e.g. number of hidden/output units), and to
reuse classifiers for different rules.

To see the full set of rules that were tested for
each use case, we refer the user to our previous
work (Roy et al., 2021; Pacheco et al., 2022), and
to the live demo and repository linked to this paper.

Grounding, Inference and Learning To instan-
tiate our database and ground our rules, we need
to call the create_dataset function and pass the
directory that contains the files that were defined
for each predicate. We are able to specify train, dev
and test splits by creating filters in the database.
This operation is useful when we want to perform
K-fold cross-validation, as it allows us to dynami-
cally change the splits in an execution loop.
db = learner.create_dataset("data_dir")
db.add_filter(

name="isTrain", pred_name="IsTweet", entity_name="Tweet",
ids=train_tweet_ids↪→

)

DRaiL transforms all rule groundings into linear
inequalities corresponding to their disjunctive form,
and inference is then defined as an integer linear
program:

y∈{0,1}nP (y|x) ≡y∈{0,1}n
∑

ψr,t∈Ψ

wr ψr(xr, yr)

s.t. c(xc, yc) ≤ 0; ∀c ∈ C

(1)

Where each rule grounding r, generated from tem-
plate t, with input features xr and predicted vari-
ables yr defines the potential ψr(xr, yr), added to
the linear program with a weight wr. DRaiL im-
plements both exact and approximate inference to
solve the MAP problem, in the latter case, the AD3

algorithm is used (Martins et al., 2015). Weights
wr are learned using neural networks defined over
parameter set θ. For training using large-margin
estimation, DRaiL uses the structured hinge loss:

max
ŷ∈Y

(∆(ŷ, y) +
∑

ψr∈Ψ
Φt(xr, ŷr; θ

t))−
∑

ψr∈Ψ
Φt(xr, yr; θ

t)

Where Φt represents the neural net associated with
rule template t, and parameter set θt. Here, y corre-
sponds to the gold assignments, and ŷ corresponds
to the prediction resulting from the MAP inference
defined in Eq. 1. Note that alternative estimations
are also supported. More details can be found in the
modeling paper (Pacheco and Goldwasser, 2021).

Our Python API wraps up all of this function-
ality in just two functions: train and predict.
Additional parameters can be specified to select
the optimizer, use loss augmented inference, or hot
start the parameters by training rules locally first.
We have found that hot starting parameters locally
consistently improves performance across tasks.
This finding is in line with previous work experi-
menting with deep structured prediction objectives
(Han et al., 2019). The predict function returns
two elements: results has the aggregated predic-
tions in a data structure that can be directly used to
evaluate performance using the sklearn.metrics
library, while preds contains the resulting set of
active predicates.

from sklearn.metrics import classification_report

learner.train(db,
train_filter="isTrain",
dev_filter="isDev",
patience=10,
local_hot_start=True)

results, preds = learner.predict(db,
test_filter="isTest")

y_gold = results.metrics["HasMF"]['gold_data']
y_pred = results.metrics["HasMF"]['pred_data']
classification_report(y_gold, y_pred, digits=4)

4 Interactive Evaluation and Debugging

In this section, we present an evaluation module
equipped with functions to interactively debug and
visualize DRaiL models. These functions are espe-
cially valuable when evaluating model predictions
over unlabeled data, where we cannot directly mea-
sure performance. To showcase this capability, we
use the sets of unlabeled tweets about abortion and
the covid-19 vaccine described in Sec. 2.

4.1 Visualizing and Interpreting Results

In this section, we present a non-exhaustive list of
the visualization operations supported by our API.
freq_graph(pred,ent,filters): plots a bar graph
of frequencies for entity ent in active pred pred-
icates (e.g. frequency_graph("HasMF", "MF")
will plot the distribution of MFs for all tweets. The
optional parameter filters allows us to specify
filters in the form of logical predicates. For exam-
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ple, if we want to plot MF frequencies by political
party, we can do:
learner.freq_graph("HasMF", "MF", filters=["IsAuthor(T,A) &

HasParty(A, 'democrat')", "IsAuthor(T,A) & HasParty(A,
'republican')"])

↪→
↪→

Note that more than one filter can be used to com-
pare frequencies. If no filters are passed, general
frequencies will be plotted (one bar per value).

freq_ents(pred,ent,k,filter): outputs the top k
most frequent ent entities in predicate pred.
learner.freq_ents("HasEntity", "Entity", k=10)

diag_rank_graph(pred,ent,ent_inst,top_filter,
bottom_filter): plots a graph that visualizes the
normalized rank scores based of the frequencies
of entity ent=ent_inst in active predicates
pred. This graph uses a diagonal to contrast the
frequencies of the predicate activations that satisfy
the top_filter and the bottom_filter. For
example:
learner.diag_rank_graph("HasEntity", "Entity", "planned

parenthood", top_filter="IsAuthor(T,A) &
HasParty(T,'republican')", bottom_filter="IsAuthor(T,A) &
HasParty(T,'democrat')")

↪→
↪→
↪→

ent_rel_graph(pred,k,filter): plots an entity-
relation graph for active predicates pred. Option-
ally, a k can be used to limit the graph to the top k
most frequent activations. For example:

learner.ent_rel_rank_graph("HasRole", k=8,
filter="IsAuthor(T,A) & HasParty(T,'democrat') &
HasMF(T,'fairness')")

↪→
↪→

corr_matrix(pred_1,ent_1,filter_1,pred_2,ent_-
1,filter_2): plots a correlation matrix between
ent_1 and ent_1. Optionally, filters can be
specified to constrain the examples considered.

learner.corr_matrix(pred_1="HasMF", ent_1="MF",
pred_2="HasTheme", ent_2="Theme")↪→

plot_embed(pred, ent, filter): plots a 2D visual-
ization of the representation learned for a given
entity. To reduce the dimensionality, we use t-
sne (van der Maaten and Hinton, 2008). Note that
DRaiL will learn a representation for each entity
and relation in the program using the neural archi-
tecture specified. These representations can also be
shared across rules. For more details, see (Pacheco
and Goldwasser, 2021).

learner.plot_embed("HasTheme", "Theme")

4.2 Human Interventions
In this section, we focus on the ability of inter-
actively correcting and enhancing DRaiL models.
Going by the visualizations demonstrated above
for political tweets, we can observe that overall,
the results are what we would expect. However,
we can spot some unexpected predictions. For ex-
ample, in the normalized rank graph for planned
parenthood, we found that the moral role do-cheat
had a high democrat score, which contradicts the
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general sentiment of liberals towards Planned Par-
enthood. Additionally, in the entity-relation graph,
we observe the entity abortion being portrayed as
a cheating entity in a high number of cases. To
tackle this likely errors, we experiment with the
following interventions:

Introducing bias with new rules and constraints
Given that democrats generally have a pro-choice
stance, we can introduce a rule that discourages a
negative polarity for the abortion entity:

learner.define_rule(
"IsTweet(T) & IsAuthor(A,T) & HasParty(A,'democrat') &

HasEntity(T,'abortion') & HasPolarity(R,'neg') =>
~HasRole(T,'abortion',R)^?"),

↪→
↪→
lmd=1.0,
features=None,
nn=None

To represent this rule, we set the features and neural
net to None. This will make DRaiL learn a single
weight for the rule, instead of learning a neural
scoring function over a feature representation. Note
that this is a design choice, and we always have the
option of defining features and a neural classifiers
for newly introduced rules. By adding this rule, we
are able to alter our entity-relation graph:

Augmenting programs with new predicates
While the rule introduced above altered our high-
frequency entity-relation graph, upon closer inspec-
tion of the cases that were not covered by the soft
constraint (using the freq_ents function to look at
example tweets), we find that we likely still have
errors. Tweets that have an overall negative tone
are wrongly identified as portraying abortion in
negative light. Some examples are: we do not want
to go back to the days before women had a consti-
tutional right to abortion, president trump has said
that women should face punishment for exercising
their constitutional right to abortion.

By looking at these examples, we can see that
they talk about abortion as a constitutional right.
To deal with this challenge, we can take advantage
of the fact that we can represent entities in DRaiL
using distributed representations, and introduce a
new predicate that captures the similarity between
a custom phrase explaining the concept of constitu-
tional rights and the text of a tweet:

learner.define_entity("Phrase")
learner.define_latent_predicate(

"MentionsConcept",
ents=["Phrase", "Tweet"])

Given that we do not have supervision for this
predicate, DRaiL allows us to define it as latent.
Then, we can define two additional rules, the first
one uses SBERT, a pre-trained sentence similarity
model (Reimers and Gurevych, 2019) to capture
the likelihood that a tweet mentions constitutional
rights. The second one is a constraint that enforces
tweets that frame abortion as a constitutional right
to have the entity abortion in a positive role.
learner.define_rule(

"InEvent(T,Z) => MentionsConcept('abortion is a
constitutional right', T)^?",↪→

lmd=1.0,
features=["tweet_bert"],
nn=SBERT())

learner.define_hardconstr(
"InEvent(T,Z) & HasEntity(T, 'abortion') &

HasPolarity(R,'neg') MentionsConcept('abortion is a
constitutional right', T)^? =>
~HasRole(T,'abortion',R)^?"))

↪→
↪→
↪→

Upon further inspection of example tweets, we
found that the addition of the new predicate reduced
more than 50% of the remaining errors.

5 DRaiL vs. Other Systems

In previous work, we have positioned the modeling
approach of DRaiL with respect to related work, in-
cluding declarative languages to express probabilis-
tic graphical models (Richardson and Domingos,
2006; Bach et al., 2017), relational and graph em-
beddings (Bordes et al., 2013; Schlichtkrull et al.,
2018), and a comprehensive set of neuro-symbolic
systems (Wang and Poon, 2018; Manhaeve et al.,
2018; Cohen et al., 2020). While performing an
exhaustive comparison between systems is beyond
the scope of this demo, we refer the reader to the
DRaiL modeling paper for this analysis (Pacheco
and Goldwasser, 2021), as well as to the many
successful applications of our modeling strategy
(Pujari and Goldwasser, 2019; Jain et al., 2020;
Widmoser et al., 2021; Lee et al., 2021; Roy et al.,
2021; Mehta et al., 2022; Pacheco et al., 2022).

6 Summary

In this paper, we present an interactive API for
DRaiL, a recently introduced neuro-symbolic mod-
eling framework. We demonstrate how to use
this API to model a challenging NLP problem,
and interactively debug predictions on unlabeled
datasets, where traditional evaluation techniques
cannot be applied. We motivate the advantage of
neuro-symbolic representations to communicate
knowledge from humans to machines, and show
that we can effectively enhance the performance of
the model by interactively adding new knowledge.
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Abstract
We present a system that allows users to
train their own state-of-the-art paraphrastic
sentence representations in a variety of lan-
guages. We release trained models for English,
Arabic, German, Spanish, French, Russian,
Turkish, and Chinese. We train these mod-
els on large amounts of data, achieving signif-
icantly improved performance from our orig-
inal papers on a suite of monolingual seman-
tic similarity, cross-lingual semantic similarity,
and bitext mining tasks. Moreover, the result-
ing models surpass all prior work on efficient
unsupervised semantic textual similarity, even
significantly outperforming supervised BERT-
based models like Sentence-BERT (Reimers
and Gurevych, 2019). Most importantly, our
models are orders of magnitude faster than
other strong similarity models and can be used
on CPU with little difference in inference
speed (even improved speed over GPU when
using more CPU cores), making these models
an attractive choice for users without access
to GPUs or for use on embedded devices. Fi-
nally, we add significantly increased function-
ality to the code bases for training paraphras-
tic sentence models, easing their use for both
inference and for training them for any desired
language with parallel data. We also include
code to automatically download and prepro-
cess training data.1

1 Introduction

Measuring sentence similarity (Agirre et al., 2012)
is an important task in natural language pro-
cessing, and has found many uses including
paraphrase detection (Dolan et al., 2004), bitext
mining (Schwenk and Douze, 2017), language
modelling (Khandelwal et al., 2019), question-
answering (Lewis et al., 2021), and as reward func-
tions or evaluation metrics for language generation

1Code, including an easy to install PyPi package, re-
leased models including Hugging Face implementations,
demo, and data are available at https://github.com/jwieting/
paraphrastic-representations-at-scale.

tasks (Wieting et al., 2019a). Within this context,
fast and light-weight methods are particularly use-
ful as they make it easy to compute similarity over
the ever-increasing volumes of web text available.
For instance, we may want to mine a hundred mil-
lion parallel sentences (Schwenk et al., 2021) or
use a semantic similarity reward when fine-tuning
language generation models on tens of millions
of training examples. These tasks are much more
feasible when using approaches that are fast, can
be run on CPU, and use little RAM, allowing for
increased batch size.

This need for fast inference is one motivation for
using sentence embeddings. Sentence embeddings
allow the search for similar sentences to be linear in
the number of sentences, or even sub-linear when
using highly optimized tools like Faiss (Johnson
et al., 2017) that allow for efficient nearest neigh-
bor search. This is contrast to models, like cross-
attention models, which are quadratic during infer-
ence as they require both of the texts being com-
pared as inputs. As we show in this paper, our sim-
ple and interpretable word-averaging sentence em-
bedding models (Wieting et al., 2016b; Wieting and
Gimpel, 2018; Wieting et al., 2019b), are orders
of magnitude faster to compute than prior embed-
ding approaches while simultaneously possessing
significantly stronger performance on monolingual
and cross-lingual semantic similarity tasks. Since
we are simply averaging embeddings and have no
neural architecture, any models based on neural
architectures, especially large pretrained neural ar-
chitectures which are increasingly used, will not be
as fast as the models described in this paper. Lastly,
we also show that this approach is competitive with
LASER (Artetxe and Schwenk, 2019), a state-of-
the-art multilingual model, on mining bitext and
has stronger performance on cross-lingual seman-
tic similarity, while having inference speeds that
are twice as fast on GPU and orders of magnitude
faster on CPU.
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We make several contributions in this paper that
go beyond our prior work. Firstly, we reformat the
code to support training models on tens of millions
of sentence pairs efficiently and with low RAM us-
age. Secondly, we train an English model on 25.85
million paraphrase pairs from ParaNMT (Wieting
and Gimpel, 2018), a paraphrase corpus we previ-
ously constructed automatically from bitext. We
then train models directly on X-English bitext for
Arabic, German, Spanish, French, Russian, Turk-
ish, and Chinese, producing models that are able to
distinguish both paraphrases in English and their
respective languages as well as cross-lingual X-
English paraphrases. Even though all models are
able to model semantic similarity in English, we
find that training on ParaNMT specifically leads to
stronger models as it is easier to filter the data to
remove noise and sentence pairs with little to no di-
versity. We refer to our models as PARAGRAM-SP,
abbreviated as P-SP,2 referring to how the models
are based on averaging subword units generated
by sentencepiece (Kudo and Richardson, 2018).
We make all of these models available to the com-
munity for use on downstream tasks.

We also add functionality to our implementa-
tion. Besides the support for efficient, low-memory
training on tens of million of sentence pairs de-
scribed above, we add code to support (1) reading
in a list of sentences and producing a saved numpy
array of the sentence embeddings; (2) reading in a
list of sentence pairs and producing cosine similar-
ity scores; and (3) downloading and preprocessing
evaluation data, bitext, and paraphrase data. For
bitext and paraphrase data, we provide support for
training using either text files or HDF5 files.

Lastly, this paper contains new experiments
showcasing the limits of these scaled-up models
and detailed comparisons with prior work on a
suite of semantic similarity tasks in a variety of
languages. We release our code and models to
the community in the hope that they will be found
useful for research and applications, as well as us-
ing them as a base to build stronger, faster models
covering more of the languages of the world.

2Our English model is P-SP, and the cross-lingual models
are P-SP-AR, P-SP-DE, P-SP-ES, P-SP-FR, P-SP-RU, P-SP-
TR, and P-SP-ZH.

2 Related Work

2.1 English Semantic Similarity

Our learning and evaluation setting is the same as
that of our earlier work that seeks to learn para-
phrastic sentence embeddings that can be used for
downstream tasks (Wieting et al., 2016b,a; Wieting
and Gimpel, 2017; Wieting et al., 2017; Wieting
and Gimpel, 2018). We trained models on noisy
paraphrase pairs and evaluated them primarily on
semantic textual similarity (STS) tasks. More re-
cently, we made use of parallel bitext for training
paraphrastic representations for other languages
as well that are also able to model cross-lingual
semantic similarity (Wieting et al., 2019a, 2020).
Prior work in learning general sentence embed-
dings has used autoencoders (Socher et al., 2011;
Hill et al., 2016), encoder-decoder architectures
(Kiros et al., 2015; Gan et al., 2017), and other
sources of supervision and learning frameworks
(Le and Mikolov, 2014; Pham et al., 2015; Arora
et al., 2017; Pagliardini et al., 2017).

For English semantic similarity, we compare to
well known sentence embedding models such as
InferSent (Conneau et al., 2017), GenSen (Subra-
manian et al., 2018), the Universal Sentence En-
coder (USE) (Cer et al., 2018), as well as BERT
(Devlin et al., 2019).3 We use the pretrained BERT
model in two ways to create a sentence embedding.
The first way is to concatenate the hidden states
for the CLS token in the last four layers. The sec-
ond way is to concatenate the hidden states of all
word tokens in the last four layers and mean pool
these representations. Both methods result in a
4096 dimension embedding. We also compare to
a more recently released model called Sentence-
BERT (Reimers and Gurevych, 2019). This model
is similar to InferSent in that it is trained on natu-
ral language inference data (SNLI; Bowman et al.,
2015). However, instead of using pretrained word
embeddings, they fine-tune BERT in a way to in-
duce sentence embeddings. Lastly, we also com-
pare to the unsupervised version of SimCSE (Gao
et al., 2021), which fine-tunes a pretrained encoder
on contrastive pairs, where positive pairs are ob-
tained by using dropout on a single input sentence.

3Note that in all experiments using BERT, including
Sentence-BERT, the large, uncased version is used.
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2.2 Cross-Lingual Semantic Similarity and
Semantic Similarity in Non-English
Languages

Most previous work for cross-lingual representa-
tions has focused on models based on encoders
from neural machine translation (Espana-Bonet
et al., 2017; Schwenk and Douze, 2017; Schwenk,
2018) or deep architectures using contrastive losses
(Grégoire and Langlais, 2018; Guo et al., 2018;
Chidambaram et al., 2019). Recently, other ap-
proaches using large Transformer (Vaswani et al.,
2017) have been proposed, trained on vast quanti-
ties of text (Conneau et al., 2020; Liu et al., 2020;
Tran et al., 2020). We primarily focus our com-
parison for these settings on LASER (Artetxe and
Schwenk, 2019), a model trained for semantic sim-
ilarity across more than 100 languages. Their
model uses an LSTM encoder-decoder trained on
hundreds of millions of parallel sentences. They
achieve state-of-the-art performance on a variety of
multilingual sentence embeddings tasks including
bitext mining. We also compare to LaBSE (Feng
et al., 2022), a contrastive model trained on six bil-
lion parallel pairs across languages and was also
trained on monolingual text using a masked lan-
guage modelling objective.

3 Methods

We first describe our objective function and then
describe our encoder.

Training. The training data consists of a se-
quence of parallel sentence pairs (si, ti) in source
and target languages respectively. Note that for
training our English model, the source and target
languages are both English as we are able to make
use of an existing paraphrase corpus. For each sen-
tence pair, we randomly choose a negative target
sentence t′i during training that is not a translation
or paraphrase of si. Our objective is to have source
and target sentences be more similar than source
and negative target examples by a margin δ:

min
θsrc,θtgt

∑

i

[
δ−fθ(si, ti) + fθ(si, t

′
i))
]
+

(1)

where the similarity function is defined as:

fθ(s, t) = cos
(
g(s; θsrc), g(t; θtgt)

)
(2)

where g is the sentence encoder with parameters
for each language θ = (θsrc, θtgt). To select t′i

we choose the most similar sentence in some set
according to the current model parameters, i.e., the
one with the highest cosine similarity. We found we
could achieve the strongest performance by tying
all parameters together for each language, more
precisely, θsrc and θtgt are the same.

Negative Sampling. Negative examples are se-
lected from the sentences in the batch from the op-
posing language when training with bitext and from
any sentence in the batch when using paraphrase
data. In all cases, we choose the negative exam-
ple with the highest cosine similarity to the given
sentence s, ensuring that the negative is not in fact
paired with s in the batch. To select even more diffi-
cult negative examples that aid training, we use the
mega-batching procedure of Wieting and Gimpel
(2018), which aggregates M mini-batches to create
one “mega-batch” and selects negative examples
from this mega-batch. Once each pair in the mega-
batch has a negative example, the mega-batch is
split back up into M mini-batches for training. Ad-
ditionally, we anneal the mega-batch size by slowly
increasing it during training. This yields improved
performance by a significant margin.

Encoder. Our sentence encoder g simply aver-
ages the embeddings of subword units generated
by sentencepiece (Kudo and Richardson, 2018);
we refer to our model as PARAGRAM-SP, abbrevi-
ated as P-SP. This means that the sentence piece
embeddings themselves are the only learned param-
eters of this model.

4 Code and Usage

We added a number of features to the code base
to improve performance and make it easier to use.
First, we added code to support easier inference.
Examples of using the code programmatically to
embed sentences and score sentence pairs (using
cosine similarity) are shown in Figure 1.

Our code base also supports functionality that
allows one to read in a list of sentences and produce
a saved numpy array of the sentence embeddings.
We also included functionality that allows one to
read in a list of sentence pairs and produce the
sentence pairs along with their cosine similarity
scores in an output file. These scripts allow our
models to be used without any programming for the
two most common use cases: embedding sentences
and scoring sentence pairs. Examples of their usage
with a trained model are shown in Figure 2.
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1 from models import load_model
2

3 text1 = ’This is a test.’
4 text2 = ’This is another test.’
5

6 # Load English paraphrase model
7 model_name = ’paraphrase -at-scale/model.

para.lc.100.pt’
8 sp_model = ’paraphrase -at-scale/paranmt.

model’
9

10 model , _ = load_model(model_name=
model_name , sp_model=sp_model)

11

12 # Obtain sentence embedding
13 embeddings = model.embed_raw_text ([text1

, text2]) # 2D numpy array of
sentence embeddings

14 cosine_scores = model.score_raw_text ([(
text1 , text2)]) # list of cosine
scores

Figure 1: Usage example of programmatically loading
one of our pretrained models and obtaining sentence
embeddings and scores for two sentences.

1 python -u embed_sentences.py --sentence -
file paraphrase -at-scale/example -
sentences.txt --load -file paraphrase
-at -scale/model.para.lc.100.pt --
output -file sentence_embeds.np

2

3 python score_sentence_pairs.py --
sentence -pair -file paraphrase -at-
scale/example -sentences -pairs.txt --
load -file paraphrase -at-scale/model.
para.lc.100.pt

Figure 2: Usage examples to embed sentences and
score sentence pairs. The first command is a usage
example of scoring a list of sentence pairs. The file
example-sentences-pairs.txt contains a list of sen-
tences, one per line. The output of the script is a saved
numpy array of sentence embeddings in the same order
of the input sentences. The second command is a us-
age example of scoring a list of sentence pairs. The
file example-sentences-pairs.txt contains pairs of
tab-separated sentences, one per line. The output of
the script is a text file containing the tab separated list
of sentences along with their cosine scores in the same
order of the input sentences.

Secondly, we added a training mode using HDF54

format, allowing training data to remain on disk
during training. This leads to a significant reduc-
tion in RAM usage during training, which is espe-
cially true when using more than 10 million train-
ing examples. Efficient training can now be done
on CPU only using only a few gigabytes of RAM.

Lastly, we also added code for preprocessing

4https://docs.h5py.org/en/stable/

1 cd preprocess/bilingual && bash do_all.
sh fr-es-de

2 cd ../..
3 cd preprocess/paranmt && bash do_all.sh

0.4 1.0 0.7

Figure 3: Usage examples to download and preprocess
bilingual and ParaNMT data. The first command down-
loads and preprocesses (filters, trains sentencepiece
models, tokenizes if language is zh, converts files to
hdf5 format) en-X bilingual data. The third command
downloads and preprocesses ParaNMT data. The ar-
guments are used to filter the data (semantic similarity
scores between 0.4 and 1.0 and trigram overlap below
0.7, which have been used in prior papers when gen-
erating training data for paraphrase generation (Iyyer
et al., 2018; Krishna et al., 2020)).

en ar de es fr ru tr zh

25.85M 8.23M 6.47M 6.75M 6.46M 9.09M 5.12M 4.18M

Table 1: The number of sentence pairs used to train
our models. For English, the data is ParaNMT, and for
the other languages, the data is a collection of bitext
detailed in Section 5.1.

data, including scripts to download and evaluate
on the STS data (English, non-English, and cross-
lingual), as well as code to download and pro-
cess bitext and ParaNMT automatically. For bi-
text, our scripts download the data, filter the data
by length,5 lowercase, remove duplicates, train a
sentencepiece model, encode the data with the
sentencepiece model, shuffle the data, and pro-
cess the data into HDF5 format for efficient use.
For ParaNMT, our scripts download the data, use
a language classifier to filter out non-English sen-
tences6 (Joulin et al., 2017), filter the data by para-
phrase score, trigram overlap, and length,7 train a
sentencepiece model, encode the data with the
sentencepiece model, and process the data into
HDF5 format. Examples are shown in Figure 3.

5 Experiments

5.1 Experimental Setup
Data. For our English model, we train on se-
lected sentence pairs from ParaNMT (Wieting and
Gimpel, 2018). We filter the corpus by only includ-
ing sentence pairs where the paraphrase score for
the two sentences is≥ 0.4. We additionally filtered

5We remove sentences with the number of tokens (untok-
enized) smaller than 3 or greater than 100.

6https://fasttext.cc
7We remove sentences with the number of tokens (untok-

enized) smaller than 5 or greater than 40.
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Model Semantic Textual Similarity (STS)
2012 2013 2014 2015 2016 Avg.

BERT (CLS) 33.2 29.6 34.3 45.1 48.4 38.1
BERT (Mean) 48.8 46.5 54.0 59.2 63.4 54.4
InferSent 61.1 51.4 68.1 70.9 70.7 64.4
GenSen 60.7 50.8 64.1 73.3 66.0 63.0
USE 61.4 59.0 70.6 74.3 73.9 67.8
Sentence-BERT 66.9 63.2 74.2 77.3 72.8 70.9
LASER 63.1 47.0 67.7 74.9 71.9 64.9
P-SP 68.7 64.7 78.1 81.4 80.0 74.6

Sentence-BERT 71.0 76.5 73.2 79.1 74.3 74.8
P-SP 71.2 76.5 74.6 83.0 79.1 76.9

Table 2: Results of our models and models from prior work on English STS. In the first part of the table, we
show results, measured in Pearson’s r × 100, for each year of the STS tasks 2012-2016 as well as the average
performance across all years. In the second part, we evaluate based on the Spearman’s ρ×100 of the concatenation
of the datasets of each year with the 2013 SMT dataset removed following (Reimers and Gurevych, 2019).

Model Dim. ar-ar ar-en es-es es-en tr-en

LASER 1024 69.3\68.8 65.5\66.5 79.7\79.7 59.7\58.0 72.0\72.1
LaBSE 768 68.6\69.1 72.2\74.5 79.5\80.8 65.5\65.7 72.9\72.1
Espana-Bonet et al. (2017) 2048 59 44 78 49 76
Chidambaram et al. (2019) 512 - - 64.2 58.7 -

2017 STS 1st Place - 75.4 74.9 85.6 83.0 77.1
2017 STS 2nd Place - 75.4 71.3 85.0 81.3 74.2
2017 STS 3rd Place - 74.6 70.0 84.9 79.1 73.6

P-SP 1024 76.2\76.7 78.3\78.4 85.8\85.6 78.4\77.8 79.2\79.5

Table 3: Comparison of our models with those in the literature on non-English and cross-lingual STS. We also
include the top 3 systems for each dataset from the SemEval 2017 STS shared task. Performance is measured in
Pearson’s r ×100. We also include results in Spearmans’s ρ ×100 after a slash for LASER, LaBSE, and P-SP.

sentence pairs by their trigram overlap (Wieting
et al., 2017), which is calculated by counting tri-
grams in the two sentences, and then dividing the
number of shared trigrams by the total number in
the sentence with fewer tokens. We only include
sentence pairs where the trigram overlap score is
≤ 0.7. The paraphrase score is calculated by aver-
aging PARAGRAM-PHRASE embeddings (Wieting
et al., 2016b) for the two sentences in each pair and
then computing their cosine similarity. The purpose
of the lower threshold is to remove noise while the
higher threshold is meant to remove paraphrases
that are too similar.

Our training data is a mixture of Open Subtitles
20188 (Lison and Tiedemann, 2016), Tanzil cor-
pus9 (Tiedemann, 2012), Europarl10 for Spanish,
Global Voices11 (Tiedemann, 2012), and the Mul-
tiUN corpus.12 We follow the same distribution
for our languages of interest across data sources as
Artetxe and Schwenk (2019) for a fair comparison.

8http://opus.nlpl.eu/OpenSubtitles.php
9http://opus.nlpl.eu/Tanzil.php

10http://opus.nlpl.eu/Europarl.php
11https://opus.nlpl.eu/GlobalVoices.php
12http://opus.nlpl.eu/MultiUN.php

One exception, though, is we do not include train-
ing data from Tatoeba13 (Tiedemann, 2012) as they
do, since this domain is also in the bitext mining
evaluation set. The amount of data used to train
each of our models is shown in Table 1.

Hyperparameters. For all models, we fix the
batch size to 128, margin δ to 0.4, and the an-
nealing rate to 150.14 We set the size of the
sentencepiece vocabulary to 50,000, using a
shared vocabulary for the models trained on bitext.
If a word is not in vocabulary, we simply exclude it,
unless the text only consists of unknown words in
which case we use a single unknown-word token.
We optimize our models using Adam (Kingma and
Ba, 2014) with a learning rate of 0.001 and train
models for 25 epochs.

For training on the bilingual corpora, we tune
each model on the 250 example 2017 English STS
task (Cer et al., 2017). We vary dropout on the
embeddings over {0, 0.1, 0.3} and the mega-batch
size M over {60, 100, 140}.

13https://opus.nlpl.eu/Tatoeba.php
14Annealing rate is the number of minibatches that are

processed before the megabatch size is increased by 1.
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For training on ParaNMT, we fix the hyperpa-
rameters in our model due to the increased data size
making tuning more expensive. We use a mega-
batch size M of 100 and set the dropout on the
embeddings to 0.0.

5.2 Evaluation

We evaluate sentence embeddings using the Sem-
Eval semantic textual similarity (STS) tasks from
2012 to 2016 (Agirre et al., 2012, 2013, 2014, 2015,
2016) as was done initially for sentence embed-
dings in (Wieting et al., 2016b). Given two sen-
tences, the aim of the STS tasks is to predict their
similarity on a 0-5 scale, where 0 indicates the sen-
tences are on different topics and 5 means they are
completely equivalent. As our test set, we report
the average Pearson’s r over each year of the STS
tasks from 2012-2016 as is convention.

Most work evaluating accuracy on STS tasks
has averaged the Pearson’s r over each individ-
ual dataset for each year of the STS competition.
However, Reimers and Gurevych (2019) computed
Spearman’s ρ over concatenated datasets for each
year of the STS competition. To be consistent
with previous work, we re-ran their model and
calculated results using the standard method, and
thus our results are not the same as those reported
Reimers and Gurevych (2019). However, we also
include results using their approach for complete-
ness. One other difference between these two ways
of calculating the results is the inclusion of the
SMT dataset of the 2013 task, which we also ex-
clude when replicating the approach in Reimers
and Gurevych (2019).

For cross-lingual semantic similarity and seman-
tic similarity in non-English languages, we eval-
uate on the STS tasks from SemEval 2017. This
evaluation contains Arabic-Arabic, Arabic-English,
Spanish-Spanish, Spanish-English, and Turkish-
English datasets. The datasets were created by
translating one or both pairs of an English STS
pair into Arabic (ar), Spanish (es), or Turkish (tr).
Following convention, we report results with Pear-
son’s r for all systems, but also include results in
Spearman’s ρ for LASER, LaBSE, and P-SP.

We also evaluate on the Tatoeba bitext mining
task introduced by Artetxe and Schwenk (2019).
The dataset consists of up to 1,000 English-aligned
sentence pairs for over 100 languages. The aim
of the task is to find the nearest neighbor for each
sentence in the other language according to cosine

Language LASER XLM-R mBART CRISS LaBSE P-SP

ar 7.8 52.5 61.0 22.0 9.1 8.8
de 1.0 11.1 13.2 2.0 0.7 1.5
es 2.1 24.3 39.6 3.7 1.6 2.4
fr 4.3 26.3 39.6 7.3 4.0 5.4
ru 5.9 25.9 31.6 9.7 4.7 5.6
tr 2.6 34.3 48.8 7.1 1.6 1.4

Avg. 4.0 29.1 39.0 8.6 3.6 4.2

Table 4: Results on the Tatoeba bitext mining task
(Artetxe and Schwenk, 2019). Results are measured
in error rate ×100.

similarity. Performance is measured by computing
the error rate.

6 Results

English Semantic Similarity. The results for
our English semantic similarity evaluation are
shown in Table 2. Our P-SP model has the best
performance across each year of the task, signif-
icantly outperforming all prior work. We outper-
form methods that use large pre-trained models
including Sentence-BERT which is supervised, as
it is trained on NLI data (Bowman et al., 2015).

We also include results from SimCSE (Gao et al.,
2021). We compare to the unsupervised version,
since our model is also unsupervised. We evaluate
using the Spearman’s ρ of the concatenation of the
datasets for each year, and find our average perfor-
mance over the 2012-2016 datasets to be 76.9, com-
pared to 77.4 and 77.9 for the RoBERTa-base (Liu
et al., 2019) and RoBERTa-large versions of Sim-
CSE. While our performance is slightly lower, we
note that they tune their model on the dev set of
the STS Benchmark (Cer et al., 2017), which con-
tains a subset of the data from STS tasks which we
use for evaluation. Therefore, they are tuning on a
subset of the evaluation data, and it is unclear how
tuning on this test data affects model performance.

Cross-Lingual Semantic Similarity. The re-
sults for the non-English and cross-lingual seman-
tic similarity evaluation are shown in Table 3. From
the results, our model again outperforms all prior
work using sentence embeddings. The only sys-
tems that have better performance are the top (non-
embedding based) systems from SemEval 2017 for
Spanish-English.15

15The top systems for this task used supervision and relied
on state-of-the-art translation models to first translate the non-
English sentences to English.

384



Bitext Mining. The results on the Tatoeba bitext
mining task from Artetxe and Schwenk (2019) are
shown in Table 4. The results show that our em-
beddings are competitive, but have slightly higher
error rates than LASER. The models are so close
that the difference in error rate for the two models
across the 6 evaluations is 0.2, corresponding to a
difference of about 2 mismatched sentence pairs
per dataset. LaBSE performs a bit better, but was
trained on much more data then both LASER and
our method. We also compare to mBART, XLM-R,
and CRISS.16

This bitext mining result is in contrast to the re-
sults on cross-lingual semantic similarity, suggest-
ing that our embeddings account for a less literal
semantic similarity, making them more adept at
detecting paraphrases but slightly weaker at iden-
tifying translations. It is also worth noting that
LASER was trained on Tatoeba data outside the
test sets, which could also account for some of the
slight improvement over our model.

7 Speed Analysis

Model GPU CPU

P-SP 13,863 12,776
LASER 6,033 26
Sentence-Bert 288 2
InferSent 4,445 16

Table 5: Speed as measured in sentences/second on
both GPU (Nvidia 1080 TI) and CPU (single core).

We analyze the speed of our models as well as se-
lected popular sentence embedding models from
prior work. To evaluate inference speed, we mea-
sure the time required to embed 120,000 sentences
from the Toronto Book Corpus (Zhu et al., 2015).
Preprocessing of sentences is not factored into the
timing, and each method sorts the sentences by
length prior to computing the embeddings to re-
duce padding and extra computation. We use a
batch size of 64 for each model. The number of
sentences embedded per second is shown in Ta-
ble 5.

From the results, we see that our model is eas-
ily the fastest on GPU, sometimes by an order of
magnitude. Interestingly, using a single core of
CPU, we achieve similar speeds to inference on
GPU, which is not the case for any other model.
Moreover, we repeated the experiment, this time

16Results are copied from (Tran et al., 2020).

using 32 cores and achieved a speed of 15,316 sen-
tences/second. This is even faster than when using
a GPU and indicates that our model can effectively
be used at scale when GPUs are not available. It
also suggests our model would be appropriate for
use on embedded devices.

8 Conclusion

In this paper, we present a system for the learning
and inference of paraphrastic sentence embeddings
in any language for which there is paraphrase or
bilingual parallel data. Additionally, we release our
trained sentence embedding models in English, as
well as Arabic, German, Spanish, French, Russian,
Turkish, and Chinese. These models are trained
on tens of million of sentence pairs resulting in
models that achieve state-of-the-art performance
on unsupervised English semantic similarity and
are state-of-the-art or competitive on non-English
semantic similarity, cross-lingual semantic similar-
ity, and bitext mining.

Moreover, our models are significantly faster
than prior work owing to their simple architecture.
They can also be run on CPU with little to no loss
in speed from running them on GPU—-something
that no strong models from prior work are able to
do. Lastly, we release our code that has been mod-
ified to make training and inference easier, with
support for training on large corpora, preprocess-
ing paraphrase and bilingual corpora and evaluation
data, as well as scripts for easy inference that can
generate embeddings or semantic similarity scores
for sentences supplied in a text file.
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Abstract
Current evaluation schemes for large language
models often fail to consider the impact of the
overlap between pretraining corpus and test
data on model performance statistics. Snoopy
is an online interface that allows researchers to
study this impact in few-shot learning settings.
Our demo provides term frequency statistics
for the Pile, which is an 800GB corpus, ac-
companied by the precomputed performance of
EleutherAI/GPT models on more than 20 NLP
benchmarks, including numerical, common-
sense reasoning, natural language understand-
ing, and question-answering tasks. Snoopy al-
lows a user to interactively align specific terms
in test instances with their frequency in the
Pile, enabling exploratory analysis of how term
frequency is related to the accuracy of the mod-
els, which are hard to discover through au-
tomated means. A user can look at correla-
tions over various model sizes and numbers
of in-context examples and visualize the re-
sult across multiple (potentially aggregated)
datasets. Using Snoopy, we show that a re-
searcher can quickly replicate prior analyses for
numerical tasks, while simultaneously allowing
for much more expansive exploration that was
previously challenging. Snoopy is available at
https://nlp.ics.uci.edu/snoopy.

1 Introduction

Large language models have achieved impres-
sive few-shot performance on various NLP bench-
marks with in-context learning (Black et al., 2022;
Chowdhery et al., 2022; Brown et al., 2020). This
improvement is primarily driven by increasing the
scale of the models and the pretraining data (Ben-
der et al., 2021; Kaplan et al., 2020). By leveraging
diverse data sources such as GitHub and arXiv,
these models have demonstrated the ability to per-
form complicated tasks such as quantitative reason-
ing (Lewkowycz et al., 2022) and writing computer
programs (Chen et al., 2021).

∗First two authors contributed equally.

However, the current evaluation schemes for
these language models often underestimate the
possibility of data leakage between the evaluation
data and the pretraining data. Various studies have
demonstrated the capacity of large language mod-
els to memorize the pretraining data (Carlini et al.,
2021, 2022), as well as the impact of pretraining
term frequency on reasoning performance (Razeghi
et al., 2022). These observations highlight the im-
portance of measuring the impact of pretraining
data in evaluating large language models.

A critical barrier to performing research related
to pretraining data statistics is the cost of analyz-
ing the large corpus of pretraining data. Since
the size of these corpora is usually large (e.g.,
Pile is 800GB), analyses involving the pretraining
data can be time-consuming and expensive. Fur-
thermore, evaluating large language models such
as GPT-J-6B is also expensive—even inference
queries require high-memory GPUs—which fur-
ther impedes analysis of the capabilities and limita-
tions of large language models.

To facilitate research in understanding the rela-
tionship between the pretraining corpus and model
behavior, we introduce Snoopy, an online platform
that assists researchers in studying the impact of
pretraining term frequencies on language model
performance on downstream tasks. Snoopy in-
cludes unigram and low-order co-occurrence statis-
tics of terms in the Pile dataset (the pretraining
data for all of the EleutherAI/GPT models). It uses
these counts to show the correlation between the
model’s few-shot performance on instances and the
frequency of instance terms in the pretraining data
(illustrated in Figure 1). Our web app supports this
analysis on more than 20 NLP benchmarks (mostly
from the lm-evaluation-harness (Gao et al., 2021b))
including, numerical and commonsense reasoning,
natural language understanding, and question an-
swering tasks. In addition, the user can highlight
desired terms on the plots, explore individual in-
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Figure 1: Using Snoopy to study the effect of term
frequencies on GPT-J-6B’s 2-shot accuracy on multi-
plication. Each point represents a term (numbers in this
case), with x-axis the frequency of the term in pretrain-
ing corpus and y-zxis the average performance on the
instances that include that term (for 2-shot multiplica-
tion using GPT-J-6B). Snoopy demonstrates a strong
correlation between the accuracy of a number and its
frequency in pretraining data. Users can select terms to
highlight i.e. 11, 12, 24, 23 here.

stances from each dataset, highlight terms in each
instance based on their frequency in the pretrain-
ing data, and provide accuracy vs. frequency plots
aggregated over multiple datasets. Snoopy will fa-
cilitate and encourage this research direction on
the impact of pretraining data statistics on large
language model’s evaluation schemes, an essential
yet overlooked direction in the science of language
models that can further shed light on our under-
standing of large language models’ capabilities.

2 Snoopy Architecture

In this section, we describe the architecture be-
hind Snoopy (as illustrated in Figure 2) Snoopy pre-
computes term counts from pretraining data and
instance-level performance statistics on evaluation
datasets, and allows users to create performance vs.
frequency plots dynamically. In the following, we
describe each of these components.

2.1 Calculating the Term Frequencies
We process the Pile dataset (Gao et al., 2021a),
which is among the few corpora for pretraining the
language models that are publicly available. We
first tokenize the corpus using the spaCy English
tokenizer (Honnibal and Montani, 2017). Then, we
count the number of times each token, i.e., term,
appears in the pretraining corpus, which we call
the term frequency. While counting the terms, we
eliminate all the stop words and tokens with a count

of less than 100 to reduce the memory usage. To
calculate the co-occurrences of terms, we count the
times every two terms appear in a window of 5 in
the pretraining data. We use Amazon Elastic Map
Reduce (EMR)1 to process the pretraining data.

2.2 Instance-Level Model Accuracy

For a quick, interactive interface and a smooth user
experience that facilitates exploration, we precom-
pute the accuracy of the EleutherAI GPT models
on each instance on several NLP benchmarks using
the lm-evaluation-harness framework (Gao et al.,
2021b). While our current version supports a sub-
set of tasks and models from this framework, we
will gradually expand this demo to include more
tasks with instance-level performance metrics and
all of the models trained on the Pile dataset.

2.3 Matching Terms to Evaluation Instances

With term frequencies and instance-level model ac-
curacies computed, we next need to determine how
terms are matched to evaluation instances. Snoopy
supports two different approaches. For numerical
reasoning tasks, we only use the numbers in each
instance as the terms to study since the operand
is fixed across all instances. For other natural lan-
guage benchmarks, all non-stopwords extracted in
Section 2.1 are used as terms by default. However,
using a provided “custom” option, the user can
also specify certain terms by uploading a CSV file
containing all these desired terms.

2.4 Performance vs. Frequency Plots

To visually capture the relation between a term’s
pretraining frequencies and model performance on
instances associated with that term, we introduce
Performance vs. Frequency plots (Figure 1). In
these plots, the y-axis shows the average perfor-
mance over all instances that includes that term
while the x-axis shows the frequency of the term.
An example of this plot for the multiplication task
evaluated on GPT-J-6B on 2-shot settings is pro-
vided in Figure 1. In addition to plotting term-
specific accuracies, we plot a curve that captures
the aggregate effect of frequency on accuracy. This
curve is generated by partitioning the instances
into 10 quantiles based on term frequencies, taking
the average accuracy over instances in the same
quantile, and then connecting these averages using
lines. For example, we average the accuracy over

1https://aws.amazon.com/emr/
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Figure 2: Architecture for Snoopy. We first process the pretraining corpus to compute term counts (and co-
occurrences), and gather the evaluation results from the lm-evaluation-harness (Gao et al., 2021b) framework for
models of interest. We combine these to generate performance vs. term frequency plots for various datasets.

all instances from the Commitment Band dataset
that has the term pay for the y-axis and put the
frequency of term pay on the x-axis as shown in
Figure 2.

3 Snoopy Capabilities

As mentioned in Section 1, Snoopy supports a sub-
set of tasks from lm-evaluation-harness benchmark
(Gao et al., 2021b) in addition to all numerical
reasoning tasks from Razeghi et al. (2022). It pro-
vides a simple and performant interface that allows
researchers to compare results across various ex-
perimental settings with visualizations of the pre-
computed results in a user-friendly manner. The
plots are generated using Plotly.js,2 which enables
easy download, zoom in-and-out, and re-scaling
of the plots. The following is a brief description
of Snoopy’s functionalities on numerical reasoning
and other language understanding tasks.

3.1 Numerical Reasoning Tasks

For numerical reasoning, the user can study and
visualize all the tasks from Razeghi et al. (2022),
i.e. arithmetic (addition and multiplication), con-
version of time units, and operator inference. Users
can specify the number of examples in the prompt
(the number of shots: 2, 4, 8) and the size of the
language model (choosing between GPT-Neo-1.3B,
GPT-Neo-2.7B, and GPT-J-6B). Users can also se-
lect terms (numbers) to highlight on the plots.

Figure 3: The performance vs. frequency plot for Com-
mitment Bank dataset with multiple highlighted terms.

3.2 NLP Benchmarks

Our tool also allows studying the impact of
term frequencies on various commonsense rea-
soning tasks (COPA (Roemmele et al., 2011),
HellaSwag (Zellers et al., 2019), PIQA (Bisk
et al., 2020)), natural language understanding tasks
(CoLA (Warstadt et al., 2019), MNLI (Nangia et al.,
2017), MRPC (Dolan and Brockett, 2005), QNLI
(Wang et al., 2019b)), and question answering tasks
(ARC (Clark et al., 2018), LogiQA (Liu et al.,
2020), OpenbookQA (Mihaylov et al., 2018)). For
this group of tasks, we provided the accuracy of
GPT-J-6B models with 2, 4 and 8 number of shots.
Example usage for GPT-J-6B 2-shot experiment on
the Commitment Bank (Wang et al., 2019a) dataset

2https://plotly.com/javascript/
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is provided in Figure 3.

3.3 Term Highlighting
The user can also select terms to highlight and vi-
sualize on the plot. For example, in Figure 1 the
location of specified terms (e.g numbers 11, 12, 23,
24) is highlighted for numerical reasoning (multi-
plication) and in Figure 3, the terms (e.g pay, man,
going, she, he) are highlighted for Commitment
Band dataset.

3.4 Multi Dataset Comparison
With multi dataset comparison, users can select
multiple datasets to visualize their performance vs.
frequency on the same plot. An example of this
feature is provided in Figure 5 in which the user
has specified the datasets of SST, TriviaQA, and
WNLI. Using this option, the user can compare the
ranges of frequency terms and performance, the
overall impact of pretraining term frequencies on
model performance, and the impact of individual
terms across multiple tasks. For example, the terms
“man”, “woman”, “he” and “she” are individually
highlighted for all of these datasets (Figure 6).

3.5 Multi Dataset Aggregation
Multi dataset aggregation allows the user to study
the aggregate performance of the model containing
specific terms across all selected datasets. For in-
stance, we may want to see if the model is more
accurate on any instance (across datasets) that in-
cludes the word “he” compared to the word “she”.
To answer this question, we can select all datasets
from the dataset menu, select the terms “he” and
“she” in the term input section, and see the dif-
ference in performance using the Multi Dataset
Aggregation option. An example of this analysis is
provided in the next section in which we provide a
case study using Snoopy (Figure 7).

3.6 Plots for a Subset of Terms
Other than visualizing the accuracy v.s. frequency
plots on all terms for instances from a given dataset,
we also support the capability to plot the correla-
tion line for a certain subset of user-defined terms.
This option further facilitates research in studying
the effect of certain terms with various frequen-
cies on the model’s performance. Using the op-
tion of “import CSV”, the user can upload a CSV
file containing desired terms. Once the upload is
completed, Snoopy visualizes the specific terms
frequency plots. These plots illustrate the average

Figure 4: Using the dataset menu for choosing SST,
TriviaQA, and WNLI tasks, specifying the number of
shots as 2 and the language model as GPT-J-6B.

Figure 5: Visualizing the performance v.s single term
frequency plots for SST, TriviaQA, and WNLI.

performance on instances with the specific terms
on the y-axis and the pertaining frequency of these
terms on the x axis.

4 Case Study

In this section, we present a case study of using
Snoopy. Here, we want to study the effect of term-
frequencies on GPT-J-6B model accuracy in 2-shot
in-context learning setting. We are going to per-
form this study on three different datasets of senti-
ment analysis (SST), Question Answering (Trivi-
aQA), and a reading comprehension task (WNLI).

Step 1: We want to investigate whether the GPT-
J-6B model accuracy on instances is affected by
the unigram term frequencies on the mentioned
datasets. First, we need to specify the model,
dataset, and the number of shots we want to focus
on. For this case, we want to observe the impact
of term frequencies on GPT-J-6B models with 2
shot on SST, TriviaQA, and WNLI tasks. We do
this using the drop-down menus shown in Figure 4.
Upon this selection, Snoopy generates the accuracy
v.s frequency plots for all these three datasets.

Step 2: Now, we want to observe if the model
performance is different on instances with certain
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Figure 6: Highlighting specific terms such as “he”,
“she”, “man”, and “woman” on performance vs fre-
quency plots (for multiple datasets).

Figure 7: Comparing the overall performance of GPT-J-
6B model on instances from SST, TriviaQA, and WNLI
datasets that include the terms “he” or “she”.

Figure 8: Example instances from the TriviaQA ques-
tions. The terms are color-coded based on their pretrain-
ing term frequency (red are frequent, blue are rare).

terms of “he”, “she”, “man”, and “woman”. We
use the “add terms” option to add these specific
terms as shown in Figure 6; instances from the SST
dataset containing the term “he” have much higher

Figure 9: Performance v.s co-occurrences of term fre-
quency plots for SST, TriviaQA, and WNLI.

average performance than those with “she”, which
is not the case for WNLI and TriviaQA datasets.

Step 3: In this step, we want to study the aver-
age accuracy of GPT-J-6B on instances containing
these terms over all three datasets. By choosing the
comparison option (presented in Figure 7), we see
that GPT-J-6B model performance on instances that
contain the term “he” in comparison to instances
with the term “she” on the three datasets. We ob-
serve that the model has better performance on SST
instances contaning the term “he” in comparison to
the instances with the term “she”. This is not the
case for WNLI and triviaQA datasets.

Step 4: Figure 8 provide an example for Snoopy’s
instance visualization feature. Using this feature,
Snoopy provides a random selection of instances
from each dataset. This option helps the user get fa-
miliar with instance queries from each dataset and
observe the model performance on each instance.
Moreover, the user can select the Highlight Fre-
quent words option. This option color codes the
terms on the instances based on their frequency in
the pretraining dataset, as shown in Figure 8.

Step 5: Now we want to visualize the average
performance of GPT-J-6B vs. the count of co-
occurrences of terms on the x-axis as a measure
of frequency for these three datasets. To do so, we
select the option of co-occurrence instead of the
unigram from the top bar as shown in Figure 9.

5 Related Work

Studying the Pretraining Data Dodge et al.
(2021) have studied the pretraining data of large lan-
guage models. They provide documentation for the
C4 corpus which has been used as a part of pretrain-
ing datasets such as Pile (Gao et al., 2021a). Many
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works have illustrated language model capabilities
to memorize parts of the pretraining data (Carlini
et al., 2021; McCoy et al., 2021). Recently, some
works has measured the model’s memorization of
pretraining data through controlled experiments on
fact retrieval (Akyürek et al., 2022), classification
tasks (Magar and Schwartz, 2022), and text gener-
ation (Carlini et al., 2022). All this research em-
phasizes the importance of studying the pretraining
data statistics and considering the pretraining data
in interpreting the model evaluation performances.

Evaluation Frameworks for LMs Since the
emergence of large language models, many works
have provided a unified and easy to use framework
for evaluating them (Wolf et al., 2019; Gao et al.,
2021b; Srivastava et al., 2022). Our demo, Snoopy,
can augment these frameworks by associating pre-
training data statistics to the evaluation scheme.

6 Conclusions

In this paper, we presented Snoopy, a tool that en-
ables researchers to study the impact of pretrain-
ing term frequencies on a model’s few-shot per-
formance without requiring expensive computing
resources. We illustrated how Snoopy could be
used to create performance vs. frequency plots,
aggregate statistics over multiple datasets, and sev-
eral other functionalities for further investigating
pretraining data statistics. We hope that this tool
makes it easier for researchers to study the effect of
term frequencies on language model performance.
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Abstract

Recently, pre-trained language models (PLMs)
have achieved great success on various NLP
tasks and have shown a trend of exponen-
tial growth in model size. To alleviate
the unaffordable computational costs brought
by the size growth, model compression has
been widely explored. Existing efforts have
achieved promising results in compressing
medium-sized models for specific tasks, while
task-agnostic compression for big models with
over billions of parameters is rarely studied.
Task-agnostic compression can provide an effi-
cient and versatile big model for both prompt-
ing and delta tuning, leading to a more gen-
eral impact than task-specific compression.
Hence, we introduce a task-agnostic compres-
sion toolkit BMCook for big models. In
BMCook, we implement four representative
compression methods, including quantization,
pruning, distillation, and MoEfication. Devel-
opers can easily combine these methods to-
wards better efficiency. To evaluate BMCook,
we apply it to compress T5-3B (a PLM with 3
billion parameters). We achieve nearly 12x ef-
ficiency improvement while maintaining over
97% of the original T5-3B performance on
three typical NLP benchmarks. Moreover, the
final compressed model also significantly out-
performs T5-base (a PLM with 220 million pa-
rameters), which has a similar computational
cost. BMCook is publicly available at https:
//github.com/OpenBMB/BMCook.

1 Introduction

As the sizes of pre-trained language models (PLMs)
increase, especially after reaching 10 billion pa-
rameters (Brown et al., 2021; Rae et al., 2021;
Zhang et al., 2021a, 2022a; Chowdhery et al., 2022;
Black et al., 2022), powerful intelligence capa-
bilities emerge in these big models, supporting
PLMs to accomplish tasks that previous smaller

† Corresponding authors

Q P D M

TensorFlow (Abadi et al., 2016) X X
PyTorch (Paszke et al., 2019) X X
TextPruner (Yang et al., 2022) X
TextBrewer (Yang et al., 2020) X X
BMCook (this work) X X X X

Table 1: Comparisons between different compression
toolkits. “Q”, “P”, “D”, and “M” denote quantiza-
tion, pruning, distillation, and MoEfication, respec-
tively. Our BMCook is the first compression toolkit
to support all four compression techniques.

models could not do, such as quantitative reason-
ing (Lewkowycz et al., 2022) and long-form ques-
tion answering (Nakano et al., 2021). Despite the
success of big models, their exponentially growing
sizes impose unaffordable computational costs for
real-world applications.

To improve the efficiency of PLMs, model com-
pression is an essential solution. There are several
compression techniques, including model distilla-
tion (Hinton et al., 2015), model quantization (Bai
et al., 2021), and model pruning (Liang et al.,
2021). Based on these techniques, practitioners
can conduct task-specific compression during fine-
tuning (Sun et al., 2019) and task-agnostic com-
pression during pre-training (Sanh et al., 2019).
Previous studies mainly focus on applying task-
specific compression for medium-sized PLMs with
around one-hundred million parameters, such as
BERTBASE (Zafrir et al., 2019; Jiao et al., 2020;
Hou et al., 2020; Xia et al., 2022), while com-
pressing large-scale PLMs with over billions of
parameters is rarely studied.

In this work, we focus on the task-agnostic com-
pression of big models because it enables devel-
opers to utilize the powerful intelligence of big
models with fewer computation resources for both
prompting (Brown et al., 2021) and delta tuning
(aka parameter-efficient tuning) (Houlsby et al.,
2019; Ding et al., 2022). Both prompting and delta
tuning are the current core approaches to drive big
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models. There exist two challenges for the task-
agnostic compression of big models. First, big
models require high compression rates to achieve
affordable costs while existing compression toolk-
its only support one or two techniques as shown in
Table 1, which cannot provide enough compression
rates. Second, existing compression implementa-
tion ignores the memory challenge brought by big
models. They are usually based on HuggingFace
Transformers (Wolf et al., 2020), which cannot well
support the training of large-scale PLMs.

In this work, we introduce BMCook, a task-
agnostic compression toolkit for big models. BM-
Cook has three main characteristics: (1) Zero-
redundancy training. BMCook is developed on an
efficient training toolkit, BMTrain1, which supports
the zero-redundancy optimizer with offloading (Ra-
jbhandari et al., 2020; Ren et al., 2021a) to handle
the memory challenge. (2) Flexible combination.
To achieve better efficiency, we make BMCook
flexible to support arbitrary combinations of dif-
ferent compression techniques. To this end, we
implement four popular compression techniques
and distribute each technique to different parts of
one unified training life-cycle. (3) Runtime model
modification. Since some compression techniques
require to access the inner hidden states of PLMs,
developers have to modify the code of model im-
plementation provided by a third-party package. To
make the compression easier to operate, BMCook
implements runtime modification by monkey patch
to get rid of modifying the source code of PLMs.

We evaluate the effectiveness of BMCook on T5-
3B (Raffel et al., 2020), a T5 model with 3 billion
parameters. Experimental results show that BM-
Cook achieves nearly 12x compression efficiency
by combining all four techniques while maintain-
ing over 97% original performance on three typ-
ical NLP benchmarks, including SST-2 (Socher
et al., 2013), MNLI (Williams et al., 2018), and
SQuAD (Rajpurkar et al., 2016). Besides, the com-
pressed model significantly outperforms T5-base,
which has similar computation costs.

BMCook is supported by Open Lab for Big
Model Base (OpenBMB)2. We hope BMCook can
help researchers explore better compression meth-
ods for large-scale PLMs in the future and help
practitioners to improve their model efficiency in
real-world applications.

1https://github.com/OpenBMB/BMTrain
2https://www.openbmb.org/en/home

2 Design and Implementation

As mentioned in the introduction, we imple-
ment three main characteristics in BMCook, zero-
redundancy training, flexible combination, and run-
time model modification. In this section, we will
introduce the design and the implementation details
of these three characteristics.

2.1 Zero-redundancy Training

Due to the outrageous model size, big models re-
quire large memory to store their parameters and
optimizer states, which cannot be maintained in
one GPU. Recently, zero-redundancy optimizer has
been proposed to solve this problem (Rajbhandari
et al., 2020), which distributes the parameters and
the optimizer states to multiple GPUs instead of
storing all of them in one GPU repetitively. If more
GPUs are used, each GPU requires less memory,
which can alleviate the memory challenge brought
by big models. Since BMCook targets the compres-
sion of big models, the training of big models is an
important part. Therefore, we implement BMCook
based on an efficient training toolkit — BMTrain,
which supports zero-redundancy optimizer with
parameter checkpointing (Chen et al., 2016) and
offloading (Ren et al., 2021b).

2.2 Flexible Combination

Previous work on model compression usually ex-
plores one or two specific techniques. Due to the
huge model size, we have to combine different tech-
niques to achieve extreme compression. Hence,
BMCook explores to build a unified compression
framework that can support different techniques.
Specifically, BMCook supports model distillation,
model pruning, model quantization, and model
MoEfication. By better utilizing these techniques,
we distribute them into different parts of one unified
life-cycle as shown in Figure 1. With this scope, we
decouple these techniques in the implementation
and support arbitrary combinations. Next, we will
show more details about these techniques.

Model quantization aims to represent parame-
ters by low-bit fixed-precision values and reduce
both the memory and computational costs. For
example, the computation of an 8-bit quantized
model is 4 times faster than that of a 32-bit model.
There are two main ways to quantize the param-
eters, post-training quantization and quantization-
aware training. Current deep learning frameworks,
such as PyTorch (Paszke et al., 2019) and Tensor-
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Figure 1: Life-cycle of the training process, including output computation, loss computation, parameter update, and
post-processing. Each computation technique is bundled into a specific step. Specifically, quantization influences
the output computation, distillation influences the loss computation, pruning influences the parameter update, and
MoEfication influences the post-processing.

Flow (Abadi et al., 2016), have already supported
post-training quantization. Post-training quantiza-
tion directly quantizes the parameters of a PLM,
which may bring a significant performance degra-
dation. To alleviate the degradation caused by quan-
tization, Stock et al. (2021) propose quantization-
aware training (QAT). It simulates the quantization
during the training, i.e., the parameters are quan-
tized during the forward propagation, making the
parameters adapted to low-bit fixed-precision com-
putation.

Towards better performance, BMCook supports
QAT. Specifically, we replace all linear layers in
PLMs with quantized linear layers. In quantized
linear layers, we simulate the quantized matrix
multiplication. Since the linear layers account
for more than 90% of the computation in the
Transformer (Han et al., 2022), model quantiza-
tion brings significant efficiency improvement.

Model distillation aims to guide the training
of a compressed model by a larger teacher model.
Traditional distillation adds the KL divergence be-
tween the outputs of teacher models and student
models as an extra training objective (Hinton et al.,
2015). For PLMs, Sun et al. (2019); Jiao et al.
(2020); Liu et al. (2022); Park et al. (2021) find
that it is also effective to make the inner compu-
tation results of student models close to those of
their teachers. For example, they add the MSE loss
between the hidden states of student models and
teacher models.

Note that the model distillation module in BM-
Cook is only to provide additional training loss
instead of reducing the size of the model. Any
compression technique requiring further training
can be combined with model distillation to improve
the performance of compressed models.

Model pruning aims to prune the redundant pa-
rameters of a model. There are two typical ap-
proaches, structured pruning and unstructured prun-
ing. Structured pruning removes complete mod-
ules (e.g., layers) from the model (Fan et al., 2020;
Wang et al., 2020; Zhang et al., 2021b; Xia et al.,
2022). Instead, unstructured pruning removes in-
dividual parameters from the model (Han et al.,
2015; Chen et al., 2020; Xu et al., 2021). Both
of them change the forward and backward process
of the model according to their pruned parame-
ters. To decouple pruning and quantization, we
distribute the pruning operations to the optimiza-
tion step, where we set the pruned parameters to
zero after parameter update. Due to this, we keep
redundant parameters pruned during the forward
and backward processes without directly affecting
these processes.

Note that unstructured pruning cannot guaran-
tee efficiency improvement in most cases because
parallel processing devices, such as GPUs, usually
do not provide optimized sparse computation op-
erations (Zheng et al., 2022). Hence, BMCook
implements unstructured pruning with 2:4 spar-
sity, which is well supported by Sparse Tensor
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1 def _forward(module_self , x):
2 x = module_self.forward_old(x)
3 bmt.inspect.record_tensor(x, "

hidden_states")
4 return x
5

6 module.forward_old = module.forward
7 module.forward = types.MethodType(

_forward , module)

Figure 2: Example of monkey patch. Add a tensor
recording step to a forward function.

Core (Zhou et al., 2021). 2:4 sparsity means that ev-
ery four continuous parameters have two zeros. In
this way, the sparse computation is guaranteed to be
twice as fast as the dense computation. Besides, for
structured pruning, we implement CoFi (Xia et al.,
2022) in BMCook, which adds L0-regularization
to the parameters of the model to learn an optimal
sparse mask.

MoEfication aims to transform the feedfor-
ward networks (FFNs) in Transformers to the
equivalent mixture-of-expert (MoE) version (Fe-
dus et al., 2021), which significantly reduces the
computational costs of FFNs (Zhang et al., 2022b).
Since Transformers (Vaswani et al., 2017) adopt
ReLU (Nair and Hinton, 2010) as the activation
function of FFNs and there exists an obvious sparse
activation phenomenon, we can only involve part
of FFNs for a specific input without affecting the
model performance. The transformation process
does not change the number and the values of
model parameters. Therefore, we treat MoEfication
as a post-processing technique. It can be applied to
any compressed model to achieve better efficiency.

To train routers for expert selection, MoEfication
requires the hidden states to simulate the compu-
tation process of FFNs. The training of routers is
localized to specific FFNs and is dealt with by an
external MoEfication package.

In summary, BMCook is the first to contain a
series of compression techniques. And, benefiting
from the decoupled implementation of compression
techniques, practitioners can design their own com-
pression strategies with arbitrary combinations.

2.3 Runtime Model Modification

All of the compression techniques mentioned in
the last subsection require modifying the life-cycle
of the training process, i.e., the implementation
code of PLMs. Taking distillation as an example,
to compute the mean squared error between the
hidden states of the teacher model and the student

1 config = ConfigParser(args.config)
2 # for distillation
3 Trainer.forward = BMDistill.set_forward(

model , teacher , Trainer.forward ,
config)

4 # for pruning
5 BMPrune.compute_mask(model , config)
6 BMPrune.set_optim_for_pruning(optimizer)
7 # for quantization
8 BMQuant.quantize(model , config)
9 # for moefication

10 Trainer.forward = BMMoE.get_hidden(model
, config , Trainer.forward)

Figure 3: Based on the configuration file, practitioners
can turn on a specific compression module with one or
two lines of code.

model, we have to modify the forward functions to
make the hidden states become return values. Ex-
isting compression toolkits usually ask developers
to modify the codes (Yang et al., 2020, 2022). For
example, in the case of distillation, after developers
modify the forward functions, the toolkit provides
the implementation of the loss calculation.

However, the model implementation is usually
provided by a third-party package, such as Hug-
gingFace Transformers, making the manual modi-
fication inconvenient. Besides, the modification is
simple and similar across different PLMs. Hence,
BMCook explores to implement runtime modifica-
tion in a general way to keep the source code clean
and make it easy to compress different PLMs.

Specifically, we utilize the characteristic of mon-
key patch in Python. Monkey patch is to modify the
behavior of an object at runtime. As shown in Fig-
ure 2, we first rename the original forward function
of the module as forward_old, and then define
a new forward function containing forward_old
and a tensor recording step. Finally, we assign the
new forward function to the module. The inspect
function for recording is to store the tensor in a
global dictionary. After the whole forward process
is finished, we can access the tensor by its name.

Both knowledge distillation and MoEfication re-
quire accessing the hidden states of PLMs. Consid-
ering that different modules have different foward
functions, e.g., attention modules take hidden states
and attention masks as input, we choose to ac-
cess the hidden states of layer normalization mod-
ules and provide a general interface to add tensor
recording to their forward functions. The inputs of
layer normalization modules are only hidden states
and are widely used before or after other modules.
Hence, based on layer normalization modules, we
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1 {
2 "distillation": {
3 "ce_scale": 0,
4 "mse_hidn_scale": 1,
5 "mse_hidn_module": ["[post]encoder.output_layernorm :[post]encoder.

output_layernorm", "[post]decoder.output_layernorm :[post]decoder.
output_layernorm"],

6 "mse_hidn_proj": false
7 },
8 "pruning": {
9 "is_pruning": true , "pruning_mask_path": "prune_mask.bin",

10 "pruned_module": ["ffn.ffn.w_in.w.weight", "ffn.ffn.w_out.weight", "
input_embedding"],

11 "mask_method": "m4n2_1d"
12 },
13 "quantization": { "is_quant": true},
14 "MoEfication": {
15 "is_moefy": false ,
16 "first_FFN_module": ["ffn.layernorm_before_ffn"]
17 }
18 }

Figure 4: Example of the configuration file.

can access nearly all hidden states of PLMs.
Similarly, we also modify the linear layers and

optimizer by monkey patching for quantization and
pruning. For quantization, we replace the matrix
multiplication in the forward functions of linear
layers with a quantized one. For pruning, we mod-
ify the behavior of the optimizer’s step function.
We keep the original operation and add a pruning
step after the parameter update.

In summary, BMCook utilizes runtime modifi-
cation to keep the source code clean and provides
general interfaces to compress different PLMs.

2.4 Usage and Configuration
Since different compression modules are decoupled
in BMCook, we implement each module indepen-
dently, where each module is usually a Python file
and provides one or two general interfaces. Bene-
fiting from the general interfaces, BMCook can be
applied to a PLM with only a few lines of code as
shown in Figure 3. The details of compression are
mainly determined by a configuration file, which
will be used by different compression modules. In
practice, users can easily reuse the code of pre-
training for compression by adding a few lines of
code to import compression modules and then set-
ting the configuration file. Note that BMCook sup-
ports the PLMs implemented based on BMTrain
and ModelCneter3 has provided BMTrain-based
implementations of almost all mainstream PLMs.

As shown in Figure 4, the configuration file is a
3https://github.com/OpenBMB/ModelCenter

JSON file. The keys are the names of the compres-
sion modules. The values are the configurations of
the compression modules. Note that the module
names used in the configuration file are correspond-
ing to the names provided by PyTorch. Therefore,
BMCook can access the modules by their names.

The key of knowledge distillation is
distillation. Currently, BMCook sup-
ports two kinds of distillation objectives, KL
divergence between output distributions (turn
on when ce_scale>0) and mean squared error
(MSE) between hidden states (turn on when
mse_hidn_scale>0). Practitioners need to
specify the hidden states used for MSE by
mse_hidn_module. Meanwhile, the dimensions
of the hidden states may be different between
teacher and student models. Therefore, the hidden
states of the teacher model need to be projected
to the same dimension as those of the student
model. Practitioners can turn on mse_hidn_proj
for simple linear projection.

The key of model pruning is pruning. Practi-
tioners can turn on pruning by is_pruning. The
pruning mask is stored in pruning_mask_path.
The pruned modules are specified by
pruned_module. To simplify the list, practi-
tioners can only provide the suffix of the modules.
The mask method mask_method is to choose the
algorithm for the computation of the pruning mask.

The key of quantization is quantization. Prac-
titioners can turn on quantization by is_quant,
which will replace all linear layers with quantized
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Model Activated Model Size SST-2 MNLI-m SQuAD 1.0
Acc Acc EM F1

Original Model
T5-Base 0.34GB 0.9278 0.8626 0.8076 0.8890
T5-Large 0.60GB 0.9461 0.8938 0.8474 0.9193
T5-3B 2.42GB 0.9621 0.9087 0.8754 0.9379

Single Module

Structured Pruning 1.21GB 0.9014 0.8472 0.8072 0.8877
Unstructured Pruning 1.21GB 0.9576 0.8946 0.8592 0.9262
Quantization 0.60GB 0.9598 0.9075 0.8746 0.9374
MoEfication 1.61GB 0.9529 0.8961 0.8502 0.9260

Combination Quant + Pruning 0.30GB 0.9518 0.8902 0.8628 0.9289
Quant + Pruning + MoE 0.20GB 0.9518 0.8819 0.8316 0.9110

Table 2: Evaluation of original models and compressed models. In the combination experiments, we use unstruc-
tured pruning due to its superior performance in the single module experiments. The size of adapters keeps the
same for all PLMs. Activated model size is used to measure the compression rate because the computational cost,
i.e., FLOPS, is linear to the model size.

linear layers. BMCook provides the simulation of
8-bit quantization.

The key of MoEfication is MoEfication. Practi-
tioners can turn on MoEfication by is_moefy. The
hidden states used for router training are specified
by first_FFN_module, which is the nearest layer
normalization module before each FFN. Providing
the suffix of the modules is also sufficient.

3 Evaluation

To validate the effectiveness of BMCook, we study
task-agnostic compression on T5-3B (Raffel et al.,
2020), which has 3 billion parameters. Since
task-agnostic compression would benefit various
downstream tasks, we evaluate the performance of
adapter tuning (Houlsby et al., 2019) of T5-3B and
its compressed variants. We also study T5-Base
and T5-Large, which have 220 million and 770
million parameters, respectively.

Training and evaluation data. We use the Pile
dataset (Gao et al., 2020) for task-agnostic com-
pression training, which is a large-scale corpus for
pre-training language models. The training objec-
tive is masked language modeling used by T5. Note
that we turn on distillation during the compression
training in all experiments because we find knowl-
edge distillation with MSE loss can improve model
performance in our pilot experiments. Besides, we
choose three downstream datasets for evaluation:
SST-2 (Socher et al., 2013), a representative single-
sentence classification dataset, MNLI (Williams
et al., 2018), a representative sentence-pair clas-
sification dataset, SQuAD v1.1 (Rajpurkar et al.,
2016), a representative question-answer dataset.
For the first two datasets, we use accuracy as the
evaluation metric. For the third dataset, we use both

exact match and F1 score as the evaluation metrics.
We evaluate model performance on their develop-
ment sets. We adopt the same task templates and
label words of the original T5 paper (Raffel et al.,
2020).

Hyper-parameters. The learning rate of task-
agnostic compression training is 1e-4 while that
of adapter tuning ranges from 1e-6 to 1e-5. The
batch size of task-agnostic compression training
and adapter tuning is 32. We use 4 NVIDIA A100
GPUs in the experiments. The training step of task-
agnostic compression training ranges from 10K to
50K according to the compression methods. The
training epoch of adapter tuning ranges from 3 to
5.

To fairly compare the efficiency of T5-3B and its
variants, we define a new metric, named activated
model size, because Brown et al. (2021) mentioned
that the computation of Transformer is linear in the
model size, which excludes the embedding layer.
Hence, we consider the parameters of self-attention
networks and FFNs. For the original model, the
activated model size is equal to its original model
size. Although it is intuitive to directly compare the
speedup of compressed models, there is no infer-
ence toolkit supporting all the compressed methods.
Hence, we focus on the theoretical computational
cost in this work.

In the evaluation, we set the pruning sparsity to
50%, i.e., we prune 50% of the parameters and re-
duce half of the activated model size. Besides, we
quantize the parameters to 8 bits, which reduces
three-fourths of the activated model size compared
to the floating-point version. For MoEfication, we
dynamically involve 50% of parameters in FFNs
for specific input. Therefore, the activated model
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size of the modified FFNs is about half of the origi-
nal FFNs. Note that Transformer consists of both
attention layers and FFNs and the model size of
FFNs are about 70%. The final activated model size
of the modified Transformer is about 66% of the
original one. If we combine all three techniques,
we can achieve a compressed model with about
one-twelfth of the original activated size.

We report the evaluation results in Table 2. From
this table, we have three observations: (1) In the ex-
periment of single modules, quantization achieves
the best efficiency and performance. Unstructured
pruning achieves the second-best efficiency and per-
formance, and significantly outperforms structured
pruning. It suggests that directly removing layers
may bring significant performance degradation. Be-
sides, as a post-processing method, which does not
require further pre-training, MoEfication maintains
over 98% original performance while reducing 33%
of the activation model size. (2) Different compres-
sion techniques can be combined to archive better
efficiency while maintaining most of performance.
For example, combining quantization, unstructured
pruning, and MoEfication achieves a compressed
model with about one-twelfth of the original acti-
vated size and maintains over 97% original perfor-
mance. (3) Compressing big models can get better
small models. For example, Quant+Pruning+MoE
is smaller than T5-base while this model signifi-
cantly outperforms T5-base.

4 Conclusion and Future Work

In this paper, we introduce a task-agnostic com-
pression toolkit for big models, named BMCook.
This toolkit contains four popular techniques and
is designed to be flexible to support arbitrary com-
binations. Users can easily compress a PLM by
adding several lines to its pre-training code and
specifying the strategy in a configuration file.

In the future, there are three directions to further
improve BMCook. First, we will enrich the op-
tions of existing compression techniques, such as
knowledge distillation on attention matrices (Jiao
et al., 2020) and extreme low-bit quantization (Bai
et al., 2021). Second, there are some other com-
pression techniques that are not covered by BM-
Cook, such as weight sharing (Lan et al., 2020)
and low-rank decomposition (Chen et al., 2021).
Third, we will explore the automatic search for bet-
ter compression strategies or configurations. Given
a specific computation budget, we want to find the

compression strategy that achieves the best model
performance, which is similar to neural architecture
search (Elsken et al., 2019).

Meanwhile, we will also plan to enrich the in-
ference toolkits to support different compression
techniques. Although compression techniques have
been fast developed, the inference toolkits are still
lagging behind. Recently, there are some efforts to
support compressed models in inference, such as
BMInf (Han et al., 2022) and DeepSpeed-MoE (Ra-
jbhandari et al., 2022), while they are still limited
to specific compression techniques.
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Abstract

We present ALToolbox – an open-source frame-
work for active learning (AL) annotation in nat-
ural language processing. Currently, the frame-
work supports text classification, sequence tag-
ging, and seq2seq tasks. Besides state-of-the-
art query strategies, ALToolbox provides a set
of tools that help to reduce computational over-
head and duration of AL iterations and increase
annotated data reusability. The framework aims
to support data scientists and researchers by
providing an easy-to-deploy GUI annotation
tool directly in the Jupyter IDE and an exten-
sible benchmark for novel AL methods. We
prepare a small demonstration of ALToolbox
capabilities available online1,2. The code of the
framework is published under the MIT license3.

1 Introduction

The development of text processing applications
based on machine learning (ML) usually requires
a lot of labeled data. Despite numerous annotated
corpora designed for various tasks and available for
resource-rich languages, in practice, the business
logic of an application is often very specific and
cannot be implemented using only public resources.
Manual annotation of natural language corpora is a
tedious and time-consuming task, which can take
up to 30-40% of the application development time.

For rather simple tasks, the annotation of corpora
can be organized using crowd-sourcing. However,
crowd-sourcing is not suitable for specific domains
like medicine, finance, information technology, or
any other field that requires specific qualifications
or knowledge of business logic. It is also problem-
atic to apply crowd-sourcing when the annotation
scheme is complex and requires some premature

1http://demo.nlpresearch.group
2http://demo-video.nlpresearch.group
3https://github.com/AIRI-Institute/al_

toolbox
♢ Equal contribution

training of annotators. In each of the aforemen-
tioned cases, annotation of each instance becomes
expensive because it requires hiring people with a
high qualification or a specific skill set.

Active learning (AL) is a well-known technique
that speeds up data annotation by leveraging model
output for selecting instances demonstrated to hu-
man experts (Cohn et al., 1996; Settles and Craven,
2008). It focuses human effort on instances that are
the most informative for model training, decreas-
ing redundancy and filtering out noisy outliers. AL
helps to achieve a certain level of model perfor-
mance using only a fraction of the labor required
to exhaustively annotate a given dataset.

In this work, we present ALToolbox – an open-
source framework that contains a comprehensive
set of tools for practical AL annotation in text clas-
sification, sequence tagging, and seq2seq tasks.
The main goal of the framework is to support data
scientists and researchers. They usually need to test
new ideas very quickly, and the lack of annotation
is a common obstacle to this. ALToolbox aims to
address several practical obstacles to deploying AL:
(1) data annotated with AL should be reusable; (2)
AL should not consume excessive computational
resources, while the annotation process should be
interactive without delays for annotators; (3) anno-
tation should be quick and fluent.

(1) Instances selected with AL that are infor-
mative for one model can be not informative for
a different model of another type. This hurts the
reusability of data annotated with the help of AL.
For example, Lowell et al. (2019) shows that if
we use predictions of one model for selecting in-
stances during AL, but train a model of a different
type on the selected data, the performance of the lat-
ter can be even worse compared to the case when
it is trained on data labeled without AL. Lowell
et al. (2019) call this effect acquisition-successor
mismatch (ASM) problem (where acquisition is a
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Feature Paladin ActiveAnno AlpacaTag FAMIE Small-Text ALToolbox (Ours)
Text classification ✓ ✓ ✓ ✓
Sequence tagging ✓ ✓ ✓
Seq2seq ✓
SOTA query strategies ✓ ✓ ✓
SOTA neural models ✓ ✓ ✓ ✓ ✓ ✓
Computationally efficient AL ✓ ✓
Annotated data reusability ✓
Annotation GUI ✓ ✓ ✓ ✓ ✓
Serverless annotation in Jupyter ✓
Extensible benchmark ✓
Multilinguality ✓ ✓ ✓
Compat. with other AL frameworks ✓ ✓
Acquisition model adaptation ✓
Proactive learning ✓

Table 1: Comparison of NLP-related AL frameworks.

model used for selecting instances during AL and
successor is a model trained on the labeled data
for the final application). To address this prob-
lem, we include in the framework several pipelines
for the preparation of acquisition models and post-
processing of data annotated with the help of AL.
These pipelines leverage the Pseudo-labeling for
the Acquisition-Successor Mismatch (PLASM) al-
gorithm based on the effect of knowledge distil-
lation (Hinton et al., 2015) in AL revealed by
Shelmanov et al. (2021); Tsvigun et al. (2022b).
PLASM effectively mitigates ASM, making data
collected with AL reusable for training models of
various architectures.

(2) Applying AL is not free. It introduces addi-
tional computational overhead which usually sums
up from training an acquisition model and per-
forming its inference. For resource-intensive mod-
els such as modern neural networks, this over-
head might be prohibitive due to the cost of GPU-
accelerated computations for their training and in-
ference. Due to the ASM problem, it is not possible
to simply replace a resource-intensive model (e.g.
ELECTRA) with a small one (e.g. DistilBERT).
PLASM addresses this problem and allows to use
small versions of acquisition models obtained using
distillation, which speeds up training and inference.
ALToolbox also implements an unlabeled pool sub-
sampling algorithm, which leverages uncertainty of
instances to avoid repetitive predictions on the part
of the unlabeled pool, speeding up the inference
phase of AL iterations (Tsvigun et al., 2022b).

(3) AL itself speeds up the annotation proce-
dure, but the time required for deploying an AL-
empowered annotation system and integrating an-
notation with existing data processing pipelines can
diminish its benefits. Removing obstacles between
the data processing workflow and annotation tools
can facilitate rapid evaluation of new ideas. There-
fore, in ALToolbox, besides a set of state-of-the-

art query strategies, we also provide a serverless
AL-empowered annotation tool that is natively inte-
grated directly into the Jupyter Notebook IDE. This
tool is suitable for labeling small datasets and test-
ing new ideas quickly, which, we believe, is useful
for data scientists and researchers. This tool is easy
to start and is fully integrated with the familiar IDE,
while also being flexible and extensible.

There are many UI-centric academic and com-
mercial annotation systems for end users that sup-
port AL annotation: WebAnno (Yimam et al.,
2013), AlpacaTag (Lin et al., 2019), Paladin
(Nghiem et al., 2021), ActiveAnno (Wiechmann
et al., 2021), FAMIE (Van Nguyen et al., 2022),
Prodigy (Montani and Honnibal, 2018) (a com-
mercial system), and others. However, they lack
many practical features that serve the goal of rapid
annotation, compatibility with pipelines for data
analysis and IDEs, and reusability of the annotated
data. There are also several low-level AL packages
that focus on providing various query strategies
and can be used as building blocks for more elabo-
rated systems: LibAct (Yang et al., 2017), ModAL
(Danka and Horvath, 2018), Baal (Atighehchian
et al., 2020), Small-text (Schröder et al., 2021).
However, most of them also overlook the problem
of reusability and computational efficiency. Only
Small-text is specifically tailored to NLP tasks.

The contributions of the proposed framework:

• a comprehensive collection of state-of-the-art
query strategies for sequence tagging, text
classification, and seq2seq tasks;

• a benchmarking tool for experimental evalua-
tion of novel AL methods;

• pipelines for acquisition model preparation
and for data post-processing that provide
reusability of annotated data and computa-
tional efficiency of AL;

• a serverless GUI for AL annotation integrated
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Method Paladin ActiveAnno AlpacaTag FAMIE Small-Text ALToolbox (ours)
AcTune (Yu et al., 2022) ✓
ALPS (Yuan et al., 2020) ✓ ✓
BADGE (Ash et al., 2020) ✓ ✓ ✓
BAIT (Ash et al., 2021) ✓
BALD (Houlsby et al., 2011) ✓
BatchBALD (Kirsch et al., 2019) ✓
BERT-KM (Yuan et al., 2020) ✓ ✓ ✓
BLEUVar (Xiao et al., 2020) ✓
Breaking Ties (Luo et al., 2004) ✓ ✓
CAL (Margatina et al., 2021) ✓ ✓
Cluster-Margin (Citovsky et al., 2021) ✓
Coreset (Sener and Savarese, 2018) ✓ ✓
Discriminative AL (Gissin and Shalev-Shwartz, 2019) ✓
EGL (Settles et al., 2007) ✓ ✓
ENSP (Wang et al., 2019) ✓
Entropy (Roy and Mccallum, 2001) ✓ ✓
IDDS (Tsvigun et al., 2022a) ✓
LC (Lewis and Gale, 1994) ✓ ✓ ✓ ✓
MNLP (Shen et al., 2017) ✓ ✓ ✓
NSP (Ueffing and Ney, 2007) ✓
SEALS (Coleman et al., 2022) ✓

Table 2: The comparison of AL frameworks by implemented query strategies.

directly into the Jupyter notebook IDE for data
scientists and researchers.

2 Framework Description

The ALToolbox framework is a Python library with
several executable scripts, as well as a Jupyter wid-
get implemented in JavaScript. In this section, we
describe the key features of the framework.

2.1 Query Strategies

One of the key components of AL pipelines is a
query strategy that specifies what instances are se-
lected for annotation. ALToolbox provides clas-
sical and state-of-the-art query strategies for text
classification, sequence tagging, and seq2seq tasks.
Table 2 summarizes strategies implemented in our
framework and in software packages from the re-
lated work.

Uncertainty sampling is one of the most widely-
used types of AL query strategies. ALTool-
box provides several basic uncertainty estimation
methods based on softmax prediction probability:
Least Confidence (LC) (Lewis and Gale, 1994),
Maximum Normalized Log-Probability (MNLP)
(Shen et al., 2017), Breaking Ties (BT) (Luo et al.,
2004), Prediction entropy (PE) (Roy and Mccal-
lum, 2001), Normalized Sequence Probability
(NSP) (Ueffing and Ney, 2007). Since a predictive
distribution of a single deterministic neural network
cannot be used to obtain reliable uncertainty scores
(Sener and Savarese, 2018; Mukhoti et al., 2021),
some works have ventured into the development
of Bayesian query strategies (Siddhant and Lipton,
2018). ALToolbox implements one of the widely-
adopted strategies – Bayesian Active Learning by
Disagreement (BALD) (Houlsby et al., 2011). It

selects instances that provide the biggest amount of
information about true model parameters by know-
ing the true label of the considered instance. In
practice, the strategy approximates variational in-
ference in a Bayesian neural network using Monte-
Carlo dropout (Gal and Ghahramani, 2016). AL-
Toolbox also includes a batched version of BALD –
BatchBALD (Kirsch et al., 2019), which is modi-
fied to jointly score and select for annotation multi-
ple instances on each AL iteration.

An alternative for uncertainty sampling is
diversity-based sampling. In this category, the core-
set algorithm (Sener and Savarese, 2018) leverages
data geometry and aims to minimize the bound
between an average loss over any given subset of
the dataset and the remaining data points. Recently
proposed Contrastive Active Learning (CAL) pri-
oritizes instances, which predictive likelihoods di-
verge the most from their neighbors in the training
set (Margatina et al., 2021). The Cluster-Margin
algorithm (Citovsky et al., 2021) is designed to
select large batches for annotation. It prioritizes
instances that are diverse and that the model is not
confident about. BERT-KM (Yuan et al., 2020)
clusters texts in the unlabeled pool using their
contextualized embeddings and selects the nearest
neighbors of cluster centers. Active Learning by
Processing Surprisal (ALPS) (Yuan et al., 2020)
leverages pre-trained models, self-supervised learn-
ing objective, and clustering to solve the cold-start
problem in AL. AcTune (Yu et al., 2022) can be
used as a wrapper over uncertainty-based query
strategies. It selects the most uncertain instances
from regions obtained by clustering the unlabeled
pool and ranking them by uncertainty and diversity.

ALToolbox also contains several gradient-based
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Figure 1: Serverless GUI annotation tool integrated into the Jupyter IDE.

query strategies. Expected Gradient Length
(EGL) aims to prioritize instances that would im-
part the greatest change to the current model if we
add them to the training set with their labels (Settles
et al., 2007). Batch Active Learning by Diverse
Gradient Embeddings (BADGE) measures un-
certainty as the gradient magnitude with respect to
parameters in the final (output) layer (Ash et al.,
2020). Batch Active learning via Information
maTrices (BAIT) selects batches of instances by
optimizing a bound on the MLE error in terms of
the Fisher information (Ash et al., 2021).

Furthermore, ALToolbox provides several query
strategies for seq2seq tasks. NSP (Ueffing and
Ney, 2007) is an analogue of LC for text genera-
tion, which calculates the length-normalized total
probability of a generated sequence. ENSP (Wang
et al., 2019) makes several stochastic runs using
Monte-Carlo dropout and averages the probabili-
ties of the sequences. The BLEUVar (Xiao et al.,
2020) algorithm strives to measure the variance of
texts generated under Monte-carlo dropout by us-
ing the BLEU metric (Papineni et al., 2002). The
IDDS (Tsvigun et al., 2022a) strategy, shown to
be state-of-the-art for the abstractive text summa-
rization task, selects instances that are semantically
dissimilar from the already annotated instances,
avoiding outliers and borderline instances.

Finally, the framework provides the ability to use
different strategies for different AL iterations. For
example, one could use a cold-start method (e.g.
ALPS) at several first iterations and later switch to
another strategy such as LC.

2.2 Supported Models
ALToolbox is compatible with the HuggingFace
Transformers library (Wolf et al., 2020), allowing
the usage of state-of-the-art Transformer models
like BERT (Devlin et al., 2019), RoBERTa (Liu
et al., 2019), XLNet (Yang et al., 2019), ELEC-
TRA (Clark et al., 2020), and others. The sup-
port of some older RNN-based models like CNN-
BiLSTM-CRF (Ma and Hovy, 2016) for sequence
tagging is implemented via a wrapper around the
Flair library (Akbik et al., 2019). Users can also im-
plement their own models directly using PyTorch.
ALToolbox provides several custom neural model
implementations in PyTorch, including the classi-
cal CNN for text classification (Le et al., 2018).

2.3 Jupyter Annotation Tool
ALToolbox provides a simple serverless tool with
a GUI for AL annotation integrated directly into
Jupyter Notebook, which is one of the most popu-
lar IDEs for the Python language and data analysis
(Figure 1). It supports annotation for text classifica-
tion and sequence tagging tasks like named entity
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AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Average

Actune + CAL 92.0 ± 0.5 94.3 ± 0.0 94.8 ± 0.2 95.0 ± 0.2 94.4 ± 0.0
Actune + Entropy 91.7 ± 0.5 94.1 ± 0.3 94.7 ± 0.4 94.8 ± 0.3 94.2 ± 0.2
Actune + LC 92.0 ± 0.3 94.2 ± 0.2 94.7 ± 0.4 95.0 ± 0.0 94.3 ± 0.3
ALPS 90.6 ± 0.3 92.3 ± 0.5 92.9 ± 0.5 93.4 ± 0.6 92.6 ± 0.2
BADGE 92.2 ± 0.3 94.3 ± 0.1 94.7 ± 0.2 95.0 ± 0.2 94.3 ± 0.1
BAIT 92.2 ± 0.4 94.3 ± 0.1 95.0 ± 0.2 95.1 ± 0.4 94.4 ± 0.1
BALD 92.2 ± 0.6 93.9 ± 0.1 94.8 ± 0.4 95.2 ± 0.1 94.3 ± 0.2
Breaking Ties (BT) 92.3 ± 0.3 94.5 ± 0.3 94.9 ± 0.1 95.0 ± 0.0 94.4 ± 0.1
CAL 92.3 ± 0.7 94.5 ± 0.3 94.8 ± 0.3 95.1 ± 0.1 94.4 ± 0.2
Coreset 91.9 ± 0.1 93.8 ± 0.3 94.7 ± 0.5 95.1 ± 0.1 94.2 ± 0.1
Entropy 92.0 ± 0.1 94.4 ± 0.1 94.9 ± 0.1 95.0 ± 0.2 94.4 ± 0.1
Least Confidence (LC) 92.3 ± 0.5 94.3 ± 0.3 95.0 ± 0.4 95.0 ± 0.2 94.4 ± 0.1
Mahalanobis Distance 91.6 ± 0.4 94.0 ± 0.3 94.8 ± 0.2 95.0 ± 0.1 94.2 ± 0.1
Random 90.8 ± 0.4 92.5 ± 0.1 92.9 ± 0.4 93.4 ± 0.5 92.6 ± 0.2

Table 3: Accuracy of RoBERTa on AG News with various AL strategies on several AL iterations with query
size = 1% (1200 instances). Average refers to the average result throughout the AL cycle. We select with bold
state-of-the-art results with respect to confidence intervals. The results are averaged for 5 runs with different seeds
to ensure the stability.

recognition and event extraction.
The tool is implemented using Jupyter widgets

– a built-in feature of the Jupyter IDE for creating
extensions. This widget can be configured with
various AL query strategies and models, including
Transformers. After the tool object is invoked, the
IDE displays the widget in a notebook cell, and
AL annotation begins. For example, to add NER
annotation, a user can select a corresponding text
fragment with a mouse and add a label to it. For
text classification, a label can be chosen from a
predefined list via selectable buttons. On each it-
eration, the user receives instances for annotation
in mini-batches. The user can annotate all or just a
part of them and invoke the next iteration of an AL
algorithm with the “Next iteration” button asking
for a new minibatch of unlabeled instances.

The annotation tool performs all necessary com-
putations asynchronously with GUI and returns
new instances without any delay. It keeps a list
of instances sorted by their “informativeness” and
updates it as soon as possible in the background.

The user can interrupt annotation at any time and
resume it after a while. The tool tracks changes
made by the user on the hard drive. The annotation
is accumulated in easy-to-parse JSON files.

The target audience of this tool is data scientists
and researchers. It is very easy to launch and mod-
ify: new graphical elements can be added using
Jupyter Widgets as well. Using Jupyter also helps
to reduce the effort of combining the system with
data processing pipelines. We consider this tool
might be useful for rapid annotation in small to
medium projects and for testing new ideas quickly.
However, we note that it lacks many useful features
of full-fledged annotation systems, e.g., the ability
to work with multiple users simultaneously. Cre-

ating a complex GUI for annotation is out of the
scope of this project since a wide range of similar
projects have already been released, e.g. DocAnno
(Nakayama et al., 2018), LabelStudio (Tkachenko
et al., 2020-2022), ActiveAnno (Wiechmann et al.,
2021). The ALToolbox framework can be easily
integrated into such annotation systems with the
help of API.

2.4 Tools for Computational Efficient Active
Learning and Reusable Annotation

ALToolbox contains a set of scripts that help to
improve the computational efficiency of AL while
keeping annotated data reusable. AL requires a
substantial amount of computations on each itera-
tion, which depends on the complexity and the size
of the acquisition model. Using smaller and lighter
models can lead to performance degradation of AL
due to the ASM problem discussed in the intro-
duction. We mitigate this problem by implement-
ing tools for the “Pseudo-Labeling for Acquisition-
Successor Mismatch” (PLASM) algorithm (Tsvi-
gun et al., 2022b). This algorithm leverages small
distilled models (e.g. DistilBERT) during the ac-
quisition of instances, but after the annotation is
finished it trains the original full-sized models (e.g.
BERT) on the acquired data and uses it for auto-
matic pseudo-labeling of the whole unlabeled pool
of instances. The mistakes in automatic annota-
tion are cleaned with the help of the TracIn method
(Pruthi et al., 2020). Finally, the successor model
is trained on the data that contains gold-standard
labels and cleaned automatically labeled instances.

PLASM reduces or completely removes the gap
in performance that appears when the successor
model is different from the acquisition model. It
makes the annotated data reusable for training suc-
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Figure 2: Duration in seconds of all the training and
inference phases of the simulated AL with different
acquisition settings on AG News with query size = 1%
and 15 AL iterations. ELECTRA is used as a successor
model, and DistilBERT – for acquisition in PLASM.

cessor models of various architectures. ALTool-
box provides scripts for automatic model distilla-
tion and a pipeline for data post-processing with
PLASM. All the necessary post-processing can be
done by invoking a single function.

For large datasets, making predictions for the
whole unlabeled set on each iteration to obtain the
uncertainty estimates may require an enormous
amount of time and resources. Consequently, in
the framework, we also implement the “unlabeled
pool subsampling” (UPS) algorithm (Tsvigun et al.,
2022b), which samples the instances from the unla-
beled pool according to their uncertainty estimates
on previous iterations.

Figures 2, 21, 23 illustrate time benefits brought
by PLASM and UPS on AG News, IMDB, and
CoNLL-2003, respectively. PLASM accelerates
the training phase of AL by 35% / 65% / 34%,
while UPS accelerates the inference phase by 65%
/ 61% / 63%. Their combination speeds up all AL
iteration computations by up to 63% / 67% / 38%,
respectively, making AL much more interactive.
Figures 19a, 20a, 22a show that the performance
of the successor model does not deteriorate when
these algorithms are used. Figures 19b, 20b, 22b,
in turn, show that the ASM problem leads to a
substantial decrease in the model performance.

We also provide scripts for domain adaptation of
acquisition models. Margatina et al. (2022) demon-
strate that self-supervised adaptation (Gururangan
et al., 2020) of pre-trained Transformers on the
unlabeled pool of instances helps to speed up AL.

2.5 Benchmarking Tool for Query Strategies
ALToolbox provides an extensible and easy-to-use
benchmarking tool for testing new AL query strate-

gies and unlabeled pool subsampling strategies. To
experiment with a new strategy, a user implements
it in the form of a Python class and runs the evalua-
tion script, specifying the path to the correspond-
ing class module as an argument. The script per-
forms several iterations of simulated AL annotation
and constructs the dependence of the model per-
formance scores on the size of the labeled data.
Experiments are launched multiple times with dif-
ferent random seeds to obtain confidence intervals
of the results.

Using this tool, we provide the evaluation re-
sults of implemented query strategies, which can
be used as a reference. The experiments with text
classification are conducted on AG News (Zhang
et al., 2015), IMDB (Maas et al., 2011), and
CoLA (Warstadt et al., 2018); with sequence tag-
ging – on CoNLL-2003 (Tjong Kim Sang and
De Meulder, 2003); with abstractive text sum-
marization – on AESLC (Zhang and Tetreault,
2019), WikiHow (Koupaee and Wang, 2018), and
PubMed (Cohan et al., 2018). We provide the re-
sults with big and lightweight Transformers and
with several different query sizes:

• Selecting k% of instances (for text classifica-
tion & abstractive text summarization) / to-
kens (for sequence tagging). In this setting,
we randomly select and annotate k% of in-
stances / tokens as the initial seed and select
k% of instances / tokens for annotation on
each AL iteration according to the query func-
tion. This configuration aims to benchmark
strategies in a high-resource AL mode. We
refer to it as query size = k%.

• Selecting 100 instances / tokens on each AL
iteration and as the initial seed. This con-
figuration aims to benchmark strategies in a
medium-resource AL mode. We refer to it as
query size = 100.

• Selecting 10 instances / tokens on each AL
iteration. The initial seeding procedure differs
between tasks under this mode. For text clas-
sification, we randomly select and annotate 1
instance of each class as the initial seed. For
other tasks, we annotate 10 randomly chosen
instances / tokens. This configuration aims
to benchmark strategies in a low-resource AL
mode. We refer to it as query size = 10.

Dataset statistics, model details, and hyperpa-
rameters are presented in Tables 4–6.
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Table 3 depicts the results on AG News with
RoBERTa-base as an acquisition model, and query
size = 1%. We can see that most of the strategies
perform roughly similar with CAL and LC showing
the best performance across all AL iterations. Fig-
ure 3 also demonstrates the results throughout the
whole AL cycle of the best-performing query strate-
gies according to the average accuracy throughout
the AL cycle. Figure 4 provides the comparison
of the duration of computations for various query
strategies. Tables 7–18 compare query strategies
on text classification datasets for various settings
and models. Figures 5–10 visualize the results of
the best-performing query strategies.

Sequence tagging results are presented in Tables
19–23. MNLP demonstrates the best quality in
terms of F1-micro score excluding the “no entity”
tag (“O”). Figures 11–13 show the iteration-wise
scores. The duration of computations for various
strategies is presented in Figure 23.

For abstractive text summarization, due to the
big size of the unlabeled pool of WikiHow and
Pubmed, on each AL iteration, we randomly sub-
sample the unlabeled pool to 10,000 instances. Ta-
bles 24–27 provide the average results throughout
the AL cycle and results on several iterations, while
Figures 15–18 illustrate the results during the entire
AL cycle. Finally, Figure 14 compares the duration
of execution of the seq2seq query strategies.

3 Related Work

The comparison of ALToolbox with other frame-
works from the related work on AL in NLP is pre-
sented in Table 1.

First of all, ALToolbox supports two most de-
manded NLP tasks: text classification and sequence
tagging. It also works with abstractive text sum-
marization, which is a seq2seq task. Other frame-
works support only one of the tasks: Paladin, Ac-
tiveAnno, and Small-Text work only with text clas-
sification, while AlpacaTag and FAMIE support
only sequence tagging.

Table 2 compares AL frameworks by imple-
mented query strategies. Paladin, ActiveAnno,
and AlpacaTag implement only the basic strate-
gies. FAMIE implements several modern methods
like ALPS and BADGE, but lacks many others. We
note that Small-Text implements many recently pro-
posed query strategies, including CAL, BADGE,
and BERT-KM. However, ALToolbox provides the
most comprehensive set of state-of-the-art query

strategies and also allows combining them.
Except for ALToolbox and FAMIE (Van Nguyen

et al., 2022), the computational overhead and the
AL-caused time delays have been inexplicably dis-
missed in the prior art. FAMIE entails training a
bigger model in the background during the labeling
of each batch while using a smaller one as a proxy
for acquisition. Such knowledge distillation makes
the AL annotation process more interactive but also
carries an additional computational burden, requir-
ing extra resources for training and running two
models. On the contrary, the knowledge distillation
within our framework reduces both the time needed
to complete an AL iteration and the overall amount
of computation.

We note that neither FAMIE, nor other frame-
works, address the ASM problem that hinders the
reusability of annotated data. The tools for model
distillation and annotated data post-processing
based on the PLASM algorithm in our framework
help to mitigate the ASM, so a user, for example,
can train XLNet using data acquired with Distil-
BERT without significant performance penalties.

Most of the considered systems provide an elab-
orated GUI for annotation by end-users. Our frame-
work aims to support data scientists and researchers
and provides a fast-to-deploy minimalistic annota-
tion system directly in the Jupyter IDE.

None of the considered systems provides easy-
to-use scripts for conducting experiments with new
AL methods. ALToolbox implements an extensi-
ble benchmarking tool that we hope will simplify
research in AL for NLP.

One of the problems that are currently out of
the scope of ALToolbox is efficient task assign-
ments to multiple annotators. Proactive learning
implemented in Paladin addresses this problem.
We consider this feature as future work.

4 Conclusion

We introduced ALToolbox, an open-source frame-
work for practical AL in NLP. Besides many other
features, the framework addresses the problems of
computational efficiency of AL and data reusabil-
ity. We hope that our framework will foster the
development of new AL methods and remove some
practical obstacles to deploying AL annotation.

In future work, we are looking forward to adding
the support of more text generation tasks, intro-
ducing proactive learning, and providing tools for
hyperparameter selection in AL.
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A Dataset Statistics and Model Hyperparameters

Dataset Train Test Mean document length (tokens) C
CoNLL-2003 15K/203.6K 3.7K/46.4K 14.5 4(5)
AG News 120K 7.6K 53.1 4
IMDb 25K 25K 300.0 2
CoLA 8.5K 1K 11.3 2
AESLC 14.4K 1.9K 142.4 -
WikiHow 184.6K 1K 377.5 -
Pubmed 119.1K 6.7K 495.4 -

Table 4: Dataset statistics. We provide a number of instances / tokens (for sequence tagging) for the training and
test sets and average lengths of documents in terms of tokens. C is a number of classes / entity types for text
classification and sequence tagging datasets.

Task Model Checkpoint # Param.

Text classification

BERT bert-base-uncased 110M
DistilBERT distilbert-base-uncased 67M
ELECTRA google/electra-base-discriminator 110M

DistilELECTRA lsanochkin/distilelectra-base 67M
RoBERTa roberta-base 125M

DistilRoBERTa distilroberta-base 82M

Sequence tagging
ELECTRA google/electra-base-discriminator 110M

BERT bert-base-cased 110M
DistilBERT distilbert-base-cased 67M

Abstractive text summarization BART facebook/bart-base 139M
PEGASUS google/pegasus-large 570M

Table 5: Transformers model checkpoints from the HuggingFace repository (Wolf et al., 2020)

Hparam Sequence tagging Classification BART PEGASUS
Number of epochs 15 5 6 4
Batch size 16 16 16 2
Gradient accumulation steps 1 1 1 8
Min. number of training steps 1000 1000 350 200
Max. sequence length - 256 1024 1024
Optimizer AdamW
Learning rate 5e-5 2e-5 2e-5 5e-4
Weight decay 0.01 0.01 0.028 0.03
Gradient clipping 1. 1. 0.28 0.3
Sheduler STLR
% warm-up steps 10
Num. beams at evaluation - - 4 4
Generation max. length - - Adapt. Adapt.

Table 6: Hyperparameter values of Transformers. The hyperparameters are chosen according to evaluation scores
on the validation datasets when models are trained using the whole available training data. Adapt refers to adaptive
length, when generation maximum length is equal to the maximum summary length on the train set.
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B Query Strategy Benchmark

For the tables in this section, we select with bold state-of-the-art results with respect to the confidence
intervals. When all the values are within the confidence interval, we only select with bold the largest
average value. The results are averaged for 10 runs with different seeds for query size = 10 and for 5
runs for other query size settings to ensure stability. The Average column refers to the average result
throughout the AL cycle.

B.1 Text Classification
B.1.1 AG News
Query size = 1 %
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Figure 3: Accuracy of the best performing query strategies according to average accuracy throughout the AL cycle
(BT, CAL, and LC) on AG News with RoBERTa with query size = 1%.
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Figure 4: Average duration in seconds of one AL query with different strategies on AG News with RoBERTa as an
acquisition model and query size = 1% (1200 instances). Hardware configuration is provided in Appendix C.
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Figure 5: Accuracy of the best performing query strategies with different acquisition models on AG News with
query size = 100.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Average

BADGE 88.95 ± 0.85 90.95 ± 0.18 91.83 ± 0.2 92.49 ± 0.27 93.06 ± 0.25 91.7 ± 0.16
BAIT 88.21 ± 1.36 90.56 ± 0.28 91.57 ± 0.28 92.23 ± 0.31 92.87 ± 0.15 91.32 ± 0.36
BALD 88.24 ± 1.04 90.0 ± 0.74 90.98 ± 0.29 91.26 ± 0.46 91.98 ± 0.32 90.69 ± 0.39
BT 88.96 ± 0.48 90.9 ± 0.25 92.01 ± 0.26 92.53 ± 0.28 93.11 ± 0.29 91.66 ± 0.06
CAL 88.08 ± 0.93 90.67 ± 0.15 91.73 ± 0.31 92.42 ± 0.17 92.91 ± 0.23 91.48 ± 0.16
Coreset 87.97 ± 1.26 90.32 ± 0.42 91.33 ± 0.24 91.72 ± 0.17 92.23 ± 0.32 90.97 ± 0.26
Entropy 88.02 ± 1.14 90.65 ± 0.35 91.24 ± 0.38 91.95 ± 0.42 92.58 ± 0.3 91.15 ± 0.27
LC 88.06 ± 1.33 90.91 ± 0.23 91.99 ± 0.2 92.55 ± 0.15 93.14 ± 0.28 91.65 ± 0.15
Random 87.35 ± 0.66 89.33 ± 0.31 89.8 ± 0.46 90.26 ± 0.28 90.77 ± 0.45 89.68 ± 0.27

Table 7: Accuracy of RoBERTa on AG News with various AL strategies with query size = 100.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Average

BALD 86.57 ± 0.26 89.06 ± 0.49 90.17 ± 0.21 90.57 ± 0.17 90.99 ± 0.29 89.82 ± 0.23
BT 87.71 ± 0.8 89.84 ± 0.22 90.81 ± 0.15 91.36 ± 0.19 91.67 ± 0.26 90.52 ± 0.12
CAL 87.37 ± 0.34 89.43 ± 0.37 90.37 ± 0.34 91.11 ± 0.22 91.59 ± 0.26 90.2 ± 0.2
Coreset 86.84 ± 0.59 89.31 ± 0.34 89.96 ± 0.23 90.51 ± 0.36 91.1 ± 0.21 89.81 ± 0.28
Entropy 86.27 ± 0.57 89.15 ± 0.63 90.05 ± 0.28 90.65 ± 0.55 91.19 ± 0.23 89.81 ± 0.37
LC 87.15 ± 0.67 89.3 ± 0.76 90.39 ± 0.3 91.13 ± 0.33 91.83 ± 0.34 90.19 ± 0.31
Random 86.17 ± 1.48 88.48 ± 0.39 89.19 ± 0.48 89.52 ± 0.43 89.81 ± 0.23 88.83 ± 0.4

Table 8: Accuracy of DistilBERT on AG News with various AL strategies with query size = 100.
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Query size = 10
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Figure 6: Accuracy of the best performing query strategies with different acquisition models on AG News with
query size = 10.

AL Strat. Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Iter. 25 Iter. 30 Average

BADGE 68.47 ± 7.84 85.13 ± 1.43 88.2 ± 0.58 88.68 ± 0.62 89.38 ± 0.25 89.86 ± 0.24 89.8 ± 0.18 87.3 ± 1.59
BALD 60.0 ± 6.97 79.58 ± 3.13 84.34 ± 1.4 85.64 ± 1.63 86.48 ± 1.1 87.37 ± 1.18 87.61 ± 1.13 83.77 ± 1.23
BT 67.98 ± 5.91 85.64 ± 1.31 88.56 ± 0.32 89.13 ± 0.32 89.39 ± 0.41 89.83 ± 0.36 90.1 ± 0.26 87.66 ± 0.51
CAL 58.04 ± 6.22 68.89 ± 7.78 86.33 ± 2.47 87.43 ± 1.47 88.58 ± 0.84 88.81 ± 0.57 89.38 ± 0.37 83.23 ± 1.77
Coreset 73.21 ± 3.27 85.49 ± 1.82 87.93 ± 0.63 88.94 ± 0.36 89.29 ± 0.31 89.77 ± 0.46 89.69 ± 0.43 87.44 ± 0.8
Entropy 60.64 ± 8.75 82.29 ± 1.72 86.45 ± 0.5 87.33 ± 0.8 88.45 ± 0.6 89.25 ± 0.49 89.32 ± 0.61 85.57 ± 0.83
LC 61.86 ± 8.49 85.36 ± 0.88 87.38 ± 0.51 88.47 ± 0.59 88.99 ± 0.38 89.35 ± 0.27 89.65 ± 0.23 86.6 ± 0.25
Random 68.33 ± 3.88 84.41 ± 1.52 85.95 ± 0.94 87.05 ± 0.92 87.68 ± 0.57 88.09 ± 0.39 88.47 ± 0.47 85.73 ± 0.69

Table 9: Accuracy of RoBERTa on AG News with various AL strategies with query size = 10.

AL Strat. Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Iter. 25 Iter. 30 Average

BT 67.95 ± 5.39 84.27 ± 0.3 87.2 ± 0.66 87.9 ± 0.51 88.59 ± 0.39 88.91 ± 0.19 89.19 ± 0.26 86.48 ± 0.31
CAL 58.87 ± 6.36 70.09 ± 4.32 82.72 ± 2.05 85.72 ± 1.17 87.29 ± 0.67 87.68 ± 0.78 88.31 ± 0.48 81.84 ± 1.64
Coreset 67.07 ± 5.52 81.52 ± 2.31 84.74 ± 1.37 86.91 ± 0.87 87.72 ± 0.49 88.17 ± 0.34 88.61 ± 0.24 85.0 ± 0.84
Entropy 56.19 ± 9.83 80.54 ± 2.05 84.65 ± 1.15 85.97 ± 0.89 86.48 ± 1.12 87.21 ± 0.55 87.5 ± 0.61 83.47 ± 0.89
LC 54.96 ± 4.34 82.28 ± 1.18 85.33 ± 0.9 86.99 ± 0.75 87.86 ± 0.39 88.38 ± 0.24 88.57 ± 0.38 84.76 ± 0.49
Random 65.56 ± 5.91 82.14 ± 2.01 84.87 ± 0.69 86.29 ± 0.58 86.77 ± 0.43 87.11 ± 0.44 87.37 ± 0.42 84.46 ± 0.91

Table 10: Accuracy of DistilBERT on AG News with various AL strategies with query size = 10.
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B.1.2 IMDB
Query size = 100
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Figure 7: Accuracy of the best performing query strategies with different acquisition models on IMDB with query
size = 100.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Average

BADGE 89.66 ± 1.17 91.91 ± 0.31 92.32 ± 0.59 92.69 ± 0.4 93.22 ± 0.17 92.35 ± 0.05
BALD 90.31 ± 0.32 91.89 ± 0.17 92.65 ± 0.13 92.95 ± 0.14 93.01 ± 0.16 92.39 ± 0.08
CAL 90.24 ± 1.27 92.14 ± 0.22 92.64 ± 0.14 92.92 ± 0.26 93.1 ± 0.28 92.32 ± 0.12
Coreset 89.16 ± 1.37 91.9 ± 0.3 92.63 ± 0.32 92.64 ± 1.35 92.79 ± 0.67 92.28 ± 0.25
LC / BT / Entropy 90.38 ± 0.46 92.3 ± 0.19 92.69 ± 0.21 93.08 ± 0.13 93.14 ± 0.26 92.49 ± 0.09
Random 89.77 ± 0.98 90.77 ± 0.58 91.46 ± 0.26 91.67 ± 0.4 92.04 ± 0.26 91.19 ± 0.36

Table 11: Accuracy of RoBERTa on IMDB with various AL strategies with query size = 100.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Average

BADGE 84.32 ± 0.42 86.92 ± 0.71 87.97 ± 0.29 88.81 ± 1.13 89.34 ± 0.42 87.82 ± 0.36
BALD 84.82 ± 0.6 87.2 ± 0.32 88.67 ± 0.2 88.79 ± 0.51 89.35 ± 0.14 88.09 ± 0.13
CAL 84.13 ± 1.28 86.72 ± 0.55 88.29 ± 0.38 88.93 ± 0.32 88.86 ± 0.76 87.67 ± 0.46
Coreset 84.1 ± 0.52 86.38 ± 0.89 87.63 ± 0.5 88.47 ± 0.42 89.1 ± 0.31 87.46 ± 0.33
LC / BT / Entropy 83.92 ± 1.38 86.47 ± 1.16 88.41 ± 0.54 89.19 ± 0.32 89.29 ± 0.18 87.74 ± 0.35
Random 82.81 ± 3.7 85.77 ± 0.61 86.84 ± 0.51 87.45 ± 0.33 88.06 ± 0.49 86.56 ± 0.5

Table 12: Accuracy of DisitlBERT on IMDB with various AL strategies with query size = 100.
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Query size = 10

50 100 150 200 250

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

BADGE
LC / BT / Entropy
Random

Num. labeled instances

P
er

fo
rm

an
ce

, A
cc

ur
ac

y

a) RoBERTa

50 100 150 200 250

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

BADGE
LC / BT / Entropy
Random

Num. labeled instances

P
er

fo
rm

an
ce

, A
cc

ur
ac

y

b) DistilBERT

Figure 8: Accuracy of the best performing query strategies with different acquisition models on IMDB with query
size = 10.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Iter. 25 Iter. 30 Average

BADGE 69.49 ± 6.4 87.29 ± 1.35 89.16 ± 0.69 90.36 ± 0.45 90.46 ± 0.63 90.98 ± 0.28 91.13 ± 0.32 88.54 ± 0.53
BALD 67.08 ± 4.56 84.04 ± 2.66 88.09 ± 1.61 89.49 ± 0.76 90.56 ± 0.3 87.85 ± 5.56 90.81 ± 0.64 87.64 ± 0.66
CAL 60.22 ± 4.41 83.73 ± 4.75 89.33 ± 0.54 90.23 ± 0.26 90.77 ± 0.32 91.19 ± 0.32 91.4 ± 0.26 86.81 ± 0.83
Coreset 64.3 ± 6.06 86.92 ± 1.1 88.49 ± 1.44 89.36 ± 0.79 90.5 ± 0.32 90.77 ± 0.25 90.72 ± 0.26 87.27 ± 1.0
LC / BT / Entropy 60.26 ± 4.86 87.0 ± 0.87 89.08 ± 1.07 90.34 ± 0.34 90.35 ± 0.79 90.9 ± 0.49 91.3 ± 0.33 88.24 ± 0.46
Random 68.14 ± 5.58 86.6 ± 1.32 88.53 ± 1.09 89.3 ± 0.49 89.65 ± 0.51 89.79 ± 0.81 90.01 ± 0.53 87.55 ± 0.67

Table 13: Accuracy of RoBERTa on IMDB with various AL strategies with query size = 10.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Iter. 25 Iter. 30 Average

BADGE 56.53 ± 2.66 75.41 ± 2.65 81.96 ± 1.26 83.25 ± 1.5 83.95 ± 1.0 84.76 ± 0.79 85.19 ± 0.93 80.31 ± 1.21
BALD 55.61 ± 3.27 69.51 ± 5.22 79.44 ± 3.64 83.21 ± 1.15 83.86 ± 1.34 83.08 ± 3.52 85.14 ± 1.36 78.86 ± 3.86
CAL 55.67 ± 2.69 68.58 ± 4.09 80.85 ± 1.48 83.04 ± 1.15 84.3 ± 0.78 84.98 ± 0.47 85.26 ± 0.91 78.9 ± 0.81
Coreset 54.6 ± 3.48 69.77 ± 6.89 81.33 ± 0.96 82.65 ± 1.35 83.76 ± 0.83 84.2 ± 0.64 84.7 ± 0.55 79.04 ± 1.83
LC / BT / Entropy 55.31 ± 2.62 70.53 ± 4.88 80.23 ± 2.3 83.0 ± 1.73 84.18 ± 1.11 84.21 ± 1.95 85.22 ± 0.72 79.22 ± 1.68
Random 55.45 ± 2.78 70.41 ± 5.61 80.01 ± 2.64 83.24 ± 1.6 84.61 ± 0.48 84.63 ± 0.68 85.21 ± 0.67 79.45 ± 1.51

Table 14: Accuracy of DistilBERT on IMDB with various AL strategies with query size = 10.
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B.1.3 CoLA
Query size = 100
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Figure 9: Accuracy of the best performing query strategies with different acquisition models on CoLA with query
size = 100.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Average

BADGE 80.59 ± 1.13 82.61 ± 0.8 83.78 ± 0.29 85.22 ± 0.8 85.27 ± 0.6 83.76 ± 0.24
BALD 67.44 ± 5.74 77.34 ± 1.1 78.81 ± 0.53 79.67 ± 0.54 80.56 ± 0.4 77.73 ± 1.15
CAL 80.38 ± 1.34 82.28 ± 1.27 84.12 ± 0.72 84.95 ± 0.76 85.41 ± 1.01 83.73 ± 0.58
Coreset 80.31 ± 1.14 82.32 ± 1.1 84.33 ± 0.69 84.51 ± 0.62 85.16 ± 0.32 83.57 ± 0.62
LC / BT / Entropy 80.97 ± 1.07 83.32 ± 0.49 85.04 ± 0.78 85.38 ± 0.52 86.03 ± 0.3 84.11 ± 0.24
Random 79.94 ± 0.3 81.33 ± 0.6 82.41 ± 0.83 83.53 ± 1.0 84.54 ± 0.64 82.58 ± 0.38

Table 15: Accuracy of ELECTRA on CoLA with various AL strategies with query size = 100.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Average

BADGE 71.74 ± 2.1 75.19 ± 1.44 76.97 ± 0.76 78.09 ± 1.38 78.78 ± 1.17 76.58 ± 1.89
BALD 59.12 ± 6.86 63.99 ± 5.21 69.3 ± 2.97 71.27 ± 1.44 72.11 ± 1.42 67.93 ± 2.05
CAL 71.58 ± 1.34 75.05 ± 1.08 76.8 ± 0.77 77.83 ± 0.53 79.1 ± 0.87 76.58 ± 0.46
Coreset 70.51 ± 3.42 75.23 ± 1.01 76.82 ± 0.86 77.89 ± 0.88 79.39 ± 0.81 76.61 ± 0.31
LC / BT / Entropy 72.12 ± 0.94 75.36 ± 0.95 77.28 ± 0.61 78.31 ± 0.51 79.1 ± 0.82 76.71 ± 0.29
Random 70.35 ± 2.44 74.06 ± 1.08 74.96 ± 1.34 76.28 ± 1.69 76.41 ± 1.49 74.8 ± 0.91

Table 16: Accuracy of DistilBERT on CoLA with various AL strategies with query size = 100.
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Query size = 10
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Figure 10: Accuracy of the best performing query strategies with different acquisition models on CoLA with query
size = 10.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Iter. 25 Iter. 30 Average

BADGE 64.25 ± 6.58 77.2 ± 1.63 79.41 ± 0.56 80.44 ± 0.61 81.01 ± 0.81 81.15 ± 0.53 81.65 ± 0.6 79.16 ± 1.18
BALD 67.41 ± 5.06 76.7 ± 1.85 78.68 ± 0.52 79.54 ± 0.59 80.62 ± 0.47 80.7 ± 2.03 81.35 ± 0.93 78.76 ± 8.01
CAL 65.88 ± 8.86 76.59 ± 2.68 79.7 ± 1.05 80.72 ± 0.43 80.73 ± 0.67 81.5 ± 0.49 80.88 ± 1.33 79.05 ± 0.97
Coreset 62.89 ± 9.54 74.61 ± 3.22 79.61 ± 0.58 79.99 ± 0.96 80.57 ± 0.54 80.89 ± 0.79 81.28 ± 0.63 78.42 ± 0.82
LC / BT / Entropy 66.27 ± 4.05 76.71 ± 0.79 79.61 ± 0.9 80.5 ± 0.59 80.59 ± 0.42 79.6 ± 3.68 81.56 ± 0.57 79.16 ± 0.43
Random 64.11 ± 8.0 76.39 ± 1.91 78.83 ± 0.79 79.6 ± 0.69 79.95 ± 0.81 79.97 ± 0.67 80.79 ± 0.83 78.36 ± 0.6

Table 17: Accuracy of ELECTRA on CoLA with various AL strategies with query size = 10.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Iter. 25 Iter. 30 Average

BADGE 63.66 ± 4.45 67.17 ± 2.53 69.64 ± 1.61 71.74 ± 1.63 72.69 ± 1.06 73.08 ± 0.64 73.68 ± 0.53 70.63 ± 1.28
BALD 59.39 ± 7.76 64.93 ± 2.71 68.4 ± 2.55 70.32 ± 1.18 71.2 ± 1.19 72.24 ± 1.05 73.2 ± 0.92 69.23 ± 1.05
CAL 60.2 ± 7.09 69.11 ± 1.3 71.02 ± 1.27 71.82 ± 1.32 72.3 ± 1.37 72.86 ± 1.06 73.64 ± 0.79 70.81 ± 0.86
Coreset 63.23 ± 6.22 69.91 ± 1.63 71.29 ± 1.16 72.13 ± 1.03 72.99 ± 0.67 73.43 ± 0.54 73.92 ± 0.61 71.68 ± 0.67
LC / BT / Entropy 61.19 ± 6.3 67.33 ± 2.37 70.04 ± 1.59 71.4 ± 0.92 71.77 ± 0.86 72.49 ± 0.99 73.01 ± 0.85 70.23 ± 1.22
Random 56.86 ± 7.72 64.13 ± 2.11 67.72 ± 1.98 69.96 ± 1.77 71.19 ± 0.96 72.08 ± 0.63 71.8 ± 1.34 68.53 ± 1.02

Table 18: Accuracy of DistilBERT on CoLA with various AL strategies with query size = 10.
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B.2 Sequence Tagging
B.2.1 CoNLL-2003
Query size = 2% (tokens)
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Figure 11: Overall F1-micro score of the best performing query strategies with ELECTRA on CoNLL-2003 with
query size = 2% (tokens).

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Average

BALD 87.46 ± 0.75 90.47 ± 0.28 91.09 ± 0.18 91.52 ± 0.2 90.5 ± 0.14
MNLP 88.23 ± 0.31 90.55 ± 0.24 91.17 ± 0.27 91.51 ± 0.14 90.75 ± 0.07
Random 87.23 ± 0.47 89.43 ± 0.56 90.47 ± 0.57 90.78 ± 0.21 89.72 ± 0.2

Table 19: Overall F1-micro score of ELECTRA on CoNLL-2003 with various AL strategies with query size = 2%
(tokens).
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Query size = 100 (tokens)
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Figure 12: Overall F1-micro score of the best performing query strategies with different acquisition models on
CoNLL-2003 with query size = 100.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Average

BALD 57.52 ± 14.08 67.65 ± 7.13 76.44 ± 2.76 80.27 ± 5.72 71.4 ± 2.21
MNLP 61.32 ± 10.1 76.36 ± 3.65 81.87 ± 3.44 84.16 ± 0.61 77.84 ± 2.59
Random 60.35 ± 6.36 72.22 ± 2.52 78.99 ± 1.98 81.16 ± 1.07 75.16 ± 1.57

Table 20: Overall F1-micro score of ELECTRA on CoNLL-2003 with various AL strategies with query size = 100
(tokens).

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Average

BALD 37.21 ± 6.39 47.6 ± 7.48 59.34 ± 7.41 65.86 ± 4.07 52.88 ± 9.22
MNLP 44.73 ± 5.0 62.96 ± 4.71 69.88 ± 2.53 74.2 ± 2.0 65.27 ± 1.64
Random 37.53 ± 4.21 56.22 ± 2.09 63.39 ± 2.57 67.76 ± 2.29 58.51 ± 1.81

Table 21: Overall F1-micro score of DistilBERT on CoNLL-2003 with various AL strategies with query size = 100
(tokens).
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Query size = 10 (tokens)
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Figure 13: Overall F1-micro score of the best performing query strategies with different acquisition models on
CoNLL-2003 with query size = 10.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Iter. 25 Iter. 30 Average

BALD 18.34 ± 7.99 35.53 ± 8.32 45.57 ± 11.36 50.33 ± 10.24 57.12 ± 7.12 57.93 ± 3.54 63.94 ± 6.42 49.02 ± 15.28
MNLP 22.28 ± 10.34 42.1 ± 7.49 58.07 ± 4.37 63.99 ± 3.77 70.33 ± 2.17 73.03 ± 2.58 74.95 ± 1.86 60.41 ± 3.31
Random 24.43 ± 7.2 39.82 ± 6.3 52.22 ± 7.31 59.54 ± 5.19 65.74 ± 4.47 69.36 ± 2.52 71.74 ± 2.75 56.11 ± 3.99

Table 22: Overall F1-micro score of ELECTRA on CoNLL-2003 with various AL strategies with query size = 10
(tokens).

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Iter. 20 Iter. 25 Iter. 30 Average

BALD 12.85 ± 6.45 20.7 ± 5.03 29.23 ± 6.59 34.78 ± 8.26 39.33 ± 9.11 43.39 ± 6.78 46.76 ± 6.07 33.43 ± 6.15
MNLP 19.46 ± 3.38 31.2 ± 3.85 42.4 ± 3.0 50.63 ± 2.33 54.17 ± 3.1 58.52 ± 2.82 58.85 ± 2.0 46.42 ± 2.31
Random 15.43 ± 5.45 25.82 ± 5.65 33.39 ± 6.04 39.3 ± 5.16 43.86 ± 5.6 49.55 ± 4.51 53.45 ± 3.49 38.0 ± 4.56

Table 23: Overall F1-micro score of DistilBERT on CoNLL-2003 with various AL strategies with query size = 10
(tokens).
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B.3 Abstractive Text Summarization
B.3.1 AESLC
Query size = 10
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Figure 14: Average duration in seconds of one AL query with different strategies on AESLC with BART as an
acquisition model and query size = 10. Hardware configuration is provided in Appendix C.
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Figure 15: ROUGE scores of the best performing query strategies with BART as an acquisition model on AESLC
with query size = 10.
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Figure 16: ROUGE scores of the best performing query strategies with PEGASUS as an acquisition model on
AESLC with query size = 10.
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AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Average

ROUGE-1
SacreBLEUVar 18.77 ± 2.21 23.46 ± 1.18 26.25 ± 0.69 27.53 ± 0.45 24.6 ± 0.96
IDDS 19.76 ± 0.82 27.3 ± 0.41 27.44 ± 0.3 28.7 ± 0.32 26.67 ± 0.08
Random 18.07 ± 2.26 24.0 ± 1.55 25.9 ± 0.88 27.47 ± 0.45 24.65 ± 0.94
NSP 17.09 ± 2.25 22.15 ± 2.16 24.88 ± 0.94 26.56 ± 0.46 23.22 ± 0.97
ENSP 14.57 ± 2.92 23.2 ± 1.16 25.41 ± 0.79 27.42 ± 0.92 23.74 ± 1.24

ROUGE-2
SacreBLEUVar 9.0 ± 1.12 11.26 ± 0.89 12.86 ± 0.62 13.59 ± 0.56 12.05 ± 0.71
IDDS 10.69 ± 0.53 15.2 ± 0.34 14.89 ± 0.29 15.26 ± 0.26 14.51 ± 0.07
Random 8.73 ± 1.24 11.69 ± 0.93 12.6 ± 0.49 13.72 ± 0.43 12.08 ± 0.63
NSP 7.92 ± 1.35 10.86 ± 1.34 12.03 ± 0.59 12.79 ± 0.26 11.15 ± 0.66
ENSP 6.69 ± 1.51 11.37 ± 0.67 12.36 ± 0.46 13.5 ± 0.58 11.52 ± 0.66

ROUGE-L
SacreBLEUVar 18.51 ± 2.19 22.93 ± 1.17 25.64 ± 0.73 26.91 ± 0.51 24.08 ± 0.99
IDDS 19.52 ± 0.81 26.73 ± 0.39 26.78 ± 0.29 27.92 ± 0.31 26.1 ± 0.08
Random 17.79 ± 2.21 23.48 ± 1.53 25.22 ± 0.84 26.81 ± 0.44 24.07 ± 0.92
NSP 16.88 ± 2.21 21.81 ± 2.13 24.39 ± 0.9 26.05 ± 0.38 22.81 ± 0.95
ENSP 14.41 ± 2.89 22.76 ± 1.12 24.93 ± 0.75 26.85 ± 0.92 23.3 ± 1.2

Table 24: ROUGE scores of BART on AESLC with various AL strategies with query size = 10.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Average

ROUGE-1
SacreBLEUVar 15.5 ± 1.59 25.11 ± 1.05 26.47 ± 1.19 28.02 ± 0.83 25.13 ± 0.58
IDDS 17.19 ± 1.58 28.23 ± 0.61 28.02 ± 0.42 29.18 ± 0.45 27.42 ± 0.15
Random 13.65 ± 3.34 26.42 ± 1.05 27.57 ± 0.7 27.86 ± 0.71 25.49 ± 0.8
NSP 13.12 ± 3.11 21.68 ± 3.79 25.05 ± 1.28 26.72 ± 1.02 23.03 ± 0.89
ENSP 12.39 ± 2.14 22.27 ± 2.13 23.37 ± 4.21 26.87 ± 0.55 23.36 ± 1.18

ROUGE-2
SacreBLEUVar 7.01 ± 0.86 12.67 ± 0.63 13.67 ± 0.54 14.72 ± 0.6 12.74 ± 0.49
IDDS 7.94 ± 0.81 14.19 ± 0.37 14.27 ± 0.22 14.65 ± 0.24 13.68 ± 0.11
Random 6.3 ± 1.68 13.23 ± 0.71 14.21 ± 0.39 14.15 ± 0.56 12.83 ± 0.49
NSP 5.91 ± 1.62 10.24 ± 2.01 12.2 ± 0.77 13.14 ± 0.49 11.04 ± 0.56
ENSP 5.25 ± 0.9 10.53 ± 1.22 11.23 ± 2.42 12.9 ± 0.82 11.15 ± 0.69

ROUGE-L
SacreBLEUVar 15.07 ± 1.55 24.47 ± 0.84 25.81 ± 0.75 27.2 ± 0.83 24.43 ± 0.57
IDDS 16.8 ± 1.57 27.53 ± 0.56 27.36 ± 0.33 28.4 ± 0.43 26.75 ± 0.15
Random 13.24 ± 3.23 25.65 ± 0.99 26.82 ± 0.58 27.13 ± 0.69 24.76 ± 0.75
NSP 12.75 ± 3.07 20.99 ± 3.72 24.21 ± 1.27 25.93 ± 1.04 22.33 ± 0.93
ENSP 12.0 ± 2.11 21.63 ± 2.12 22.71 ± 4.2 26.12 ± 0.61 22.71 ± 1.21

Table 25: ROUGE scores of PEGASUS on AESLC with various AL strategies with query size = 10.

429



B.3.2 WikiHow
Query size = 10
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Figure 17: ROUGE scores of the best performing query strategies with BART as an acquisition model on WikiHow
with query size = 10.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Average

ROUGE-1
BLEUVar 26.88 ± 0.6 27.61 ± 0.72 27.64 ± 0.64 28.08 ± 0.39 27.65 ± 0.41
IDDS 27.64 ± 0.41 28.8 ± 0.3 28.93 ± 0.53 28.69 ± 0.33 28.71 ± 0.36
Random 27.57 ± 0.55 28.11 ± 0.66 28.19 ± 0.59 28.42 ± 0.75 28.15 ± 0.49
NSP 26.52 ± 0.49 27.41 ± 0.81 27.23 ± 1.1 27.51 ± 1.09 27.41 ± 0.85
ENSP 26.91 ± 0.47 27.6 ± 0.48 27.53 ± 0.8 27.83 ± 0.93 27.52 ± 0.71

ROUGE-2
BLEUVar 7.43 ± 0.3 8.64 ± 0.22 9.19 ± 0.2 9.54 ± 0.23 8.83 ± 0.16
IDDS 8.0 ± 0.17 9.1 ± 0.1 9.65 ± 0.17 9.75 ± 0.21 9.3 ± 0.13
Random 7.77 ± 0.21 8.73 ± 0.31 9.2 ± 0.25 9.62 ± 0.29 8.93 ± 0.13
NSP 7.27 ± 0.22 8.32 ± 0.26 8.69 ± 0.31 8.76 ± 0.43 8.54 ± 0.35
ENSP 7.4 ± 0.18 8.43 ± 0.17 8.61 ± 0.34 8.85 ± 0.4 8.44 ± 0.26

ROUGE-L
BLEUVar 18.82 ± 0.37 20.07 ± 0.41 20.56 ± 0.34 20.9 ± 0.36 20.25 ± 0.21
IDDS 19.48 ± 0.21 20.87 ± 0.13 21.4 ± 0.28 21.39 ± 0.27 20.98 ± 0.18
Random 19.35 ± 0.49 20.29 ± 0.36 20.75 ± 0.36 21.05 ± 0.42 20.5 ± 0.23
NSP 18.5 ± 0.36 19.88 ± 0.53 20.11 ± 0.6 20.08 ± 0.81 19.94 ± 0.46
ENSP 18.65 ± 0.27 19.67 ± 0.29 20.43 ± 0.72 20.71 ± 0.43 19.97 ± 0.6

Table 26: ROUGE scores of BART on WikiHow with various AL strategies with query size = 10.
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B.3.3 PubMed
Query size = 10
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Figure 18: ROUGE scores of the best performing query strategies with BART as an acquisition model on PubMed
with query size = 10.

AL Strategy Iter. 1 Iter. 5 Iter. 10 Iter. 15 Average

ROUGE-1
BLEUVar 26.07 ± 1.01 27.92 ± 1.2 27.91 ± 1.0 27.52 ± 0.93 27.51 ± 0.87
IDDS 28.86 ± 1.41 29.98 ± 1.11 30.06 ± 0.97 29.83 ± 0.84 29.89 ± 0.97
Random 26.8 ± 2.27 26.77 ± 1.55 27.8 ± 0.78 27.23 ± 0.84 27.45 ± 1.37
NSP 26.31 ± 0.97 27.48 ± 0.87 27.48 ± 2.07 26.02 ± 6.82 27.15 ± 1.18
ENSP 26.16 ± 1.16 27.75 ± 1.56 27.65 ± 1.32 27.53 ± 1.62 27.51 ± 1.12

ROUGE-2
BLEUVar 8.61 ± 0.27 9.95 ± 0.31 10.26 ± 0.23 10.17 ± 0.25 9.92 ± 0.22
IDDS 9.58 ± 0.41 10.66 ± 0.29 10.79 ± 0.32 10.78 ± 0.24 10.6 ± 0.27
Random 8.83 ± 0.71 9.55 ± 0.55 10.13 ± 0.18 10.1 ± 0.36 9.85 ± 0.39
NSP 8.68 ± 0.29 9.71 ± 0.37 9.64 ± 0.72 9.3 ± 3.1 9.52 ± 0.44
ENSP 8.66 ± 0.35 9.87 ± 0.47 10.21 ± 0.35 10.18 ± 0.41 9.89 ± 0.32

ROUGE-L
BLEUVar 16.19 ± 0.37 17.37 ± 0.4 17.53 ± 0.31 17.41 ± 0.34 17.26 ± 0.29
IDDS 17.34 ± 0.52 18.17 ± 0.39 18.24 ± 0.37 18.17 ± 0.31 18.11 ± 0.35
Random 16.44 ± 0.89 16.82 ± 0.69 17.38 ± 0.26 17.29 ± 0.26 17.16 ± 0.51
NSP 16.31 ± 0.41 17.11 ± 0.42 17.08 ± 0.82 16.52 ± 3.33 16.93 ± 0.54
ENSP 16.23 ± 0.46 17.27 ± 0.57 17.46 ± 0.45 17.39 ± 0.54 17.23 ± 0.38

Table 27: ROUGE scores of BART on PubMed with various AL strategies with query size = 10.
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C Computationally Efficient AL

Hardware Configuration
We use the following hardware configuration for the experiments: 2 Intel Xeon Platinum 8168, 2.7 GHz,
24 cores CPU; NVIDIA Tesla v100 GPU, 32 Gb of VRAM. The results are averaged across 5 runs with
different seeds to ensure stability.

Experiment Hyperparameters
On each iteration, we select 1% of instances according to AL strategy for text classification datasets,
and 2% of instances for sequence tagging. For UPS, we use γ = 0.1, T = 0.01, and recalculate the
uncertainty estimates for the whole dataset on the 0-th, 1-st, 4-th, and 8-th iterations.

C.1 AG News
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Figure 19: AG News dataset: performance of PLASM and UPS algorithms compared to classic AL and acquisition-
successor mismatch (ASM) settings. For all the experiments, ELECTRA is used as a successor model (therefore, as
an acquisition model in “classic AL” as well), and DistilBERT – for acquisition in PLASM and ASM.
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C.2 IMDB
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Figure 20: IMDB dataset: performance of PLASM and UPS algorithms compared to classic AL and acquisition-
successor mismatch (ASM) settings. For all the experiments, RoBERTa is used as a successor model (therefore, as
an acquisition model in “classic AL” as well), and DistilELECTRA – for acquisition in PLASM and ASM.
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Figure 21: Duration in seconds of all the training and inference phases of the simulated AL with different acquisition
settings on IMDB with query size = 1% and 15 AL iterations. RoBERTa is used as a successor model, and
DistilELECTRA – for acquisition in PLASM.
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C.3 CoNLL-2003
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Figure 22: CoNLL dataset: performance of PLASM and UPS algorithms compared to classic AL and acquisition-
successor mismatch (ASM) settings. For all the experiments, ELECTRA is used as a successor model (therefore, as
an acquisition model in “classic AL” as well), and DistilBERT – for acquisition in PLASM and ASM.

Classic AL PLASM Classic AL + 
 UPS

PLASM + 
 UPS

0

200

400

600

800

1000

1200

1400

Overall train time
Overall inference time

AL setting

Ti
m

e 
(s

ec
on

ds
)

Figure 23: Duration in seconds of all the training and inference phases of the simulated AL with different acquisition
settings on CoNLL-2003 with query size = 2% and 15 AL iterations. ELECTRA is used as a successor model, and
DistilBERT – for acquisition in PLASM.
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Abstract

To facilitate research on text generation, this
paper presents a comprehensive and unified
library, TextBox 2.0, focusing on the use of
pre-trained language models (PLMs). To be
comprehensive, our library covers 13 common
text generation tasks and their corresponding
83 datasets and further incorporates 45 PLMs
covering general, translation, Chinese, dia-
logue, controllable, distilled, prompting, and
lightweight PLMs. We also implement 4 ef-
ficient training strategies and provide 4 gen-
eration objectives for pre-training new PLMs
from scratch. To be unified, we design the in-
terfaces to support the entire research pipeline
(from data loading to training and evaluation),
ensuring that each step can be fulfilled in a
unified way. Despite the rich functionality, it
is easy to use our library, either through the
friendly Python API or command line. To val-
idate the effectiveness of our library, we con-
duct extensive experiments and exemplify four
types of research scenarios. The project is re-
leased at the link: https://github.com/
RUCAIBox/TextBox#2.0.

1 Introduction

Text generation, aiming to generate human-like
texts on demand, has been a fundamental technique
in many text applications, such as machine trans-
lation (Dabre et al., 2020), text summarization (El-
Kassas et al., 2021), and dialogue system (Chen
et al., 2017). Recently, pre-trained language mod-
els (PLMs) such as BART (Lewis et al., 2020) have
been the mainstream approach to developing ef-
fective text generation models. With the great ad-
vances in text generation, it has become increas-
ingly important to reproduce, develop, and com-
pare various text generation models in a reliable,
flexible, and unified way.

†Equal contribution.
∗Corresponding author

Considering the rapid progress of PLMs on text
generation, in this paper, we present a significant
extension of a previously released text generation li-
brary, TextBox 1.0 (Li et al., 2021), called TextBox
2.0. Different from TextBox 1.0 and other text gen-
eration libraries (Miller et al., 2017; Klein et al.,
2018; Zhu et al., 2018) (mostly including classical
models based on recurrent neural networks or gen-
erative adversarial networks), this extension mainly
focuses on building a comprehensive and unified
framework for better supporting PLM-based text
generation models. Although some libraries (e.g.,
Fairseq (Ott et al., 2019) and Hugging Face (Wolf
et al., 2020)) also include PLMs, they are designed
for performing myriad NLP tasks (only consider-
ing a few text generation tasks). Moreover, they
don’t maintain a complete evaluation pipeline (e.g.,
data loading, training, inference, and evaluation)
specially designed for text generation. Thus, it is
not fully suited for developing and evaluating text
generation models in a unified way.

In order to better facilitate research on text gen-
eration, TextBox 2.0 introduces a series of new
features for supporting the use of PLMs, which can
be summarized into three major aspects:
• Generation Tasks: Our library supports 13

commonly studied text generation tasks (e.g., trans-
lation and story generation) and their correspond-
ing 83 datasets, including most of the existing main-
stream tasks and datasets for research. We reorga-
nize these datasets so that they are framed in a
unified text-to-text format. Users can simply set
the dataset via the command line or configuration
file without additional preprocessing efforts.
• Generation Models: As a key contribution, our

library incorporates 45 PLMs, covering the cate-
gories of general, translation, Chinese, dialogue,
controllable, distilled, prompting, and lightweight
PLMs. We unify the interface to use existing PLMs
and incorporate new PLMs, and it is convenient
to run different PLMs for a specified task in our
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Aspects TextBox 1.0 TextBox 2.0

Tasks
6 v.s. 13

Summarization, translation, dialogue,
unconditional generation, attribute-
to-text generation, poem generation

Summarization, translation, dialogue, data-to-text, question genera-
tion, question answering, story generation, commonsense generation,
Chinese generation, paraphrase, style transfer and simplification

Models
6 v.s. 45

VAE: LSTMVAE, CNNVAE, CVAE,
HybridVAE
GAN: SeqGAN, TextGAN, RankGAN,
MaliGAN, LeakGAN, MaskGAN
PLM: GPT-2, XLNet, BERT2BERT, T5,
BART, ProphetNet
Seq2Seq: RNN, Transformer, Attr2Seq,
Context2Seq, HRED

General: GPT-2, BERT2BERT, BART, T5, ProphetNet, GPT, GPT-
Neo, OPT, UniLM, MASS, PEGASUS, MVP, Bigbird, LED
Translation: mBART, mT5, Marian, M2M 100, NLLB, XLM
Chinese: CPM, CPT, Chinese-BART, Chinese-T5, Chinese-GPT2
Dialogue: Blenderbot and DialoGPT
Controllable: CTRL and PPLM
Distilled: DistilGPT2 and DistilBART
Prompting: PTG and Context-Tuning
Lightweight: Adapter, Prefix-tuning, Prompt tuning, LoRA, BitFit,
P-Tuning v2

Training
Strategies Distributed data parallel Distributed data parallel, efficient decoding, hyper-parameter opti-

mization, repeated experiments, pre-training objectives

Table 1: Comparison of TextBox 1.0 and TextBox 2.0. We also present a comparison of the numbers of tasks and
pre-trained models between the two versions.

library. We also provide a standard way to compare
these models and analyze the generated results.
• Training Strategies: To support the optimiza-

tion of PLMs, we provide four efficient and ro-
bust training strategies (e.g., efficient decoding)
and four pre-training objectives (e.g., denoising
auto-encoding) for text generation. These strate-
gies make optimizing text generation models more
efficient and reliable. Users can either pre-train a
new model from scratch or fine-tune a pre-trained
model for research purposes.

As another merit, TextBox 2.0 has been largely
aligned with our previous survey on PLM-based
text generation (Li et al., 2022b) in terms of task,
model, and training. It will be meaningful for be-
ginners to explore and learn text generation models
with the survey and supporting libraries.

To summarize, TextBox 2.0 has contributed a
significant addition to the previous version (see Ta-
ble 1 for a detailed comparison) to better support
the use of PLMs for text generation. It implements
and maintains a unified way to conduct research on
text generation with 45 included models, covering
13 tasks, and 83 datasets. We also perform exten-
sive test experiments, and these results show that
TextBox 2.0 can produce very competitive perfor-
mance compared to the original implementations.

2 Library Design

In order to facilitate PLM-based text generation
research, TextBox 2.0 has introduced various new
features, mainly from three aspects: generation
tasks, generation models, and training strategies.

2.1 Generation Tasks
Since there are various text generation applications,
we include 13 widely studied tasks and collect the
corresponding 83 datasets.

Tasks. These 13 tasks in TextBox 2.0 include text
summarization, machine translation, open-ended
dialogue system, data-to-text generation, question
generation, question answering, story generation,
task-oriented dialogue system, commonsense gen-
eration, paraphrase generation, text style transfer,
and text simplification. Besides these English-
centric tasks, we also include Chinese generation
tasks. Existing PLM-based libraries such as Hug-
ging Face (Wolf et al., 2020) are focused on per-
forming extensive NLP tasks and only consider
a few text generation tasks (mainly text summa-
rization and machine translation), which are not
comprehensive for text generation research.

Datasets. For each task, we collect widely-used
datasets and reorganize them in a unified text-to-
text format. In total, we include 83 datasets, and re-
port their details on the page1, including the dataset
description, basic statistics, and training/valida-
tion/testing samples. In addition, we build a leader-
board for each dataset by collecting the automatic
results and generated texts of the latest research.
It is convenient for users to quickly learn about
the baselines and their results. We also encourage
community users to collaboratively maintain the
leaderboard and submit their model results.

1https://github.com/RUCAIBox/TextBox#
dataset
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Metrics. To conduct evaluations with these tasks
and datasets, TextBox 2.0 supports four categories
of automatic metrics: (1) lexical metrics, such as
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004), to measure the n-gram overlap between gen-
erated texts and golden texts; (2) semantic met-
rics, such as BERTScore (Zhang et al., 2020b)
and style strength (Lai et al., 2021), to com-
pare the texts at sentence level; (3) diversity met-
rics, such as Distinct (Li et al., 2016) and Self-
BLEU (Zhu et al., 2018), to evaluate the lexical
diversity of generated texts; (4) accuracy metrics,
such as exact match (Rajpurkar et al., 2016) and in-
form (Budzianowski et al., 2018a), to calculate the
precision of important phrases. In total, we include
12 general metrics and 5 task-specific metrics2.

Besides the analysis using automatic metrics,
TextBox 2.0 provides several visualization tools to
explore and analyze the generated texts in various
dimensions (Liu et al., 2021b; Tuckute et al., 2022).
For instance, Figure 2 shows how it offers new
insights to improve summarization tasks (details
can be found in Section 4.3).

2.2 Generation Models

To support the rapid progress of PLMs on text gen-
eration, TextBox 2.0 incorporates 45 PLMs3 and
aims to build a unified and standardized framework
based on PLMs. We list some included models as
follows:
• General PLMs: GPT-2 (Radford et al., 2019)

and BART (Lewis et al., 2020);
• Translation PLMs: mBART (Liu et al., 2020)

and XLM (CONNEAU and Lample, 2019);
•Chinese PLMs: CPM (Zhang et al., 2021) and

CPT (Shao et al., 2021);
• Dialogue PLMs: DialoGPT (Zhang et al.,

2020c) and Blenderbot (Roller et al., 2021);
• Controllable PLMs: CTRL (Keskar et al.,

2019) and PPLM (Dathathri et al., 2020);
• Distilled PLMs: DistilGPT2 (Sanh et al.,

2019) and DistilBART (Shleifer and Rush, 2020).
• Prompting PLMs: PTG (Li et al., 2022a) and

Context-Tuning (Tang et al., 2022);
• Lightweight modules: Adapter (Houlsby

et al., 2019), Prefix-tuning (Li and Liang, 2021).
The wide coverage of PLMs makes it possible

to deal with different text generation tasks using
2https://github.com/RUCAIBox/TextBox#

evaluation
3https://github.com/RUCAIBox/TextBox#

model

TextBox 2.0. For example, to perform specific
tasks such as dialogue system, users can adopt
task-specific PLMs such as DialoGPT; to deal with
Chinese generation tasks, users can adopt CPT. In
resource-constrained situations, lightweight PLMs
such as prefix-tuning can be a good choice.

2.3 Training Strategies
TextBox 2.0 provides four pre-training objectives
to help users pre-train a model from scratch, in-
cluding language modeling (Radford et al., 2019),
masked sequence-to-sequence modeling (Song
et al., 2019), denoising auto-encoding (Lewis et al.,
2020), and masked span prediction (Raffel et al.,
2020). These pre-training tasks can also be utilized
for domain-adaptive pre-training and task-adaptive
pre-training (Gururangan et al., 2020) to tailor ex-
isting PLM to the domain of a target task.

Also, TextBox 2.0 provides four useful training
methods for improving the optimization of PLMs.
It supports distributed data parallel to implement
models on multiple GPUs and machines to improve
the efficiency of pre-training and fine-tuning. We
incorporate Accelerate4 to support distributed train-
ing with a simple API. To further accelerate the de-
coding efficiency, we integrate FastSeq (Yan et al.,
2021) to optimize the decoding process by atten-
tion cache optimization, repeated n-gram detection,
and asynchronous parallel I/O.

Moreover, TextBox 2.0 enables users to ad-
just and select hyper-parameters automatically.
Based on the library Hyperopt (Bergstra et al.,
2013), users just need to set the parameter range
and search methods, and then the optimal hyper-
parameters and corresponding results will return. It
is useful for PLMs to search for hyper-parameters
such as batch size and learning rate. Our library
also supports performing repeat experiments us-
ing different random seeds in one command line,
which is especially useful to alleviate randomness
especially under few-shot settings.

3 Library Usage

In this section, we introduce how to use our library
in four different kinds of research scenarios by
showing the example codes.

Reproducing existing models. TextBox 2.0 in-
cludes various PLMs and supports many text gen-
eration tasks and datasets. It is convenient for users

4https://github.com/huggingface/
accelerate
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python run_textbox.py \
--dataset=xsum --model=pegasus \
--model_path=google/pegasus-large

class new_model(AbstractModel):
def __init__(self):

…
self.t5 = T5_MODEL
self.gnn = GNN_MODEL

def forward(self, input, label):
…
embeds = self.gnn(input)
output = self.t5(embeds)
return loss_func(output, label)

def generate(self, input):
…
embeds = self.gnn(input)
return self.t5.generate(embeds)

python run_textbox.py \
--dataset=wudao --model=bart \
--pretrain_task=denoising

# hyper.test
Learning_rate choice [1e-5, 3e-5]
train_batch_size choice [64, 256]

# command line instruction
python run_hyper.py \

--space=hyper.test \
--dataset=xsum --model=pegasus \
--model_path=google/pegasus-large

accelerate config
accelerate launch run_textbox.py \

--dataset=wudao --model=bart \
--pretrain_task=denoising

python run_analysis.py \
--dataset=cnndm \
BART_output.txt T5_output.txt

(a) Example for reproducing existing models

(b) Example for hyper-parameter optimization (c) Example for implementing a new model (f) Example for analyzing

(e) Example for multi-GPU pre-training

(d) Example for pre-training a Chinese BART

Figure 1: Example usage of our TextBox 2.0.

to quickly run existing PLMs and reproduce results
for each dataset. In particular, users only need to
specify the dataset and model by setting the config-
urations dataset, model, and model_path,
within a simple command line.

Figure 1(a) presents an example to fine-tune PE-
GASUS (Zhang et al., 2020a) on XSum (Narayan
et al., 2018) dataset. Moreover, TextBox 2.0 en-
ables users to conduct hyper-parameter optimiza-
tion by only providing a list of possible values.
Figure 1(b) shows an example that automatically
adjusts the hyper-parameters learning_rate
and batch_size from the ranges [1× 10−5, 3×
10−5] and [64, 256], respectively.

Implementing a new model. Since TextBox 2.0
builds a unified pipeline for text generation re-
search, users only need to define a new model class
without considering other procedures to implement
a new model. Specially, users should first inherit
from our base model class AbstractModel be-
fore specifying three specific model functions:
(1) __init__(): this function initializes the
architectures and parameters of the model; (2)
forward(): this function is used to calcu-
late the loss for optimization during training; (3)
generate(): this function generates texts based
on input during inference.

Figure 1(c) presents an example of implementing
a new model for the KG-to-text generation task . In
this example, the model adopts a graph neural net-
work (GNN) to encode KG and then uses T5 (Raf-
fel et al., 2020) to generate texts. We first define the
GNN and T5 models in the __init__() func-
tion. Then, we use GNN to encode KG to em-
beddings as the input of T5 and compute the loss
according to target labels in the forward() func-
tion. Finally, we use a similar process to generate
text in the generate() function.

Pre-training a new model. In TextBox 2.0, we
provide several pre-training objectives for users
to pre-train new models from scratch. Specifi-
cally, users just need to specify the pre-training
task, pre-training corpus, and architecture by set-
ting pretrain_task, dataset, and model.
Figure 1(d) shows an example that pre-trains a Chi-
nese BART on the WuDaoCorpora (Yuan et al.,
2021) using the denoising pre-training objective.

To improve the pre-training efficiency, TextBox
2.0 supports distributed data parallel and efficient
decoding (Section 2.3). Figure 1(e) shows an
illustrative example of how users can use the
accelerate command to set configurations of
multiple devices and launch the training code.

Analyzing generated results. Besides simply
obtaining the evaluation results, our library pro-
vides several visualization analysis mechanisms
to perform deep analysis on the generated results
of models. For example, we support the use of
the statistical chart to analyze the mean and stan-
dard deviation scores for different sentence lengths.
These methods can help users learn about the ad-
vantages and disadvantages of different models in a
detailed comparison. Figure 1(f) shows an example
of how to run the analysis using a simple command
line and the results can be found in Figure 2. This
example compares the generated texts of BART
and T5 on the CNN/DailyMail dataset.

4 Experiments

In this section, we conduct extensive experiments
to verify the generation abilities of TextBox 2.0.

4.1 Result Reproduction

As an open-source library, TextBox 2.0 should be
able to reproduce the results of existing work ef-
fectively. To verify this, we select a number of
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Text Summarization Text Simplification Chinese Generation Translation

R-1 R-2 R-L B-4 ME R-2 LCSTS CSL ADGEN En→Ro Ro→En

BART 44.16a 21.28 40.90 88.30b 55.60 86.10 40.60c 64.20 10.00 37.70d 37.80
BART (ours) 44.470.10 21.500.14 41.350.08 90.810.24 57.580.19 83.360.07 42.960.18 64.340.63 10.200.15 37.200.17 37.480.31

Data-to-text Generation Commonsense Generation Question Generation QA

B-4 ME R-L B-4 CIDEr SPICE B-4 ME R-L F1 EM

BART 64.55e 46.51 75.13 27.50f 14.12 30.00 22.00g 26.40 50.30 91.56h 84.23
BART (ours) 67.330.06 47.780.07 76.830.04 28.180.45 12.980.13 33.000.40 25.080.13 26.730.18 52.550.07 93.040.08 86.440.21

Open-ended Dialogue System Task-oriented Dialogue System Story Generation

B-1 B-2 D-1 D-2 B-4 Success Inform Comb. B-1 B-2 D-4

BART 49.90g 40.00 1.30 8.00 17.89i 74.91 84.88 97.78 30.70j 13.30 69.90
BART (ours) 49.581.12 39.240.90 1.440.09 8.890.57 20.170.63 75.401.22 84.401.15 100.070.53 33.790.13 15.780.21 78.762.15

Paraphrase Generation Style Transfer (E&M) Style Transfer (F&R)

B-4 ME R-1 R-2 R-L B-4 Acc. HM B-4 Acc. HM

BART 47.30k 49.70 73.30 54.10 75.10 76.50l 92.90 83.90 79.30 92.00 85.20
BART (Ours) 48.350.70 50.600.49 74.160.47 55.250.74 75.840.42 76.930.55 94.370.87 84.740.05 80.110.29 92.290.37 85.770.10

Table 2: The results of BART on thirteen tasks from the original papers and our TextBox 2.0. QA is short for
question answering. B, R, D, ME, EM, HM, Acc., and Comb. denote BLEU, ROUGE, Distinct, METEOR, exact
match, harmonic mean, accuracy, and combined score, respectively. LCSTS, CSL, ADGEN, and En↔Ro are
evaluated using the R-L, R-L, B-4, and B-4 metrics, respectively. a(Lewis et al., 2020) b(Gehrmann et al.,
2021) c(Shao et al., 2021) d(Liu et al., 2020) e(Ke et al., 2021) f (Lin et al., 2020a) g(Liu et al., 2021a)
h(Xu et al., 2021) i(Lin et al., 2020b) j(Guan et al., 2021) k(Sun et al., 2021) l(Lai et al., 2021)

widely-used datasets for each task (introduced in
Section 2.1) and compare the results conducted
by TextBox 2.0 with those in the original papers.
We totally evaluate 13 tasks using 14 datasets, in-
cluding CNN/DailyMail (See et al., 2017), Wiki-
Auto + Turk (Liu et al., 2021a), LCSTS (Hu
et al., 2015), CSL5, ADGEN (Shao et al., 2019),
WMT 16 English-Romanian (En↔Ro) (Bojar et al.,
2016), WebNLG 2.1 (Gardent et al., 2017), Com-
monGen (Lin et al., 2020a), SQuAD (Rajpurkar
et al., 2016), PersonaChat (Zhang et al., 2018),
MultiWOZ 2.0 (Budzianowski et al., 2018b),
ROCStories (Mostafazadeh et al., 2016), GYAFC
(E&M and F&R) (Rao and Tetreault, 2018), and
Quora (Kumar et al., 2020).

Since BART is the prevalent PLM for text gen-
eration, we endeavor to reproduce existing works
with BARTLARGE

6. For all experiments, we em-
ploy the sequence-to-sequence cross-entropy loss
with a label smoothing factor of 0.1 as the ob-
jective function. We optimize the model using
AdamW (Loshchilov and Hutter, 2019) with a con-
stant learning rate of 3× 10−5. The accumulated
batch size is set to 192. During inference, we apply
beam search with a beam size of 5 and no-repeat

5https://github.com/CLUEbenchmark/CLGE
6For translation tasks, we utilize mBART-CC25 (Liu et al.,

2020). For Chinese generation tasks, we utilize Chinese
BARTLARGE (Shao et al., 2021).

Library Preparation Training Generation
(minutes) (minutes) (minutes)

Fairseq 2.930.02 410.058.86 79.241.50

Hugging Face 4.020.12 416.254.47 75.692.53

TextBox 2.0 3.810.14 393.995.09 27.051.03

Table 3: Efficiency comparison of three libraries for
BARTLARGE fine-tuned on CNN/DailyMail. The prepa-
ration stage consists of configuration loading, text to-
kenization, and necessary initialization options. The
training stage takes time for fine-tuning on the training
set in one epoch. The generation stage takes time to
generate on the test set with a beam size of 5.

n-gram size of 3. To reduce randomness, we re-
port the mean and standard deviation of our results
based on three random seeds: 2020, 2021, and
2022. All codes are implemented in PyTorch 1.11.0
on Ubuntu SMP 20.04.1 (Linux 5.15.0-46) with
one GPU (NVIDIA GeForce RTX 3090 24GB).

To conduct these experiments, we only need to
run the script shown in Figure 1 (a) with differ-
ent dataset names. As shown in Table 2, our
TextBox 2.0 can faithfully reproduce the results
reported in existing work. Remarkably, our library
achieves better performances than original works
on 37 of the 44 metrics evaluated. It might be
because we adopt optimization strategies such as
label smoothing and large batch sizes.
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(a) Leaderboard of CNN/DailyMail (b) ROUGE-L scores of BART and T5
for different input lengths

(c) N-gram overlap of target and gener-
ated texts with input document

Figure 2: The partial visualization analysis on CNN/DailyMail dataset. The whole one can be found at https:
//github.com/RUCAIBox/TextBox/blob/2.0.0/asset/example-analysis.html.

4.2 Efficiency Comparison

In addition to accurately reproducing results, we
have optimized TextBox 2.0 for computational ef-
ficiency. We streamline the training process and
support efficient decoding strategies. To compare
the efficiency, we choose the well-known PLM li-
braries Fairseq7 and Hugging Face8, and then test
the time consumption under identical settings de-
scribed in Section 4.1.

From the results in Table 3, we can see that our
TextBox 2.0 is more efficient than Fairseq and Hug-
ging Face. During training, TextBox 2.0 simplifies
the training process and reduces the time spent on
non-essential functions such as trainer management
and loss tracking. In the generation process, our
library is significantly faster than the other two
libraries due to the incorporation of efficient decod-
ing strategies introduced in Section 2.3.

4.3 Visualization Analysis

Besides reproducing a model, it is also important to
compare existing methods, analyze the generated
texts, and explore directions for improvement. Our
library sets a specific leaderboard for each dataset,
including basic metric results, author repositories,
and generated texts. Figure 2 (a) showcases the
leaderboard for the CNN/DailyMail dataset.

Users can also utilize TextBox 2.0 to conduct
visualization analysis for specified models. For
example, our library can automatically plot the
boxplot of the ROUGE-L score for different in-
put lengths and the n-gram overlap of target and
generated texts with the input document. From
the results in Figure 2 (b), we can find that T5 ex-

7We utilize the code from Fairseq 0.12.2.
8We utilize the code from Transformers 4.20.1.

cels at short document summarization while BART
excels at long document summarization. It is use-
ful to analyze and improve the deficiencies of text
generation models or obtain better performance
by combining their results. As another example,
Figure 2 (c) illustrates that BART and T5 have a sig-
nificantly higher n-gram overlap ratio than golden
sentences, indicating that they tend to “copy” the
input document rather than “summarize” it. From
such analysis results, users can apply the methods
proposed by Goyal et al. (2022) to alleviate it.

5 Conclusion

This paper presented TextBox 2.0, a comprehen-
sive and unified library for conducting research on
PLM-based text generation. Our library makes sig-
nificant extensions in three major aspects, namely
generation tasks (13 tasks and 83 datasets), genera-
tion models (45 PLMs), and training strategies (e.g.,
distributed data parallel and efficient decoding). Re-
sults from extensive test experiments demonstrate
that our library can accurately reproduce existing
models. Besides, we also provide a series of utility
tools to better analyze and explore the generated re-
sults. To summarize, our library can be very useful
to facilitate text generation research, and our team
will improve this library with regular updates.
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Swayamdipta, Kyle Lo, Iz Beltagy, Doug Downey,
and Noah A. Smith. 2020. Don’t stop pretraining:
Adapt language models to domains and tasks. In
Proceedings of the 58th Annual Meeting of the
Association for Computational Linguistics, pages
8342–8360, Online. Association for Computational
Linguistics.

Neil Houlsby, Andrei Giurgiu, Stanislaw Jastrzebski,
Bruna Morrone, Quentin de Laroussilhe, Andrea

441

https://proceedings.mlr.press/v28/bergstra13.html
https://proceedings.mlr.press/v28/bergstra13.html
https://proceedings.mlr.press/v28/bergstra13.html
https://doi.org/10.18653/v1/W16-2200
https://doi.org/10.18653/v1/W16-2200
https://doi.org/10.18653/v1/W16-2200
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.1145/3166054.3166058
https://doi.org/10.1145/3166054.3166058
https://proceedings.neurips.cc/paper/2019/file/c04c19c2c2474dbf5f7ac4372c5b9af1-Paper.pdf
https://doi.org/10.1145/3406095
https://doi.org/10.1145/3406095
https://openreview.net/forum?id=H1edEyBKDS
https://openreview.net/forum?id=H1edEyBKDS
https://doi.org/https://doi.org/10.1016/j.eswa.2020.113679
https://doi.org/https://doi.org/10.1016/j.eswa.2020.113679
https://doi.org/10.18653/v1/P17-1017
https://doi.org/10.18653/v1/P17-1017
https://doi.org/10.18653/v1/2021.gem-1.10
https://doi.org/10.18653/v1/2021.gem-1.10
https://aclanthology.org/2022.findings-acl.163
https://aclanthology.org/2022.findings-acl.163
https://doi.org/10.18653/v1/2021.acl-long.499
https://doi.org/10.18653/v1/2021.acl-long.499
https://doi.org/10.18653/v1/2021.acl-long.499
https://doi.org/10.18653/v1/2020.acl-main.740
https://doi.org/10.18653/v1/2020.acl-main.740


Gesmundo, Mona Attariyan, and Sylvain Gelly.
2019. Parameter-efficient transfer learning for NLP.
In ICML.

Baotian Hu, Qingcai Chen, and Fangze Zhu. 2015. LC-
STS: A large scale Chinese short text summarization
dataset. In Proceedings of the 2015 Conference on
Empirical Methods in Natural Language Processing,
pages 1967–1972, Lisbon, Portugal. Association for
Computational Linguistics.

Pei Ke, Haozhe Ji, Yu Ran, Xin Cui, Liwei Wang, Lin-
feng Song, Xiaoyan Zhu, and Minlie Huang. 2021.
JointGT: Graph-text joint representation learning for
text generation from knowledge graphs. In Find-
ings of the Association for Computational Linguis-
tics: ACL-IJCNLP 2021, pages 2526–2538, Online.
Association for Computational Linguistics.

Nitish Shirish Keskar, Bryan McCann, Lav R Varshney,
Caiming Xiong, and Richard Socher. 2019. Ctrl: A
conditional transformer language model for control-
lable generation. arXiv preprint arXiv:1909.05858.

Guillaume Klein, Yoon Kim, Yuntian Deng, Vincent
Nguyen, Jean Senellart, and Alexander Rush. 2018.
OpenNMT: Neural machine translation toolkit. In
Proceedings of the 13th Conference of the Associa-
tion for Machine Translation in the Americas (Vol-
ume 1: Research Track), pages 177–184, Boston,
MA. Association for Machine Translation in the
Americas.

Ashutosh Kumar, Kabir Ahuja, Raghuram Vadapalli,
and Partha Talukdar. 2020. Syntax-guided con-
trolled generation of paraphrases. Transactions
of the Association for Computational Linguistics,
8:329–345.

Huiyuan Lai, Antonio Toral, and Malvina Nissim.
2021. Thank you BART! rewarding pre-trained
models improves formality style transfer. In Pro-
ceedings of the 59th Annual Meeting of the Associa-
tion for Computational Linguistics and the 11th In-
ternational Joint Conference on Natural Language
Processing (Volume 2: Short Papers), pages 484–
494, Online. Association for Computational Linguis-
tics.

Mike Lewis, Yinhan Liu, Naman Goyal, Mar-
jan Ghazvininejad, Abdelrahman Mohamed, Omer
Levy, Veselin Stoyanov, and Luke Zettlemoyer.
2020. BART: Denoising sequence-to-sequence pre-
training for natural language generation, translation,
and comprehension. In Proceedings of the 58th An-
nual Meeting of the Association for Computational
Linguistics, pages 7871–7880, Online. Association
for Computational Linguistics.

Jiwei Li, Michel Galley, Chris Brockett, Jianfeng Gao,
and Bill Dolan. 2016. A diversity-promoting ob-
jective function for neural conversation models. In
Proceedings of the 2016 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,

pages 110–119, San Diego, California. Association
for Computational Linguistics.

Junyi Li, Tianyi Tang, Gaole He, Jinhao Jiang, Xiaox-
uan Hu, Puzhao Xie, Zhipeng Chen, Zhuohao Yu,
Wayne Xin Zhao, and Ji-Rong Wen. 2021. TextBox:
A unified, modularized, and extensible framework
for text generation. In Proceedings of the 59th An-
nual Meeting of the Association for Computational
Linguistics and the 11th International Joint Con-
ference on Natural Language Processing: System
Demonstrations, pages 30–39, Online. Association
for Computational Linguistics.

Junyi Li, Tianyi Tang, Jian-Yun Nie, Ji-Rong Wen, and
Xin Zhao. 2022a. Learning to transfer prompts for
text generation. In Proceedings of the 2022 Con-
ference of the North American Chapter of the As-
sociation for Computational Linguistics: Human
Language Technologies, pages 3506–3518, Seattle,
United States. Association for Computational Lin-
guistics.

Junyi Li, Tianyi Tang, Wayne Xin Zhao, Jian-Yun Nie,
and Ji-Rong Wen. 2022b. A survey of pretrained lan-
guage models based text generation. arXiv preprint
arXiv:2201.05273.

Xiang Lisa Li and Percy Liang. 2021. Prefix-tuning:
Optimizing continuous prompts for generation. In
Proceedings of the 59th Annual Meeting of the
Association for Computational Linguistics and the
11th International Joint Conference on Natural Lan-
guage Processing (Volume 1: Long Papers), pages
4582–4597, Online. Association for Computational
Linguistics.

Bill Yuchen Lin, Wangchunshu Zhou, Ming Shen, Pei
Zhou, Chandra Bhagavatula, Yejin Choi, and Xiang
Ren. 2020a. CommonGen: A constrained text gen-
eration challenge for generative commonsense rea-
soning. In Findings of the Association for Computa-
tional Linguistics: EMNLP 2020, pages 1823–1840,
Online. Association for Computational Linguistics.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

Zhaojiang Lin, Andrea Madotto, Genta Indra Winata,
and Pascale Fung. 2020b. MinTL: Minimalist trans-
fer learning for task-oriented dialogue systems. In
Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
pages 3391–3405, Online. Association for Computa-
tional Linguistics.

Dayiheng Liu, Yu Yan, Yeyun Gong, Weizhen Qi,
Hang Zhang, Jian Jiao, Weizhu Chen, Jie Fu, Linjun
Shou, Ming Gong, Pengcheng Wang, Jiusheng Chen,
Daxin Jiang, Jiancheng Lv, Ruofei Zhang, Winnie
Wu, Ming Zhou, and Nan Duan. 2021a. GLGE: A

442

https://doi.org/10.18653/v1/D15-1229
https://doi.org/10.18653/v1/D15-1229
https://doi.org/10.18653/v1/D15-1229
https://doi.org/10.18653/v1/2021.findings-acl.223
https://doi.org/10.18653/v1/2021.findings-acl.223
http://arxiv.org/abs/1909.05858
http://arxiv.org/abs/1909.05858
http://arxiv.org/abs/1909.05858
https://aclanthology.org/W18-1817
https://doi.org/10.1162/tacl_a_00318
https://doi.org/10.1162/tacl_a_00318
https://doi.org/10.18653/v1/2021.acl-short.62
https://doi.org/10.18653/v1/2021.acl-short.62
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/N16-1014
https://doi.org/10.18653/v1/N16-1014
https://doi.org/10.18653/v1/2021.acl-demo.4
https://doi.org/10.18653/v1/2021.acl-demo.4
https://doi.org/10.18653/v1/2021.acl-demo.4
https://doi.org/10.18653/v1/2022.naacl-main.257
https://doi.org/10.18653/v1/2022.naacl-main.257
https://arxiv.org/abs/2201.05273
https://arxiv.org/abs/2201.05273
https://doi.org/10.18653/v1/2021.acl-long.353
https://doi.org/10.18653/v1/2021.acl-long.353
https://doi.org/10.18653/v1/2020.findings-emnlp.165
https://doi.org/10.18653/v1/2020.findings-emnlp.165
https://doi.org/10.18653/v1/2020.findings-emnlp.165
https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
https://doi.org/10.18653/v1/2020.emnlp-main.273
https://doi.org/10.18653/v1/2020.emnlp-main.273
https://doi.org/10.18653/v1/2021.findings-acl.36


new general language generation evaluation bench-
mark. In Findings of the Association for Computa-
tional Linguistics: ACL-IJCNLP 2021, pages 408–
420, Online. Association for Computational Linguis-
tics.

Pengfei Liu, Jinlan Fu, Yang Xiao, Weizhe Yuan,
Shuaichen Chang, Junqi Dai, Yixin Liu, Zihuiwen
Ye, and Graham Neubig. 2021b. ExplainaBoard:
An explainable leaderboard for NLP. In Proceed-
ings of the 59th Annual Meeting of the Association
for Computational Linguistics and the 11th Interna-
tional Joint Conference on Natural Language Pro-
cessing: System Demonstrations, pages 280–289,
Online. Association for Computational Linguistics.

Yinhan Liu, Jiatao Gu, Naman Goyal, Xian Li, Sergey
Edunov, Marjan Ghazvininejad, Mike Lewis, and
Luke Zettlemoyer. 2020. Multilingual denoising
pre-training for neural machine translation. Transac-
tions of the Association for Computational Linguis-
tics, 8:726–742.

Ilya Loshchilov and Frank Hutter. 2019. Decoupled
weight decay regularization. In International Con-
ference on Learning Representations.

Alexander Miller, Will Feng, Dhruv Batra, Antoine
Bordes, Adam Fisch, Jiasen Lu, Devi Parikh, and
Jason Weston. 2017. ParlAI: A dialog research soft-
ware platform. In Proceedings of the 2017 Con-
ference on Empirical Methods in Natural Language
Processing: System Demonstrations, pages 79–84,
Copenhagen, Denmark. Association for Computa-
tional Linguistics.

Nasrin Mostafazadeh, Nathanael Chambers, Xiaodong
He, Devi Parikh, Dhruv Batra, Lucy Vanderwende,
Pushmeet Kohli, and James Allen. 2016. A cor-
pus and cloze evaluation for deeper understanding of
commonsense stories. In Proceedings of the 2016
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 839–849, San Diego,
California. Association for Computational Linguis-
tics.

Shashi Narayan, Shay B. Cohen, and Mirella Lapata.
2018. Don’t give me the details, just the summary!
topic-aware convolutional neural networks for ex-
treme summarization. In Proceedings of the 2018
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 1797–1807, Brussels, Bel-
gium. Association for Computational Linguistics.

Myle Ott, Sergey Edunov, Alexei Baevski, Angela
Fan, Sam Gross, Nathan Ng, David Grangier, and
Michael Auli. 2019. fairseq: A fast, extensible
toolkit for sequence modeling. In Proceedings of
the 2019 Conference of the North American Chap-
ter of the Association for Computational Linguistics
(Demonstrations), pages 48–53, Minneapolis, Min-
nesota. Association for Computational Linguistics.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic eval-
uation of machine translation. In Proceedings of
the 40th Annual Meeting of the Association for Com-
putational Linguistics, pages 311–318, Philadelphia,
Pennsylvania, USA. Association for Computational
Linguistics.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan,
Dario Amodei, Ilya Sutskever, et al. 2019. Lan-
guage models are unsupervised multitask learners.
OpenAI blog, 1(8):9.

Colin Raffel, Noam Shazeer, Adam Roberts, Kather-
ine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J. Liu. 2020. Exploring
the limits of transfer learning with a unified text-to-
text transformer. Journal of Machine Learning Re-
search, 21(140):1–67.

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and
Percy Liang. 2016. SQuAD: 100,000+ questions for
machine comprehension of text. In Proceedings of
the 2016 Conference on Empirical Methods in Natu-
ral Language Processing, pages 2383–2392, Austin,
Texas. Association for Computational Linguistics.

Sudha Rao and Joel Tetreault. 2018. Dear sir or
madam, may I introduce the GYAFC dataset: Cor-
pus, benchmarks and metrics for formality style
transfer. In Proceedings of the 2018 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long Papers), pages 129–140,
New Orleans, Louisiana. Association for Computa-
tional Linguistics.

Stephen Roller, Emily Dinan, Naman Goyal, Da Ju,
Mary Williamson, Yinhan Liu, Jing Xu, Myle Ott,
Eric Michael Smith, Y-Lan Boureau, and Jason We-
ston. 2021. Recipes for building an open-domain
chatbot. In Proceedings of the 16th Conference of
the European Chapter of the Association for Compu-
tational Linguistics: Main Volume, pages 300–325,
Online. Association for Computational Linguistics.

Victor Sanh, Lysandre Debut, Julien Chaumond, and
Thomas Wolf. 2019. Distilbert, a distilled version
of bert: smaller, faster, cheaper and lighter. arXiv
preprint arXiv:1910.01108.

Abigail See, Peter J. Liu, and Christopher D. Manning.
2017. Get to the point: Summarization with pointer-
generator networks. In Proceedings of the 55th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 1073–
1083, Vancouver, Canada. Association for Computa-
tional Linguistics.

Yunfan Shao, Zhichao Geng, Yitao Liu, Junqi Dai,
Fei Yang, Li Zhe, Hujun Bao, and Xipeng Qiu.
2021. Cpt: A pre-trained unbalanced transformer
for both chinese language understanding and gener-
ation. arXiv preprint arXiv:2109.05729.

443

https://doi.org/10.18653/v1/2021.findings-acl.36
https://doi.org/10.18653/v1/2021.findings-acl.36
https://doi.org/10.18653/v1/2021.acl-demo.34
https://doi.org/10.18653/v1/2021.acl-demo.34
https://doi.org/10.1162/tacl_a_00343
https://doi.org/10.1162/tacl_a_00343
https://openreview.net/forum?id=Bkg6RiCqY7
https://openreview.net/forum?id=Bkg6RiCqY7
https://doi.org/10.18653/v1/D17-2014
https://doi.org/10.18653/v1/D17-2014
https://doi.org/10.18653/v1/N16-1098
https://doi.org/10.18653/v1/N16-1098
https://doi.org/10.18653/v1/N16-1098
https://doi.org/10.18653/v1/D18-1206
https://doi.org/10.18653/v1/D18-1206
https://doi.org/10.18653/v1/D18-1206
https://doi.org/10.18653/v1/N19-4009
https://doi.org/10.18653/v1/N19-4009
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
https://doi.org/10.18653/v1/D16-1264
https://doi.org/10.18653/v1/D16-1264
https://doi.org/10.18653/v1/N18-1012
https://doi.org/10.18653/v1/N18-1012
https://doi.org/10.18653/v1/N18-1012
https://doi.org/10.18653/v1/N18-1012
https://doi.org/10.18653/v1/2021.eacl-main.24
https://doi.org/10.18653/v1/2021.eacl-main.24
http://arxiv.org/abs/1910.01108
http://arxiv.org/abs/1910.01108
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
http://arxiv.org/abs/2109.05729
http://arxiv.org/abs/2109.05729
http://arxiv.org/abs/2109.05729


Zhihong Shao, Minlie Huang, Jiangtao Wen, Wenfei
Xu, and Xiaoyan Zhu. 2019. Long and diverse text
generation with planning-based hierarchical varia-
tional model. In Proceedings of the 2019 Confer-
ence on Empirical Methods in Natural Language
Processing and the 9th International Joint Confer-
ence on Natural Language Processing (EMNLP-
IJCNLP), pages 3257–3268, Hong Kong, China. As-
sociation for Computational Linguistics.

Sam Shleifer and Alexander M Rush. 2020. Pre-
trained summarization distillation. arXiv preprint
arXiv:2010.13002.

Kaitao Song, Xu Tan, Tao Qin, Jianfeng Lu, and Tie-
Yan Liu. 2019. MASS: masked sequence to se-
quence pre-training for language generation. In Pro-
ceedings of the 36th International Conference on
Machine Learning, ICML 2019, 9-15 June 2019,
Long Beach, California, USA, volume 97 of Pro-
ceedings of Machine Learning Research, pages
5926–5936. PMLR.

Jiao Sun, Xuezhe Ma, and Nanyun Peng. 2021. AE-
SOP: Paraphrase generation with adaptive syntactic
control. In Proceedings of the 2021 Conference on
Empirical Methods in Natural Language Processing,
pages 5176–5189, Online and Punta Cana, Domini-
can Republic. Association for Computational Lin-
guistics.

Tianyi Tang, Junyi Li, Wayne Xin Zhao, and Ji-Rong
Wen. 2022. Context-tuning: Learning contextual-
ized prompts for natural language generation. In
Proceedings of the 29th International Conference
on Computational Linguistics, pages 6340–6354,
Gyeongju, Republic of Korea. International Com-
mittee on Computational Linguistics.

Greta Tuckute, Aalok Sathe, Mingye Wang, Harley
Yoder, Cory Shain, and Evelina Fedorenko. 2022.
SentSpace: Large-scale benchmarking and evalua-
tion of text using cognitively motivated lexical, syn-
tactic, and semantic features. In Proceedings of
the 2022 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies: System Demonstra-
tions, pages 99–113, Hybrid: Seattle, Washington +
Online. Association for Computational Linguistics.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Remi Louf, Morgan Funtow-
icz, Joe Davison, Sam Shleifer, Patrick von Platen,
Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu,
Teven Le Scao, Sylvain Gugger, Mariama Drame,
Quentin Lhoest, and Alexander Rush. 2020. Trans-
formers: State-of-the-art natural language process-
ing. In Proceedings of the 2020 Conference on Em-
pirical Methods in Natural Language Processing:
System Demonstrations, pages 38–45, Online. Asso-
ciation for Computational Linguistics.

Peng Xu, Davis Liang, Zhiheng Huang, and Bing
Xiang. 2021. Attention-guided generative models

for extractive question answering. arXiv preprint
arXiv:2110.06393.

Yu Yan, Fei Hu, Jiusheng Chen, Nikhil Bhendawade,
Ting Ye, Yeyun Gong, Nan Duan, Desheng Cui,
Bingyu Chi, and Ruofei Zhang. 2021. FastSeq:
Make sequence generation faster. In Proceedings of
the 59th Annual Meeting of the Association for Com-
putational Linguistics and the 11th International
Joint Conference on Natural Language Processing:
System Demonstrations, pages 218–226, Online. As-
sociation for Computational Linguistics.

Sha Yuan, Hanyu Zhao, Zhengxiao Du, Ming Ding,
Xiao Liu, Yukuo Cen, Xu Zou, Zhilin Yang, and Jie
Tang. 2021. Wudaocorpora: A super large-scale chi-
nese corpora for pre-training language models. AI
Open, 2:65–68.

Jingqing Zhang, Yao Zhao, Mohammad Saleh, and Pe-
ter Liu. 2020a. PEGASUS: Pre-training with ex-
tracted gap-sentences for abstractive summarization.
In Proceedings of the 37th International Conference
on Machine Learning, pages 11328–11339.

Saizheng Zhang, Emily Dinan, Jack Urbanek, Arthur
Szlam, Douwe Kiela, and Jason Weston. 2018. Per-
sonalizing dialogue agents: I have a dog, do you
have pets too? In Proceedings of the 56th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 2204–
2213, Melbourne, Australia. Association for Com-
putational Linguistics.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q.
Weinberger, and Yoav Artzi. 2020b. Bertscore:
Evaluating text generation with bert. In Interna-
tional Conference on Learning Representations.

Yizhe Zhang, Siqi Sun, Michel Galley, Yen-Chun Chen,
Chris Brockett, Xiang Gao, Jianfeng Gao, Jingjing
Liu, and Bill Dolan. 2020c. DIALOGPT : Large-
scale generative pre-training for conversational re-
sponse generation. In Proceedings of the 58th An-
nual Meeting of the Association for Computational
Linguistics: System Demonstrations, pages 270–
278, Online. Association for Computational Linguis-
tics.

Zhengyan Zhang, Xu Han, Hao Zhou, Pei Ke, Yuxian
Gu, Deming Ye, Yujia Qin, Yusheng Su, Haozhe Ji,
Jian Guan, et al. 2021. Cpm: A large-scale gener-
ative chinese pre-trained language model. AI Open,
2:93–99.

Yaoming Zhu, Sidi Lu, Lei Zheng, Jiaxian Guo,
Weinan Zhang, Jun Wang, and Yong Yu. 2018. Texy-
gen: A benchmarking platform for text generation
models. In The 41st International ACM SIGIR Con-
ference on Research & Development in Information
Retrieval, SIGIR 2018, Ann Arbor, MI, USA, July 08-
12, 2018, pages 1097–1100. ACM.

444

https://doi.org/10.18653/v1/D19-1321
https://doi.org/10.18653/v1/D19-1321
https://doi.org/10.18653/v1/D19-1321
http://arxiv.org/abs/2010.13002
http://arxiv.org/abs/2010.13002
https://doi.org/10.18653/v1/2021.emnlp-main.420
https://doi.org/10.18653/v1/2021.emnlp-main.420
https://doi.org/10.18653/v1/2021.emnlp-main.420
https://aclanthology.org/2022.coling-1.552
https://aclanthology.org/2022.coling-1.552
https://aclanthology.org/2022.naacl-demo.11
https://aclanthology.org/2022.naacl-demo.11
https://aclanthology.org/2022.naacl-demo.11
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
http://arxiv.org/abs/2110.06393
http://arxiv.org/abs/2110.06393
https://doi.org/10.18653/v1/2021.acl-demo.26
https://doi.org/10.18653/v1/2021.acl-demo.26
https://www.sciencedirect.com/science/article/pii/S2666651021000152
https://www.sciencedirect.com/science/article/pii/S2666651021000152
https://proceedings.mlr.press/v119/zhang20ae.html
https://proceedings.mlr.press/v119/zhang20ae.html
https://doi.org/10.18653/v1/P18-1205
https://doi.org/10.18653/v1/P18-1205
https://doi.org/10.18653/v1/P18-1205
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr
https://doi.org/10.18653/v1/2020.acl-demos.30
https://doi.org/10.18653/v1/2020.acl-demos.30
https://doi.org/10.18653/v1/2020.acl-demos.30


Author Index

Abhishek, Guttu, 121
Al Khalil, Muhamed, 242
Alhafni, Bashar, 242
Ananthasubramaniam, Aparna, 327
Andrews, Pierre, 258
Antypas, Dimosthenis, 38
Au, Jimmy, 178

Bai, Fan, 311
Baldwin, Timothy, 60
Bast, Hannah, 72
Ben Rim, Wiem, 338
Berg-kirkpatrick, Taylor, 379
Bhagavatula, Chandra, 200
Bhattacharjee, Abhik, 266
Bianchi, Federico, 289
Bohnet, Bernd, 266
Boisson, Joanne, 38
Borchardt, Jonathan, 200
Branchaud-charron, Frederic, 298
Brin, Lindsay, 298
Brock, Stephen, 224

Caciularu, Avi, 12
Camacho-collados, Jose, 38
Cao, Jie, 191
Cao, Pengfei, 1
Chai, Junyi, 191
Chan, Sophia, 169
Chen, Lingjiao, 359
Chen, Xiang, 98
Chen, Yanxu, 396
Chen, Yingfa, 396
Chen, Yubo, 1
Chen, Zhipeng, 435
Chi, Bingyu, 191
Choshen, Leshem, 159
Chowdhury, Md Faisal Mahbub, 282
Clavel, Chloé, 250
Cohn, Trevor, 60
Cutrona, Vincenzo, 289
Çelebi, Onur, 258

Dai, Wenxun, 435
Danilevsky, Marina, 159
Dar, Guy, 12
Dedeloudis, Apostolos, 327
Dong, Victor Ye, 191

Dorna, Vineeth, 121
Downey, Doug, 200
Durrett, Greg, 351

Epelboim, Dina, 159
Espinosa Anke, Luis, 38

Fan, Angela, 258
Freitag, Dayne, 311
Frermann, Lea, 60

Gardner, Matt, 389
Gashteovski, Kiril, 338
Gauthier-melancon, Gabrielle, 298
Gehrmann, Sebastian, 266
Gera, Ariel, 159
Geva, Mor, 12
Ghosh, Debanjan, 169
Gimpel, Kevin, 379
Glass, Michael, 282
Gliozzo, Alfio, 282
Goldberg, Yoav, 12
Goldwasser, Dan, 371
Golobokov, Konstantin, 191
Gong, Baitao, 396
Goyal, Tanya, 351
Grande, Karine, 298
Gu, Mandy, 191
Guan, Jian, 214
Guo, Yingzhe, 258

Habash, Nizar, 242, 319
Halfon, Alon, 159
Han, Xu, 396
Han, Xudong, 60
Hazim, Reem, 242
He, Shizhu, 148
Heffernan, Kevin, 258
Helwe, Chadi, 250
Hertel, Matthias, 72
Hoi, Steven C.h., 178
Hope, Tom, 200
Hovy, Dirk, 289
Hu, Yiwen, 435
Huang, Jun, 22
Huang, Minlie, 214

Ingole, Harshad, 121

445



Inoue, Go, 319
Iyer, Rishabh, 121

Jin, Zhuoran, 1
Johnson, Sophie, 200
Joty, Shafiq, 178
Jurgens, David, 327

Kamran, Ammar, 258
Katsis, Yannis, 159
Khromov, Nikita, 406
Kim, Juyong, 109
King, Daniel, 200
Kireev, Danil, 406
Kreutzer, Julia, 50
Kuehl, Bailey, 200
Kuzmin, Gleb, 406

Larionov, Daniil, 406
Laturia, Parth, 121
Lawonn, Kai, 137
Lawrence, Carolin, 338
Lazichny, Ivan, 406
Le, Di, 298
Lee, Kyusong, 30
Li, Bin, 148
Li, Junyi, 435
Li, Junyi Jessy, 351
Li, Lei, 22, 98
Li, Shutao, 148
Li, Yitong, 60
Li, Zhoubo, 98
Liakata, Maria, 80
Liang, Weixin, 359
Lin, Wei, 22
Liu, Fangyu, 38
Liu, Kang, 1, 148
Liu, Pengfei, 338
Liu, Tingting, 22
Liu, Yi, 191
Liu, Zhiyuan, 396
Lo, Kyle, 200
Logan Iv, Robert L, 389
Loureiro, Daniel, 38
Lu, Xiaopeng, 30
Luccioni, Sasha, 128

Madaan, Aman, 266
Madrid, Peter, 311
Mahendiran, Abinaya, 266
Maheshwari, Ayush, 121

Malon, Christopher, 338
Marinier, Joseph, 298
Marquez Ayala, Orlando, 298
Marty, Felix, 128
Martínez Cámara, Eugenio, 38
Maufe, Matt, 80
Mcmillan-major, Angelina, 266
Mekala, Raja Sekhar Reddy, 389
Men, Tianyi, 1
Meuschke, Monique, 137
Mihindukulasooriya, Nandana, 282
Mitchell, Margaret, 359
Mourachko, Alexandre, 258
Murthy, Sonia, 200
Mustar, Victor, 128

Neubig, Graham, 338, 379
Ngo, Helen, 128
Nie, Jian-yun, 435
Niekrasz, John, 311

Obeid, Ossama, 319
Ohta, Mayumi, 50

Pacheco, Maria Leonor, 371
Papangelis, Alexandros, 266
Parker, Jerrod, 224
Pei, Jiaxin, 327
Piktus, Aleksandra, 128
Potthast, Martin, 232
Prange, Natalie, 72
Procter, Rob, 80

Qiao, Shuofei, 98
Qiu, Minghui, 22

Rajani, Nazneen, 128, 359
Ramakrishnan, Ganesh, 121
Ravenscroft, James, 80
Ravikumar, Pradeep, 109
Razeghi, Yasaman, 389
Rezaee, Kiamehr, 38
Riahi, Talayeh, 38
Riezler, Stefan, 50
Ritter, Alan, 311
Roit, Paul, 12
Rossiello, Gaetano, 282
Roy, Shamik, 371
Rubashevskii, Aleksandr, 406
Ruffinelli, Daniel, 338

446



Sadde, Shoval, 12
Saddiki, Hind, 242
Sanochkin, Leonid, 406
Santillan Cooper, Martin, 159
Sargent, Jackson, 327
Schwabe, Dominik, 232
Schwenk, Holger, 258
Shahmatova, Olga, 406
Shanbhogue, Suhas, 109
Sharma, Abheesht, 109
Shen, Aili, 60
Shen, Haozhan, 30
Shlain, Micah, 12
Shnarch, Eyal, 159
Shvets, Anna, 266
Singh, Sameer, 389
Somasundaran, Swapna, 169
Suchanek, Fabian, 250
Sun, Anna, 258
Sun, Bin, 148
Sun, Maosong, 396
Syed, Shahbaz, 232

Tamir, Bar, 12
Tan, Samson, 178
Tang, Tianyi, 435
Tao, Liankuan, 98
Thakur, Abhishek, 128
Thrush, Tristan, 128
Tian, Yixiang, 214
Tsvigun, Akim, 406
Tunstall, Lewis, 128
Tyler, Chris, 298

Upadhyay, Ashish, 266
Ushio, Asahi, 38

Vazhentsev, Artem, 406
Voigt, Henrik, 137
Von Werra, Leandro, 128

Wang, Alex, 266
Wang, Chengyu, 22
Wang, Dakuo, 159
Wang, Guangsen, 178
Wang, Jianing, 22

Wang, Ming, 22
Wang, Xingyao, 327
Weiss, Jeremy, 109
Weld, Daniel, 200
Wen, Ji-rong, 435
Weng, Yixuan, 148
Wenzek, Guillaume, 258
Widjaja, Haris, 338
Wieting, John, 379
Wu, Gang, 178

Xia, Fei, 148
Xie, Xin, 98
Xu, Guowei, 214
Xu, Xin, 98
Xue, Zhipeng, 1

Yan, Yulan, 191
Yang, Mingfeng, 224
Ye, Hongbin, 98
Yin, Jianwei, 30
Yu, Haiyang, 98
Yu, Shi, 224
Yu, Zhuohao, 435
Yuan, Hongbang, 1

Zarrieß, Sina, 137
Zeng, Guoyang, 396
Zhang, Ningyu, 98
Zhang, Taolin, 22
Zhang, Tianqi, 30
Zhang, Zheng, 159
Zhang, Zhengyan, 396
Zhang, Zhexin, 214
Zhao, Jun, 1, 148
Zhao, Mengxuan, 169
Zhao, Tiancheng, 30
Zhao, Wayne Xin, 435
Zhao, Weilin, 396
Zhou, Naitian, 327
Zhou, Yuyang, 1
Zhu, Mingwei, 30
Zou, James, 359

447


	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE
	TEMPLATETITLE

