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Abstract. The article analyzes variations in PetroGold, a gold standard tree-
bank. The results show that considering the POS tag of multiword expressions
in the annotation of all the words that compose them, as well as simplifying
the syntactic tagset of the treebank, produces models with better performance
on certain metrics, highlighting the importance of linguistic modeling during
annotation for adequate natural language processing (NLP) results. The data-
sets used in the study are available in a dedicated repository and can be further
modified to train better language models.

Resumo. O artigo analisa variacoes no PetroGold, um treebank padrdo ouro.
Os resultados mostram que considerar a classe gramatical das expressoes mul-
tipalavras na anotagdo de todas as palavras que as compdoem, assim como sim-
plificar o tagset sintdtico do treebank, produz modelos com melhor desempenho
em algumas métricas, destacando a importancia da modelagem linguistica du-
rante a anotagcdo para resultados adequados no processamento de linguagem
natural (PLN). Os datasets utilizados no estudo estdo disponiveis em um repo-
sitorio dedicado, podendo ser ainda mais modificados para treinar melhores
modelos de linguagem.

1. Introducao

Corpora anotados padrao ouro sdo recursos de extrema relevancia no atual cendrio do
processamento de linguagem natural, em que modelos de aprendizado de méquina po-
dem se beneficiar dos dados para treinar modelos de predi¢cdo e para avaliar os resultados
dos modelos gerados. Por serem “padrdo ouro”, ha a garantia de que tais recursos passa-
ram por inspecao humana, de tal maneira que as andlises linguisticas codificadas na sua
anotagdo sdo as interpretacdes humanas dos fenomenos de linguagem. Contudo, o tag-
set e o esquema de anotagdo de um recurso — quais etiquetas e como serao utilizadas na
anotagdo do corpus — pode variar de acordo com 0s objetivos para os quais o recurso esta
sendo desenvolvido.

Nesse contexto, partimos de um corpus padrdo ouro e experimentamos algumas
variagdes no seu tagset € na sua anotagao com o objetivo de, por um lado, mostrar algumas
das muitas possibilidades que um recurso como esse proporciona, fazendo mudancas na
anotacdo que nao comprometem a qualidade da informacdo linguistica anotada, e por
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outro, mostrar o impacto que essas modificagdes produzem no aprendizado de méaquina,
evidenciando o papel da modelagem linguistica durante a tarefa de anotagdo na obtengao
de resultados mais adequados para o Processamento de Linguagem Natural (PLN).

O PetroGold € um treebank padrao ouro composto por documentos do dominio
do petréleo. Foi desenvolvido com o objetivo de gerar bons modelos de anotagcao
morfossintdtica, e se insere em um cendrio de poucos recursos padrdo ouro para por-
tugué€s — nenhum especificamente para o dominio do petroleo. Com o amplo uso de
grandes modelos de linguagem (LLMs), a relevancia de materiais customizados para
um dominio e/ou lingua fica ainda mais evidente, como mostram [Souza et al. 2020,
Lewkowycz et al. 2022, Samuel et al. 2023], o que justifica o desenvolvimento de recur-
sos como o PetroGold.

Embora os resultados apontem para a importancia do desenvolvimento do es-
quema de anotacdo adequado na produgdo de bons modelos de linguagem, € importante
ressaltar que o foco deste trabalho ndo € a avaliacdo dos modelos, mas o papel dos data-
sets no seu treinamento. Por isso, realizamos todos os testes utilizando sempre 0 mesmo
algoritmo e hiperparametros, tendo como varidvel apenas os datasets com anotacao mo-
dificada, que estdo sendo disponibilizados em um repositério dedicado’.

As variagOes incluem alteracdo das etiquetas de classes gramaticais para ex-
pressoes multipalavras, simplificacdo do tagset de anotacdo sintatica e mudanga na forma
de particionar as frases em conjuntos de treinamento, teste e desenvolvimento para o
aprendizado automatico. Além disso, tendo como pano de fundo a recém publicacdo da
terceira versao do PetroGold, realizamos também uma breve comparagdo desta com a
versdao anterior, colocando em evidéncia o impacto das revisdes linguisticas na geragdo de
modelos de linguagem de melhor qualidade.

2. Versoes e variacoes do PetroGold

O PetroGold € um treebank composto por teses e dissertacdes do dominio do
petréleo, com as frases na sequéncia em que aparecem no texto’>. O corpus contém
anotacao morfossintatica padrao ouro no formato do projeto Universal Dependencies
[de Marneffe et al. 2021] , uma iniciativa que visa tornar consistente a anota¢ao gramati-
cal em diferentes linguas.

A anotacdo do PetroGold foi obtida automaticamente, utilizando o anotador
Stanza [Q1 et al. 2020], e foi revista, na maior parte do tempo, por quatro anotadores
familiarizados com a abordagem UD e com a ferramenta de busca, edi¢do e avaliacio
de corpora chamada ET [de Souza and Freitas 2021]. Quando submetidos a um teste de
concordancia interanotadores [Artstein 2017], os anotadores alcan¢aram um indice kappa
de até 95,1%, sugerindo a qualidade dos anotadores e, portanto, da revisdo empregada.

O PetroGold € publicado em duas versdes: uma versdo para o projeto Petrolés,
com um tagset ligeiramente diferente do tagset UD, e uma versao para o projeto Universal
Dependencies®, que segue as diretivas do projeto e pode ser obtida automaticamente a

'Disponivel em: https://github.com/alvelvis/petrogold-stil.

Do PetroGold foram eliminados apenas elementos como resumo, apéndice e a secdo de referéncias
bibliogréficas, além de figuras, tabelas e férmulas matemaéticas, uma vez que atrapalham o processamento
sintatico. Para um detalhamento do material veja-se [de Souza 2023].

SDisponivel em: https://github.com/alvelvis/petrogold-stil. Acesso em 13 de ago. 2023.
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O injetor , isto € , o cone de PVC
o injetor , isto ser , o cone de PVC

Figura 1. Anotagcao da MWE “isto é” de acordo com UD

partir da versdo Petrolé€s.

O PetroGold passou por trés fases de revisao (versao 1 [de Souza et al. 2021],
versdo 2 [de Souza and Freitas 2022a] e versao 3, final, apresentada aqui, € cujo processo
de construcao estd detalhadamente descrito em [de Souza 2023]. Esta tltima versao traz
um aumento expressivo no numero de revisoes da anotacao linguistica, que foram realiza-
das para enderecar fendmenos linguisticos anteriormente negligenciados ou para corrigir
erros advindos da anotagdo automatica que s6 puderam ser percebidos com a utilizagao de
novos métodos de revisdo semiautométicos*. Entre as modificacdes realizadas, destacam-
se a utilizacdo de um Iéxico computacional, o PortiLexicon-UD [Lopes et al. 2022],
para a revisdo de lemas e caracteristicas morfolégicas, além da introducao de trés no-
vas etiquetas — expl:impers, expl:pass e expl:pv —, cuja anotacdo pode ser encontrada
em detalhes em [de Souza and Freitas 2023c], e a consolidacdo de revisdes para as ex-
pressoes multipalavras (MWESs), utilizando trés fontes diferentes para obten¢do de can-
didatos a MWE e alinhando os resultados com as diretivas do projeto UD (exemplo na
figura 1, e uma descri¢do sobre a anotagcdo de MWEs no corpus pode ser encontrada em
[de Souza and Freitas 2023a]).

Em relacdo ao particionamento das frases dos datasets em conjuntos de treina-
mento, teste e desenvolvimento, as versoes Petrolés e UD do PetroGold realizam o pro-
cedimento da seguinte forma:

Petrolés O particionamento € realizado de forma aleatdria, sendo o mesmo para as versoes
1, 2 e 3 do corpus, garantindo que as versdes sdo comparaveis, € seguindo a
propor¢ao de 90% de frases para treinamento, 5% para teste € 5% para desen-
volvimento®.

UD O particionamento € realizado por documento, de maneira a manter documentos
inteiros em cada particdo. Assim, as particoes de treinamento, teste e desenvol-
vimento tém, respectivamente, 15 documentos (80% das frases), 2 documentos
(12% das frases) e 2 documentos (8% das frases). Embora esta versao ndo possa
ser diretamente comparada com as versdes do PetroGold para o projeto Petrolés,
o corpus pode ser comparado a versoes recentes do Bosque-UD, nas quais essa
recomendacgao de particionamento do projeto ja € seguida.

“Para uma apresentagio e avaliacio dos métodos de revisdo utilizados no desenvolvimento dessa nova
versao, ver [Freitas and de Souza 2023, de Souza 2023].

3 A proporgio 90:5:5 para particionamento das frases foi a escolhida para se alinhar ao Bosque-UD v2.8
que, a época, seguia essa propor¢ao e havia sido utilizado como base para comparacio da qualidade do
treebank [de Souza et al. 2021].
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A tabela 1 resume as caracteristicas de cada versao do Petrogold usada neste tra-
balho, incluindo o nimero de corregdes feitas em cada uma delas. O nimero de corregdes
corresponde ao numero de tokens que tiveram alguma das anotagdes linguisticas modi-
ficadas desde a anotacdo automdtica original. Para enriquecer a comparagao, incluimos
os dados do Bosque-UD, até agora o unico treebank revisto em lingua portuguesa que
integra o acervo UD.

corpus frases tokens correcoes
PetroGold-v3 8.946 250.605 30.948
PetroGold-ud-2.11  8.946 250.605 N/A
PetroGold-v2 8.949 250.595 21.634
bosque-ud-2.11 9.357 227.827 N/A

Tabela 1. Caracteristicas dos corpora

Cada um dos 4 datasets explorados neste trabalho possui também até 3 variacoes
possiveis no tagset: variacdo “base”, variacdo “mwepos” e variacdo ‘“‘simplificado”. A
variacdo “base” € a versdao padrdao dos datasets. No PetroGold v3, corresponde a um
tagset com 5 etiquetas que nem todos os corpora disponiveis no projeto UD possuem.
Quatro delas (obl:arg, expl:impers, expl:pass e expl:pv) sdo previstas nas diretivas do
projeto UD, embora ndo sejam obrigatérias, e uma delas (nmod:appos) é uma criacao
nossa, para enderecar alguns fendmenos linguisticos especificos relevantes para o projeto
Petrolés®, conforme descrito a seguir:

obl:arg Um subtipo da relacdo obl (sintagmas preposicionados dependentes do verbo), ex-
clusivo para quando o sintagma € argumento do verbo. A anotagdo ja foi discutida
anteriormente, em [de Souza and Freitas 2022b], e esta exemplificada na figura 2.
subtipos de expl Etiquetas expl:impers, expl:pass e expl:pv, empregadas para especificar o pro-
nome ‘“‘se” (respectivamente, quando hé indetermina¢do do sujeito, voz passiva

sintética e verbo pronominal, frases 1, 2 e 3) [de Souza and Freitas 2023c].
nmod:appos A etiqueta foi criada para anotar os fendmenos da frase 4, em que o termo em ne-
grito ndo é equivalente ao termo do qual depende sintaticamente, mas tem com ele
uma relacdo ndo explicita que € facilmente interpretada. A etiqueta € empregada
também na anotacdo da frase 5, em que hd uma estrutura de hiperonimia, sendo
os termos em negrito hiponimos dos termos do qual dependem, e na anotacdo da
frase 6, na qual hd uma referéncia bibliografica, sendo que o ano de publicacdo é

anotado como nmod:appos dependente do niicleo da referéncia.

1. expl:impers: A principio, trabalhou-se com a hipétese de que, quanto maior o
percentual de esmectita de uma argila, maior seria sua afinidade pelo metal.

2. expl:pass: Através dos mapas de contorno estrutural do Topo do Embasamento e
Topo do Rifte observou-se a presenca de um adensamento das isolinhas na direcao
NW-se adjacente ao Lineamento Tibagi interpretado na por¢ao continental.

3. expl:pv: Este estudo se baseia nas propriedades magnéticas dos minerais que se
concentram nas rochas da crosta terrestre.

%Quando publicamos o PetroGold no projeto UD, realizamos a simplificacdo da etiqueta nmod:appos
para nmod, o que esta de acordo com as diretivas do projeto.
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Correspondem a o afloramento 194
corresponder a o afloramento 194

Figura 2. Anotacao de argumento verbal introduzido por preposicao (obl:arg)

4. nmod:appos: Proximo a Presidente Olegario (MG) foram escritos em este es-
tudo pacotes siliciclasticos relativamente espessos (até 60 m) pertencentes a esta
formacao.

5. nmod:appos: Para fluidos Newtonianos, como a agua e o ar, a viscosidade é
independente de a taxa de cisalhamento.

6. nmod:appos: A capacidade de absorcao de o solvente é proporcional a a pressao
parcial em a unidade de absor¢do (Gupta, 2003).

A variacdo “mwepos” corresponde ao dataset quando damos as expressdes mul-
tipalavras (MWEs) a anotacdo de classe gramatical correspondente a classe da expressao
como um todo. Assim, na figura que vimos (figura 1), todos os tokens da expressao “isto
€” recebem a etiqueta de POS “CCONJ” (para conjun¢do coordenativa), no lugar das eti-
quetas “PRON” e “AUX”. A solucdo ndo € a adotada pelas diretivas do projeto UD, sendo
utilizada neste trabalho apenas para evidenciar a possibilidade e comparar os resultados de
aprendizado automatico com uma op¢do linguisticamente motivada, apesar de contréria
as diretivas do projeto’.

A variacdo “simplificado” corresponde ao dataset sem a especificacdo das eti-
quetas de relacdo sintdtica: obl:arg é convertido em obl; expl:{impers,pass,pv} sao con-
vertidos em expl, e nmod:appos € convertido em nmod. Com as versdes simplificadas,
conseguimos comparar as diferentes versoes do PetroGold, uma vez que igualamos os
tagsets, possibilitando visualizar com maior clareza o impacto das revisdes linguisticas
nos resultados do aprendizado automatico. Essa variacdo é também a que nos permite
comparar o PetroGold ao Bosque-UD, uma vez que este ndo possui o tagset tao especi-
ficado quanto o do PetroGold, e a outros corpora em UD que ndo tenham usado essas
etiquetas especificas.

A tabela 2 ilustra as diferengas nos tagsets e no particionamento das frases de
todos os datasets. As células em cinza indicam as caracteristicas dos datasets que 0s
deixam em desacordo com as diretivas do projeto UD.?

A informago relativa a classe “geral” das MWEs, codificada como “MWEPOS”, ja havia sido adotada
— ainda que de forma assistemadtica e sem revisdo — em versdes iniciais do corpus Bosque-UD. Anotar
MWESs como uma unidade, e nao literalmente, como propde UD, era (e €é) a opcdo de andlise do parser
PALAVRAS [Bick 2014], responsdavel pela anotacdo original do Bosque.

8Notamos que o dataset “bosque-ud-2.11” encontra-se apenas na variagio “simplificada” por dois mo-
tivos: primeiramente, porque € apenas nesta variacdo que podemos compari-lo aos outros datasets, € em
segundo lugar, porque precisamos de fato realizar uma ligeira modificagdo no tagset do corpus, uma vez
que continha 4 fokens anotados com a etiqueta expl:pass, sendo simplificados para expl.
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obl:arg
expl:impers

variacao dataset expl:pass nmod:appos MWEPQOS particoes
expl:pv

base PetroGold-v3 X X aleatdrio
PetroGold-ud-2.11 X documento

mwepos PetroGold-v3 X X X aleatdrio
PetroGold-ud-2.11 X X documento
PetroGold-v3 aleatorio

simplif. PetroGold-v2 aleatorio
PetroGold-ud-2.11 documento
bosque-ud-2.11 documento

Tabela 2. Conteudo dos datasets

3. Metodologia

Para avaliar a qualidade das representacdes linguisticas codificadas nos datasets, usamos
tanto uma avaliacdo intrinseca como uma avaliagdo extrinseca dos datasets [Freitas 2023].
Embora, tradicionalmente, avaliacdes intrinsecas e extrinsecas sejam usadas para verifi-
car a qualidade de modelos/ferramentas, € possivel uma mudanga de perspectiva: se na
avaliacdo intrinseca “original” verificamos a capacidade do modelo de generalizar a par-
tir dos dados a que foi exposto, na avaliacao intrinseca de datasets verificamos (indireta-
mente) o quanto o dataset permitiu esta generalizagdo, levando em conta as caracteristicas
do modelo. A partir dessa mudanga de perspectiva, quando olhamos para o desempenho
de um modelo, vemos também até onde os dados permitiram ir, considerando os limites
do modelo, e pressupondo que (i) o material que serviu de treino estd bem anotado e que
(i1) o modelo gerado tem um desempenho que ndo € aleatério. Seguindo com a inversao,
a avaliacdo extrinseca verifica se a informacao linguistica codificada no dataset é ade-
quada para as tarefas mais complexas que o dataset pretende auxiliar — o que fazemos
quando medimos o impacto das mudancas na codificacdo de POS das MWEs na anotagao
de dependéncias sintdticas. Assim, a avaliagcdo intrinseca de datasets anotados verifica a
consisténcia da anotacdo, e a avaliagcdo extrinseca verifica a adequacdo de uma anotagdo
para uma determinada tarefas [Freitas 2023].

Os modelos treinados, um para cada dataset e variagao, sdo gerados utilizando a
ferramenta UDPipe [Straka et al. 2016] na versao 1.2.0, configurada com os parametros
padrdes da ferramenta. As métricas de avaliac@o intrinseca sdo as da avaliagdo conjunta
do CoNLL de 2018 [Zeman et al. 2018], com enfoque nos resultados de UPOS (avaliagdo
da anotacdo de classes gramaticais), LAS (avalia¢do da anotacdo da relacdo e do encaixe
das dependéncias sintéticas) e CLAS (avaliacdo da anotacao da relagdo e do encaixe das
dependéncias sintaticas considerando apenas palavras de contetdo lexical).

4. Resultados

A tabela 3 mostra os resultados da avaliagcdo do modelo gerado utilizando cada um dos
datasets como material de treino. Os nimeros em negrito mostram a variagdo que trei-
nou o modelo com melhores resultados segundo a métrica daquela coluna (UPOS, LAS
ou CLAS) e segundo aquele dataset sendo avaliado na linha. Para uma uma andlise
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linguistica detalhada da qualidade da anotacdo das relacdes sintdticas em termos de LAS
e CLAS, bem como uma anélise de erros, veja-se [de Souza and Freitas 2023b].

dataset variacao UPOS (%) LAS (%) CLAS (%)

base 98,63 89,66 84,66

PetroGold-v3 mwepos 98,49 89,87 84,79
simplif. 98,63 90,22 85,61

base 98,42 88,63 83,30

PetroGold-ud-2.11 mwepos 98,23 89,48 84,33
simplif. 98,42 89,30 84,38

PetroGold-v2 simplif. 98,40 88,82 83,48
bosque-ud-2.11 simplif. 96,52 81,12 73,51

Tabela 3. Avaliacao dos modelos gerados utilizando os diferentes datasets

Para os datasets “PetroGold-v3” e “PetroGold-ud-2.11”, as varia¢des que produ-
ziram melhores resultados de UPOS foram, empatadas, a “base” e a “simplif.”. De LAS,
foi a variacdo “simplif.” para a v3 e “mwepos” para a ud-2.11, e de CLAS, foi a variagao
“simplif.” para ambos.

O empate entre “base” e “simplif.” na anotagcao de POS era esperado, uma vez que
as variacdes ndo contém nenhuma diferenga na anotagao de classe gramatical. Em relagao
a métrica LAS e CLAS, também era esperado que a variacao simplificada obtivesse me-
lhores resultados, uma vez que simplificar etiquetas significa necessariamente reduzir o
grau de complexidade do que o modelo deve aprender (e para o que deve ser avaliado)®.
A surpresa, porém, estd no fato de que, usando a métrica LAS, os melhores resultados do
“PetroGold-ud-2.11” foram da variacdo “mwepos”, e ndo “simplif.”, indicando que, em-
bora a simplificacao das etiquetas produza nimeros melhores que a versdo “base”, nesse
caso, modificar o POS das MWE:s foi capaz de produzir resultados ainda melhores do que
simplificar as etiquetas.

Como esperado, as variagdes com “mwepos” tiveram desempenho pior que as
variagdes “base” em relagdo a POS, reforcando que a atribui¢do de classes de palavras
de maneira estatica, que nao leva em conta o contexto em que as palavras estdo inseri-
das, facilita a generalizacao das classes. Contudo, para o aprendizado de dependéncias
sintaticas, foco do nosso interesse, vemos uma melhora de até 0,85 p.p. usando a métrica
LAS, mostrando que, embora haja perda na anotagdo de POS, a anotacdo sintdtica se
beneficia da mudanga da classe gramatical das expressdes multipalavras, evidenciando
o impacto da anotacdo de um atributo linguistico (classe gramatical) no aprendizado de
outro (relagdo sintdtica). A mesma tendéncia ocorre para CLAS, onde a melhora € ainda
maior, de até 1,03 ponto percentual.

Considerando que a unica diferenca entre o “PetroGold-v3” simplificado e o
“PetroGold-ud-2.11” simplificado é o modelo de particionamento, ji que as etiquetas
simplificadas sd@o as mesmas, podemos concluir que, da forma como foram particionados,

?0s niimeros devem ser lidos com cautela: embora os melhores resultados sejam os dos datasets sim-
plificados, modelos treinados utilizando esses dados ndo serdo capazes, por exemplo, de diferenciar objetos
indiretos de adjuntos adverbiais (motivo pelo qual a etiqueta obl:arg foi introduzida), de maneira que cabe
ao usudrio decidir qual dataset deseja utilizar no treinamento do seu modelo, conforme seus objetivos.
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o dataset do projeto Petrolés obteve melhores resultados (85,61% de CLAS) que o do pro-
jeto UD (84,38% de CLAS). Embora o particionamento aleatério tenha obtido melhores
numeros, isso ndo significa necessariamente que seja a melhor forma de particionar um
dataset, pois € possivel que (1) uma outra selecdo de frases aleatdria obtenha resultados
piores, (2) uma outra selecao de documentos por parti¢do obtenha resultados melhores, e
(3) a avaliacdo do modelo considerando frases aleatdrias ndo seja a mais correta, uma vez
que somente selecionando documentos inteiros por particdo haveria a garantia de que o
modelo esté sendo confrontado com exemplos de fato inéditos no seu estilo de escrita!®.

Por fim, podemos comparar os datasets simplificados em dois grupos: aqueles
que tém o particionamento de frases aleatdrio (modelo do Petrolés) e aqueles que tém o
particionamento por documento (modelo do UD). Entre os datasets do projeto Petrolés
(“PetroGold-v3” e “PetroGold-v2”), vemos que a v3 obtém resultados melhores em todas
as métricas em comparacao a v2, chegando a até 2,13 p.p. (CLAS) de diferenca. Esse é
o impacto (positivo) que as revisdes linguisticas realizadas nessa nova versao do treebank
exerceram sobre a geragdo do modelo de aprendizado automatico, considerando que o
tagset (no caso, simplificado) é o mesmo. J4 em relacdo aos datasets que seguem O
particionamento do projeto UD (“PetroGold-ud-2.11” e “bosque-ud-2.11”), a diferenca
¢ de até 10,87 p.p. (CLAS). Nao havendo como confiar em andlises especulativas que
considerem as diferencas relativas as caracteristicas dos textos dos corpora — o PetroGold
€ composto por textos do género académico, ao passo que o Bosque é composto por textos
jornalisticos —, os resultados apenas sugerem que a diferenca no desempenho se deve aos
varios lotes de revisao pelos quais o PetroGold passou ao longo do tempo, possibilitando
uma anotacao com maior consisténcia interna e, portanto, mais facilmente generalizavel.

5. Consideracoes finais

Este artigo explorou diferentes variacdes na anotacao de um corpus, visando mostrar as
possibilidades que um recurso desse tipo pode oferecer e o impacto dessas modificagcdes
no aprendizado de méquina. As variagdes incluiram altera¢des na anotacdo de POS para
expressOes multipalavras, simplificacdo do fagset de anotacdo sintética e diferentes es-
tratégias de particionamento para os conjuntos de treinamento, teste e desenvolvimento.
Os resultados mostraram que as variagdes “MWEPOS” e simplificada apresentaram os
melhores desempenhos utilizando algumas das métricas, destacando a importancia da
modelagem linguistica durante a anotacao para obter resultados mais adequados no pro-
cessamento de linguagem natural.

Todos os datasets testados neste trabalho estdao disponiveis em um repositorio de-
dicado!!. A ideia é que, com os datasets (ou com as ideias que deram origem 2 producio
desses datasets), futuramente seja possivel expandir este trabalho com a avaliacdo de fato
da qualidade dos modelos associados aos datasets, e ndo apenas da mudanca de nimeros
produzida por materiais com variagdes de fagset e de anotagao.

2

0  argumento é um dos apresentados pelo grupo de UD no endereco:
https://github.com/UniversalDependencies/UD _Portuguese-PetroGold/issues/3. Acesso em 28 de maio de
2023.

""Disponivel em: https://github.com/alvelvis/petrogold-stil. Acesso em 13 de ago. 2023.
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