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Conference Information

Message from the General Chair

I am delighted to welcome you to EMNLP 2022! I believe this conference has been complicated beyond
any precedent. Over the past year, it’s been thrilling to see the organization team approach each new
puzzle with creativity and enthusiasm. We hope that those participating in Abu Dhabi as well as those
joining remotely will leave the conference feeling newly inspired by the program and newly connected to
our ever-growing community. Following EMNLP 2021 and major NLP conferences since, EMNLP 2022
is “hybrid,” serving both virtual and in-person participants.

Our key innovations for EMNLP 2022 include:

EMNLP 2022 is “hybrid” in a second sense, as well: we allowed both direct and rolling review
paper submissions, building on the pilot experiment of EMNLP 2021, which considered a small
number of ARR submissions.

Familiar from NAACL but new to EMNLP, we’ve added an industry track.

During the conference, “portals” will link virtual poster sessions to in-person conference partici-
pants during poster sessions each day.

The first *ACL-family conference in the United Arab Emirates.

My sincere thanks go to all the members of our organization team; here I list by name the leaders but rec-
ognize with gratitude that they represent a much larger population of volunteers who have made EMNLP
2022 possible.

The program chairs — Yoav Goldberg, Zornitsa Kozareva, and Yue Zhang — who made the bold
decision to take the training wheels off of rolling review, making their jobs much harder but taking
an important step for the community.

The senior area chairs, area chairs, and reviewers whose collective work improved not only the
papers in the EMNLP 2022 proceedings and findings volumes, but also papers to appear in future
venues.




The diversity and inclusion chairs — Meriem Beloucif, Thamar Solorio and Andreas Vlachos —
who were tireless advocates for the inclusive culture our conference aspires to.

The demonstration chairs — Wanxiang Che and Ekaterina Shutova — who selected an exciting set
of demos to enliven the program.

The workshop chairs — Asli Celikyilmaz and Daniel Hershcovich — who shepherded a diverse
collection of satellite events to complement the main conference.

The tutorial chairs — Samhaa R. El-Beltagy and Xipeng Qiu — who curated an exciting set of
tutorials for the benefit of attendees.

The publications chairs — Ryan Cotterell, Steffen Eger, and Sam Wiseman — who not only en-
sured a legacy of high-quality artifacts for EMNLP 2022, but also continued to improve the tools
and workflow to serve future meetings.

The student volunteer chairs — Houda Bouamor (who is also thanked for her role on the local
team and chairing WANLP), Hanan AlDarmaki, and Ashutosh Modi — who brought exceptional
enthusiasm to recruiting and organizing the student volunteer team.

The student volunteers themselves, who are critical to the success of our mostly volunteer-run
conference.

The virtual infrastructure chairs — Wassim El Hajj and Hao Fang — who worked to ensure that
the virtual experience will be as smooth and engaging as possible.

In a new position, the poster session chair — Jordan Boyd-Graber — has pushed us to improve the
virtual experience and make it more unified with the in-person one.

The industry track chairs — Angeliki Lazaridou and Yunyao Li — who brought EMNLP our first
industry track and set the bar high for the future.

The ethics chairs — Lea Frermann and Margot Mieskes — who oversaw the important task of
ethical review.

The publicity chairs — Eunsol Choi and Wajdi Zaghouani — and website chairs — Zhaochun Ren
and Fajie Yuan — who kept our community abreast of important developments as our plans for the
conference unfolded.

The reviewer mentoring chairs — David Mimno and Yanyan Lan — who worked to help initiate
Newcomers to our peer review processes.

The sponsorship chairs — Mingxuan Wang and Imed Zitouni — who worked alongside ACL’s
sponsorship director Chris Callison-Burch to ensure that the conference was in a strong fiscal
position.

Last but not least, the local team, led by Nizar Habash, whose tireless efforts would warrant a
1,001 Nights literary treatment if not for confidentiality concerns, and who deserves the deepest
gratitude of the community and a very long vacation. The local NLP community, both officially
on the local committee and not, including Eric Xing, Tim Baldwin, Bashar Alhafni, Go Inoue, and
many more, deserve our thanks as well.




I also want to express special thanks to Priscilla Rasmussen and Jenn Rachford of the ACL business office
for their endless guidance and attention to detail on all aspects of organizing this huge event. In Abu
Dhabi, Thembi Kuchena (ADNEC) and Zenab Mohamed (DCT) were instrumental from the initial bid
and throughout the process. The Underline team, led by Damira Mr$i¢, was immensely helpful in keeping
us on schedule, and in many other ways.

Finally, thanks to our sponsors, without whom this conference would not be possible:
Supporting partner: Abu Dhabi Convention and Exhibition Bureau.

Diamond sponsors: Amazon, Apple, Bloomberg, Google, Meta, Mohamed bin Zayed University
of Artificial Intelligence, and New York University Abu Dhabi.

Platinum sponsors: Baidu, ByteDance, Megagon, and Microsoft.

Gold sponsors: Beyond Limits, Cohere.ai, Huawei, ServiceNow, and the Technology Innovation
Institute in Abu Dhabi.

Silver sponsors: Duolingo, Naver Labs, and Translated.

Bronze sponsors: Adobe, aiXplain, Babelscape, CAIR, Grammarly, HLTCOE, and NEC Labora-
tories Europe.

Diversity and Inclusion Champions: Google, Microsoft and New York University Abu Dhabi.
ACL SIGDAT has also contributed to supporting scholarships for attending the conference.

Noah A. Smith
University of Washington and Allen Institute for Al, Seattle, Washington, USA
EMNLP 2022 General Chair




Message from the Program Chairs

Welcome to EMNLP 2022, which is one of the most-attended conferences in the field of natural language
processing, held in “hybrid” mode this year serving both virtual and in-person participants in Abu Dhabi!

Submission and Acceptance EMNLP 2022 received 4190 full paper submissions, the largest number
to date. This number includes 275 ARR papers that were committed to EMNLP (see further discussion
of ARR below). 225 papers were desk rejected for various reasons (missing limitation section, anonymity
policy, multiple submission policy or formatting violations), leaving us with 3965 submissions that were
fully reviewed. Despite the record-breaking number of submissions, based on the reviewers, area chairs
and senior area chair comments, we kept the EMNLP 2022 acceptance rate similar to previous events,
and accepted 829 papers to the main conference. Out of these, 175 are oral presentations and 654 poster
presentations. Similarly to prior years, we also accepted 549 papers for “Findings of EMNLP”. The
EMNLP 2022 program also features 39 papers from the Transactions of the Association for Computational
Linguistics (TACL) and Computational Linguistics (CL) journals. More statistics on the accepted papers
can be found below.

Long Short Total
Submitted (Including ARR commits) 3242 948 4190

Accepted as Oral 163 12 175
Accepted as Poster 552 102 654
Acceptance Rate (main conference) 22% 12% 20%
Accepted to Findings 453 96 549
Acceptance Rate (Findings) 14% 10% 13%
Presented TACL papers - - 27
Presented CL papers - - 12

Limitations Section One innovation of EMNLP 2022 is the requirement that each submitted paper must
include an explicitly named Limitations section, discussing the limitations of the work. This discussion
does not count towards the page limit, and we asked reviewers to not use the mentioned limitations as
reasons to reject the paper, unless there is a really good reason to. The effect was overall positive: most
papers included a limitations section, and many of them were informative. We hope to see this requirement
continue in the future conferences.

Tracks To ensure a smooth process, the submissions to EMNLP 2022 were divided into 26 tracks. The
tracks mostly followed these of previous EMNLP conferences, reflecting the “standard” divisions in the
field. We did however make the following changes: the “Machine Translation and Multilinguality” track
was split into two separate tracks (“Machine Translation” and “Multilinguality”); the “Syntax: Tagging,
Chunking and Parsing” track was renamed to “Syntax, Parsing and their Applications”; and we added 4
additional tracks, reflecting upcoming trends in the research landscape: Commonsense Reasoning; Lan-
guage Models and Analysis of Language Models; Efficient Methods for NLP; and Semi-supervised and
Weakly-supervised Methods. Finally, we also solicited papers for a “Theme Track”, discussing Open
questions, major obstacles, and unresolved issues in NLP. Of the 26 tracks, the Resources and Evaluation,
NLP Applications, Machine Learning for NLP, Dialogue and Interactive Systems, Language Modeling
and Analysis of Language Models, Speech, Vision, Robotics, Multimodal Grounding and Information
Extraction tracks were the most popular with over 200 submissions per track.




Program committee structure & reviewing Similar to prior NLP conferences, we adopted the hierar-
chical program committee structure, where for each area we invited between 1 to 5 Senior Area Chairs
(SACs), who worked with a team of Area Chairs (ACs), and an army of reviewers. We relied on statistics
from prior years to estimate how many SACs, ACs and reviewers will be needed and ended up with 70
SACs and 297 ACs. For the reviewers, we used the reviewer lists from prior EMNLP conferences, so-
licited volunteer reviewers, and also invited all EMNLP 2022 authors to serve as reviewers. To this end,
we attempted to recruit the most competent and matching reviewers by making a Google Form in reviewer
recruitment, which was publicized through different channels and is linked to the author information page
for all the submission authors to fill. We then provided the resulting information to the program commit-
tee for making reviewer assignments. This resulted in a reviewer pool of 4647 reviewers, of which 3828
reviewers were assigned at least one paper to review. For each submission, we assigned three reviewers
and an AC. The initial paper assignment was made using an automatic algorithm that matches the abstracts
with ACs/reviewers’ past publication records, then the assignments were further refined by the SACs/PCs.
We tried to avoid the Toronto matching score which had its limitations. In the end, most reviewers were as-
signed less than 6 papers, with a few reviewers working on 10 assignments and a large number of reviewers
working on 1 assignment only. In the Google Form, we also asked whether the reviewer will volunteer for
emergency review, which turned out to be very useful. We adapted the review forms from NAACL 2022,
and ACL 2022 and EMNLP 2021. Besides the overall recommendation, reviewers were asked to evaluate
how reproducible the results in the paper were, and whether there was any ethical concern. To ensure the
review quality, we provided detailed guidelines about what reviewers should and shouldn’t do in a review.
We made final decisions according to the rankings and SAC recommendations. Our final decisions were
made not just on the review scores, but also took into account the reviews, author responses, discussions
among reviewers, meta-reviews and SAC/AC recommendations.

Ethics committee We also formed an Ethics Committee (EC) dedicated to ethical issues. After the
technical reviews, but before the author-response and discussion phases, the ethics committee considered
150 papers that were flagged by the technical reviewing committee for ethical concerns. The two EC
chairs went over the papers, to determine whether a full EC review would be required. As a result, 22
papers received two dedicated ethics reviews from a committee of 41 reviewers recruited by the EC chairs.
An additional 22 papers raised one or more recurring issues (e.g., no information on annotator payment),
which did not require a full ethics review, but were raised to the authors by the EC chairs. For any paper
that was recommended to be accepted based on technical reviews and that had been referred to the EC,
the EC chairs recommended one of the following to the PC chairs: (a) accept with comments (authors
should take concerns raised in the ethical review into account in the camera-ready version; 29 papers); (b)
conditionally accept (the ethical issues must be addressed in the camera-ready version, to be verified by
the EC prior to final acceptance; 15 papers); and (c) reject due to ethical issues (0 papers). The authors of
all conditionally accepted papers submitted the camera-ready version and a short response that explained
how they had made the changes requested by the EC meta-reviews. The EC chairs double-checked these
revised submissions and responses, and confirmed that the ethical concerns had been addressed. As a
result, all conditionally accepted papers were accepted to the main conference or Findings. The EC chairs
thank their committee for the excellent work.

ACL Rolling Review ACL Rolling Review (ARR) is an initiative of the Association for Computational
Linguistics, where the reviewing and acceptance of papers to publication venues are done in a two-step
process: (1) centralized rolling review and (2) the ability to commit the reviewed papers to be considered
for publication by a publication venue. For EMNLP 2022, we decided to run a process which is separate
from ARR, but allows for ARR submissions. Specifically, authors could either submit papers to EMNLP
2022 directly, or commit ARR reviewed papers by a certain date. We coordinated with the ARR team to
extract the submission, review and meta-review from the OpenReview system, according to a submission
link that the author provides when committing their ARR submission to EMNLP. The ARR commission
deadline was set one month after the direct submission deadline since the ARR submissions already have
their reviews and meta-recommendation. These ARR papers were then ranked by the SACs of the given




tracks, together with the direct submissions in the track, and based on the reviews and meta-reviews from
ARR. Overall, EMNLP had 275 papers committed from ARR, of these 97 were accepted to the main
conference and 73 were accepted to Findings of EMNLP.

Best paper selection Based on the nominations from SACs and ACs, we identified 11 candidates for the
best papers and outstanding papers award. These papers are assessed by the Best Paper Award Committee.
The award winners will be announced and present their works at the closing ceremony.

Presentation Mode We attempted the decision for oral vs poster presentations not to be made based
on the quality/merit of the papers, but rather on the authors’ interest in the presentation mode, and our
understanding of what would be the best format for presentation of each individual paper.

Keynote talks Another highlight of our program is the three exciting keynote talks, presented by prof.
Gary Marcus, NYU (Emeritus) on “Towards a Foundation for AGI”; prof. Neil Cohn, Tilburg University,
Department of Communication and Cognition on “The multimodal language faculty and the visual lan-
guages of comics” & Dr. Mona Diab from Meta Responsible Al on “Towards a Responsible NLP: Walking
the walk”.

Gratitude We would like to thank the following people for their support & contributions:

¢ Our General Chair, Noah Smith, who led the whole organizing team, and helped with many of the
decision processes;

* 70 SACs who helped us throughout the entire review process, from assigning papers, checking
review quality, making final recommendation, suggesting presentation formats to recommending
best paper candidates;

* 297 ACs who checked the initial submissions, led paper discussions, wrote meta reviews, ensured
review quality and suggested best paper candidates;

* 3828 reviewers who reviewed the papers and actively participated in paper discussions; special
thanks to those who stepped in at the last minute to serve as emergency reviewers;

* Reviewing Mentoring Chairs, David Mimno and Yanyan Lan and the team of mentors they re-
cruited, for mentoring new reviewers.

* 36 Ethics Committee members, chaired by Lea Frermann and Margot Mieskes, for their hard work
to provide ethical reviews and meta-reviews for all papers with serious ethical issues, and ensure
that all the conditionally accepted papers have addressed the ethical issues appropriately;

* Best Paper Award Committee: Claire Cardie, Ellen Riloff, Hal Daume III, Rada Mihalcea, Ray-
mond Mooney and Preslav Nakov for selecting the best papers;

Jordan Boyd-Graber, the Virtual Posters chair, for organizing and managing the virtual poster
sessions.

Publication Chairs Ryan Cotterell, Steffen Eger and Sam Wiseman for completing the final pro-
ceedings within a short period;

* ACL Anthology Director Matt Post and his team, for his help in the production of the conference
proceedings and maintenance of the ACL Anthology;

* TACL editor-in-chief Brian Roark and TACL Editorial Assistant Cindy Robinson, and CL Editor-
in-Chief Hwee Tou Ng for coordinating TACL and CL presentations with us;




* The ARR team for their continued effort in running ARR, and for coordination with us. Particular
thanks to Harold Rubio and Goran Glavas for multiple rounds of technical help in extracting data
from the ARR OpenReview system.

* Rich Gerber at SoftConf, for setting up EMNLP 2022 conference site and quickly responding to
our emails and resolving any issues we encountered with the START system;

* Website chairs Fajie Yuan and Zhaochun Ren and their team for continued effort in prompt updates
to the website.

Publicity chairs Eunsol Choi and Wajdi Zaghouani for publicizing the conference and handling
communications on social media.

* Sol Rosenberg, Damira Mr$i¢ and the whole Underline team, for helping to manage the logistics
of both the virtual and online conference.

Jenn Rachford and Priscilla Rasmussen for their professional and very valuable help in organizing
the logistics of the conference.

Nizar Habash and the rest of the Local Organizing Committee, for various discussions on organiz-
ing EMNLP, and making the local arrangements.

* 11854 authors for submitting their work to EMNLP 2022.

‘We hope that you will enjoy this year’s program and hybrid conference!

Yoav Goldberg, Bar Ilan University and Allen Institute for Al
Zornitsa Kozareva, SliceX Al

Yue Zhang, Westlake University

EMNLP 2022 Program Co-Chairs
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COVID-19 Safety

EMNLP 2022 is adhering to the ACL precaution and safety measure guidelines to make sure this event is
safe for everyone. See https://www.2022.aclweb.org/covid-19-safety.

Before you leave
We strongly encourage all participants to test before traveling to the conference. You should not travel if
your test is positive.

Know the current Government Policies for Vaccinated and Unvaccinated Travel to the UAE: https:
//ae.usembassy.gov/covid-19-information/

Please ensure that you have checked with your airline to understand their policies regarding COVID-19
and have adequate travel insurance in place if required.

At the conference

The ACL has worked with the Covid Testing facilities inside of the ADNEC for a rapid antigen test. We
strongly ask that you test before the day before the start of the workshops and tutorials and again before
the start of the Main conference.

To ensure everyone’s safety, and with the purpose of making everyone comfortable at the conference,
please carefully consider the following if you are attending in person:

» The ACL strongly encourages our attendees to bring and wear high-quality, well-fitting masks
while attending indoor functions at ACL events, removing their masks only the minimal amount
necessary to eat and drink.

» The ACL strongly encourages attendees to be cautious with masking in indoor space outside the
conference venue (e.g., on public transit or while eating away from the venue) to avoid bringing
COVID to the venue.

 If you start to feel ill or test positive during the conference, please leave the venue immediately,
and do not come to the venue anymore.

* To avoid crowded situations, we recommend making optimal use of the available spaces, particu-
larly during coffee breaks.

* Speakers and session chairs are not required to wear masks while presenting, as there is enough
distance between speakers and audience.

Space and distancing

We come from different countries and different personal experiences about COVID-19, and for many of
us EMNLP 2022 is the first hybrid conference after the relaxation of the Covid protocols. In order to favor
interpersonal relations, we will use a “traffic light system” with stickers to attach to your badge to indicate
your feelings on social distancing:

* Red: keep a distance
* Amber: being cautious, no touching

» Green: handshakes and hugs ok

10
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Plan ahead to return home
Please ensure you know the COVID-19 testing requirements for return travel back into your country of
origin. The requirements are available on your government website.
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Anti-Harassment Policy

Anti-Harassment Policy

EMNLP 2022 adheres to the ACL Anti-Harassment Policy. Any participant who experiences harassment
or hostile behaviour may contact any current member of the ACL Professional Conduct Committee or
Priscilla Rasmussen, who is usually available at the registration desk of the conference. Please be assured
that if you approach us, your concerns will be kept in strict confidence, and we will consult with you on
any actions taken.

The open exchange of ideas, the freedom of thought and expression, and respectful scientific debate are
central to the aims and goals of a ACL conference. These require a community and an environment that
recognizes the inherent worth of every person and group, that fosters dignity, understanding, and mutual
respect, and that embraces diversity. For these reasons, ACL is dedicated to providing a harassment-free
experience for participants at our events and in our programs.

Harassment and hostile behavior are unwelcome at any ACL conference. This includes: speech or be-
havior (including in public presentations and on-line discourse) that intimidates, creates discomfort, or
interferes with a person’s participation or opportunity for participation in the conference. We aim for ACL
conferences to be an environment where harassment in any form does not happen, including but not lim-
ited to: harassment based on race, gender, religion, age, color, national origin, ancestry, disability, sexual
orientation, or gender identity. Harassment includes degrading verbal comments, deliberate intimidation,
stalking, harassing photography or recording, inappropriate physical contact, and unwelcome sexual at-
tention.

The ACL board members are listed at:

https://www.aclweb.org/portal/about

The full policy and its implementation is defined at:
https://www.aclweb.org/adminwiki/index.php?title=Anti-Harassment_Policy
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Social Events

Social Events

‘We have planned the following events for EMNLP 2022. Please follow ACL’s code of conduct and COVID
policy when you are attending these events.

Welcome Reception - Thursday, December 8th, 2022
Venue: Aloft Abu Dhabi
Time: 19.00 - 22.00

A Welcome Reception will be held on Thursday December 8, 2022 from 7:00pm to 10:00pm. Join us at
the Aloft Abu Dhabi Hotel where you can meet and make new friends and catch up with your colleagues
over a drink (alcoholic & nonalcoholic drink ticket to be provided) and light canapes.

Admission to the welcome reception is included in the main conference in-person registration. Additional
tickets can be bought on site.

Additional Welcome Reception Ticket - $50.

Welcome Reception - Under 10 - $25.
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Social Event - Saturday, December 10th, 2022
Venue: Ritz-Carlton Abu Dhabi, Grand Canal Hotel
Time: 19.00 - 22.00

The EMNLP Social Event will be held on Saturday December 10, 2022 from 7:00pm — 10:00pm at the
Ritz-Carlton Abu Dhabi, Grand Canal Hotel. With its captivating sunsets and extraordinary view of the
Sheikh Zayed Grand Mosque, you will be sure to enjoy an evening out at our Social Event with luxurious
foods and libations (alcoholic and nonalcoholic drink ticket provided), along with Abu Dhabi’s local en-
tertainment compliments of the Department of Tourism, and a DJ for some evening dancing.

Transportation to the event:
Charter buses will be available from ADNEC to the Ritz Carlton beginning at 6:30pm to 10:30pm. Depar-
tures from the Ritz will stop by Andaz, Aloft and Adnec.

Admission to the social event is included in the main conference in-person registration. Additional tickets
can be bought on site.

Social Event Ticket Additional Guest - $125.

Social Event Ticket - Under 10 - $65.

Social Event Ticket - Exhibitor - $125.
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Keynotes

The Multimodal Language Faculty and the Visual Languages of
Comics

Neil Cohn
Tilburg University, Department of Communication and Cognition

Friday, December 9, 2022 - Room: Hall B - Time: 9:00-10:30

Abstract: Contrary to the notions of language as an amodal system, natural human communication is
multimodal and combines speech, gestures, writing, and pictures. To account for this, recent work has
proposed that our vocal, bodily, and graphic modalities persist in parallel in a multimodal language fac-
ulty, and both unimodal and multimodal expressions arise out of emergent states of a shared architecture.
Such a model carries different expectations for the ways in which modalities may be similar or different
from each other, and how they may interact. I will highlight these properties specifically for our graphic
modality, which I argue can manifest in full visual languages when displaying both a systematic lexicon
and complex grammar. I will use analysis of a corpus of several hundred annotated comics to show distinc-
tive patterns that suggest they are drawn in different visual languages. Yet, I will also show that consistent
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“universal” linguistic principles persist across this structural diversity. Finally, I will argue that a multi-
modal language faculty requires us to change our conception of linguistic relativity, and I will show how
subtle structures of spoken languages permeate across to visual languages. Altogether, this work argues for
a multimodal basis of linguistic structure, and heralds a reconsideration of what constitutes the language
system.

Bio: Neil Cohn is an American cognitive scientist best known for his research on the overlap in struc-
ture and cognition between language and graphic communication like comics and emoji. He is the au-
thor of 80+ academic papers, 4 academic books, and 2 graphic novels. He received his PhD in cog-
nitive psychology at Tufts University and is currently an associate professor at the Department of Cog-
nition and Communication at Tilburg University in The Netherlands. His work can be found online at
https://www.visuallanguagelab.com/.
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Takeaways from a Systematic Study of 75K Models on Hugging
Face

Nazneen Rajani
Hugging Face

Friday, December 9, 2022 - Room: Hall B - Time: 17:30-18:30

Abstract: Language models trained using transformers dominate the NLP model landscape, making Hug-
ging Face (HF) the defacto hub for sharing, benchmarking, and evaluating NLP models. The HF hub pro-
vides a rich resource for understanding how language models evolved, opening up research questions such
as ‘Is there a correlation between model documentation and its usage?’, "How have the models evolved?’,
‘What do users document about their models?’. In the first part of my talk, I'll give a macro-level view of
how the NLP model landscape has evolved based on our systematic study of 75K HF models.

In the second part, I'll discuss advances, challenges and opportunities in evaluating and documenting NLP
models developed in an industry setting. Based on the results, do we see a paradigm shift from model-
centric to data-centric evaluation and documentation?

Bio: Nazneen is a Research Lead at Hugging Face, a startup with a mission to democratize ML, leading
data-centric ML research which involves systematically analyzing, curating, and automatically annotating
data. Before HF, she worked at Salesforce Research with Richard Socher and led a team of researchers
focused on building robust natural language generation systems based on LLMs. She completed her Ph.D.
in CS at UT-Austin with Prof. Ray Mooney.

Nazneen has over 30 papers accepted at ACL, EMNLP, NAACL, NeurIPs, and ICLR and has her research
covered by Quanta magazine, VentureBeat, SiliconAngle, ZDNet, and Datanami. She is also teaching a
course on interpreting ML models with Corise —http://corise.com/go/nazneen. More details
about her work can be found here https://www.nazneenrajani.com/.
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Towards a Foundation for AGI

Gary Marcus
Robust.Al, New York University (Emeritus)

Saturday, December 10, 2022 - Room: Hall B - Time: 14:00-15:00

Abstract: Large pretrained language models like GPT-3 and PaLM have generated enormous enthusiasm,
and are capable of producing remarkably fluent language. But they have also been criticized on many
grounds, and described as “stochastic parrots.” Are they adequate as a basis for artificial general intelli-
gence (AGI), and if not, what would a better foundation for general intelligence look like?

Bio: Gary Marcus is a leading voice in artificial intelligence. He is a scientist, best-selling author, and
serial entrepreneur (Founder of Robust.Al and Geometric.Al, acquired by Uber). He is well-known for
his challenges to contemporary Al, anticipating many of the current problems decades in advance, and
for his research in human language development and cognitive neuroscience. An Emeritus Professor of
Psychology and Neural Science at NYU, he is the author of five books, including, The Algebraic Mind,
Kluge, The Birth of the Mind, and the New York Times Bestseller Guitar Zero. He has often contributed to
The New Yorker, Wired, and The New York Times. His most recent book, Rebooting Al, with Ernest Davis,
is one of Forbes’s 7 Must Read Books in AL
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Towards a Responsible NLP: Walking the Walk

Mona Diab
Meta Responsible Al and The George Washington University

Sunday, December 11, 2022 - Room: Hall B - Time: 14:00-15:00

Abstract: In a world of racing to get the best systems on leaderboards, winning best shared tasks, building
the largest LM, are we losing our soul as a scientific enterprise? Do we need to re-orient and re-pivot
NLP? If so, what is needed to make this happen? Can we chart together a program where we ensure that
science is the pivotal ingredient in CL/NLP? Could Responsible NLP be an avenue that could lead us back
towards that goal? In this talk, in the spirit of Empirical NLP, I will explore some “practical” ideas around
framing a Responsible NLP vision hoping to achieve a higher scientific standard for our field, addressing
issues from the “how” we conduct our research and venturing into the “what” we work on and produce
using tenets from responsible mindset perspective. I will pose more questions than answers. This is a call
to action, an invitation to start a real global community conversation, hopefully engaging all stakeholders:
academia, industry, government and civic society.

Bio: Mona Diab is the Lead Responsible Al Research Scientist with Meta. She is also a full Professor
of Computer Science at the George Washington University (on leave) where she directs the CARE4Lang
NLP Lab. Before joining Meta, she led the Lex Conversational Al project within Amazon AWS Al Her
current focus is on Responsible AI and how to operationalize it for NLP technologies. Her interests span
building robust technologies for low resource scenarios with a special interest in Arabic technologies,
(mis) information propagation, computational socio-pragmatics, computational psycholinguistics, NLG
evaluation metrics, language modeling and resource creation. Mona has served the community in several
capacities: Elected President of SIGLEX and SIGSemitic, and she currently serves as the elected VP for
ACL SIGDAT, the board supporting EMNLP conferences. She has delivered tutorials and organized nu-
merous workshops and panels around Arabic processing, Responsible NLP, Code Switching, etc. She is
a cofounder of CADIM (Consortium on Arabic Dialect Modeling, previously known as Columbia Uni-
versity Arabic Dialects Modeling Group), in 2005, which served as a world renowned reference point on
Arabic Language Technologies. Moreover she helped establish two research trends in NLP, namely com-
putational approaches to Code Switching and Semantic Textual Similarity. She is also a founding member
of the *SEM conference, one of the top tier conferences in NLP. Mona has published more than 250 peer
reviewed articles.
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Panel: “Careers in NLP”

Saturday, December 10, 2022 - Room: Hall B - Time: 17:00-18:00

The Careers in NLP Panel is a new feature of the EMNLP Industry Track. The panel is addressed to
graduate students and junior researchers as well as their supervisors and mentors, although all EMNLP
participants are welcome. The panelists will discuss the diversity of career paths in NLP: from more
research-oriented NLP scientist roles to careers in product.

Asli Celikyilmaz, Meta Al

Bio: Asli Celikyilmaz is a Research Science Manager at FAIR Labs in Seattle. Formerly, she was Senior
Principal Researcher at Microsoft Research (MSR) in Redmond, Washington. She is also an Affiliate As-
sociate Member at the University of Washington. She has received a Ph.D. Degree in Information Science
from University of Toronto, Canada, and later continued her Postdoc study at the Computer Science De-
partment of the University of California, Berkeley. Her research interests are mainly in deep learning and
natural language, specifically on language generation with long-term coherence, language understanding,
language grounding with vision, and building intelligent agents for human-computer interaction She is
serving as the co-Editor-in-Chief of the Transactions of the ACL (TACL) and as area editor on Open Jour-
nal of Signal Processing (OJSP) as Associate Editor. She has received several “best of” awards including
Semantic Computing in 2009, and CVPR in 2019.

Bing Xiang, Amazon AWS

Bio: Bing Xiang is currently a Director of Applied Science at Amazon Web Services, leading a global
science organization in AWS Al Labs. He oversees the science work powering dozens of AWS Al services
and products that leverage machine learning and deep learning for search, question answering, informa-
tion extraction, program synthesis, recommendation, forecasting, anomaly detection, and business analyt-
ics. Before joining Amazon in 2017, he was a Principal Research Staff Member and Science Manager at
IBM Watson Research Center, leading a research team developing algorithms for multiple NLP services.
Prior to IBM, he worked at BBN Technologies as a key contributor to several DARPA projects on speech
recognition, speech-to-speech translation, and machine translation. He has published over 100 papers and
served as an Area Chair and Program Committee Member at top NLP conferences like ACL, NAACL and
EMNLP. He holds a PhD degree from Cornell University and BS/MS degrees from Peking University.

Hatem Haddad, iCompass

Bio: Hatem Haddad is Co-Founder and CTO of iCompass. He received a doctorate in Computer Science
and Information Systems from University Grenoble Alpes, France. He was a Postdoctoral Fellow at VTT
Technical Research Center of Finland and at Norwegian University of Science and Technology. He occu-
pied assistant professor positions at Grenoble Alpes university (France), at UAEU (EAU), at Sousse uni-
versity (Tunisia), at Mevlana university (Turkey) and at ULB (Belgium). He worked for industrial corpo-
rations in R&D at VTT Technical Research Centre of Finland and Institute for Infocomm Research, Image
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Processing and Applications Lab of Singapore. He was an invited researcher at Leibniz-Fachhochschule
School of Business (Germany) and Polytechnic Institute of Coimbra (Portugal). His current research in-
terests include Natural Language Processing, Machine Learning and Deep Learning. He is a Program
Chair in various global conferences and serves as a reviewer for relevant journals and conferences in the
Artificial Intelligence field.

23



D&I Events and Initiatives

24



D&I Events and Initiatives

D&l Events and Initiatives

Statement by the EMNLP 2022 Diversity & Inclusion Committee

Dear attendees of EMNLP 2022,

Greetings from the co-chairs of the Diversity and Inclusion (D&I) Committee. In this short statement,
we would like to highlight the following items related to our efforts toward a more inclusive and diverse
EMNLP 2022.

Subsidies We received 164 applications for D&I subsidies and awarded a total of $56K to 51 applicants.
The funding for this came from the D&I sponsors Google Research, NYU Abu Dhabi, and Microsoft, as
well as ACL.

Anti-harassment policy We want to remind participants of our anti-harassment policy, which can be
found here: https://2022.emnlp.org/participants/anti_harassment/.

Events

* There will be two D&I lunches for affinity groups. One lunch will feature an invited talk by
Prof. Hannah Elsisi (https://www.hist.cam.ac.uk/people/dr-hannah-elsisi)
of NYU Abu Dhabi on “Intersectional Identities in the Arab World.” This event is sponsored by
Snap Inc.

* There will be several Birds of a Feather sessions. We thank the organizers of these sessions for
facilitating a space where people sharing similar interests can come together during the conference.
The table below shows more details about the sessions and schedule.

Wishing you a fun, safe, and productive time in Abu Dhabi,

Meriem Beloucif, Thamar Solorio, and Andreas Vlachos
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Session Hosts Location Date, Time

SIGARAB Social Salam Khalifa, Go Inoue, Bashar Alhafni Capital Suite 8 Dec. 7, 14:00

Challenges in Hate Speech Detection for African Idris Abdulmumin, Shamsuddeen Hassan Mo- Capital Suite 8 & Zoom Dec. 7, 16:00

Languages hammed, Nedjma Ousidhoum

Biomedical NLP Kirk Roberts Zoom Dec. 7, 18:00

Language Models Mark Dredze Zoom Dec. 7, 20:30

Ethics in NLP Fatemehsadat Mireshghallah, Luciana Benotti, Capital Suite 7 Dec. 8, 14:00

Patrick Blackburn

NLP in the time of social media: challenges and Jose Camacho-Collados, Luis Espinosa-Anke  Capital Suite 7 Dec. 8, 16:00

applications

LatinX in Al Social at EMNLP 2022 Diana Galvan Zoom Dec. 8, 19:00

Code-Switching and Multilinguality NLP Genta Winata, Marina Zhukova, Sudipta Kar Capital Suite 7 & Zoom Dec. 10,
11:00

Expanding horizons for female researchers in Hanan Salam, Vinutha Magal Shreenath Capital Suite 7 & Zoom Dec. 10,

AI/NLP 15:30

‘We need to talk about random seeds Steven Bethard, Xueqing Liu Zoom Dec. 10,
19:00

Birds of a Feather Sessions at EMNLP 2022
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Tutorials: Wednesday, December 7, 2022

Overview

07:30 - 16:30 Day 1 Registration
08:00 - 08:45 Extra Q&A 1 - Morning Tutorials

Tutorial 1 — Meaning Representations for Natural Languages: De-  Capital Suite 7
sign, Models and Applications

Jeffrey Flanigan, Ishan Jindal, Yunyao Li, Tim O’Gorman, Martha

Palmer, Nianwen Xue

Tutorial 2 — Arabic Natural Language Processing Capital Suite 9
Nizar Habash

09:00 - 12:30 Morning Tutorials

Tutorial 1 — Meaning Representations for Natural Languages: De-  Capital Suite 7
sign, Models and Applications

Jeffrey Flanigan, Ishan Jindal, Yunyao Li, Tim O’Gorman, Martha

Palmer, Nianwen Xue

Tutorial 2 — Arabic Natural Language Processing Capital Suite 9
Nizar Habash

12:30 - 13:00 Extra Q&A 2 - Morning Tutorials

Tutorial 1 — Meaning Representations for Natural Languages: De-  Capital Suite 7
sign, Models and Applications

Jeffrey Flanigan, Ishan Jindal, Yunyao Li, Tim O’Gorman, Martha

Palmer, Nianwen Xue

Tutorial 2 — Arabic Natural Language Processing Capital Suite 9
Nizar Habash
13:30 - 14:00 Extra Q&A 1 - Afternoon Tutorials

Tutorial 1 — Meaning Representations for Natural Languages: De-  Capital Suite 7
sign, Models and Applications
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14:00 - 17:30

18:00 - 18:45

Jeffrey Flanigan, Ishan Jindal, Yunyao Li, Tim O’Gorman, Martha
Palmer, Nianwen Xue

Tutorial 3 — Emergent Language-Based Coordination In Deep
Multi-Agent Systems
Marco Baroni, Roberto Dessi, Angeliki Lazaridou

Afternoon tutorials

Tutorial 1 — Meaning Representations for Natural Languages: De-
sign, Models and Applications

Jeffrey Flanigan, Ishan Jindal, Yunyao Li, Tim O’Gorman, Martha
Palmer, Nianwen Xue

Tutorial 3 — Emergent Language-Based Coordination In Deep
Multi-Agent Systems
Marco Baroni, Roberto Dessi, Angeliki Lazaridou

Extra Q&A 2 - Afternoon Tutorials

Tutorial 1 — Meaning Representations for Natural Languages: De-
sign, Models and Applications

Jeffrey Flanigan, Ishan Jindal, Yunyao Li, Tim O’Gorman, Martha
Palmer, Nianwen Xue

Tutorial 3 — Emergent Language-Based Coordination In Deep
Multi-Agent Systems
Marco Baroni, Roberto Dessi, Angeliki Lazaridou

Capital Suite 9

Capital Suite 7

Capital Suite 9

Capital Suite 7

Capital Suite 9
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Tutorials: Thursday, December 8, 2022

Overview

08:00 - 16:30 Day 2 Registration
08:00 - 08:45 Extra Q&A 1 - Morning Tutorials
Tutorial 4 — CausalNLP Tutorial: An Introduction to Causality for ~ Capital Suite 9

Natural Language Processing
Zhijing Jin, Amir Feder, Kun Zhang

Tutorial 5 — Modular and Parameter-Efficient Fine-Tuning for  Capital Suite 7
NLP Models
Sebastian Ruder, Jonas Pfeiffer, Ivan Vuli¢

09:00 - 12:30 Morning Tutorials

Tutorial 4 — CausalNLP Tutorial: An Introduction to Causality for ~ Capital Suite 9
Natural Language Processing
Zhijing Jin, Amir Feder, Kun Zhang

Tutorial 5 — Modular and Parameter-Efficient Fine-Tuning for  Capital Suite 7
NLP Models
Sebastian Ruder, Jonas Pfeiffer, Ivan Vuli¢

12:30 - 13:00 Extra Q&A 2 - Morning Tutorials

Tutorial 4 — CausalNLP Tutorial: An Introduction to Causality for  Capital Suite 9
Natural Language Processing
Zhijing Jin, Amir Feder, Kun Zhang

Tutorial 5 — Modular and Parameter-Efficient Fine-Tuning for  Capital Suite 7
NLP Models
Sebastian Ruder, Jonas Pfeiffer, Ivan Vuli¢

13:30 - 14:00 Extra Q&A 1 - Afternoon Tutorials

Tutorial 6 — Non-Autoregressive Models for Fast Sequence Gener-  Capital Suite 9
ation
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14:00 - 17:30

18:00 - 18:45

Yang Feng, Chenze Shao

Afternoon tutorials

Tutorial 6 — Non-Autoregressive Models for Fast Sequence Gener-
ation
Yang Feng, Chenze Shao

Extra Q&A 2 - Afternoon Tutorials
Tutorial 6 — Non-Autoregressive Models for Fast Sequence Gener-

ation
Yang Feng, Chenze Shao

Capital Suite 9

Capital Suite 9
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Message from Tutorial Co-Chairs

Welcome to the Tutorials Session of EMNLP 2022

The EMNLP 2022 tutorials session provides an in depth coverage of a variety of topics reflecting recent
advances in Natural Language Processing methods and applications, presented by experts from academia
and ranging from introductory to cutting-edge.

This year, as has been the tradition over the past few years, the call, submission, reviewing and selection
of tutorials were coordinated jointly for multiple conferences: ACL, NAACL, COLING and EMNLP. A
review committee consisting of ACL, NAACL, COLING and EMNLP tutorial chairs as well as 23 external
reviewers (see Program Committee for the full list), was formed. The committee followed a review process
that ensured that each of the 47 submitted tutorial proposals, received 3 reviews. The selection criteria
included clarity and preparedness, novelty or timely character of the topic, instructors’ experience, likely
audience interest, open access of the tutorial instructional material, and diversity and inclusion.

The six tutorials selected for EMNLP include 2 introductory tutorials and 4 cutting-edge tutorials. The
two introductory tutorials address Arabic natural language processing (T2) and causal inference for natu-
ral language processing(T4) while the cutting-edge tutorials address meaning representations for natural
languages (T1), emergent language-based coordination in deep Multi-Agent Systems (T3), modular and
parameter-efficient fine-tuning for NLP models (T5), and non-autoregressive models for fast sequence
generation (T6).

We would like to thank the ACL, NAACL, and COLING tutorial chairs and the 23 external reviewers for
their effective collaboration and their efforts to ensure a smooth selection process as well as their invalu-
able assistance in the decision process. We would also like to thank EMNLP’s general chair Noah Smith
for his readiness to extend support whenever requested. We are very grateful for tutorial organizers for
their valuable contributions.

As has been the case last year, tutorial presentations will be a mixture of online, on-site and hybrid presen-
tations. We hope you all benefit from and enjoy the tutorial program at EMNLP 2022!

EMNLP 2022 Tutorial Co-chairs
Samhaa R. El-Beltagy
Xipeng Qiu
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T1 - Meaning Representations for Natural Languages: Design,
Models and Applications

b ]

Jeffrey Flanigan, Tim O’Gorman, Ishal Jindal, Yunyao Li, Martha Palmer, Nianwen Xue
Wednesday, December 7, 2022 - 9:00-17:30. Extra Q&A Sessions: 8:00-8:45,
12:30-13:00, 13:30-14:00, 18:00-18:45 (Capital Suite 7)

This tutorial reviews the design of common meaning representations, SOTA models for predicting meaning
representations, and the applications of meaning representations in a wide range of downstream NLP tasks
and real-world applications. Reporting by a diverse team of NLP researchers from academia and industry
with extensive experience in designing, building and using meaning representations, our tutorial has three
components: (1) an introduction to common meaning representations, including basic concepts and design
challenges; (2) a review of SOTA methods on building models for meaning representations; and (3) an
overview of applications of meaning representations in downstream NLP tasks and real-world applications.
We will also present qualitative comparisons of common meaning representations and a quantitative study
on how their differences impact model performance. Finally, we will share best practices in choosing the
right meaning representation for downstream tasks.

Jeffrey Flanigan, University of California Santa Cruz

Website: https://jflanigan.github.io/

Jeffrey Flanigan is an Assistant Professor in the Computer Science and Engineering Department at Univer-
sity of California Santa Cruz. He research interests are in semantic parsing and generation, with a focus on
AMR, and using semantic representations in downstream applications such as summarization and machine
translation. Previously he has given a tutorial in AMR at NAACL 2015.

Tim O’Gorman, Thorn

Website: https://timjogorman.github.io/

Tim O’Gorman is a Senior Research Scientist at Thorn. He was involved in AMR 2.0 and 3.0 annotations,
the Multi-sentence AMR corpus, and updates to PropBank. He co-organized the CoNLL’19 and ’20
Meaning Representation Parsing shared task. His interests are in the extensions of meaning representations
to cross-sentence phenomena.

Ishan Jindal, IBM

Website: https://ijindal.github.io/

Ishan Jindal is a Research Staff Member with IBM Research - Almaden. His research interest lies at the
intersection of machine learning and NLP, primarily in semantic parsing and model analysis for enterprise
use cases. He regularly publishes papers at ML and NLP conferences.
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Yunyao Li, Apple Knowledge Platform

Website: https://yunyaoli.github.io/

Yunyao Li is the Head of Machine Learning, Apple Knowledge Platform. Until very recently, she was a
Distinguished Research Staff Member and Senior Research Manager at IBM Research - Almaden where
she built and managed the Scalable Knowledge Intelligence department. She is particularly known for her
work in scalable NLP, enterprise search, and database usability. She has built systems, developed solutions,
and delivered core technologies to over 20 IBM products under brands such as Watson, InfoSphere, and
Cognos. She has published over 80 articles and a book. She was a IBM Master Inventor, with over
50 patents filed/granted. Her technical contributions have been recognized by prestigious awards within
and outside of IBM on regular basis. She is an ACM Distinguished Member. She was a member of the
inaugural New Voices program of the American National Academies (1 out of 18 selected nationwide)
and represented US young scientists at World Laureates Forum Young Scientists Forum in 2019 (1 of 4
selected nationwide). Yunyao obtained her Ph.D degree in Computer Science & Engineering and dual-
degrees of M.S.E in Computer Science & Engineering and M.S in Information from the University of
Michigan. She went to college at Tsinghua University, Beijing, China, and graduated with dual-degrees of
B.E in Automation and B.S in Economics.

Martha Palmer, University of Colorado

Website: https://www.colorado.edu/faculty/palmer—-martha/

Martha Palmer is the Helen & Hubert Croft Professor of Engineering in the Computer Science Department,
and Arts & Sciences Professor of Distinction for Linguistics, at the University of Colorado, with over 300
peer-reviewed publications. Her research is focused on capturing elements of the meanings of words that
can comprise automatic representations of complex sentences and documents in many languages. She is a
co-Director of CLEAR, an ACL Fellow, and an AAAI Fellow.

Nianwen Xue, Brandeis University

Website: https://www.cs.brandeis.edu/~xuen/

Nianwen Xue is a Professor in the Computer Science Department and the Language & Linguistics Program
at Brandeis University. His core research interests include developing linguistic corpora annotated with
syntactic, semantic, and discourse structures, as well as machine learning approaches to syntactic, semantic
and discourse parsing. He is an action editor for Computational Linguistics.
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T2 - Arabic Natural Language Processing

Nizar Habash

Wednesday, December 7, 2022 - 9:00-12:30. Extra Q&A Sessions: 8:00-8:45 and
12:30-13:00 (Capital Suite 9)

The Arabic language continues to be the focus of an increasing number of projects in natural language
processing (NLP) and computational linguistics (CL). This tutorial provides NLP/CL system developers
and researchers (computer scientists and linguists alike) with the necessary background information for
working with Arabic in its various forms: Classical, Modern Standard and Dialectal. We discuss various
Arabic linguistic phenomena and review the state-of-the-art in Arabic processing from enabling tech-
nologies and resources, to common tasks and applications. The tutorial will explain important concepts,
common wisdom, and common pitfalls in Arabic processing. Given the wide range of possible issues, we
invite tutorial attendees to bring up interesting challenges and problems they are working on to discuss
during the tutorial.

Nizar Habash, New York University Abu Dhabi

Website: www.nizarhabash.com

Nizar Habash is a Professor of Computer Science at New York University Abu Dhabi (NYUAD). He
is also the director of the Computational Approaches to Modeling Language (CAMeL) Lab. Professor
Habash specializes in natural language processing and computational linguistics. Before joining NYUAD
in 2014, he was a research scientist at Columbia University’s Center for Computational Learning Systems.
He received his PhD in Computer Science from the University of Maryland College Park in 2003. He has
two bachelors degrees, one in Computer Engineering and one in Linguistics and Languages. His research
includes extensive work on machine translation, morphological analysis, and computational modeling of
Arabic and its dialects. Professor Habash has been a principal investigator or co-investigator on over
25 research grants. And he has over 250 publications including a book entitled “Introduction to Arabic
Natural Language Processing” (Habash, 2010).
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T3 - Emergent Language-Based Coordination In Deep
Multi-Agent Systems

Marco Baroni, Roberto Dessi, Angeliki Lazaridou
Wednesday, December 7, 2022 - 14:00-17:30. Extra Q&A Sessions: 13:30-14:00
and 18:00-18:45 (Capital Suite 9)

Large pre-trained deep networks are the standard building blocks of modern Al applications. This raises
fundamental questions about how to control their behaviour and how to make them efficiently interact with
each other. Deep net emergent communication tackles these challenges by studying how to induce commu-
nication protocols between neural network agents, and how to include humans in the communication loop.
Traditionally, this research had focussed on relatively small-scale experiments where two networks had to
develop a discrete code from scratch for referential communication. However, with the rise of large pre-
trained language models that can work well on many tasks, the emphasis is now shifting on how to let these
models interact through a language-like channel to engage in more complex behaviors. By reviewing sev-
eral representative papers, we will provide an introduction to deep net emergent communication, we will
cover various central topics from the present and recent past, as well as discussing current shortcomings
and suggest future directions. The presentation is complemented by a hands-on section where participants
will implement and analyze two emergent communications setups from the literature. The tutorial should
be of interest to researchers wanting to develop more flexible Al systems, but also to cognitive scientists
and linguists interested in the evolution of communication systems.

Marco Baroni, Universitat Pompeu Fabra

Website: https://marcobaroni.org/

Marco Baroni is ICREA research professor at Universitat Pompeu Fabra. He co-authored one of the ear-
liest and most influential papers on emergent communication among deep net agents (Lazaridou et al.,
2017) as well as a recent survey of the area (Lazaridou and Baroni, 2020). Marco has extensive teach-
ing experience, including interdisciplinary classes aimed at computer scientists, linguists and cognitive
scientists, and lectures and tutorials in international venues such as ESSLLI, ACL and the CIFAR Deep
Learning Summer School (where he presented an introduction to deep net emergent communication). He
was recently awarded an ERC Advanced Grant to work on emergent communication.

Roberto Dessi, FAIR Paris and Universitat Pompeu Fabra

Website: https://robertodessi.github.io/

Roberto Dessi is a 3rd-year PhD student at Facebook AI Research and Universitat Pompeu Fabra. His
work focuses on scaling up emergent communication research, including a paper on the topic appearing
at NeurIPS 2021. Roberto was a co-organizer of the last two Emergent Communication workshops and is
currently the maintainer of the EGG toolkit for emergent communication simulations.
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Angeliki Lazaridou, DeepMind

Website: http://angelikilazaridou.github.io/

Angeliki Lazaridou is staff research scientist at DeepMind. Angeliki co-authored one of the earliest and
most influential papers on emergent communication among deep net agents (Lazaridou et al., 2017) as well
as a recent survey of the area (Lazaridou and Baroni, 2020). Angeliki’s work in the area was recognized
with a 2019 ICML best-paper mention (Jaques et al., 2019). She co-initiated the Emergent Communication
NeurIPS Workshop series (which ran successfully for 6 years).
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T4 - CausalNLP Tutorial: An Introduction to Causality for
Natural Language Processing

Zhijing Jin, Amir Feder, Kun Zhang
Thursday, December 8, 2022 - 9:00-12:30. Extra Q&A Sessions: 8:00-8:45 and
12:30-13:00 (Capital Suite 9)

Causal inference is becoming an increasingly important topic in deep learning, with the potential to help
with critical deep learning problems such as model robustness, interpretability, and fairness. In addition,
causality is naturally widely used in various disciplines of science, to discover causal relationships among
variables and estimate causal effects of interest. In this tutorial, we introduce the fundamentals of causal
discovery and causal effect estimation to the natural language processing (NLP) audience, provide an
overview of causal perspectives to NLP problems, and aim to inspire novel approaches to NLP further. This
tutorial is inclusive to a variety of audiences and is expected to facilitate the community’s developments
in formulating and addressing new, important NLP problems in light of emerging causal principles and
methodologies.

Zhijing Jin, Max Planck Institute and ETH Ziirich

Website: https://zhijing-jin.com/

Zhijing Jin (she/her) is a PhD at Max Planck Institute and ETH Ziirich supervised by Prof Bernhard
Scholkopf. Her research aims to (1) improve NLP models by connecting NLP with causal inference (Jin
et al., 2021c¢,b; Ni et al., 2022), and (2) expand the impact of NLP by promoting NLP for social good
(Jin et al., 2021a; Field et al., 2021; Gonzalez et al., 2022). She has published at many NLP and Al
venues (e.g., AAAIL, ACL, EMNLP, NAACL, COLING, AISTATS), and NLP for healthcare venues (e.g.,
AAHPM, JPSM). To foster the causality research community, she serves as the Publications Chair for the
1st conference on Causal Learning and Reasoning (CLeaR) (Scholkopf et al., 2022). She is also actively
involved in Al for social good, as the organizer of NLP for Positive Impact Workshop at ACL 2021 (Field
et al., 2021) and EMNLP 2022, and RobustML workshop at ICLR 2021. To support the NLP research
community, she organizes the ACL Year-Round Mentorship program from 2021.

Amir Feder, Columbia University

Website: https://amirfeder.github.io/

Amir Feder (he/him) is a postdoc at Columbia University, working with Prof David Blei. Amir develops
methods that integrate causality into natural language processing to generate more robust and interpretable
models. He is also interested in investigating and developing linguistically informed algorithms for pre-
dicting and understanding human behavior. Amir is currently also a visiting researcher (part time) at
Google Research’s Medical Brain Team, where he works on methods that leverage causal methodology
for medical language models. He is a co-organizer of the First Workshop on Causal Inference and NLP
(CI+NLP) at EMNLP 2021 (Feder et al., 2021a).
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Kun Zhang, Carnegie Mellon University and MBZUAI

Website: https://www.cmu.edu/dietrich/philosophy/people/faculty/zhang.html
Kun Zhang (he/him) is an associate professor at Carnegie Mellon University and MBZUALI. His research
interests lie in causal discovery and causality-based learning. He develops methods for automated causal
discovery from various kinds of data, investigates learning problems including transfer learning and deep
learning from a causal view, and studies philosophical foundations of causation and machine learning.
He co-authored a best student paper for the Conference on Uncertainty in Artificial Intelligence (UAI)
and a best finalist paper for the Conference on Computer Vision and Pattern Recognition (CVPR), and
received the best benchmark award of the 2nd causality challenge. He has taken essential roles at many
events of causal inference, including the general and program co-chair of the 1st Conference on Causal
Learning and Reasoning (CLeaR 2022), program co-chair of the UAI 2022, co-organizer of the 9th Causal
Inference Workshop at UAI 2021, co-organizer of NeurIPS 2020 Workshop on Causal Discovery and
Causality-Inspired Machine Learning 2020, co-editor of a number of journal special issues on causality,
and many others.
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TS - Modular and Parameter-Efficient Fine-Tuning for NLP
Models

e v‘f- '
=

Sebastian Ruder, Jonas Pfeiffer, Ivan Vuli¢
Thursday, December 8, 2022 - 9:00-12:30. Extra Q&A Sessions: 8:00-8:45 and
12:30-13:00 (Capital Suite 7)

State-of-the-art language models in NLP perform best when fine-tuned even on small datasets, but due to
their increasing size, finetuning and downstream usage have become extremely compute-intensive. Being
able to efficiently and effectively fine-tune the largest pretrained models is thus key in order to reap the
benefits of the latest advances in NLP. In this tutorial, we provide a comprehensive overview of parameter-
efficient fine-tuning methods. We highlight their similarities and differences by presenting them in a
unified view. We explore the benefits and usage scenarios of a neglected property of such parameter-
efficient models — modularity — such as composition of modules to deal with previously unseen data
conditions. We finally highlight how both properties — parameter efficiency and modularity — can be
useful in the real-world setting of adapting pre-trained models to under-represented languages and domains
with scarce annotated data for several downstream applications.

Sebastian Ruder, Google Research

Website: http://ruder.io

Sebastian is a research scientist at Google Research where he works on transfer and cross-lingual learning
and on parameter-efficient models. He was the Program Co-Chair for EurNLP 2019 and has co-organized
the 4th Workshop on Representation Learning for NLP at ACL 2019 and the First Workshop on Multilin-
gual Representation Learning at EMNLP 2021 and 2022. He has taught tutorials on “Transfer learning in
natural language processing”, “Unsupervised Cross-lingual Representation Learning®, and “Multi-domain
Multilingual Question Answering” at NAACL 2019, ACL 2019, and EMNLP 2021 respectively. He has
also co-organized and taught at the NLP Session at the Deep Learning Indaba 2018, 2019, and 2022.

Jonas Pfeiffer, Google Research

Website: https://pfeiffer.ai

Jonas is a research scientist at Google Research. He is interested in modular and compositional represen-
tation learning in multi-task, multilingual, and multi-modal contexts. Jonas has received the IBM PhD
Research Fellowship award in 2020. He has given invited talks in academia (e.g. University of Cam-
bridge, ETH, EPFL, NYU), industry (e.g. Facebook Al Research, IBM Research), as well as at Machine
Learning Summer/Winter Schools (e.g. Lisbon ML Summer School (LxMLS) 2021, Advanced Language
Processing Winter School (ALPS) 2022).

Ivan Vulié, University of Cambridge and PolyAl
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Website: https://sites.google.com/site/ivanvulic/

Ivan is a Principal Research Associate and a Royal Society University Research Fellow in the Language
Technology Lab at the University of Cambridge, and a Senior Scientist at Poly Al His research interests are
in multilingual and multimodal representation learning, and transfer learning for low-resource languages
and applications such as task-oriented dialogue systems. He has extensive experience giving invited and
keynote talks, and co-organising tutorials (e.g., ECIR 2013, WSDM 2014, EMNLP 2017, NAACL-HLT
2018, ESSLLI 2018, ACL 2019, 2 tutorials at EMNLP 2019, AILC Lectures 2021, ACL 2022) and work-
shops in areas relevant to the tutorial proposal (e.g., VL'15, SIGTYP 2019-2021, DeeLIO 2020-2022,
RepL4NLP 2021, MML 2022, publication chair of ACL 2019, program chair of *SEM 2021, tutorial
co-chair of EMNLP 2021).
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T6 - Non-Autoregressive Models for Fast Sequence Generation

Yang Feng, Chenze Shao
Thursday, December 8, 2022 - 14:00-17:30. Extra Q&A Sessions: 13:30-14:00 and
18:00-18:45 (Capital Suite 9)

Autoregressive (AR) models have achieved great success in various sequence generation tasks. However,
AR models can only generate target sequence word-by-word due to the AR mechanism and hence suffer
from slow inference. Recently, non-autoregressive (NAR) models, which generate all the tokens in parallel
by removing the sequential dependencies within the target sequence, have received increasing attention
in sequence generation tasks such as neural machine translation (NMT), automatic speech recognition
(ASR), and text to speech (TTS). In this tutorial, we will provide a comprehensive introduction to non-
autoregressive sequence generation.

Yang Feng, Institute of Computing Technology, Chinese Academy of Sciences

Website: https://yangfengyf.github.io/

Yang Feng is a professor in Institute of Computing Technology, Chinese Academy of Sciences (ICT/CAS).
She got her PhD degree in ICT/CAS and then worked in University of Sheffield and Information Sci-
ences Institute, University of Southern California, and now leads the natural language processing group in
ICT/CAS. Her research interests are natural language process, mainly focusing on machine translation and
dialogue. She was the recipient of the Best Long Paper Award of ACL 2019. She served as a senior area
chair of EMNLP 2021 and area chairs of ACL, EMNLP, COLING etc., and she is serving as an Action Ed-
itor of ACL Roling Review and an editorial board member of the Northern European Journal of Language
Technology. She has given a tutorial in the 10th CCF International Conference on Natural Language Pro-
cessing and Chinese Computing (NLPCC2021) and has been invited to give talks in NLPCC, CCL(China
National Conference on Computational Linguistics) etc.

Chenze Shao, Institute of Computing Technology, Chinese Academy of Sciences

Chenze Shao is a fifth-year PhD student in Institute of Computing Technology, Chinese Academy of
Sciences. His research interests are natural language processing and neural machine translation. His
recent research topic is non-autoregressive (NAR) sequence generation. He has published papers on NAR
generation in CL, ACL, EMNLP, NAACL, AAAI and NeurIPS.
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Main Conference: Friday, December 9, 2022

Session 2 - 11:00-12:30

Natural Language Generation 1
11:00-12:30 (Hall B)

RankGen: Improving Text Generation with Large Ranking Models

Kalpesh Krishna, Yapei Chang, John Wieting and Mohit Iyyer 11:00-11:15 (Hall B)
Given an input sequence (or prefix), modern language models often assign high probabilities to output sequences that are repetitive, inco-
herent, or irrelevant to the prefix; as such, model-generated text also contains such artifacts. To address these issues we present RankGen, a
1.2B parameter encoder model for English that scores model generations given a prefix. RankGen can be flexibly incorporated as a scoring
function in beam search and used to decode from any pretrained language model. We train RankGen using large-scale contrastive learning to
map a prefix close to the ground-truth sequence that follows it and far away from two types of negatives: (1) random sequences from the same
document as the prefix, and (2) sequences generated from a large language model conditioned on the prefix. Experiments across four different
language models (345M-11B parameters) and two domains show that RankGen significantly outperforms decoding algorithms like nucleus,
top-k, and typical sampling on both automatic metrics (85.0 vs 77.3 MAUVE) as well as human evaluations with English writers (74.5%
human preference over nucleus sampling). Analysis reveals that RankGen outputs are more relevant to the prefix and improve continuity and
coherence compared to baselines. We release our model checkpoints, code, and human preference data with explanations to facilitate future
research.

Linearizing Transformer with Key-Value Memory

Yizhe Zhang and Deng Cai 11:15-11:30 (Hall B)
Efficient transformer variants with linear time complexity have been developed to mitigate the quadratic computational overhead of the vanilla
transformer. Among them are low-rank projection methods such as Linformer and kernel-based Transformers. Despite their unique merits,
they usually suffer from a performance drop comparing with the vanilla transformer on many sequence generation tasks, and often fail to
obtain computation gain when the generation is short. We propose Memsizer, an approach towards closing the performance gap while im-
proving the efficiency even with short generation. It projects the source sequences into lower dimension representations like Linformer, while
enjoying efficient recurrent-style incremental computation similar to kernel-based transformers. This yields linear computation time and con-
stant memory complexity at inference time. Memsizer also employs a lightweight multi-head mechanism which renders the computation as
light as a single-head model. We demonstrate that Memsizer provides an improved balance between efficiency and accuracy over the vanilla
transformer and other efficient transformer variants in three typical sequence generation tasks, including machine translation, abstractive text
summarization, and language modeling.

A Unified Encoder-Decoder Framework with Entity Memory

Zhihan Zhang, Wenhao Yu, Chenguang Zhu and Meng Jiang 11:30-11:45 (Hall B)
Entities, as important carriers of real-world knowledge, play a key role in many NLP tasks. We focus on incorporating entity knowledge
into an encoder-decoder framework for informative text generation. Existing approaches tried to index, retrieve, and read external docu-
ments as evidence, but they suffered from a large computational overhead. In this work, we propose an encoder-decoder framework with
an entity memory, namely EDMem. The entity knowledge is stored in the memory as latent representations, and the memory is pre-trained
on Wikipedia along with encoder-decoder parameters. To precisely generate entity names, we design three decoding methods to constrain
entity generation by linking entities in the memory. EDMem is a unified framework that can be used on various entity-intensive question
answering and generation tasks. Extensive experimental results show that EDMem outperforms both memory-based auto-encoder models and
non-memory encoder-decoder models.

A Distributional Lens for Multi-Aspect Controllable Text Generation

Yuxuan Gu, Xiaocheng Feng, Sicheng Ma, Lingyuan Zhang, Heng Gong and Bing Qin 11:45-12:00 (Hall B)
Multi-aspect controllable text generation is a more challenging and practical task than single-aspect control. Existing methods achieve com-
plex multi-aspect control by fusing multiple controllers learned from single-aspect, but suffer from attribute degeneration caused by the mutual
interference of these controllers. To address this, we provide observations on attribute fusion from a distributional perspective and propose to
directly search for the intersection areas of multiple attribute distributions as their combination for generation. Our method first estimates the
attribute space with an autoencoder structure. Afterward, we iteratively approach the intersections by jointly minimizing distances to points
representing different attributes. Finally, we map them to attribute-relevant sentences with a prefix-tuning-based decoder. Experiments on the
three-aspect control task, including sentiment, topic, and detoxification aspects, reveal that our method outperforms several strong baselines
on attribute relevance and text quality and achieves the SOTA. Further analysis also supplies some explanatory support for the effectiveness
of our approach.

ELMER: A Non-Autoregressive Pre-trained Language Model for Efficient and Effective Text Generation

Junyi Li, Tianyi Tang, Wayne Xin Zhao, Jian-Yun Nie and Ji-Rong Wen 12:00-12:15 (Hall B)
We study the text generation task under the approach of pre-trained language models (PLMs). Typically, an auto-regressive (AR) method is
adopted for generating texts in a token-by-token manner. Despite many advantages of AR generation, it usually suffers from inefficient infer-
ence. Therefore, non-autoregressive (NAR) models are proposed to generate all target tokens simultaneously. However, NAR models usually
generate texts of lower quality due to the absence of token dependency in the output text. In this paper, we propose ELMER: an efficient
and effective PLM for NAR text generation to explicitly model the token dependency during NAR generation. By leveraging the early exit
technique, ELMER enables the token generations at different layers, according to their prediction confidence (a more confident token will
exit at a lower layer). Besides, we propose a novel pre-training objective, Layer Permutation Language Modeling, to pre-train ELMER by
permuting the exit layer for each token in sequences. Experiments on three text generation tasks show that ELMER significantly outperforms
NAR models and further narrows the performance gap with AR PLMs (eg ELMER (29.92) vs BART (30.61) ROUGE-L in XSUM) while
achieving over 10 times inference speedup.
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Curriculum Prompt Learning with Self-Training for Abstractive Dialogue Summarization

Changqun Li, Linlin Wang, xin Lin, Gerard de Melo and Liang He 12:15-12:30 (Hall B)
Succinctly summarizing dialogue is a task of growing interest, but inherent challenges, such as insufficient training data and low information
density impede our ability to train abstractive models. In this work, we propose a novel curriculum-based prompt learning method with
self-training to address these problems. Specifically, prompts are learned using a curriculum learning strategy that gradually increases the
degree of prompt perturbation, thereby improving the dialogue understanding and modeling capabilities of our model. Unlabeled dialogue
is incorporated by means of self-training so as to reduce the dependency on labeled data. We further investigate topic-aware prompts to
better plan for the generation of summaries. Experiments confirm that our model substantially outperforms strong baselines and achieves new
state-of-the-art results on the AMI and ICSI datasets. Human evaluations also show the superiority of our model with regard to the summary
generation quality.

Resources and Evaluation 1
11:00-12:30 (Hall A, Room A)

Multi-VQG: Generating Engaging Questions for Multiple Images

Min-Hsuan Yeh, Vincent Chen, Ting-Hao Huang and Lun-Wei Ku 11:00-11:15 (Hall A, Room A)
Generating engaging content has drawn much recent attention in the NLP community. Asking questions is a natural way to respond to photos
and promote awareness. However, most answers to questions in traditional question-answering (QA) datasets are factoids, which reduce
individuals’ willingness to answer. Furthermore, traditional visual question generation (VQG) confines the source data for question genera-
tion to single images, resulting in a limited ability to comprehend time-series information of the underlying event. In this paper, we propose
generating engaging questions from multiple images. We present MVQG, a new dataset, and establish a series of baselines, including both
end-to-end and dual-stage architectures. Results show that building stories behind the image sequence enables models to generate engaging
questions, which confirms our assumption that people typically construct a picture of the event in their minds before asking questions. These
results open up an exciting challenge for visual-and-language models to implicitly construct a story behind a series of photos to allow for
creativity and experience sharing and hence draw attention to downstream applications.

Tomayto, Tomahto. Beyond Token-level Answer Equivalence for Question Answering Evaluation

Jannis Bulian, Christian Buck, Wojciech Gajewski, Benjamin Borschinger and Tal Schuster 11:15-11:30 (Hall A, Room A)
The predictions of question answering (QA) systems are typically evaluated against manually annotated finite sets of one or more answers.
This leads to a coverage limitation that results in underestimating the true performance of systems, and is typically addressed by extending
over exact match (EM) with predefined rules or with the token-level F1 measure. In this paper, we present the first systematic conceptual and
data-driven analysis to examine the shortcomings of token-level equivalence measures.

To this end, we define the asymmetric notion of answer equivalence (AE), accepting answers that are equivalent to or improve over the
reference, and publish over 23k human judgements for candidates produced by multiple QA systems on SQuAD.

Through a careful analysis of this data, we reveal and quantify several concrete limitations of the F1 measure, such as a false impression of
graduality, or missing dependence on the question.

Since collecting AE annotations for each evaluated model is expensive, we learn a BERT matching (BEM) measure to approximate this task.
Being a simpler task than QA, we find BEM to provide significantly better AE approximations than F1, and to more accurately reflect the
performance of systems.

Finally, we demonstrate the practical utility of AE and BEM on the concrete application of minimal accurate prediction sets, reducing the
number of required answers by up to X2.6.

QRelScore: Better Evaluating Generated Questions with Deeper Understanding of Context-aware Relevance

Xiaogiang Wang, Bang Liu, Siliang Tang and Lingfei Wu 11:30-11:45 (Hall A, Room A)
Existing metrics for assessing question generation not only require costly human reference but also fail to take into account the input context
of generation, rendering the lack of deep understanding of the relevance between the generated questions and input contexts. As a result,
they may wrongly penalize a legitimate and reasonable candidate question when it (1) involves complicated reasoning with the context or (2)
can be grounded by multiple evidences in the context. In this paper, we propose QRelScore, a context-aware Relevance evaluation metric
for Question Generation. Based on off-the-shelf language models such as BERT and GPT2, QRelScore employs both word-level hierarchical
matching and sentence-level prompt-based generation to cope with the complicated reasoning and diverse generation from multiple evidences,
respectively. Compared with existing metrics, our experiments demonstrate that QRelScore is able to achieve a higher correlation with human
judgments while being much more robust to adversarial samples.

Generative Language Models for Paragraph-Level Question Generation

Asahi Ushio, Fernando Alva-Manchego and Jose Camacho-Collados 11:45-12:00 (Hall A, Room A)
Powerful generative models have led to recent progress in question generation (QG). However, it is difficult to measure advances in QG re-
search since there are no standardized resources that allow a uniform comparison among approaches. In this paper, we introduce QG-Bench,
a multilingual and multidomain benchmark for QG that unifies existing question answering datasets by converting them to a standard QG
setting. It includes general-purpose datasets such as SQuAD for English, datasets from ten domains and two styles, as well as datasets in
eight different languages. Using QG-Bench as a reference, we perform an extensive analysis of the capabilities of language models for the
task. First, we propose robust QG baselines based on fine-tuning generative language models. Then, we complement automatic evaluation
based on standard metrics with an extensive manual evaluation, which in turn sheds light on the difficulty of evaluating QG models. Finally,
we analyse both the domain adaptability of these models as well as the effectiveness of multilingual models in languages other than English.
QG-Bench is released along with the fine-tuned models presented in the paper (https:/github.com/asahi417/Im-question-generation), which
are also available as a demo (https://autogg.net/).

Cross-document Event Coreference Search: Task, Dataset and Modeling

Alon Eirew, Avi Caciularu and Ido Dagan 12:00-12:15 (Hall A, Room A)
The task of Cross-document Coreference Resolution has been traditionally formulated as requiring to identify all coreference links across a
given set of documents. We propose an appealing, and often more applicable, complementary set up for the task — Cross-document Corefer-
ence Search, focusing in this paper on event coreference. Concretely, given a mention in context of an event of interest, considered as a query,
the task is to find all coreferring mentions for the query event in a large document collection. To support research on this task, we create a
corresponding dataset, which is derived from Wikipedia while leveraging annotations in the available Wikipedia Event Coreferecene dataset
(WEC-Eng). Observing that the coreference search setup is largely analogous to the setting of Open Domain Question Answering, we adapt
the prominent Deep Passage Retrieval (DPR) model to our setting, as an appealing baseline. Finally, we present a novel model that integrates
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a powerful coreference scoring scheme into the DPR architecture, yielding improved performance.

M2D2: A Massively Multi-Domain Language Modeling Dataset

Machel Reid, Victor Zhong, Suchin Gururangan and Luke Zettlemoyer 12:15-12:30 (Hall A, Room A)
We present M2D2, a fine-grained, massively multi-domain corpus for studying domain adaptation in language models (LMs). M2D2 consists
of 8.5B tokens and spans 145 domains extracted from Wikipedia and Semantic Scholar. Using ontologies derived from Wikipedia and ArXiv
categories, we organize the domains in each data source into 22 groups. This two-level hierarchy enables the study of relationships between
domains and their effects on in- and out-of-domain performance after adaptation. We also present a number of insights into the nature of
effective domain adaptation in LMs, as examples of the new types of studies M2D2 enables. To improve in-domain performance, we show
the benefits of adapting the LM along a domain hierarchy; adapting to smaller amounts of fine-grained domain-specific data can lead to larger
in-domain performance gains than larger amounts of weakly relevant data. We further demonstrate a trade-off between in-domain specializa-
tion and out-of-domain generalization within and across ontologies, as well as a strong correlation between out-of-domain performance and
lexical overlap between domains.

Semantics
11:00-12:30 (Hall A, Room B)

UnifiedSKG: Unifying and Multi-Tasking Structured Knowledge Grounding with Text-to-Text Language Models

Tianbao Xie, Chen Henry Wu, Peng Shi, Ruigi Zhong, Torsten Scholak, Michihiro Yasunaga, Chien-Sheng Wu, Ming Zhong, Pengcheng Yin,
Sida I. Wang, Victor Zhong, Bailin Wang, Chengzu Li, Connor Boyle, Ansong Ni, Ziyu Yao, Dragomir Radev, Caiming Xiong, Lingpeng Kong,
Rui Zhang, Noah A. Smith, Luke Zettlemoyer and Tao Yu 11:00-11:15 (Hall A, Room B)
Structured knowledge grounding (SKG) leverages structured knowledge to complete user requests, such as semantic parsing over databases
and question answering over knowledge bases. Since the inputs and outputs of SKG tasks are heterogeneous, they have been studied sep-
arately by different communities, which limits systematic and compatible research on SKG. In this paper, we overcome this limitation by
proposing the UnifiedSKG framework, which unifies 21 SKG tasks into a text-to-text format, aiming to promote systematic SKG research,
instead of being exclusive to a single task, domain, or dataset. We use UnifiedSKG to benchmark T5 with different sizes and show that TS5,
with simple modifications when necessary, achieves state-of-the-art performance on almost all of the 21 tasks. We further demonstrate that
multi-task prefix-tuning improves the performance on most tasks, largely improving the overall performance. UnifiedSKG also facilitates the
investigation of zero-shot and few-shot learning, and we show that TO, GPT-3, and Codex struggle in zero-shot and few-shot learning for
SKG. We also use UnifiedSKG to conduct a series of controlled experiments on structured knowledge encoding variants across SKG tasks.
UnifiedSKG is easily extensible to more tasks, and it is open-sourced at https://github.com/hkunlp/unifiedskg.

Reasoning Like Program Executors
Xinyu Pi, Qian Liu, Bei Chen, Morteza Ziyadi, Zeqi Lin, Qiang Fu, Yan Gao, Jian-Guang LOU and Weizhu Chen11:15-11:30 (Hall A, Room
B)

Reasoning over natural language is a long-standing goal for the research community. However, studies have shown that existing language
models are inadequate in reasoning. To address the issue, we present POET, a novel reasoning pre-training paradigm. Through pre-training
language models with programs and their execution results, POET empowers language models to harvest the reasoning knowledge possessed
by program executors via a data-driven approach. POET is conceptually simple and can be instantiated by different kinds of program ex-
ecutors. In this paper, we showcase two simple instances POET-Math and POET-Logic, in addition to a complex instance, POET-SQL.
Experimental results on six benchmarks demonstrate that POET can significantly boost model performance in natural language reasoning,
such as numerical reasoning, logical reasoning, and multi-hop reasoning. POET opens a new gate on reasoning-enhancement pre-training,
and we hope our analysis would shed light on the future research of reasoning like program executors.

DoclInfer: D t-level Natural L Inference using Optimal Evidence Selection

Puneet Mathur, Gautam Kunapuli, Riyaz Bhat, Manish Shrivastava, Dinesh Manocha and Maneesh Singh 11:30-11:45 (Hall A, Room B)
‘We present DoclInfer - a novel, end-to-end Document-level Natural Language Inference model that builds a hierarchical document graph en-
riched through inter-sentence relations (topical, entity-based, concept-based), performs paragraph pruning using the novel SubGraph Pooling
layer, followed by optimal evidence selection based on REINFORCE algorithm to identify the most important context sentences for a given
hypothesis. Our evidence selection mechanism allows it to transcend the input length limitation of modern BERT-like Transformer models
while presenting the entire evidence together for inferential reasoning. We show this is an important property needed to reason on large
documents where the evidence may be fragmented and located arbitrarily far from each other. Extensive experiments on popular corpora -
DocNLI, ContractNLI, and ConTRoL datasets, and our new proposed dataset called CaseHoldNLI on the task of legal judicial reasoning,
demonstrate significant performance gains of 8-12% over SOTA methods. Our ablation studies validate the impact of our model. Perfor-
mance improvement of 3-6% on annotation-scarce downstream tasks of fact verification, multiple-choice QA, and contract clause retrieval
demonstrates the usefulness of DocInfer beyond primary NLI tasks.

Infinite SCAN: An Infinite Model of Diachronic Semantic Change

Setichi Inoue, Mamoru Komachi, Toshinobu Ogiso, Hiroya Takamura and Daichi Mochihashi 11:45-12:00 (Hall A, Room B)
In this study, we propose a Bayesian model that can jointly estimate the number of senses of words and their changes through time. The model
combines a dynamic topic model on Gaussian Markov random fields with a logistic stick-breaking process that realizes Dirichlet process.
In the experiments, we evaluated the proposed model in terms of interpretability, accuracy in estimating the number of senses, and tracking
their changes using both artificial data and real data. We quantitatively verified that the model behaves as expected through evaluation using
artificial data. Using the CCOHA corpus, we showed that our model outperforms the baseline model and investigated the semantic changes
of several well-known target words.

Measuring Context-Word Biases in Lexical Semantic Datasets

Qianchu Liu, Diana McCarthy and Anna Korhonen 12:00-12:15 (Hall A, Room B)
State-of-the-art pretrained contextualized models (PCM) eg. BERT use tasks such as WiC and WSD to evaluate their word-in-context rep-
resentations. This inherently assumes that performance in these tasks reflect how well a model represents the coupled word and context
semantics. We question this assumption by presenting the first quantitative analysis on the context-word interaction being tested in major
contextual lexical semantic tasks. To achieve this, we run probing baselines on masked input, and propose measures to calculate and visualize
the degree of context or word biases in existing datasets. The analysis was performed on both models and humans. Our findings demonstrate
that models are usually not being tested for word-in-context semantics in the same way as humans are in these tasks, which helps us better
understand the model-human gap. Specifically, to PCMs, most existing datasets fall into the extreme ends (the retrieval-based tasks exhibit
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strong target word bias while WiC-style tasks and WSD show strong context bias); In comparison, humans are less biased and achieve much
better performance when both word and context are available than with masked input. We recommend our framework for understanding and
controlling these biases for model interpretation and future task design.

Unobserved Local Structures Make Compositional Generalization Hard

Ben Bogin, Shivanshu Gupta and Jonathan Berant 12:15-12:30 (Hall A, Room B)
‘While recent work has shown that sequence-to-sequence models struggle to generalize to new compositions (termed compositional gener-
alization), little is known on what makes compositional generalization hard on a particular test instance. In this work, we investigate the
factors that make generalization to certain test instances challenging. We first substantiate that some examples are more difficult than others
by showing that different models consistently fail or succeed on the same test instances. Then, we propose a criterion for the difficulty of an
example: a test instance is hard if it contains a local structure that was not observed at training time. We formulate a simple decision rule based
on this criterion and empirically show it predicts instance-level generalization well across 5 different semantic parsing datasets, substantially
better than alternative decision rules. Last, we show local structures can be leveraged for creating difficult adversarial compositional splits
and also to improve compositional generalization under limited training budgets by strategically selecting examples for the training set.

Summarization
11:00-12:30 (Hall A, Room C)

Toward Unifying Text Segmentation and Long Document Summarization

Sangwoo Cho, Kaigiang Song, Xiaoyang Wang, Fei Liu and Dong Yu 11:00-11:15 (Hall A, Room C)
Text segmentation is important for signaling a document’s structure. Without segmenting a long document into topically coherent sections, it is
difficult for readers to comprehend the text, let alone find important information. The problem is only exacerbated by a lack of segmentation in
transcripts of audio/video recordings. In this paper, we explore the role that section segmentation plays in extractive summarization of written
and spoken documents. Our approach learns robust sentence representations by performing summarization and segmentation simultaneously,
which is further enhanced by an optimization-based regularizer to promote selection of diverse summary sentences. We conduct experiments
on multiple datasets ranging from scientific articles to spoken transcripts to evaluate the model’s performance. Our findings suggest that the
model can not only achieve state-of-the-art performance on publicly available benchmarks, but demonstrate better cross-genre transferability
when equipped with text segmentation. We perform a series of analyses to quantify the impact of section segmentation on summarizing
written and spoken documents of substantial length and complexity.

SNaC: Coherence Error Detection for Narrative Summarization

Tanya Goyal, Junyi Jessy Li and Greg Durrett 11:15-11:30 (Hall A, Room C)
Progress in summarizing long texts is inhibited by the lack of appropriate evaluation frameworks. A long summary that appropriately covers
the facets of that text must also present a coherent narrative, but current automatic and human evaluation methods fail to identify gaps in
coherence. In this work, we introduce SNaC, a narrative coherence evaluation framework for fine-grained annotations of long summaries.
‘We develop a taxonomy of coherence errors in generated narrative summaries and collect span-level annotations for 6.6k sentences across
150 book and movie summaries. Our work provides the first characterization of coherence errors generated by state-of-the-art summarization
models and a protocol for eliciting coherence judgments from crowdworkers. Furthermore, we show that the collected annotations allow
us to benchmark past work in coherence modeling and train a strong classifier for automatically localizing coherence errors in generated
summaries. Finally, our SNaC framework can support future work in long document summarization and coherence evaluation, including
improved summarization modeling and post-hoc summary correction.

HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models

Tanya Goyal, Nazneen Rajani, Wenhao Liu and Wojciech Kryscinski 11:30-11:45 (Hall A, Room C)
Summarization systems make numerous “decisions” about summary properties during inference, e.g. degree of copying, specificity and length
of outputs, etc. However, these are implicitly encoded within model parameters and specific styles cannot be enforced. To address this, we
introduce HydraSum, a new summarization architecture that extends the single decoder framework of current models to a mixture-of-experts
version with multiple decoders. We show that HydraSum’s multiple decoders automatically learn contrasting summary styles when trained
under the standard training objective without any extra supervision. Through experiments on three summarization datasets (CNN, Newsroom
and XSum), we show that HydraSum provides a simple mechanism to obtain stylistically-diverse summaries by sampling from either individ-
ual decoders or their mixtures, outperforming baseline models. Finally, we demonstrate that a small modification to the gating strategy during
training can enforce an even stricter style partitioning, e.g. high- vs low-abstractiveness or high- vs low-specificity, allowing users to sample
from a larger area in the generation space and vary summary styles along multiple dimensions.

SEM-F1: an Automatic Way for Semantic Evaluation of Multi-Narrative Overlap Summaries at Scale

Naman Bansal, Mousumi Akter and Shubhra Kanti Karmaker Santu 11:45-12:00 (Hall A, Room C)
Recent work has introduced an important yet relatively under-explored NLP task called Semantic Overlap Summarization (SOS) that entails
generating a summary from multiple alternative narratives which conveys the common information provided by those narratives. Previous
work also published a benchmark dataset for this task by collecting 2,925 alternative narrative pairs from the web and manually annotating
411 different reference summaries by engaging human annotators. In this paper, we exclusively focus on the automated evaluation of the SOS
task using the benchmark dataset. More specifically, we first use the popular ROUGE metric from text-summarization literature and conduct a
systematic study to evaluate the SOS task. Our experiments discover that ROUGE is not suitable for this novel task and therefore, we propose
a new sentence-level precision-recall style automated evaluation metric, called SEM-F1 (Semantic F1). It is inspired by the benefits of the
sentence-wise annotation technique using overlap labels reported by the previous work. Our experiments show that the proposed SEM-F1
metric yields a higher correlation with human judgment and higher inter-rater agreement compared to the ROUGE metric.

SQuALITY: Building a Long-D S ization Dataset the Hard Way

Alex Wang, Richard Yuanzhe Pang, Angelica Chen, Jason Phang and Samuel R. Bowman 12:00-12:15 (Hall A, Room C)
Summarization datasets are often assembled either by scraping naturally occurring public-domain summaries—which are nearly always in
difficult-to-work-with technical domains—or by using approximate heuristics to extract them from everyday text—which frequently yields
unfaithful summaries. In this work, we turn to a slower but more straightforward approach to developing summarization benchmark data: We
hire highly-qualified contractors to read stories and write original summaries from scratch. To amortize reading time, we collect five sum-
maries per document, with the first giving an overview and the subsequent four addressing specific questions. We use this protocol to collect
SQuALITY, a dataset of question-focused summaries built on the same public-domain short stories as the multiple-choice dataset QUALITY
(Pang et al., 2021). Experiments with state-of-the-art summarization systems show that our dataset is challenging and that existing automatic
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evaluation metrics are weak indicators of quality.

How Far are We from Robust Long Abstractive Summarization?

Huan Yee Koh, Jiaxin Ju, He Zhang, Ming Liu and Shirui Pan 12:15-12:30 (Hall A, Room C)
Abstractive summarization has made tremendous progress in recent years. In this work, we perform fine-grained human annotations to eval-
uate long document abstractive summarization systems (i.e., models and metrics) with the aim of implementing them to generate reliable
summaries. For long document abstractive models, we show that the constant strive for state-of-the-art ROUGE results can lead us to generate
more relevant summaries but not factual ones. For long document evaluation metrics, human evaluation results show that ROUGE remains
the best at evaluating the relevancy of a summary. It also reveals important limitations of factuality metrics in detecting different types of
factual errors and the reasons behind the effectiveness of BARTScore. We then suggest promising directions in the endeavor of developing
factual consistency metrics. Finally, we release our annotated long document dataset with the hope that it can contribute to the development
of metrics across a broader range of summarization settings.

Industry 1
11:00-12:30 (Hall A, Room D)

[INDUSTRY] Improving Large-Scale Conversational Assistants using Model Interpretation based Training Sample Selection

Stefan Schroedl, Manoj Kumar, Kiana Hajebi, Morteza Ziyadi, Sriram Venkatapathy, Anil Ramakrishna, Rahul Gupta and Pradeep Natarajan
11:00-11:15 (Hall A, Room D)

This paper presents an approach to identify samples from live traffic where the customer implicitly communicated satisfaction with Alexa’s
responses, by leveraging interpretations of model behavior. Such customer signals are noisy and adding a large number of samples from live
traffic to training set makes re-training infeasible. Our work addresses these challenges by identifying a small number of samples that grow
training set by 0.05% while producing statistically significant improvements in both offline and online tests.

[INDUSTRY] CGF: Constrained Generation Framework for Query Rewriting in Conversational AT

Jie Hao, Yang Liu, Xing Fan, Saurabh Gupta, Saleh Soltan, Rakesh Chada, Pradeep Natarajan, Chenlei Guo and Gokhan Tur  11:15-11:30
(Hall A, Room D)

In conversational AI agents, Query Rewriting (QR) plays a crucial role in reducing user frictions and satisfying their daily demands. User
frictions are caused by various reasons, such as errors in the conversational AI system, users’ accent or their abridged language. In this
work, we present a novel Constrained Generation Framework (CGF) for query rewriting at both global and personalized levels. It is based on
the encoder-decoder framework, where the encoder takes the query and its previous dialogue turns as the input to form a context-enhanced
representation, and the decoder uses constrained decoding to generate the rewrites based on the pre-defined global or personalized constrained
decoding space. Extensive offline and online A/B experiments show that the proposed CGF significantly boosts the query rewriting perfor-
mance.

[INDUSTRY] SimANS: Simple Ambiguous Negatives Sampling for Dense Text Retrieval

Kun Zhou, Yeyun Gong, Xiao Liu, Wayne Xin Zhao, Yelong Shen, Anlei Dong, Jingwen Lu, Rangan Majumder, Ji-Rong Wen, Nan Duan and
Weizhu Chen 11:30-11:45 (Hall A, Room D)
Sampling proper negatives from a large document pool is vital to effectively train a dense retrieval model. However, existing negative sam-
pling strategies suffer from the uninformative or false negative problem. In this work, we empirically show that according to the measured
relevance scores, the negatives ranked around the positives are generally more informative and less likely to be false negatives. Intuitively,
these negatives are not too hard (may be false negatives) or too easy (uninformative). They are the ambiguous negatives and need more
attention during training. Thus, we propose a simple ambiguous negatives sampling method, SIimANS, which incorporates a new sampling
probability distribution to sample more ambiguous negatives. Extensive experiments on four public and one industry datasets show the effec-
tiveness of our approach. We made the code and models publicly available in https://github.com/microsoft/SimXNs.

[INDUSTRY] Learning Geolocations for Cold-Start and Hard-to-Resolve Addresses via Deep Metric Learning

Govind . and Saurabh Sohoney 11:45-12:00 (Hall A, Room D)
‘With evergrowing digital adoption in the society and increasing demand for businesses to deliver to customers doorstep, the last mile hop of
transportation planning poses unique challenges in emerging geographies with unstructured addresses. One of the crucial inputs to facilitate
effective planning is the task of geolocating customer addresses. Existing systems operate by aggregating historical delivery locations or by
resolving/matching addresses to known buildings and campuses to vend a high-precision geolocation. However, by design they fail to cater to
a significant fraction of addresses which are new in the system and have inaccurate or missing building level information. We propose a frame-
work to resolve these addresses (referred to as hard-to-resolve henceforth) to a shallower granularity termed as neighbourhood. Specifically,
we propose a weakly supervised deep metric learning model to encode the geospatial semantics in address embeddings. We present empirical
evaluation on India (IN) and the United Arab Emirates (UAE) hard-to-resolve addresses to show significant improvements in learning geolo-
cations i.e., 22% (IN) & 55% (UAE) reduction in delivery defects (where learnt geocode is >Y meters away from actual location), and 43%
(IN) & 90% (UAE) reduction in 50th percentile (p50) distance between learnt and actual delivery locations over the existing production system.

[INDUSTRY] Large-scale Machine Translation for Indian L in E- ce under Low Resource Constraints

Amey Patil and Nikesh Garera 12:00-12:15 (Hall A, Room D)
The democratization of e-commerce platforms has moved an increasingly diversified Indian user base to shop online. We have deployed
reliable and precise large-scale Machine Translation systems for several Indian regional languages in this work. Building such systems is
a challenge because of the low-resource nature of the Indian languages. We develop a structured model development pipeline as a closed
feedback loop with external manual feedback through an Active Learning component. We show strong synthetic parallel data generation
capability and consistent improvements to the model over iterations. Starting with 1.2M parallel pairs for English-Hindi we have compiled
a corpus with 400M+ synthetic high quality parallel pairs across different domains. Further, we need colloquial translations to preserve the
intent and friendliness of English content in regional languages, and make it easier to understand for our users. We perform robust and ef-
fective domain adaptation steps to achieve colloquial such translations. Over iterations, we show 9.02 BLEU points improvement for English
to Hindi translation model. Along with Hindi, we show that the overall approach and best practices extends well to other Indian languages,
resulting in deployment of our models across 7 Indian Languages.

[INDUSTRY] Improving Text-to-SQL Semantic Parsing with Fine-grained Query Understanding
Jun Wang, Patrick Ng, Alexander Hanbo Li, Jiarong Jiang, Zhiguo Wang, Bing Xiang, Ramesh Nallapati and Sudipta Sengupta 12:15-12:30
(Hall A, Room D)
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Most recent research on Text-to-SQL semantic parsing relies on either parser itself or simple heuristic based approach to understand natural
language query (NLQ). When synthesizing a SQL query, there is no explicit semantic information of NLQ available to the parser which leads
to undesirable generalization performance. In addition, without lexical-level fine-grained query understanding, linking between query and
database can only rely on fuzzy string match which leads to suboptimal performance in real applications. In view of this, in this paper we
present a general-purpose, modular neural semantic parsing framework that is based on token-level fine-grained query understanding. Our
framework consists of three modules: named entity recognizer (NER), neural entity linker (NEL) and neural semantic parser (NSP). By jointly
modeling query and database, NER model analyzes user intents and identifies entities in the query. NEL model links typed entities to schema
and cell values in database. Parser model leverages available semantic information and linking results and synthesizes tree-structured SQL
queries based on dynamically generated grammar. Experiments on SQUALL, a newly released semantic parsing dataset, show that we can
achieve 56.8% execution accuracy on WikiTableQuestions (WTQ) test set, which outperforms the state-of-the-art model by 2.7%.

NLP Applications 1
11:00-12:30 (Collaboratorium)

Learning to Generate Question by Asking Question: A Primal-Dual Approach with Uncommon Word Generation

Qifan Wang, Li Yang, Xiaojun Quan, Fuli Feng, Dongfang Liu, Zenglin Xu, Sinong Wang and Hao Ma 11:00-11:15 (Collaboratorium)
Automatic question generation (AQG) is the task of generating a question from a given passage and an answer. Most existing AQG methods
aim at encoding the passage and the answer to generate the question. However, limited work has focused on modeling the correlation between
the target answer and the generated question. Moreover, unseen or rare word generation has not been studied in previous works. In this paper,
we propose a novel approach which incorporates question generation with its dual problem, question answering, into a unified primal-dual
framework. Specifically, the question generation component consists of an encoder that jointly encodes the answer with the passage, and a
decoder that produces the question. The question answering component then re-asks the generated question on the passage to ensure that
the target answer is obtained. We further introduce a knowledge distillation module to improve the model generalization ability. We conduct
an extensive set of experiments on SQuAD and HotpotQA benchmarks. Experimental results demonstrate the superior performance of the
proposed approach over several state-of-the-art methods.

PAIR: Prompt-Aware margIn Ranking for Counselor Reflection Scoring in Motivational Interviewing

Do June Min, Verdnica Pérez-Rosas, Kenneth Resnicow and Rada Mihalcea 11:15-11:30 (Collaboratorium)
Counselor reflection is a core verbal skill used by mental health counselors to express understanding and affirmation of the client’s experience
and concerns. In this paper, we propose a system for the analysis of counselor reflections. Specifically, our system takes as input one dialog
turn containing a client prompt and a counselor response, and outputs a score indicating the level of reflection in the counselor response. We
compile a dataset consisting of different levels of reflective listening skills, and propose the Prompt-Aware margIn Ranking (PAIR) frame-
work that contrasts positive and negative prompt and response pairs using specially designed multi-gap and prompt-aware margin ranking
losses. Through empirical evaluations and deployment of our system in a real-life educational environment, we show that our analysis model
outperforms several baselines on different metrics, and can be used to provide useful feedback to counseling trainees.

Robustness of Fusion-based Multimodal Classifiers to Cross-Modal Content Dilutions

Gaurav Verma, Vishwa Vinay, Ryan Rossi and Srijan Kumar 11:30-11:45 (Collaboratorium)
As multimodal learning finds applications in a wide variety of high-stakes societal tasks, investigating their robustness becomes important.
Existing work has focused on understanding the robustness of vision-and-language models to imperceptible variations on benchmark tasks.
In this work, we investigate the robustness of multimodal classifiers to cross-modal dilutions — a plausible variation. We develop a model
that, given a multimodal (image + text) input, generates additional dilution text that (a) maintains relevance and topical coherence with the
image and existing text, and (b) when added to the original text, leads to misclassification of the multimodal input. Via experiments on Crisis
Humanitarianism and Sentiment Detection tasks, we find that the performance of task-specific fusion-based multimodal classifiers drops by
23.3% and 22.5%, respectively, in the presence of dilutions generated by our model. Metric-based comparisons with several baselines and
human evaluations indicate that our dilutions show higher relevance and topical coherence, while simultaneously being more effective at
demonstrating the brittleness of the multimodal classifiers. Our work aims to highlight and encourage further research on the robustness of
deep multimodal models to realistic variations, especially in human-facing societal applications.

Translation between Molecules and Natural Language

Carl Edwards, Tuan Lai, Kevin Ros, Garrett Honke, Kyunghyun Cho and Heng Ji 11:45-12:00 (Collaboratorium)
‘We present MolT5 - a self-supervised learning framework for pretraining models on a vast amount of unlabeled natural language text and
molecule strings. MolT5 allows for new, useful, and challenging analogs of traditional vision-language tasks, such as molecule captioning
and text-based de novo molecule generation (altogether: translation between molecules and language), which we explore for the first time.
Since MolTS5 pretrains models on single-modal data, it helps overcome the chemistry domain shortcoming of data scarcity. Furthermore, we
consider several metrics, including a new cross-modal embedding-based metric, to evaluate the tasks of molecule captioning and text-based
molecule generation. Our results show that MolT5-based models are able to generate outputs, both molecules and captions, which in many
cases are high quality.

Guiding Neural Entity Alignment with Compatibility

Bing Liu, Harrisen Scells, Wen Hua, Guido Zuccon, Genghong Zhao and Xia Zhang 12:00-12:15 (Collaboratorium)
Entity Alignment (EA) aims to find equivalent entities between two Knowledge Graphs (KGs). While numerous neural EA models have
been devised, they are mainly learned using labelled data only. In this work, we argue that different entities within one KG should have
compatible counterparts in the other KG due to the potential dependencies among the entities. Making compatible predictions thus should be
one of the goals of training an EA model along with fitting the labelled data: this aspect however is neglected in current methods. To power
neural EA models with compatibility, we devise a training framework by addressing three problems: (1) how to measure the compatibility
of an EA model; (2) how to inject the property of being compatible into an EA model; (3) how to optimise parameters of the compatibility
model. Extensive experiments on widely-used datasets demonstrate the advantages of integrating compatibility within EA models. In fact,
state-of-the-art neural EA models trained within our framework using just 5% of the labelled data can achieve comparable effectiveness with
supervised training using 20% of the labelled data.

How Large Language Models are Transforming Machine-Paraphrase Plagiarism

Jan Philip Wahle, Terry Ruas, Frederic Kirstein and Bela Gipp 12:15-12:30 (Collaboratorium)
The recent success of large language models for text generation poses a severe threat to academic integrity, as plagiarists can generate realistic
paraphrases indistinguishable from original work. However, the role of large autoregressive models in generating machine-paraphrased pla-
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giarism and their detection is still incipient in the literature. This work explores T5 and GPT3 for machine-paraphrase generation on scientific
articles from arXiv, student theses, and Wikipedia. We evaluate the detection performance of six automated solutions and one commercial
plagiarism detection software and perform a human study with 105 participants regarding their detection performance and the quality of gen-
erated examples. Our results suggest that large language models can rewrite text humans have difficulty identifying as machine-paraphrased
(53% mean acc.). Human experts rate the quality of paraphrases generated by GPT-3 as high as original texts (clarity 4.0/5, fluency 4.2/5,
coherence 3.8/5). The best-performing detection model (GPT-3) achieves 66% F1-score in detecting paraphrases. We make our code, data,
and findings publicly available to facilitate the development of detection solutions.

Poster Sessions 1 & 2
11:00-12:30 (Atrium)

TranSHER: Translating K ledge Graph Embedding with Hyper-Ellipsoidal Restriction

Yizhi Li, Wei Fan, Chao Liu, Chenghua Lin and Jiang Qian 11:00-12:30 (Atrium)
Knowledge graph embedding methods are important for the knowledge graph completion (or link prediction) task. One state-of-the-art
method, PairRE, leverages two separate vectors to model complex relations (i.e., 1-to-N, N-to-1, and N-to-N) in knowledge graphs. However,
such a method strictly restricts entities on the hyper-ellipsoid surfaces which limits the optimization of entity distribution, leading to subop-
timal performance of knowledge graph completion. To address this issue, we propose a novel score function TranSHER, which leverages
relation-specific translations between head and tail entities to relax the constraint of hyper-ellipsoid restrictions. By introducing an intuitive
and simple relation-specific translation, TranSHER can provide more direct guidance on optimization and capture more semantic character-
istics of entities with complex relations. Experimental results show that TranSHER achieves state-of-the-art performance on link prediction
and generalizes well to datasets in different domains and scales. Our codes are public available at https://github.com/yizhilll/TranSHER.

Robots-Dont-Cry: Understanding Falsely Anthropomorphic Utterances in Dialog Systems

David Gros, Yu Li and Zhou Yu 11:00-12:30 (Atrium)
Dialog systems are often designed or trained to output human-like responses. However, some responses may be impossible for a machine to
truthfully say (e.g. "that movie made me cry"). Highly anthropomorphic responses might make users uncomfortable or implicitly deceive
them into thinking they are interacting with a human. We collect human ratings on the feasibility of approximately 900 two-turn dialogs sam-
pled from 9 diverse data sources. Ratings are for two hypothetical machine embodiments: a futuristic humanoid robot and a digital assistant.
‘We find that for some data-sources commonly used to train dialog systems, 20-30

‘We explore qualitative and quantitative reasons for these ratings. Finally, we build classifiers and explore how modeling configuration might
affect output permissibly, and discuss implications for building less falsely anthropomorphic dialog systems.

‘When More Data Hurts: A Troubling Quirk in Developing Broad-Coverage Natural Language Understanding Systems

Elias St [-Eskin, E il Antonios Pl ios, Adam Pauls, Sam Thomson, Hao Fang, Benjamin Van Durme, Jason Eisner and Yu Su
11:00-12:30 (Atrium)

In natural language understanding (NLU) production systems, users’ evolving needs necessitate the addition of new features over time, in-
dexed by new symbols added to the meaning representation space. This requires additional training data and results in ever-growing datasets.
‘We present the first systematic investigation into this incremental symbol learning scenario. Our analysis reveals a troubling quirk in building
broad-coverage NLU systems: as the training dataset grows, performance on a small set of new symbols often decreases. We show that this
trend holds for multiple mainstream models on two common NLU tasks: intent recognition and semantic parsing. Rejecting class imbalance
as the sole culprit, we reveal that the trend is closely associated with an effect we call source signal dilution, where strong lexical cues for the
new symbol become diluted as the training dataset grows. Selectively dropping training examples to prevent dilution often reverses the trend,
showing the over-reliance of mainstream neural NLU models on simple lexical cues.

Less is More: Summary of Long Instructions is Better for Program Synthesis

Kirby Kuznia, Swaroop Mishra, Mihir Parmar and Chitta Baral 11:00-12:30 (Atrium)
Despite the success of large pre-trained language models (LMs) such as Codex, they show below-par performance on the larger and more
complicated programming related questions. We show that LMs benefit from the summarized version of complicated questions. Our findings
show that superfluous information often present in problem description such as human characters, background stories, and names (which are
included to help humans in understanding a task) does not help models in understanding a task. To this extent, we create a meta-dataset
from the frequently used APPS dataset and the newly created CodeContests dataset for the program synthesis task. Our meta-dataset consists
of human and synthesized summaries of the long and complicated programming questions. Experimental results on Codex show that our
proposed approach outperforms baseline by 8.13% on the APPS dataset and 11.88% on the CodeContests dataset on an average in terms
of strict accuracy. Our analysis shows that summaries significantly improve performance for introductory (9.86%) and interview (11.48%)
related programming questions. However, it shows improvement by a small margin ( 2%) for competitive programming questions, implying
the scope for future research direction.

HashFormers: Towards Vocabulary-independent Pre-trained Transformers

Huiyin Xue and Nikolaos Aletras 11:00-12:30 (Atrium)
Transformer-based pre-trained language models are vocabulary-dependent, mapping by default each token to its corresponding embedding.
This one-to-one mapping results into embedding matrices that occupy a lot of memory (i.e. millions of parameters) and grow linearly with
the size of the vocabulary. Previous work on on-device transformers dynamically generate token embeddings on-the-fly without embedding
matrices using locality-sensitive hashing over morphological information. These embeddings are subsequently fed into transformer layers
for text classification. However, these methods are not pre-trained. Inspired by this line of work, we propose HashFormers, a new family
of vocabulary-independent pre-trained transformers that support an unlimited vocabulary (i.e. all possible tokens in a corpus) given a sub-
stantially smaller fixed-sized embedding matrix. We achieve this by first introducing computationally cheap hashing functions that bucket
together individual tokens to embeddings. We also propose three variants that do not require an embedding matrix at all, further reducing the
memory requirements. We empirically demonstrate that HashFormers are more memory efficient compared to standard pre-trained transform-
ers while achieving comparable predictive performance when fine-tuned on multiple text classification tasks. For example, our most efficient
HashFormer variant has a negligible performance degradation (0.4% on GLUE) using only 99.1K parameters for representing the embeddings
compared to 12.3-38M parameters of state-of-the-art models.

AMAL: Meta Knowledge-Driven Few-Shot Adapter Learning
S. K. Hong and Tae Young Jang 11:00-12:30 (Atrium)
NLP has advanced greatly together with the proliferation of Transformer-based pre-trained language models. To adapt to a downstream task,
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the pre-trained language models need to be fine-tuned with a sufficient supply of annotated examples. In recent years, Adapter-based fine-
tuning methods have expanded the applicability of pre-trained language models by substantially lowering the required amount of annotated
examples. However, existing Adapter-based methods still fail to yield meaningful results in the few-shot regime where only a few annotated
examples are provided. In this study, we present a meta-learning-driven low-rank adapter pooling method, called AMAL, for leveraging
pre-trained language models even with just a few data points. We evaluate our method on five text classification benchmark datasets. The
results show that AMAL significantly outperforms previous few-shot learning methods and achieves a new state-of-the-art.

Facilitating Contrastive Learning of Discourse Relational Senses by Exploiting the Hierarchy of Sense Relations

Wangiu Long and Bonnie Webber 11:00-12:30 (Atrium)
Implicit discourse relation recognition is a challenging task that involves identifying the sense or senses that hold between two adjacent spans
of text, in the absense of an explicit connective between them. In both PDTB-2 (prasad et al., 2008) and PDTB-3 (Webber et al., 2019),
discourse relational senses are organized into a three-level hlerarchy ranging from four broad top-level senses, to more specific senses below
them. Most previous work on 1mp]1c1tt discourse relation recogmlmn have used the sense hierarchy s1mply to indicate what sense labels were
available. Here we do more — incorporating the sense hierarchy into the recognition process itself and using it to select the negative examples
used in contrastive learning. With no additional effort, the approach achieves state-of-the-art performance on the task. Our code is released in
https://github.com/wangiulong 0923/Contrastive_IDRR.

Quantifying Privacy Risks of Masked Language Models Using Membership Inference Attacks

Fatemehsadat Mireshghallah, Kartik Goyal, Archit Uniyal, Taylor Berg-Kirkpatrick and Reza Shokri 11:00-12:30 (Atrium)
The wide adoption and application of Masked language models (MLMs) on sensitive data (from legal to medical) necessitates a thorough
quantitative investigation into their privacy vulnerabilities. Prior attempts at measuring leakage of MLMs via membership inference attacks
have been inconclusive, implying potential robustness of MLM:s to privacy attacks. In this work, we posit that prior attempts were inconclu-
sive because they based their attack solely on the MLM’s model score. We devise a stronger membership inference attack based on likelihood
ratio hypothesis testing that involves an additional reference MLM to more accurately quantify the privacy risks of memorization in MLMs.
We show that masked language models are indeed susceptible to likelihood ratio membership inference attacks: Our empirical results, on
models trained on medical notes, show that our attack improves the AUC of prior membership inference attacks from 0.66 to an alarmingly
high 0.90 level.

MatchPrompt: Prompt-based Open Relation Extraction with Semantic Consistency Guided Clustering

Jiaxin Wang, Lingling Zhang, Jun Liu, Xi Liang, Yujie Zhong and Yagiang Wu 11:00-12:30 (Atrium)
Relation clustering is a general approach for open relation extraction (OpenRE). Current methods have two major problems. One is that
their good performance relies on large amounts of labeled and pre-defined relational instances for pre-training, which are costly to acquire in
reality. The other is that they only focus on learning a high-dimensional metric space to measure the similarity of novel relations and ignore
the specific relational representations of clusters. In this work, we propose a new prompt-based framework named MatchPrompt, which can
realize OpenRE with efficient knowledge transfer from only a few pre-defined relational instances as well as mine the specific meanings for
cluster interpretability. To our best knowledge, we are the first to introduce a prompt-based framework for unlabeled clustering. Experimental
results on different datasets show that MatchPrompt achieves the new SOTA results for OpenRE.

Incorporating Rel e Feedback for Infor ion-Seeking Retrieval using Few-Shot Document Re-Ranking

Tim Baumgdrtner, Leonardo F. R. Ribeiro, Nils Reimers and Iryna Gurevych 11:00-12:30 (Atrium)
Pairing a lexical retriever with a neural re-ranking model has set state- of-the-art performance on large-scale information retrieval datasets.
This pipeline covers scenarios like question answering or navigational queries, however, for information-seeking scenarios, users often pro-
vide information on whether a document is relevant to their query in form of clicks or explicit feedback. Therefore in this work, we explore
how relevance feedback can be directly integrated into neural re-ranking models by adopting few-shot and parameter-efficient learning tech-
niques. Specifically, we introduce a kNN approach that re-ranks documents based on their similarity with the query and the documents the
user considers relevant. Further, we explore Cross-Encoder models that we pre-train using meta-learning and subsequently fine-tune for each
query, training only on the feedback documents. To evaluate our different integration strategies, we transform four existing information re-
trieval datasets into the relevance feedback scenario. Extensive experiments demonstrate that integrating relevance feedback directly in neural
re-ranking models improves their performance, and fusing lexical ranking with our best performing neural re-ranker outperforms all other
methods by 5.2% nDCG@20.

Extending Logic Explained Networks to Text Classification

Rishabh Jain, Gabriele Ciravegna, Pietro Barbiero, Francesco Giannini, Davide Buffelli and Pietro Lio 11:00-12:30 (Atrium)
Recently, Logic Explained Networks (LENs) have been proposed as explainable-by-design neural models providing logic explanations for
their predictions. However, these models have only been applied to vision and tabular data, and they mostly favour the generation of global
explanations, while local ones tend to be noisy and verbose. For these reasons, we propose LEN<sup>p</sup>, improving local explanations
by perturbing input words, and we test it on text classification. Our results show that (i) LEN<sup>p</sup> provides better local explanations
than LIME in terms of sensitivity and faithfulness, and (ii) its logic explanations are more useful and user-friendly than the feature scoring
provided by LIME as attested by a human survey.

Are All Spurious Features in Natural Language Alike? An Analysis through a Causal Lens

Nitish Joshi, Xiang Pan and He He 11:00-12:30 (Atrium)
The term ‘spurious correlations’ has been used in NLP to informally denote any undesirable feature-label correlations. However, a correlation
can be undesirable because (i) the feature is irrelevant to the label (e.g. punctuation in a review), or (ii) the feature’s effect on the label depends
on the context (e.g. negation words in a review), which is ubiquitous in language tasks. In case (i), we want the model to be invariant to
the feature, which is neither necessary nor sufficient for prediction. But in case (ii), even an ideal model (e.g. humans) must rely on the
feature, since it is necessary (but not sufficient) for prediction. Therefore, a more fine-grained treatment of spurious features is needed to
specify the desired model behavior. We formalize this distinction using a causal model and probabilities of necessity and sufficiency, which
delineates the causal relations between a feature and a label. We then show that this distinction helps explain results of existing debiasing
methods on different spurious features, and demystifies surprising results such as the encoding of spurious features in model representations
after debiasing.

Human Guided Exploitation of Interpretable Attention Patterns in Summarization and Topic Segmentation

Raymond Li, Wen Xiao, Linzi Xing, Lanjun Wang, Gabriel Murray and Giuseppe Carenini 11:00-12:30 (Atrium)
The multi-head self-attention mechanism of the transformer model has been thoroughly investigated recently. In one vein of study, researchers
are interested in understanding why and how transformers work. In another vein, researchers propose new attention augmentation methods
to make transformers more accurate, efficient and interpretable. In this paper, we combine these two lines of research in a human-in-the-loop
pipeline to first discover important task-specific attention patterns. Then those patterns are injected, not only to smaller models, but also to
the original model. The benefits of our pipeline and discovered patterns are demonstrated in two case studies with extractive summarization
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and topic segmentation. After discovering interpretable patterns in BERT-based models fine-tuned for the two downstream tasks, experiments
indicate that when we inject the patterns into attention heads, the models show considerable improvements in accuracy and efficiency.

InforMask: Unsupervised Informative Masking for Language Model Pretraining

Nafis Sadeq, Canwen Xu and Julian McAuley 11:00-12:30 (Atrium)
Masked language modeling is widely used for pretraining large language models for natural language understanding (NLU). However, random
masking is suboptimal, allocating an equal masking rate for all tokens. In this paper, we propose InforMask, a new unsupervised masking
strategy for training masked language models. InforMask exploits Pointwise Mutual Information (PMI) to select the most informative tokens
to mask. We further propose two optimizations for InforMask to improve its efficiency. With a one-off preprocessing step, InforMask out-
performs random masking and previously proposed masking strategies on the factual recall benchmark LAMA and the question answering
benchmark SQuAD v1 and v2.

Subword Evenness (SuE) as a Predictor of Cross-lingual Transfer to Low-resource Languages

Olga Pelloni, Anastassia Shaitarova and Tanja Samardzic 11:00-12:30 (Atrium)
Pre-trained multilingual models, such as mBERT, XLM-R and mT5, are used to improve the performance on various tasks in low-resource
languages via cross-lingual transfer. In this framework, English is usually seen as the most natural choice for a transfer language (for fine-
tuning or continued training of a multilingual pre-trained model), but it has been revealed recently that this is often not the best choice. The
success of cross-lingual transfer seems to depend on some properties of languages, which are currently hard to explain. Successful transfer
often happens between unrelated languages and it often cannot be explained by data-dependent factors.

In this study, we show that languages written in non-Latin and non-alphabetic scripts (mostly Asian languages) are the best choices for im-
proving performance on the task of Masked Language Modelling (MLM) in a diverse set of 30 low-resource languages and that the success of
the transfer is well predicted by our novel measure of Subword Evenness (SuE). Transferring language models over the languages that score
low on our measure results in the lowest average perplexity over target low-resource languages. Our correlation coefficients obtained with
three different pre-trained multilingual models are consistently higher than all the other predictors, including text-based measures (type-token
ratio, entropy) and linguistically motivated choice (genealogical and typological proximity).

Don’t Prompt, Search! Mining-based Zero-Shot Learning with Language Models

Mozes van de Kar, Mengzhou Xia, Danqi Chen and Mikel Artetxe 11:00-12:30 (Atrium)
Masked language models like BERT can perform text classification in a zero-shot fashion by reformulating downstream tasks as text infilling.
However, this approach is highly sensitive to the template used to prompt the model, yet practitioners are blind when designing them in strict
zero-shot settings. In this paper, we propose an alternative mining-based approach for zero-shot learning. Instead of prompting language
models, we use regular expressions to mine labeled examples from unlabeled corpora, which can optionally be filtered through prompting,
and used to finetune a pretrained model. Our method is more flexible and interpretable than prompting, and outperforms it on a wide range
of tasks when using comparable templates. Our results suggest that the success of prompting can partly be explained by the model being
exposed to similar examples during pretraining, which can be directly retrieved through regular expressions.

Fine-Tuning Pre-trained Transformers into Decaying Fast Weights

Huanru Henry Mao 11:00-12:30 (Atrium)
Autoregressive Transformers are strong language models but incur O(T) complexity during per-token generation due to the self-attention
mechanism. Recent work proposes kernel-based methods to approximate causal self-attention by replacing it with recurrent formulations
with various update rules and feature maps to achieve O(1) time and memory complexity. We explore these approaches and find that they
are unnecessarily complex, and propose a simple alternative - decaying fast weights - that runs fast on GPU, outperforms prior methods, and
retains 99% of attention’s performance for GPT-2. We also show competitive performance on WikiText-103 against more complex attention
substitutes.

Efficient Large Scale Language Modeling with Mixtures of Experts

Mikel Artetxe, Shruti Bhosale, Naman Goyal, Todor Mihaylov, Myle Ott, Sam Shleifer, Xi Victoria Lin, Jingfei Du, Srinivasan Iyer, Ra-
makanth Pasunuru, Giridharan Anantharaman, Xian Li, Shuohui Chen, Halil Akin, Mandeep Baines, Louis Martin, Xing Zhou, Punit Singh
Koura, Brian O’Horo, Jeffrey Wang, Luke Zettlemoyer, Mona Diab, Zornitsa Kozareva and Veselin Stoyanov 11:00-12:30 (Atrium)
Mixture of Experts layers (MoEs) enable efficient scaling of language models through conditional computation. This paper presents a de-
tailed empirical study of how autoregressive MoE language models scale in comparison with dense models in a wide range of settings: in- and
out-of-domain language modeling, zero- and few-shot priming, and full-shot fine-tuning. With the exception of fine-tuning, we find MoEs to
be substantially more compute efficient. At more modest training budgets, MoEs can match the performance of dense models using 4 times
less compute. This gap narrows at scale, but our largest MoE model (1.1T parameters) consistently outperforms a compute-equivalent dense
model (6.7B parameters). Overall, this performance gap varies greatly across tasks and domains, suggesting that MoE and dense models
generalize differently in ways that are worthy of future study. We make our code and models publicly available for research use.

The Curious Case of Control

Elias Stengel-Eskin and Benjamin Van Durme 11:00-12:30 (Atrium)
Children acquiring English make systematic errors on subject control sentences even after they have reached near-adult competence (Chom-
sky, 1969), possibly due to heuristics based on semantic roles (Maratsos, 1974). Given the advanced fluency of large generative language
models, we ask whether model outputs are consistent with these heuristics, and to what degree different models are consistent with each other.
‘We find that models can be categorized by behavior into three separate groups, with broad differences between the groups. The outputs of
models in the largest group are consistent with positional heuristics that succeed on subject control but fail on object control. This result is
surprising, given that object control is orders of magnitude more frequent in the text data used to train such models. We examine to what
degree the models are sensitive to prompting with agent-patient information, finding that raising the salience of agent and patient relations
results in significant changes in the outputs of most models. Based on this observation, we leverage an existing dataset of semantic proto-role
annotations (White et al. 2020) to explore the connections between control and labeling event participants with properties typically associated
with agents and patients.

RLPrompt: Optimizing Discrete Text Prompts with Reinforcement Learning

Mingkai Deng, Jianyu Wang, Cheng-Ping Hsieh, Yihan Wang, Han Guo, Tianmin Shu, Meng Song, Eric Xing and Zhiting Hu ~ 11:00-12:30
(Atrium)

Prompting has shown impressive success in enabling large pre-trained language models (LMSs) to perform diverse NLP tasks, especially with
only few downstream data. Automatically finding the optimal prompt for each task, however, is challenging. Most existing work resorts to
tuning *soft* prompts (e.g., embeddings) which fall short of interpretability, reusability across LMs, and applicability when gradients are
not accessible. *Discrete* prompts, on the other hand, are difficult to optimize, and are often created by "enumeration (e.g., paraphrasing)-
then-selection” heuristics that do not explore the prompt space systematically. This paper proposes RLPrompt, an efficient discrete prompt
optimization approach with reinforcement learning (RL). RLPrompt formulates a parameter-efficient policy network that generates the opti-
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mized discrete prompt after training with reward. To harness the complex and stochastic reward signals from the large LM environment, we
incorporate effective reward stabilization that substantially enhances training efficiency. RLPrompt is flexibly applicable to different types
of LMs, such as masked (e.g., BERT) and left-to-right models (e.g., GPTs), for both classification and generation tasks. Experiments on
few-shot classification and unsupervised text style transfer show superior performance over a wide range of existing fine-tuning or prompting
methods. Interestingly, the resulting optimized prompts are often ungrammatical gibberish text; and surprisingly, those gibberish prompts are
transferrable between different LMs to retain significant performance, indicating that LM prompting may not follow human language patterns.

Natural Language to Code Translation with Execution

Freda Shi, Daniel Fried, Marjan Ghazvininejad, Luke Zettlemoyer and Sida I. Wang 11:00-12:30 (Atrium)
Generative models of code, pretrained on large corpora of programs, have shown great success in translating natural language to code (Chen
etal., 2021; Austin et al., 2021; Li et al., 2022, inter alia). While these models do not explicitly incorporate program semantics (i.e., execution
results) during training, they are able to generate correct solutions for many problems. However, choosing a single correct program from a
generated set for each problem remains challenging. In this work, we introduce execution result-based minimum Bayes risk decoding (MBR-
EXEC) for program selection and show that it improves the few-shot performance of pretrained code models on natural-language-to-code
tasks. We select output programs from a generated candidate set by marginalizing over program implementations that share the same seman-
tics. Because exact equivalence is intractable, we execute each program on a small number of test inputs to approximate semantic equivalence.
Across datasets, execution or simulated execution significantly outperforms the methods that do not involve program semantics. We find that
MBR-EXEC consistently improves over all execution-unaware selection methods, suggesting it as an effective approach for natural language
to code translation.

[CL] Neural Embedding Allocation: Distributed Representations of Topic Models

Kamrun Naher Keya, Yannis Papanikolaou and James R. Foulds 11:00-12:30 (Atrium)
‘We propose a method which uses neural embeddings to improve the performance of any given LDA-style topic model. Our method, called
neural embedding allocation (NEA), deconstructs topic models (LDA or otherwise) into interpretable vector-space embeddings of words,
topics, documents, authors, and so on, by learning neural embeddings to mimic the topic model. We demonstrate that NEA improves coher-
ence scores of the original topic model by smoothing out the noisy topics when the number of topics is large. Furthermore, we show NEA’s
effectiveness and generality in deconstructing and smoothing LDA, author-topic models, and the recent mixed membership skip-gram topic
model and achieve better performance with the embeddings compared to several state-of-the-art models.

Chunk-based Nearest Neighbor Machine Translation

Pedro Henrigue Martins, Zita Marinho and André F. T. Martins 11:00-12:30 (Atrium)
Semi-parametric models, which augment generation with retrieval, have led to impressive results in language modeling and machine transla-
tion, due to their ability to retrieve fine-grained information from a datastore of examples. One of the most prominent approaches, kKNN-MT,
exhibits strong domain adaptation capabilities by retrieving tokens from domain-specific datastores (Khandelwal et al., 2021). However,
KNN-MT requires an expensive retrieval operation for every single generated token, leading to a very low decoding speed (around 8 times
slower than a parametric model). In this paper, we introduce a chunk-based kKNN-MT model which retrieves chunks of tokens from the
datastore, instead of a single token. We propose several strategies for incorporating the retrieved chunks into the generation process, and for
selecting the steps at which the model needs to search for neighbors in the datastore. Experiments on machine translation in two settings,
static and "on-the-fly” domain adaptation, show that the chunk-based KNN-MT model leads to significant speed-ups (up to 4 times) with only
a small drop in translation quality.

ConNER: Consistency Training for Cross-lingual Named Entity Recognition

Ran Zhou, Xin Li, Lidong Bing, Erik Cambria, Luo Si and Chunyan Miao 11:00-12:30 (Atrium)
Cross-lingual named entity recognition (NER) suffers from data scarcity in the target languages, especially under zero-shot settings. Existing
translate-train or knowledge distillation methods attempt to bridge the language gap, but often introduce a high level of noise. To solve this
problem, consistency training methods regularize the model to be robust towards perturbations on data or hidden states. However, such meth-
ods are likely to violate the consistency hypothesis, or mainly focus on coarse-grain consistency. We propose ConNER as a novel consistency
training framework for cross-lingual NER, which comprises of: (1) translation-based consistency training on unlabeled target-language data,
and (2) dropout-based consistency training on labeled source-language data. ConNER effectlvely leverages unlabeled target-language data
and alleviates overfitting on the source language to enhance the cross-lingual adaptability. Experimental results show our ConNER achieves
consistent improvement over various baseline methods.

Transforming Sequence Tagging Into A Seq2Seq Task

Karthik Raman, Iftekhar Naim, Jiecao Chen, Kazuma Hashimoto, Kiran Yalasangi and Krishna Srinivasan 11:00-12:30 (Atrium)
Pretrained, large, generative language models (LMs) have had great success in a wide range of sequence tagging and structured prediction
tasks. Casting a sequence tagging task as a Seq2Seq one requires deciding the formats of the input and output sequences. However, we lack a
principled understanding of the trade-offs associated with these formats (such as the effect on model accuracy, sequence length, multilingual
generalization, hallucination). In this paper, we rigorously study different formats one could use for casting input text sentences and their
output labels into the input and target (i.e., output) of a Seq2Seq model. Along the way, we introduce a new format, which we show to to
be both simpler and more effective. Additionally the new format demonstrates significant gains in the multilingual settings — both zero-shot
transfer learning and joint training. Lastly, we find that the new format is more robust and almost completely devoid of hallucination — an issue
we find common in existing formats. With well over a 1000 experiments studying 14 different formats, over 7 diverse public benchmarks —
including 3 multilingual datasets spanning 7 languages — we believe our findings provide a strong empirical basis in understanding how we
should tackle sequence tagging tasks.

[INDUSTRY] Accelerating the Discovery of Semantic Associations from Medical Literature: Mining Relations Between Diseases
and Symptoms

Alberto Purpura, Francesca Bonin and Joao H. Bettencourt-Silva 11:00-12:30 (Atrium)
Medical literature is a vast and constantly expanding source of information about diseases, their diagnoses and treatments. One of the ways
to extract insights from this type of data is through mining association rules between such entities. However, existing solutions do not take
into account the semantics of sentences from which entity co-occurrences are extracted. We propose a scalable solution for the automated
discovery of semantic associations between different entities such as diseases and their symptoms. Our approach employs the UMLS semantic
network and a binary relation classification model trained with distant supervision to validate and help ranking the most likely entity asso-
ciations pairs extracted with frequency-based association rule mining algorithms. We evaluate the proposed system on the task of extracting
disease-symptom associations from a collection of over 14M PubMed abstracts and validate our results against a publicly available known
list of disease-symptom pairs.

[INDUSTRY] Machine translation impact in E-commerce multilingual search
Hang Zhang and amita misra 11:00-12:30 (Atrium)
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Previous work suggests that performance of cross- lmgual information retrieval correlates highly with the quality of Machine Translation.
However, there may be a threshold beyond which improving query translation quality yields little or no benefit to further improve the retrieval
performance. This threshold may depend upon multiple factors including the source and target languages, the existing MT system quality and
the search pipeline. In order to identify the benefit of improving an MT system for a given search pipeline, we investigate the sensitivity of
retrieval quality to the presence of different levels of MT quality using experimental datasets collected from actual traffic. We systematically
improve the performance of our MT systems quality on language pairs as measured by MT evaluation metrics including Bleu and Chrf to
determine their impact on search precision metrics and extract signals that help to guide the improvement strategies. Using this information
we develop techniques to compare query translations for multiple language pairs and identify the most promising language pairs to invest and
improve.

[INDUSTRY] Exploiting In-Domain Bilingual Corpora for Zero-Shot Transfer Learning in NLU of Intra-Sentential Code-Switching
Chatbot Interactions

Maia Aguirre, Manex Serras, Laura Garcia-Sardifia, Jacobo Lopez-Ferndndez, Ariane Méndez and Arantza del Pozo 11:00-12:30 (Atrium)
Code-switching (CS) is a very common phenomenon in regions with various co-existing languages. Since CS is such a frequent habit in
informal communications, both spoken and written, it also arises naturally in Human-Machine Interactions. Therefore, in order for natural
language understanding (NLU) not to be degraded, CS must be taken into account when developing chatbots. The co-existence of multiple
languages in a single NLU model has become feasible with multilingual language representation models such as mBERT. In this paper, the
efficacy of zero-shot cross-lingual transfer learning with mBERT for NLU is evaluated on a Basque-Spanish CS chatbot corpus, comparing
the performance of NLU models trained using in-domain chatbot utterances in Basque and/or Spanish without CS. The results obtained indi-
cate that training joint multi-intent classification and entity recognition models on both languages simultaneously achieves best performance,
better capturing the CS patterns.

[INDUSTRY] Calibrating Imbalanced Classifiers with Focal Loss: An Empirical Study

Cheng Wang, Jorge Balazs, Gyorgy Szarvas, Patrick Ernst, Lahari Poddar and Pavel Danchenko 11:00-12:30 (Atrium)
Imbalanced data distribution is a practical and common challenge in building production-level machine learning (ML) models in industry,
where data usually exhlbns long-tail distributions. For instance, in virtual Al Assistants, such as Google ant, Amazon Alexa and Apple
Siri, the "play music" or "set timer" utterance is exposed to an order of magnitude more traffic than other skills. This can easily cause trained
models to overfit to the majority classes, categories or intents, lead to model miscalibration. The uncalibrated models output unreliable (mostly
overconfident) predictions, which are at high risk of affecting downstream decision-making systems. In this work, we study the calibration
of production models in the industry use-case of predicting product return reason codes in customer service conversations of an online retail
store; The returns reasons also exhibit class imbalance. To alleviate the resulting miscalibration in the production ML model, we streamline
the model development and deployment using focal loss [lin2017focal]. We empirically show the effectiveness of model training with focal
loss in learning better calibrated models, as compared to standard cross-entropy loss. Better calibration, in turn, enables better control of the
precision-recall trade-off for the models deployed in production.

[INDUSTRY] Unsupervised training data re-weighting for natural language understanding with local distribution approximation
Jose Garrido Ramas, Dieu-Thu Le, Bei Chen, Manoj Kumar and Kay Rottmann 11:00-12:30 (Atrium)
One of the major challenges of training Natural Language Understanding (NLU) production models lies in the discrepancy between the dis-
tributions of the offline training data and of the online live data, due to, e.g., biased sampling scheme, cyclic seasonality shifts, annotated
training data coming from a variety of different sources, and a changing pool of users. Consequently, the model trained by the offline data is
biased. We often observe this problem especially in task-oriented conversational systems, where topics of interest and the characteristics of
users using the system change over time. In this paper we propose an unsupervised approach to mitigate the offline training data sampling
bias in multiple NLU tasks. We show that a local distribution approximation in the pre-trained embedding space enables the estimation of
importance weights for training samples guiding re-sampling for an effective bias mitigation. We illustrate our novel approach using multiple
NLU datasets and show improvements obtained without additional annotation, making this a general approach for mitigating effects of sam-
pling bias.

[INDUSTRY] Cross-Encoder Data Annotation for Bi-Encoder Based Product Matching

Justin Chiu and Keiji Shinzato 11:00-12:30 (Atrium)
Matching a seller listed item to an appropriate product is an important step for an e-commerce platform. With the recent advancement in deep
learning, there are different encoder based approaches being proposed as solution. When textual data for two products are available, cross-
encoder approaches encode them jointly while bi-encoder approaches encode them separately. Since cross-encoders are computationally
heavy, approaches based on bi-encoders are a common practice for this challenge. In this paper, we propose cross-encoder data annotation; a
technique to annotate or refine human annotated training data for bi-encoder models using a cross-encoder model. This technique enables us
to build a robust model without annotation on newly collected training data or further improve model performance on annotated training data.
We evaluate the cross-encoder data annotation on the product matching task using a real-world e-commerce dataset containing 104 million
products. Experimental results show that the cross-encoder data annotation improves 4% absolute accuracy when no annotation for training
data is available, and 2% absolute accuracy when annotation for training data is available.

[INDUSTRY] Multi-Tenant Optimization For Few-Shot Task-Oriented FAQ Retrieval

Asha Vishwanathan, Rajeev Unnikrishnan Warrier, Gautham Vadakkekara Suresh and Chandra Shekhar Kandpal 11:00-12:30 (Atrium)
Business-specific Frequently Asked Questions (FAQ) retrieval in task-oriented dialog systems poses unique challenges vis a vis community
based FAQs. Each FAQ question represents an intent which is usually an umbrella term for many related user queries. We evaluate per-
formance for such Business FAQs both with standard FAQ retrieval techniques using query-Question (q-Q) similarity and few-shot intent
detection techniques. Implementing a real-world solution for FAQ retrieval in order to support multiple tenants (FAQ sets) entails optimizing
speed, accuracy and cost. We propose a novel approach to scale multi-tenant FAQ applications in real-world context by contrastive fine-tuning
of the last layer in sentence Bi-Encoders along with tenant-specific weight switching.

Life is a Circus and We are the Clowns: Automatically Finding Anal between Si ions and Processes
Oren Sultan and Dafna Shahaf 11:00-12:30 (Atrium)
Analogy-making gives rise to reasoning, abstraction, flexible categorization and counterfactual inference — abilities lacking in even the best
Al systems today. Much research has suggested that analogies are key to non-brittle systems that can adapt to new domains. Despite their
importance, analogies received little attention in the NLP community, with most research focusing on simple word analogies. Work that
tackled more complex analogies relied heavily on manually constructed, hard-to-scale input representations. In this work, we explore a more
realistic, challenging setup: our input is a pair of natural language procedural texts, describing a situation or a process (e.g., how the heart
works/how a pump works). Our goal is to automatically extract entities and their relations from the text and find a mapping between the
different domains based on relational similarity (e.g., blood is mapped to water).

‘We develop an interpretable, scalable algorithm and demonstrate that it identifies the correct mappings 87% of the time for procedural texts
and 94% for stories from cognitive-psychology literature. We show it can extract analogies from a large dataset of procedural texts, achieving
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79% precision (analogy prevalence in data: 3%). Lastly, we demonstrate that our algorithm is robust to paraphrasing the input texts

Automatic Generation of Socratic Subquestions for Teaching Math Word Problems

Kumar Shridhar, Jakub Macina, Mennatallah El-Assady, Tanmay Sinha, Manu Kapur and Mrinmaya Sachan 11:00-12:30 (Atrium)
Socratic questioning is an educational method that allows students to discover answers to complex problems by asking them a series of
thoughtful questions. Generation of didactically sound questions is challenging, requiring understanding of the reasoning process involved
in the problem. We hypothesize that such questioning strategy can not only enhance the human performance, but als ist the math word
problem (MWP) solvers. In this work, we explore the ability of large language models (LMs) in generating sequential questions for guiding
math word problem-solving. We propose various guided question generation schemes based on input conditioning and reinforcement learn-
ing. On both automatic and human quality evaluations, we find that LMs constrained with desirable question properties generate superior
questions and improve the overall performance of a math word problem solver. We conduct a preliminary user study to examine the potential
value of such question generation models in the education domain. Results suggest that the difficulty level of problems plays an important
role in determining whether questioning improves or hinders human performance. We discuss the future of using such questioning strategies
in education.

Factual Accuracy is not Enough: Planning Consistent Description Order for Radiology Report Generation

Toru Nishino, Yasuhide Miura, Tomoki Taniguchi, Tomoko Ohkuma, Yuki Suzuki, Shoji Kido and Noriyuki Tomiyama 11:00-12:30 (Atrium)
Radiology report generation systems have the potential to reduce the workload of radiologists by automatically describing the findings in
medical images. To broaden the application of the report generation system, the system should generate reports that are not only factually
accurate but also chronologically consistent, describing images that are presented in time order, that is, the correct order. We employ a
planning-based radiology report generation system that generates the overall structure of reports as "plans’" prior to generating reports that
are accurate and consistent in order. Additionally, we propose a novel reinforcement learning and inference method, Coordinated Planning
(CoPlan), that includes a content planner and a text generator to train and infer in a coordinated manner to alleviate the cascading of errors that
are often inherent in planning-based models. We conducted experiments with single-phase diagnostic reports in which the factual accuracy is
critical and multi-phase diagnostic reports in which the description order is critical. Our proposed CoPlan improves the content order score
by 5.1 ptin time series critical scenarios and the clinical factual accuracy F-score by 9.1 pt in time series irrelevant scenarios, compared those
of the baseline models without CoPlan.

Differentially Private Language Models for Secure Data Sharing

Justus Mattern, Zhijing Jin, B We , Bernhard Schoelkopf and Mrinmaya Sachan 11:00-12:30 (Atrium)
To protect the privacy of individuals whose data is bemg shared, it is of high importance to develop methods allowing researchers and com-
panies to release textual data while providing formal privacy guarantees to its originators. In the field of NLP, substantial efforts have been
directed at building mechanisms following the framework of local differential privacy, thereby anonymizing individual text samples before
releasing them. In practice, these approaches are often dissatisfying in terms of the quality of their output language due to the strong noise
required for local differential privacy. In this paper, we approach the problem at hand using global differential privacy, particularly by training
a generative language model in a differentially private manner and consequently sampling data from it. Using natural language prompts and
a new prompt-mismatch loss, we are able to create highly accurate and fluent textual datasets taking on specific desired attributes such as
sentiment or topic and resembling statistical properties of the training data. We perform thorough experiments indicating that our synthetic
datasets do not leak information from our original data and are of high language quality and highly suitable for training models for further
analysis on real-world data. Notably, we also demonstrate that training classifiers on private synthetic data outperforms directly training
classifiers with DP-SGD.

Hard Gate Knowledge Distillation - Leverage Calibration for Robust and Reliable Language Model

Dongkyu Lee, Zhiliang Tian, Yingxiu Zhao, Ka Chun Cheung and Nevin Zhang 11:00-12:30 (Atrium)
In knowledge distillation, a student model is trained with supervisions from both knowledge from a teacher and observations drawn from a
training data distribution. Knowledge of a teacher is considered a subject that holds inter-class relations which send a meaningful supervision
to a student; hence, much effort has been put to find such knowledge to be distilled. In this paper, we explore a question that has been given
little attention: "when to distill such knowledge." The question is answered in our work with the concept of model calibration; we view a
teacher model not only as a source of knowledge but also as a gauge to detect miscalibration of a student. This simple and yet novel view leads
to a hard gate knowledge distillation scheme that switches between learning from a teacher model and training data. We verify the gating
mechanism in the context of natural language generation at both the token-level and the sentence-level. Empirical comparisons with strong
baselines show that hard gate knowledge distillation not only improves model generalization, but also significantly lowers model calibration
error.

Improving Iterative Text Revision by Learning Where to Edit from Other Revision Tasks

Zae Myung Kim, Wanyu Du, Vipul Raheja, Dhruv Kumar and Dongyeop Kang 11:00-12:30 (Atrium)
Iterative text revision improves text quality by fixing grammatical errors, rephrasing for better readability or contextual appropriateness, or
reorganizing sentence structures throughout a document. Most recent research has focused on understanding and classifying different types
of edits in the iterative revision process from human-written text instead of building accurate and robust systems for iterative text revision.
In this work, we aim to build an end-to-end text revision system that can iteratively generate helpful edits by explicitly detecting editable
spans (where-to-edit) with their corresponding edit intents and then instructing a revision model to revise the detected edit spans. Leveraging
datasets from other related text editing NLP tasks, combined with the specification of editable spans, leads our system to more accurately
model the process of iterative text refinement, as evidenced by empirical results and human evaluations. Our system significantly outperforms
previous baselines on our text revision tasks and other standard text revision tasks, including grammatical error correction, text simplification,
sentence fusion, and style transfer. Through extensive qualitative and quantitative analysis, we make vital connections between edit intentions
and writing quality, and better computational modeling of iterative text revisions.

FiE: Building a Global Probability Space by Leveraging Early Fusion in Encoder for Open-Domain Question Answering

Akhil Kedia, Mohd Abbas Zaidi and Haejun Lee 11:00-12:30 (Atrium)
Generative models have recently started to outperform extractive models in Open Domain Question Answering, largely by leveraging their
decoder to attend over multiple encoded passages and combining their information. However, generative models tend to be larger than extrac-
tive models due to the need for a decoder, run slower during inference due to auto-regressive decoder beam search, and their generated output
often suffers from hallucinations. We propose to extend transformer encoders with the ability to fuse information from multiple passages,
using global representation to provide cross-sample attention over all tokens across samples. Furthermore, we propose an alternative answer
span probability calculation to better aggregate answer scores in the global space of all samples. Using our proposed method, we outperform
the current state-of-the-art method by 2.5 Exact Match score on the Natural Question dataset while using only 25% of parameters and 35%
of the latency during inference, and 4.4 Exact Match on WebQuestions dataset. When coupled with synthetic data augmentation, we out-
perform larger models on the TriviaQA dataset as well. The latency and parameter savings of our method make it particularly attractive for
open-domain question answering, as these models are often compute-intensive.
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monoQA: Multi-Task Learning of Reranking and Answer Extraction for Open-Retrieval Conversational Question Answering
Sarawoot Kongyoung, Craig Macdonald and Iadh Ounis 11:00-12:30 (Atrium)
To address the Conversational Question Answering (ORConvQA) task, previous work has considered an effective three-stage architecture,
consisting of a retriever, a reranker, and a reader to extract the answers. In order to effectively answer the users’ questions, a number of ex-
isting approaches have applied multi-task learning, such that the same model is shared between the reranker and the reader. Such approaches
also typically tackle reranking and reading as classification tasks. On the other hand, recent text generation models, such as monoT5 and
UnifiedQA, have been shown to respectively yield impressive performances in passage reranking and reading. However, no prior work has
combined monoT5 and UnifiedQA to share a single text generation model that directly extracts the answers for the users instead of predicting
the start/end positions in a retrieved passage. In this paper, we investigate the use of Multi-Task Learning (MTL) to improve performance on
the ORConvQA task by sharing the reranker and reader’s learned structure in a generative model. In particular, we propose monoQA, which
uses a text generation model with multi-task learning for both the reranker and reader. Our model, which is based on the TS text generation
model, is fine-tuned simultaneously for both reranking (in order to improve the precision of the top retrieved passages) and extracting the
answer. Our results on the OR-QuAC and OR-CoQA datasets demonstrate the effectiveness of our proposed model, which significantly
outperforms existing strong baselines with improvements ranging from +12.31% to +19.51% in MAP and from +5.70% to +23.34% in F1 on
all used test sets.

Empowering Language Models with Knowledge Graph Reasoning for Open-Domain Question Answering

Ziniu Hu, Yichong Xu, Wenhao Yu, Shuohang Wang, Ziyi Yang, Chenguang Zhu, Kai-Wei Chang and Yizhou Sun 11:00-12:30 (Atrium)
Answering open-domain questions requires world knowledge about in-context entities. As pre-trained Language Models (LMs) lack the
power to store all required knowledge, external knowledge sources, such as knowledge graphs, are often used to augment LMs. In this work,
we propose knOwledge REasOning empowered Language Model (OREO-LM), which consists of a novel Knowledge Interaction Layer that
can be flexibly plugged into existing Transformer-based LMs to interact with a differentiable Knowledge Graph Reasoning module collabora-
tively. In this way, LM guides KG to walk towards the desired answer, while the retrieved knowledge improves LM. By adopting OREO-LM
to RoBERTa and T5, we show significant performance gain, achieving state-of-art results in the Closed-Book setting. The performance en-
hancement is mainly from the KG reasoning’s capacity to infer missing relational facts. In addition, OREO-LM provides reasoning paths as
rationales to interpret the model’s decision.

FigMemes: A Dataset for Figurative Language Identification in Politically-Opinionated Memes

Chen Liu, Gregor Geigle, Robin Krebs and Iryna Gurevych 11:00-12:30 (Atrium)
Real-world politically-opinionated memes often rely on figurative language to cloak propaganda and radical ideas to help them spread. It
is not only a scientific challenge to develop machine learning models to recognize them in memes, but also sociologically beneficial to un-
derstand hidden meanings at scale and raise awareness. These memes are fast-evolving (in both topics and visuals) and it remains unclear
whether current multimodal machine learning models are robust to such distribution shifts. To enable future research into this area, we first
present FigMemes, a dataset for figurative language classification in politically-opinionated memes. We evaluate the performance of state-
of-the-art unimodal and multimodal models and provide comprehensive benchmark results. The key contributions of this proposed dataset
include annotations of six commonly used types of figurative language in politically-opinionated memes, and a wide range of topics and visual
styles. We also provide analyses on the ability of multimodal models to generalize across distribution shifts in memes. Our dataset poses
unique machine learning challenges and our results show that current models have significant room for improvement in both performance and
robustness to distribution shifts.

Detecting Label Errors by Using Pre-Trained Language Models

Derek Chong, Jenny Hong and Christopher Manning 11:00-12:30 (Atrium)
‘We show that large pre-trained language models are inherently highly capable of identifying label errors in natural language datasets: sim-
ply examining out-of-sample data points in descending order of fine-tuned task loss significantly outperforms more complex error-detection
mechanisms proposed in previous work. To this end, we contribute a novel method for introducing realistic, human-originated label noise into
existing crowdsourced datasets such as SNLI and TweetNLP. We show that this noise has similar properties to real, hand-verified label errors,
and is harder to detect than existing synthetic noise, creating challenges for model robustness. We argue that human-originated noise is a
better standard for evaluation than synthetic noise. Finally, we use crowdsourced verification to evaluate the detection of real errors on IMDB,
Amazon Reviews, and Recon, and confirm that pre-trained models perform at a 9-36% higher absolute Area Under the Precision-Recall
Curve than existing models.

Evaluating the Knowledge Dependency of Questions

Hvenngdun Moon, Yoonseok Yang, Hangyeol Yu, Seunghyun Lee, Myeongho Jeong, juneyoung park, Jamin Shin, Minsam Kim and Seungtaek
Choi 11:00-12:30 (Atrium)
The automatic generation of Multiple Choice Questions (MCQ) has the potential to reduce the time educators spend on student assessment
significantly. However, existing evaluation metrics for MCQ generation, such as BLEU, ROUGE, and METEOR, focus on the n-gram based
similarity of the generated MCQ to the gold sample in the dataset and disregard their educational value. They fail to evaluate the MCQ’s
ability to assess the student’s knowledge of the corresponding target fact. To tackle this issue, we propose a novel automatic evaluation metric,
coined Knowledge Dependent Answerability (KDA), which measures the MCQ’s answerability given knowledge of the target fact. Specif-
ically, we first show how to measure KDA based on student responses from a human survey. Then, we propose two automatic evaluation
metrics, KDA_disc and KDA_cont, that approximate KDA by leveraging pre-trained language models to imitate students’ problem-solving
behavior. Through our human studies, we show that KDA_disc and KDA _soft have strong correlations with both (1) KDA and (2) usability in
an actual classroom setting, labeled by experts. Furthermore, when combined with n-gram based similarity metrics, KDA_disc and KDA_cont
are shown to have a strong predictive power for various expert-labeled MCQ quality measures.

On the Limitations of Reference-Free Evaluations of Generated Text

Daniel Deutsch, Rotem Dror and Dan Roth 11:00-12:30 (Atrium)
There is significant interest in developing evaluation metrics which accurately estimate the quality of generated text without the aid of a
human-written reference text, which can be time consuming and expensive to collect or entirely unavailable in online applications. However,
in this work, we demonstrate that these reference-free metrics are inherently biased and limited in their ability to evaluate generated text, and
we argue that they should not be used to measure progress on tasks like machine translation or summarization. We show how reference-free
metrics are equivalent to using one generation model to evaluate another, which has several limitations: (1) the metrics can be optimized
at test time to find the approximate best-possible output, (2) they are inherently biased toward models which are more similar to their own,
and (3) they can be biased against higher-quality outputs, including those written by humans. Therefore, we recommend that reference-free
metrics should be used as diagnostic tools for analyzing and understanding model behavior instead of measures of how well models perform
a task, in which the goal is to achieve as high of a score as possible.

Three Real-World Datasets and Neural Computational Models for Classification Tasks in Patent Landscaping
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Subhash Pujari, Jannik Strotgen, Mark Giereth, Michael Gertz and Annemarie Friedrich 11:00-12:30 (Atrium)
Patent Landscaping, one of the central tasks of intellectual property management, includes selecting and grouping patents according to user-
defined technical or application-oriented criteria. While recent transformer-based models have been shown to be effective for classifying
patents into taxonomies such as CPC or IPC, there is yet little research on how to support real-world Patent Landscape Studies (PLSs) using
natural language processing methods. With this paper, we release three labeled ts for PLS-oriented classification tasks covering two
diverse domains. We provide a qualitative anal and report detailed corpus statis|

Most research on neural models for patents has been restricted to leveraging titles and abstracts. We compare strong neural and non-neural
baselines, proposing a novel model that takes into account textual information from the patents’ full texts as well as embeddings created based
on the patents’ CPC labels. We find that for PLS-oriented classification tasks, going beyond title and abstract is crucial, CPC labels are an
effective source of information, and combining all features yields the best results.

Natural I Deduction with I plete Information

Zayne Sprague, Kaj Bostrom, Swarat Chaudhuri and Greg Durrett 11:00-12:30 (Atrium)
A growing body of work studies how to answer a question or verify a claim by generating a natural language "proof:” a chain of deductive
inferences yielding the answer based on a set of premises. However, these methods can only make sound deductions when they follow from
evidence that is given. We propose a new system that can handle the underspecified setting where not all premises are stated at the outset;
that is, additional assumptions need to be materialized to prove a claim. By using a natural language generation model to abductively infer a
premise given another premise and a conclusion, we can impute missing pieces of evidence needed for the conclusion to be true. Our system
searches over two fringes in a bidirectional fashion, interleaving deductive (forward-chaining) and abductive (backward-chaining) generation
steps. We sample multiple possible outputs for each step to achieve coverage of the search space, at the same time ensuring correctness by
filtering low-quality generations with a round-trip validation procedure. Results on a modified version of the EntailmentBank dataset and a
new dataset called Everyday Norms: Why Not? Show that abductive generation with validation can recover premises across in- and out-of-
domain settings.

Evaluating the Impact of Model Scale for Compositional Gener inS ic Parsing

Linlu Qiu, Peter Shaw, Panupong Pasupat, Tianze Shi, Jonathan Herzig, Emily Pitler, Fei Sha and Kristina Toutanova 11:00-12:30 (Atrium)
Despite their strong performance on many tasks, pre-trained language models have been shown to struggle on out-of-distribution composi-
tional generalization. Meanwhile, recent work has shown considerable improvements on many NLP tasks from model scaling. Can scaling
up model size also improve compositional generalization in semantic parsing? We evaluate encoder-decoder models up to 11B parameters
and decoder-only models up to 540B parameters, and compare model scaling curves for three different methods for applying a pre-trained
language model to a new task: fine-tuning all parameters, prompt tuning, and in-context learning. We observe that fine-tuning generally
has flat or negative scaling curves on out-of-distribution compositional generalization in semantic parsing evaluations. In-context learning
has positive scaling curves, but is generally outperformed by much smaller fine-tuned models. Prompt-tuning can outperform fine-tuning,
suggesting further potential improvements from scaling as it exhibits a more positive scaling curve. Additionally, we identify several error
trends that vary with model scale. For example, larger models are generally better at modeling the syntax of the output space, but are also
more prone to certain types of overfitting. Overall, our study highlights limitations of current techniques for effectively leveraging model
scale for compositional generalization, while our analysis also suggests promising directions for future work.

Mitigating Spurious Correlation in Natural Language Understanding with Counterfactual Inference

Can Udomcharoenchaikit, Wuttikorn Ponwitayarat, Patomporn Payoungkhamdee, Kanruethai Masuk, Weerayut Buaphet, Ekapol Chuang-
suwanich and Sarana Nutanong 11:00-12:30 (Atrium)
Despite their promising results on standard benchmarks, NLU models are still prone to make predictions based on shortcuts caused by unin-
tended bias in the dataset. For example, an NLI model may use lexical overlap as a shortcut to make entailment predictions due to repetitive
data generation patterns from annotators, also called annotation artifacts. In this paper, we propose a causal analysis framework to help debias
NLU models. We show that (1) by defining causal relationships, we can introspect how much annotation artifacts affect the outcomes. (2)
We can utilize counterfactual inference to mitigate bias with this knowledge. We found that viewing a model as a treatment can mitigate bias
more effectively than viewing annotation artifacts as treatment. (3) In addition to bias mitigation, we can interpret how much each debiasing
strategy is affected by annotation artifacts. Our experimental results show that using counterfactual inference can improve out-of-distribution
performance in all settings while maintaining high in-distribution performance.

TRIPS: Efficient Vision-and-Language Pre-training with Text-Relevant Image Patch Selection

Chaoya Jiang, Haiyang Xu, Chenliang Li, Ming Yan, Wei Ye, Shikun Zhang, Bin Bi and Songfang Huang 11:00-12:30 (Atrium)
Vision Transformers (ViTs) have been widely used in large-scale Vision and Language Pre-training (VLP) models. Though previous VLP
works have proved the effectiveness of ViTs, they still suffer from computational efficiency brought by the long visual sequence. To tackle
this problem, in this paper, we propose an efficient vision-and-language pre-training model with Text-Relevant Image Patch Selection, namely
TRIPS, which reduces the visual sequence progressively with a text-guided patch-selection layer in the visual backbone for efficient training
and inference. The patch-selection layer can dynamically compute text-dependent visual attention to identify the attentive image tokens with
text guidance and fuse inattentive ones in an end-to-end manner. Meanwhile, TRIPS does not introduce extra parameters to ViTs. Experi-
mental results on a variety of popular benchmark datasets demonstrate that TRIPS gain a speedup of 40% over previous similar VLP models,
yet with competitive or better downstream task performance.

Adaptive Contrastive Learning on Multimodal Transformer for Review Helpfulness Prediction

Thong Nguyen, Xiaobao Wu, Anh Tuan Luu, Zhen Hai and Lidong Bing 11:00-12:30 (Atrium)
Modern Review Helpfulness Prediction systems are dependent upon multiple modalities, typically texts and images. Unfortunately, those
contemporary approaches pay scarce attention to polish representations of cross-modal relations and tend to suffer from inferior optimiza-
tion. This might cause harm to model’s predictions in numerous cases. To overcome the aforementioned issues, we propose Multi-modal
Contrastive Learning for Multimodal Review Helpfulness Prediction (MRHP) problem, concentrating on mutual information between input
modalities to explicitly elaborate cross-modal relations. In addition, we introduce Adaptive Weighting scheme for our contrastive learning
approach in order to increase flexibility in optimization. Lastly, we propose Multimodal Interaction module to address the unalignment nature
of multimodal data, thereby assisting the model in producing more reasonable multimodal representations. Experimental results show that
our method outperforms prior baselines and achieves state-of-the-art results on two publicly available benchmark datasets for MRHP problem.

Mutual Information Alleviates Hallucinations in Abstractive Summarization

Liam van der Poel, Clara Meister and Ryan Cotterell 11:00-12:30 (Atrium)
Despite significant progress in the quality of language generated from abstractive summarization models, these models still exhibit the ten-
dency to hallucinate, i.e., output content not supported by the source document. A number of works have tried to fix—or at least uncover
the source of—the problem with limited success. In this paper, we identify a simple criterion under which models are significantly more
likely to assign more probability to hallucinated content during generation: high model uncertainty. This finding offers a potential explanation
for hallucinations: models default to favoring text with high marginal probability, i.e., high-frequency occurrences in the training set, when
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uncertain about a continuation. It also motivates possible routes for real-time intervention during decoding to prevent such hallucinations. We
propose a decoding strategy that switches to optimizing for pointwise mutual information of the source and target token—rather than purely
the probability of the target token—when the model exhibits uncertainty. Experiments on the xsum dataset show that our method decreases
the probability of hallucinated tokens while maintaining the Rouge and BERT-S scores of top-performing decoding strategies.

Sali All ion as Guid for Abstractive Summarization

Fei Wang, Kaigiang Song, Hongming Zhang, Lifeng Jin, Sangwoo Cho, Wenlin Yao, Xiaoyang Wang, Muhao Chen and Dong Yu 11:00-12:30
(Atrium)

Abstractive summarization models typically learn to capture the salient information from scratch implicitly. Recent literature adds extractive
summaries as guidance for abstractive summarization models to provide hints of salient content and achieves better performance. However,
extractive summaries as guidance could be over strict, leading to information loss or noisy signals. Furthermore, it cannot easily adapt to
documents with various abstractiveness. As the number and allocation of salience content pieces varies, it is hard to find a fixed threshold
deciding which content should be included in the guidance. In this paper, we propose a novel summarization approach with a flexible and
reliable salience guidance, namely SEASON (SaliencE Allocation as Guidance for Abstractive SummarizatiON). SEASON utilizes the allo-
cation of salience expectation to guide abstractive summarization and adapts well to articles in different abstractiveness. Automatic and human
evaluations on two benchmark datasets show that the proposed method is effective and reliable. Empirical results on more than one million
news articles demonstrate a natural fifteen-fifty salience split for news article sentences, providing a useful insight for composing news articles.

Improving Factual Consi 'y in S ization with Compression-Based Post-Editing

Alex Fabbri, Prafulla Kumar Choubey, Jesse Vig, Chien-Sheng Wu and caiming xiong 11:00-12:30 (Atrium)
State-of-the-art summarization models still struggle to be factually consistent with the input text. A model-agnostic way to address this prob-
lem is post-editing the generated summaries. However, existing approaches typically fail to remove entity errors if a suitable input entity
replacement is not available or may insert erroneous content. In our work, we focus on removing extrinsic entity errors, or entities not in
the source, to improve consistency while retaining the summary’s essential information and form. We propose to use sentence-compression
data to train the post-editing model to take a summary with extrinsic entity errors marked with special tokens and output a compressed, well-
formed summary with those errors removed. We show that this model improves factual consistency while maintaining ROUGE, improving
entity precision by up to 30% on XSum, and that this model can be applied on top of another post-editor, improving entity precision by up
to a total of 38%. We perform an extensive comparison of post-editing approaches that demonstrate trade-offs between factual consistency,
informativeness, and grammaticality, and we analyze settings where post-editors show the largest improvements.

Learning with Rejection for Abstractive Text Summarization

Meng Cao, Yue Dong, Jingyi He and Jackie Chi Kit Cheung 11:00-12:30 (Atrium)
State-of-the-art abstractive summarization systems frequently hallucinate content that is not supported by the source document, mainly due
to noise in the training dataset. Existing methods opt to drop the noisy samples or tokens from the training set entirely, reducing the ef-
fective training set size and creating an artificial propensity to copy words from the source. In this work, we propose a training objective
for abstractive summarization based on rejection learning, in which the model learns whether or not to reject potentially noisy tokens. We
further propose a regularized decoding objective that penalizes non-factual candidate summaries during inference by using the rejection
probability learned during training. We show that our method considerably improves the factuality of generated summaries in automatic and
human evaluations when compared to five baseline models, and that it does so while increasing the abstractiveness of the generated summaries.

Fast-R2D2: A Pretrained Recursive Neural Network based on Pruned CKY for Grammar Induction and Text Representation

Xiang Hu, Haitao Mi, Liang Li and Gerard de Melo 11:00-12:30 (Atrium)
Chart-based models have shown great potential in unsupervised grammar induction, running recursively and hierarchically, but requiring
O(n?) time-complexity. The Recursive Transformer based on Differentiable Trees (R2D2) makes it possible to scale to large language model
pretraining even with a complex tree encoder, by introducing a heuristic pruning method. However, its rule-based pruning process suffers
from local optima and slow inference. In this paper, we propose a unified R2D2 method that overcomes these issues. We use a top-down
unsupervised parser as a model-guided pruning method, which also enables parallel encoding during inference. Our parser casts parsing as a
split point scoring task by first scoring all split points for a given sentence and then using the highest-scoring one to recursively split a span
into two parts. The reverse order of the splits is considered as the order of pruning in the encoder. We optimize the unsupervised parser by
minimizing the Kullback-Leibler distance between tree probabilities from the parser and the R2D2 model. Our experiments show that our
Fast-R2D2 significantly improves the grammar induction quality and achieves competitive results in downstream tasks.

Demo Session 1
11:00-12:30 (Link Admin)

[DEMO] LM-Debugger: An Interactive Tool for Inspection and Intervention in Transformer-Based Language Models

Mor Geva, Avi Caciularu, Guy Dar, Paul Roit, Shoval Sadde, Micah Shlain, Bar Tamir and Yoav Goldberg 11:00-12:30 (Link Admin)
The opaque nature and unexplained behavior of transformer-based language models (LMs) have spurred a wide interest in interpreting their
predictions. However, current interpretation methods mostly focus on probing models from outside, executing behavioral tests, and analyzing
salience input features, while the internal prediction construction process is largely not understood. In this work, we introduce LM-Debugger,
an interactive debugger tool for transformer-based LMs, which provides a fine-grained interpretation of the model’s internal prediction pro-
cess, as well as a powerful framework for intervening in LM behavior. For its backbone, LM-Debugger relies on a recent method that
interprets the inner token representations and their updates by the feed-forward layers in the vocabulary space. We demonstrate the utility
of LM-Debugger for single-prediction debugging, by inspecting the internal disambiguation process done by GPT2. Moreover, we show
how easily LM-Debugger allows to shift model behavior in a direction of the user’s choice, by identifying a few vectors in the network and
inducing effective interventions to the prediction process. We release LM-Debugger as an open-source tool and a demo over GPT2 models.

[DEMO] FairLib: A Unified Framework for Assessing and Improving Fairness

Xudong Han, Aili Shen, Yitong Li, Lea Frermann, Timothy Baldwin and Trevor Cohn 11:00-12:30 (Link Admin)
This paper presents FairLib, an open-source python library for assessing and improving model fairness. It provides a systematic framework
for quickly accessing benchmark datasets, reproducing existing debiasing baseline models, developing new methods, evaluating models with
different metrics, and visualizing their results. Its modularity and extensibility enable the framework to be used for diverse types of inputs,
including natural language, images, and audio. We implement 14 debiasing methods, including pre-processing, at-training-time, and post-
processing approaches. The built-in metrics cover the most commonly acknowledged fairness criteria and can be further generalized and
customized for fairness evaluation.
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[DEMO] Snoopy: An Online Interface for Exploring the Effect of Pretraining Term Frequencies on Few-Shot LM Performance
Yasaman Razeghi, Raja sekhar Reddy Mekala, Robert L Logan IV, Matt Gardner and Sameer Singh 11:00-12:30 (Link Admin)
Current evaluation schemes for large language models often fail to consider the impact of the overlap between pretraining corpus and test
data on model performance statistics. Snoopy is an online interface that allows researchers to study this impact in few-shot learning set-
tings. Our demo provides term frequency statistics for the Pile, which is an 800 GB corpus, accompanied by the precomputed performance
of EleutherAI/GPT models on more than 20 NLP benchmarks, including numerical, commonsense reasoning, natural language understand-
ing, and question-answering tasks. Snoopy allows a user to interactively align specific terms in test instances with their frequency in the
Pile, enabling exploratory analysis of how term frequency is related to the accuracy of the models, which are hard to discover through
automated means. A user can look at correlations over various model sizes and numbers of in-context examples and visualize the result
across multiple (potentially aggregated) datasets. Using Snoopy, we show that a researcher can quickly replicate prior analyses for nu-
merical tasks, while simultaneously allowing for much more expansive exploration that was previously challenging. Snoopy is available at
https://nlp.ics.uci.edu/snoopy.

[DEMO] Azimuth: Systematic Error Analysis for Text Classification

Gabrielle Gauthier-Melancon, Orlando Marquez Ayala, Lindsay Brin, Chris Tyler, Frederic Branchaud-Charron, Joseph Marinier, Karine
Grande and Di Le 11:00-12:30 (Link Admin)
‘We present Azimuth, an open-source and easy-to-use tool to perform error analysis for text classification. Compared to other stages of the ML
development cycle, such as model training and hyper-parameter tuning, the process and tooling for the error analysis stage are less mature.
However, this stage is critical for the development of reliable and trustworthy Al systems. To make error analysis more systematic, we propose
an approach comprising dataset analysis and model quality assessment, which Azimuth facilitates. We aim to help Al practitioners discover
and address areas where the model does not generalize by leveraging and integrating a range of ML techniques, such as saliency maps, simi-
larity, uncertainty, and behavioral analyses, all in one tool. Our code and documentation are available at github.com/servicenow/azimuth.

Session 3 - 14:00-15:30

Language Modeling and Analysis of Language Models
14:00-15:30 (Hall B)

The Geometry of Multilingual Language Model Representations

Tyler Chang, Zhuowen Tu and Benjamin Bergen 14:00-14:15 (Hall B)
We assess how multilingual language models maintain a shared multilingual representation space while still encoding language-sensitive
information in each language. Using XLM-R as a case study, we show that languages occupy similar linear subspaces after mean-centering,
evaluated based on causal effects on language modeling performance and direct comparisons between subspaces for 88 languages. The sub-
space means differ along language-sensitive axes that are relatively stable throughout middle layers, and these axes encode information such
as token vocabularies. Shifting representations by language means is sufficient to induce token predictions in different languages. However,
we also identify stable language-neutral axes that encode information such as token positions and part-of-speech. We visualize representa-

tions projected onto | itive and lar -neutral axes, identifying language family and part-of-speech clusters, along with spirals,
toruses, and curves representing token position information. These results demonstrate that multilingual language models encode information
along orthogonal langt ive and languag tral axes, allowing the models to extract a variety of features for downstream tasks and

cross-lingual transfer learning.

‘What Makes Instruction Learning Hard? An Investigation and a New Challenge in a Synthetic Environment

Matthew Finlayson, Kyle Richardson, Ashish Sabharwal and Peter Clark 14:15-14:30 (Hall B)
The instruction learning paradigm—where a model learns to perform new tasks from task descriptions alone—has become popular in research
on general-purpose models. The capabilities of large transformer models as instruction learners, however, remain poorly understood. We use
a controlled synthetic environment to characterize such capabilities. Specifically, we use the task of deciding whether a given string matches
a regular expression (viewed as an instruction) to identify properties of tasks, instructions, and instances that make instruction learning chal-
lenging. For instance, we find that our model, a fine-tuned T5-based text2text transformer, struggles with large regular languages, suggesting
that less precise instructions are challenging for models. Instruction executions that require tracking longer contexts of prior steps are also
difficult. We use our findings to systematically construct a challenging instruction learning dataset, which we call Hard RegSet. Fine-tuning
on Hard RegSet, our large transformer learns to correctly interpret (with at least 90

Language Model Pre-Training with Sparse Latent Typing

Liliang Ren, Zixuan Zhang, Han Wang, Clare Voss, ChengXiang Zhai and Heng Ji 14:30-14:45 (Hall B)
Modern large-scale Pre-trained Language Models (PLMs) have achieved tremendous success on a wide range of downstream tasks. However,
most of the LM pre-training objectives only focus on text reconstruction, but have not sought to learn latent-level interpretable representa-
tions of sentences. In this paper, we manage to push the language models to obtain a deeper understanding of sentences by proposing a
new pre-training objective, Sparse Latent Typing, which enables the model to sparsely extract sentence-level keywords with diverse latent
types. Experimental results show that our model is able to learn interpretable latent type categories in a self-supervised manner without
using any external knowledge. Besides, the language model pre-trained with such an objective also significantly improves Information Ex-
traction related downstream tasks in both supervised and few-shot settings. Our code is publicly available at https://github.com/renll/SparseLT.

Ground-Truth Labels Matter: A Deeper Look into Input-Label Demonstrations

Kang Min Yoo, Junyeob Kim, Hyuhng Joon Kim, Hyunsoo Cho, Hwiyeol Jo, Sang-Woo Lee, Sang-goo Lee and Taeuk Kim 14:45-15:00 (Hall
B)

Despite recent explosion of interests in in-context learning, the underlying mechanism and the precise impact of the quality of demonstrations
remain elusive. Intuitively, ground-truth labels should have as much impact in in-context learning (ICL) as supervised learning, but recent
work reported that the input-label correspondence is significantly less important than previously thought. Intrigued by this counter-intuitive
observation, we re-examine the importance of ground-truth labels in in-context learning. With the introduction of two novel metrics, namely
Label-Correctness Sensitivity and Ground-truth Label Effect Ratio (GLER), we were able to conduct quantifiable analysis on the impact of
ground-truth label demonstrations. Through extensive analyses, we find that the correct input-label mappings can have varying impacts on
the downstream in-context learning performances, depending on the experimental configuration. Through additional studies, we identify key
components, such as the verbosity of prompt templates and the language model size, as the controlling factor to achieve more noise-resilient
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ICL.

L Model D position: Quantifying the Dependency and Correlation of Language Models

Hao Zhang 15:00-15:15 (Hall B)
Pre-trained language models (LMs), such as BERT (Devlin et al., 2018) and its variants, have led to significant improvements on various
NLP tasks in past years. However, a theoretical framework for studying their relationsh: 11 missing. In this paper, we fill this gap by
investigating the linear dependency between pre-trained LMs. The linear dependency of LMs is defined analogously to the linear dependency
of vectors. We propose Language Model Decomposition (LMD) to represent a LM using a linear combination of other LMs as basis, and
derive the closed-form solution. A goodness-of-fit metric for LMD similar to the coefficient of determination is defined and used to measure
the linear dependency of a set of LMs. In experiments, we find that BERT and eleven (11) BERT-like LMs are 91% linearly dependent. This
observation suggests that current state-of-the-art (SOTA) LMs are highly "correlated". To further advance SOTA we need more diverse and
novel LMs that are less dependent on existing LMs.

Iteratively Prompt Pre-trained Language Models for Chain of Thought

Boshi Wang, Xiang Deng and Huan Sun 15:15-15:30 (Hall B)
While Pre-trained Language Models (PLMs) internalize a great amount of world knowledge, they have been shown incapable of recalling
these knowledge to solve tasks requiring complex & multi-step reasoning. Similar to how humans develop a "chain of thought" for these
tasks, how can we equip PLMs with such abilities? In this work, we explore an iterative prompting framework, a new prompting paradigm
which progressively elicits relevant knowledge from PLMs for multi-step inference. We identify key limitations of existing prompting meth-
ods, namely they are either restricted to queries with a single identifiable relation/predicate, or being agnostic to input contexts, which makes
it difficult to capture variabilities across different inference steps. We propose an iterative context-aware prompter, which addresses these
limitations by learning to dynamically synthesize prompts conditioned on the current step’s contexts. Experiments on three datasets involving
multi-step reasoning show the effectiveness of the iterative scheme and the context-aware prompter design.

Sentiment, Stylistic Analysis, Argument Mining & Discourse
14:00-15:30 (Hall A, Room A)

Curriculum Knowledge Distillation for Emoji-supervised Cross-lingual Sentiment Analysis

Jianyang Zhang, Tao Liang, Mingyang Wan, Guowu Yang and Fengmao Lv 14:00-14:15 (Hall A, Room A)
Existing sentiment analysis models have achieved great advances with the help of sufficient sentiment annotations. Unfortunately, many lan-
guages do not have sufficient sentiment corpus. To this end, recent studies have proposed cross-lingual sentiment analysis to transfer sentiment
analysis models from resource-rich languages to low-resource languages. However, these studies either rely on external cross-lingual supervi-
sion (e.g., parallel corpora and translation model), or are limited by the cross-lingual gaps. In this work, based on the intuitive assumption that
the relationships between emojis and sentiments are consistent across different languages, we investigate transferring sentiment knowledge
across languages with the help of emojis. To this end, we propose a novel cross-lingual sentiment analysis approach dubbed Curriculum
Knowledge Distiller (CKD). The core idea of CKD is to use emojis to bridge the source and target languages. Note that, compared with texts,
emojis are more transferable, but cannot reveal the precise sentiment. Thus, we distill multiple Intermediate Sentiment Classifiers (ISC) on
source language corpus with emojis to get ISCs with different attention weights of texts. To transfer them into the target language, we distill
ISCs into the Target Language Sentiment Classifier (TSC) following the curriculum learning mechanism. In this way, TSC can learn delicate
sentiment knowledge, meanwhile, avoid being affected by cross-lingual gaps. Experimental results on five cross-lingual benchmarks clearly
verify the effectiveness of our approach.

Sentence-Incremental Neural Coreference Resolution

Matt Grenander, Shay B. Cohen and Mark Steedman 14:15-14:30 (Hall A, Room A)
We propose a sentence-incremental neural coreference resolution system which incrementally builds clusters after marking mention bound-
aries in a shift-reduce method. The system is aimed at bridging two recent approaches at coreference resolution: (1) state-of-the-art non-
incremental models that incur quadratic complexity in document length with high computational cost, and (2) memory network-based models
which operate incrementally but do not generalize beyond pronouns. For comparison, we simulate an incremental setting by constraining
non-incremental systems to form partial coreference chains before observing new sentences. In this setting, our system outperforms compa-
rable state-of-the-art methods by 2 F1 on OntoNotes and 6.8 F1 on the CODI-CRAC 2021 corpus. In a conventional coreference setup, our
system achieves 76.3 F1 on OntoNotes and 45.5 F1 on CODI-CRAC 2021, which is comparable to state-of-the-art baselines. We also analyze
variations of our system and show that the degree of incrementality in the encoder has a surprisingly large effect on the resulting performance.

A Multifaceted Framework to Evaluate Evasion, Content Preservation, and Misattribution in Authorship Obfuscation Techniques
Malik Altakrori, Thomas Scialom, Benjamin C. M. Fung and Jackie Chi Kit Cheung 14:30-14:45 (Hall A, Room A)
Authorship obfuscation techniques have commonly been evaluated based on their ability to hide the author’s identity (evasion) while pre-
serving the content of the original text. However, to avoid overstating the systems’ effectiveness, evasion detection must be evaluated using
competitive identification techniques in settings that mimic real-life scenarios, and the outcomes of the content-preservation evaluation have
to be interpretable by potential users of these obfuscation tools. Motivated by recent work on cross-topic authorship identification and
content preservation in summarization, we re-evaluate different authorship obfuscation techniques on detection evasion and content preserva-
tion. Furthermore, we propose a new information-theoretic measure to characterize the misattribution harm that can be caused by detection
evasion. Our results reveal key weaknesses in state-of-the-art obfuscation techniques and a surprisingly competitive effectiveness from a
back-translation baseline in all evaluation aspects.

Affective Idiosyncratic Responses to Music

Sky CH-Wang, Evan Li, Oliver Li, Smaranda Muresan and Zhou Yu 14:45-15:00 (Hall A, Room A)
Affective responses to music are highly personal. Despite consensus that idiosyncratic factors play a key role in regulating how listeners
emotionally respond to music, precisely measuring the marginal effects of these variables has proved challenging. To address this gap, we de-
velop computational methods to measure affective responses to music from over 403M listener comments on a Chinese social music platform.
Building on studies from music psychology in systematic and quasi-causal analyses, we test for musical, lyrical, contextual, demographic,
and mental health effects that drive listener affective responses. Finally, motivated by the social phenomenon known as wang-yi-yin, we
identify influencing factors of platform user self-disclosures, the social support they receive, and notable differences in discloser user activity.

Varifocal Question Generation for Fact-checking
Nedjma Ousidhoum, Zhangdie Yuan and Andreas Vlachos 15:00-15:15 (Hall A, Room A)
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Fact-checking requires remevmg evidence related to a claim under 1nvesugauon The task can be formulated as quesnon generation based on
a claim, followed by questlon answering. However, recent question generation approaches assume that the answer is known and typically con-
tained in a passage given as input, whereas such passages are what is being sought when verifying a claim. In this paper, we present Varifocal,
a method that generates questions based on different focal points within a given claim, i.e. different spans of the claim and its metadata, such
as its source and date. Our method outperforms previous work on a fact-checking question generation dataset on a wide range of automatic
evaluation metrics. These results are corroborated by our manual evaluation, which indicates that our method generates more relevant and
informative questions. We further demonstrate the potential of focal points in generating sets of clarification questions for product descriptions.

Topic- Regnlarlzed Authorshlp Representanon Learnmg

Jitkapat Sawatphol, Nonthakit Ch , Can Udomch haikit and Sarana Nutanong 15:15-15:30 (Hall A, Room A)
Authorship attribution is a lask that znms to identify the author of a given piece of writing. We aim to develop a generalized solution that
can handle a large number of texts from authors and topics unavailable in training data. Previous studies have proposed strategies to address
only either unseen authors or unseen topics. Authorship representation learning has been shown to work in open-set environments with a
large number of unseen authors but has not been explicitly designed for cross-topic environments at the same time. To handle a large number
of unseen authors and topics, we propose Authorship Representation Regularization (ARR), a distillation framework that creates authorship
representation with reduced reliance on topic-specific information. To assess the performance of our framework, we also propose a cross-
topic-open-set evaluation method. Our proposed method has improved performances in the cross-topic-open set setup over baselines in 4 out
of 6 cases.

Speech, Vision, Robotics, Multimodal Grounding 1 & CL
14:00-15:30 (Hall A, Room B)

Normalized Contrastive Learning for Text-Video Retrieval

Yookoon Park, Mahmoud Azab, Seungwhan Moon, Bo Xiong, Florian Metze, Gourab Kundu and Kirmani Ahmed14:00-14:15 (Hall A, Room
B)

Cross-modal contrastive learning has led the recent advances in multimodal retrieval with its simplicity and effectiveness. In this work,
however, we reveal that cross-modal contrastive learning suffers from incorrect normalization of the sum retrieval probabilities of each text
or video instance. Specifically, we show that many test instances are either over- or under-represented during retrieval, significantly hurting
the retrieval performance. To address this problem, we propose Normalized Contrastive Learning (NCL) which utilizes the Sinkhorn-Knopp
algorithm to compute the instance-wise biases that properly normalize the sum retrieval probabilities of each instance so that every text and
video instance is fairly represented during cross-modal retrieval. Empirical study shows that NCL brings consistent and significant gains in
text-video retrieval on different model architectures, with new state-of-the-art multimodal retrieval metrics on the ActivityNet, MSVD, and
MSR-VTT datasets without any architecture engineering.

Abstract Visual Reasoning with Tangram Shapes

Anya Ji, Noriyuki Kojima, Noah Rush, Alane Suhr, Wai Keen Vong, Robert Hawkins and Yoav Artzi 14:15-14:30 (Hall A, Room B)
‘We introduce KiloGram, a resource for studying abstract visual reasoning in humans and machines. Drawing on the history of tangram puz-
zles as stimuli in cognitive science, we build a richly annotated dataset that, with >1k distinct stimuli, is orders of magnitude larger and more
diverse than prior resources. It is both visually and linguistically richer, moving beyond whole shape descriptions to include segmentation
maps and part labels. We use this resource to evaluate the abstract visual reasoning capacities of recent multi-modal models. We observe that
pre-trained weights demonstrate limited abstract reasoning, which dramatically improves with fine-tuning. We also observe that explicitly
describing parts aids abstract reasoning for both humans and models, especially when jointly encoding the linguistic and visual inputs.

Z-LaVlI: Zero-Shot Language Solver Fueled by Visual Imagination

Yue Yang, Wenlin Yao, Hongming Zhang, Xiaoyang Wang, Dong Yu and Jianshu Chen 14:30-14:45 (Hall A, Room B)
Large-scale pretrained language models have made significant advances in solving downstream language understanding tasks. However,
they generally suffer from reporting bias, the phenomenon describing the lack of explicit commonsense knowledge in written text, e.g., “an
orange is orange”. To overcome this limitation, we develop a novel approach, Z-LaVI, to endow language models with visual imagination
capabilities. Specifically, we leverage two complementary types of “imaginations”™: (i) recalling existing images through retrieval and (ii)
synthesizing nonexistent images via text-to-image generation. Jointly exploiting the language inputs and the imagination, a pretrained vision-
language model (e.g., CLIP) eventually composes a zero-shot solution to the original language tasks. Notably, fueling language models with
imagination can effectively leverage visual knowledge to solve plain language tasks. In consequence, Z-LaVI consistently improves the zero-
shot performance of existing language models across a diverse set of language tasks.

DANLI: Deliberative Agent for Following Natural Language Instructions

Yichi Zhang, Jianing Yang, Jiayi Pan, Shane Storks, Nikhil Devraj, Zigiao Ma, Keunwoo Yu, Yuwei Bao and Joyce Chai 14:45-15:00 (Hall A,
Room B)

Recent years have seen an increasing amount of work on embodied Al agents that can perform tasks by following human language instruc-
tions. However, most of these agents are reactive, meaning that they simply learn and imitate behaviors encountered in the training data.
These reactive agents are insufficient for long-horizon complex tasks. To address this limitation, we propose a neuro-symbolic deliberative
agent that, while following language instructions, proactively applies reasoning and planning based on its neural and symbolic representations
acquired from past experience (e.g., natural language and egocentric vision). We show that our deliberative agent achieves greater than 70%
improvement over reactive baselines on the challenging TEACh benchmark. Moreover, the underlying reasoning and planning processes,
together with our modular framework, offer impressive transparency and explainability to the behaviors of the agent. This enables an in-depth
understanding of the agent’s capabilities, which shed light on challenges and opportunities for future embodied agents for instruction follow-
ing. The code is available at https:/github.com/sled-group/DANLI.

Learning a Grammar Inducer from Massive Uncurated Instructional Videos

Songyang Zhang, Linfeng Song, Lifeng Jin, Haitao Mi, Kun Xu, Dong Yu and Jiebo Luo 15:00-15:15 (Hall A, Room B)
Video-aided grammar induction aims to leverage video information for finding more accurate syntactic grammars for accompanying text.
‘While previous work focuses on building systems for inducing grammars on text that are well-aligned with video content, we investigate the
scenario, in which text and video are only in loose correspondence. Such data can be found in abundance online, and the weak correspondence
is similar to the indeterminacy problem studied in language acquisition. Furthermore, we build a new model that can better learn video-span
correlation without manually designed features adopted by previous work. Experiments show that our model trained only on large-scale
YouTube data with no text-video alignment reports strong and robust performances across three unseen datasets, despite domain shift and
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noisy label issues. Furthermore our model yields higher F1 scores than the previous state-of-the-art systems trained on in-domain data.

How well can Text-to-Image Generative Models understand Ethical Natural Language Interventions?

Hritik Bansal, Da Yin, Masoud Monajatipoor and Kai-Wei Chang 15:15-15:30 (Hall A, Room B)
Text-to-image generative models have achieved unprecedented success in generating high-quality images based on natural language descrip-
tions. However, it is shown that these models tend to favor specific social groups when prompted with neutral text descriptions (e.g., ‘a photo
of a lawyer’). Following Zhao et al. (2021), we study the effect on the diversity of the generated images when adding ethical intervention
that supports equitable judgment (e.g., ‘if all individuals can be a lawyer irrespective of their gender’) in the input prompts. To this end, we
introduce an Ethical NaTural Language Interventions in Text-to-Image GENeration (ENTIGEN) benchmark dataset to evaluate the change
in image generations conditional on ethical interventions across three social axes — gender, skin color, and culture. Through CLIP-based and
human evaluation on minDALL.E, DALL.E-mini and Stable Diffusion, we find that the model generations cover diverse social groups while
preserving the image quality. In some cases, the generations would be anti-stereotypical (e.g., models tend to create images with individuals
that are perceived as man when fed with prompts about makeup) in the presence of ethical intervention. Preliminary studies indicate that a
large change in the model predictions is triggered by certain phrases such as ‘irrespective of gender’ in the context of gender bias in the ethical
interventions. We release code and annotated data at https://github.com/Hritikbansal/entigen_emnlp.

Question Answering 1
14:00-15:30 (Hall A, Room C)

Generating Natural Language Proofs with Verifier-Guided Search

Kaiyu Yang, Jia Deng and Dangi Chen 14:00-14:15 (Hall A, Room C)
Reasoning over natural language is a challenging problem in NLP. In this work, we focus on proof generation: Given a hypothesis and a set
of supporting facts, the model generates a proof tree indicating how to derive the hypothesis from supporting facts. Compared to generating
the entire proof in one shot, stepwise generation can better exploit the compositionality and generalize to longer proofs but has achieved
limited success on real-world data. Existing stepwise methods struggle to generate proof steps that are both logically valid and relevant to the
hypothesis. Instead, they tend to hallucinate invalid steps given the hypothesis. In this paper, we present a novel stepwise method, NLProofS
(Natural Language Proof Search), which learns to generate relevant steps conditioning on the hypothesis. At the core of our approach, we
train an independent verifier to check the validity of the proof steps to prevent hallucination. Instead of generating steps greedily, we search
for proofs maximizing a global proof score judged by the verifier. NLProofS achieves state-of-the-art performance on EntailmentBank and
RuleTaker. Specifically, it improves the correctness of predicted proofs from 27.7% to 33.3% in the distractor setting of EntailmentBank,
demonstrating the effectiveness of NLProofS in generating challenging human-authored proofs.

Improving Complex Knowledge Base Question Answering via Question-to-Action and Question-to-Q
Yechun Tang, Xiaoxia Cheng and Weiming Lu 14:15-14:30 (Hall A, Room C)
Complex knowledge base question answering can be achieved by converting questions into sequences of predefined actions. However, there is
a significant semantic and structural gap between natural language and action sequences, which makes this conversion difficult. In this paper,
we introduce an alignment-enhanced complex question answering framework, called ALCQA, which mitigates this gap through question-to-
action alignment and question-to-question alignment. We train a question rewriting model to align the question and each action, and utilize
a pretrained language model to implicitly align the question and KG artifacts. Moreover, considering that similar questions correspond to
similar action sequences, we retrieve top-k similar question-answer pairs at the inference stage through question-to-question alignment and
propose a novel reward-guided action sequence selection strategy to select from candidate action sequences. We conduct experiments on
CQA and WQSP datasets, and the results show that our approach outperforms state-of-the-art methods and obtains a 9.88
https://github.com/TTTTTTTTy/ALCQA.

S ive Prompting for D posing Complex Questions

Dheeru Dua, Shivanshu Gupta, Sameer Singh and Matt Gardner 14:30-14:45 (Hall A, Room C)
Answering complex questions that require making latent decisions is a challenging task, especially when limited supervision is available.
Recent works leverage the capabilities of large language models (LMs) to perform complex question answering in a few-shot setting by
demonstrating how to output intermediate rationalizations while solving the complex question in a single pass. We introduce “Successive
Prompting” where, we iteratively break down a complex task into a simple task, solve it, and then repeat the process until we get the final
solution. Successive prompting decouples the supervision for decomposing complex questions from the supervision for answering simple
questions, allowing us to (1) have multiple opportunmes to query in-context examples at each reasoning step (2) learn questlon decomposition
separately from question answering, including using synthetic data, and (3) use bespoke (fine-tuned) components for reasoning steps where a
large LM does not perform well. The intermediate supervision is typically manually written, which can be expensive to collect. We introduce
a way to generate synthetic dataset which can be used to bootstrap model’s ability to decompose and answer intermediate questions. Our
best model (with successive prompting) achieves an improvement in F1 of 5% when compared with a state-of-the-art model with synthetic
augmentations and few-shot version of the DROP dataset.

M3: A Multi-View Fusion and Multi-Decoding Network for Multi-Document Reading Comprehension

Liang Wen, Houfeng Wang, Yingwei Luo and Xiaolin Wang 14:45-15:00 (Hall A, Room C)
Multi-document reading comprehension task requires collecting evidences from different documents for answering questions. Previous re-
search works either use the extractive modeling method to naively integrate the scores from different documents on the encoder side or use
the generative modeling method to collect the clues from different documents on the decoder side individually. However, any single mod-
eling method cannot make full of the advantages of both. In this work, we propose a novel method that tries to employ a multi-view fusion
and multi-decoding mechanism to achieve it. For one thing, our approach leverages question-centered fusion mechanism and cross-attention
mechanism to gather fine-grained fusion of evidence clues from different documents in the encoder and decoder concurrently. For another, our
method simultaneously employs both the extractive decoding approach and the generative decoding method to effectively guide the training
process. Compared with existing methods, our method can perform both extractive decoding and generative decoding independently and
optionally. Our experiments on two mainstream multi-document reading comprehension datasets (Natural Questions and TriviaQA) demon-
strate that our method can provide consistent improvements over previous state-of-the-art methods.

Semantic Framework based Query Generation for Temporal Question Answering over Knowledge Graphs

Wentao Ding, Hao Chen, Huayu Li and Yuzhong Qu 15:00-15:15 (Hall A, Room C)
Answering factual questions with temporal intent over knowledge graphs (temporal KGQA) attracts rising attention in recent years. In the
generation of temporal queries, existing KGQA methods ignore the fact that some intrinsic connections between events can make them tem-
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porally related, which may limit their capability. We systematically analyze the possible interpretation of temporal constraints and conclude
the interpretation structures as the Semantic Framework of Temporal Constraints, SF-TCons. Based on the semantic framework, we propose a
temporal question answering method, SE-TQA, which generates query graphs by exploring the relevant facts of mentioned entities, where the
exploring process is restricted by SF-TCons. Our evaluations show that SF-TQA significantly outperforms existing methods on two bench-
marks over different knowledge graphs.

Improving compositional generalization for multi-step quantitative reasoning in question answering

Armineh Nourbakhsh, Cathy Jiao, Sameena Shah and Carolyn Rosé 15:15-15:30 (Hall A, Room C)
Quantitative reasoning is an important aspect of question answering, especially when numeric and verbal cues interact to indicate sophis-
ticated, multi-step programs. In this paper, we demonstrate how modeling the compositional nature of quantitative text can enhance the
performance and robustness of QA models, allowing them to capture arithmetic logic that is expressed verbally. Borrowing from the liter-
ature on semantic parsing, we propose a method that encourages the QA models to adjust their attention patterns and capture input/output
alignments that are meaningful to the reasoning task. We show how this strategy improves program accuracy and renders the models more
robust against overfitting as the number of reasoning steps grows. Our approach is designed as a standalone module which can be prepended
to many existing models and trained in an end-to-end fashion without the need for additional supervisory signal. As part of this exercise, we
also create a unified dataset building on four previously released numerical QA datasets over tabular data.

CL & TACL 1
14:00-15:30 (Hall A, Room D)

[TACL] OPAL: Ontology-Aware Pretrained Language Model for End-to-End Task-Oriented Dialogue

Zhi Chen, Yuncong Liu, Lu Chen, Su Zhu, Mengyue Wu and Kai Yu 14:00-14:15 (Hall A, Room D)
This paper presents an ontology-aware pretrained language model (OPAL) for end-to-end task-oriented dialogue (TOD). Unlike chit-chat
dialogue models, task-oriented dialogue models fulfill at least two task-specific modules: dialogue state tracker (DST) and response generator
(RG). The dialogue state consists of the domain-slot-value triples, which are regarded as the user’s constraints to search the domain-related
databases. The large-scale task-oriented dialogue data with the annotated structured dialogue state usually are inaccessible. It prevents the de-
velopment of the pretrained language model for the task-oriented dialogue. We propose a simple yet effective pretraining method to alleviate
this problem, which consists of two pretraining phases. The first phase is to pretrain on large-scale contextual text data, where the structured
information of the text is extracted by the information extracting tool. To bridge the gap between the pretraining method and downstream
tasks, we design two pretraining tasks: ontology recovery and next-text generation, which simulates the DST and RG, respectively. The
second phase is to fine-tune the pretrained model on the TOD data. The experimental results show that our proposed method achieves an
exciting boost and get competitive performance even without any TOD data on CamRest676 and MultiWOZ benchmarks.

[TACL] True Few-Shot Learning With Prompts - A Real-World Perspective

Timo Schick and Hinrich Schiitze 14:15-14:30 (Hall A, Room D)
Prompt-based approaches excel at few-shot learning. However, Perez et al. (2021) recently cast doubt on their performance as they had
difficulty getting good results in a "true" few-shot setting in which prompts and hyperparameters cannot be tuned on a dev set. In view of
this, we conduct an extensive study of PET, a method that combines textual instructions with example-based finetuning. We show that, if
correctly configured, PET performs strongly in true few-shot settings without a dev set. Crucial for this strong performance is a number of
design choices, including PET’s ability to intelligently handle multiple prompts. We put our findings to a real-world test by running PET on
RAFT, a benchmark of tasks taken from realistic NLP applications for which no labeled dev or test sets are available. PET achieves a new
state of the art on RAFT and performs close to non-expert humans for 7 out of 11 tasks. These results demonstrate that prompt-based learners
can successfully be applied in true few-shot settings and underpin our belief that learning from instructions will play an important role on the
path towards human-like few-shot learning capabilities.

[TACL] Generate, Annotate, and Learn: NLP with Synthetic Text

Xuanli He, Islam Nassar, Jamie Kiros, Gholamreza Haffari and Mohammad Norouzi 14:30-14:45 (Hall A, Room D)
This paper studies the use of language models as a source of synthetic unlabeled text for NLP. We formulate a general framework called
“generate, annotate, and learn (GAL)” to take advantage of synthetic text within knowledge distillation, self-training, and few-shot learning
applications. To generate high-quality task-specific text, we either fine-tune LMs on inputs from the task of interest, or prompt large LMs
with few examples. We use the best available classifier to annotate synthetic text with soft pseudo labels for knowledge distillation and
self-training, and use LMs to obtain hard labels for few-shot learning. We train new supervised models on the combination of labeled and
pseudo-labeled data, which results in significant gains across several applications. We investigate key components of GAL and present the-
oretical and empirical arguments against the use of class-conditional LMs to generate synthetic labeled text instead of unlabeled text. GAL
achieves new state-of-the-art knowledge distillation results for 6-layer transformers on the GLUE leaderboard.

[TACL] Structural Persi inL Models: Priming as a Window into Abstract Language Representations

Arabella Sinclair, Jaap Jumelet, Willem Zuidema and Raquel Ferndndez 14:45-15:00 (Hall A, Room D)
‘We investigate the extent to which modern, neural language models are susceptible to structural priming, the phenomenon whereby the struc-
ture of a sentence makes the same structure more probable in a follow-up sentence. We explore how priming can be used to study the potential
of these models to learn abstract structural information, which is a prerequisite for good performance on tasks that require natural language
understanding skills. We introduce a novel metric and release Prime-LM, a large corpus where we control for various linguistic factors which
interact with priming strength. We find that Transformer models indeed show evidence of structural priming, but also that the generalisations
they learned are to some extent modulated by semantic information. Our experiments also show that the representations acquired by the
models may not only encode abstract sequential structure but involve certain level of hierarchical syntactic information. More generally, our
study shows that the priming paradigm is a useful, additional tool for gaining insights into the capacities of language models and opens the
door to future priming-based investigations that probe the model’s internal states.

[TACL] ProoF Ver: Natural Logic Theorem Proving for Fact Verification

Amrith Krishna, Sebastian Riedel and Andreas Vlachos 15:00-15:15 (Hall A, Room D)
Fact verification systems typically rely on neural network classifiers for veracity prediction which lack explainability. This paper proposes
ProoFVer, which uses a seq2seq model to generate natural logic-based inferences as proofs. These proofs consist of lexical mutations between
spans in the claim and the evidence retrieved, each marked with a natural logic operator. Claim veracity is determined solely based on the
sequence of these operators. Hence, these proofs are faithful explanations, and this makes ProoFVer faithful by construction. Currently,
ProoFVer has the highest label accuracy and the second-best Score on the FEVER leaderboard. Furthermore, it improves by 13.21% points
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over the next best model on a dataset with counterfactual instances, demonstrating its robustness. As explanations, the proofs show better
overlap with human rationales than attention-based highlights and the proofs help humans predict model decisions correctly more often than
using the evidence directly.

[TACL] Investigating Reasons for Disagreement in Natural Language Inference

Nan-Jiang Jiang and Marie-Catherine de Marneffe 15:15-15:30 (Hall A, Room D)
‘We investigate how disagreement in natural language inference (NLI) annotation arises. We developed a taxonomy of disagreement sources
with 10 categories spanning 3 high-level classes. We found that some disagreements are due to uncertainty in the sentence meaning, others
to annotator biases and task artifacts, leading to different interpretations of the label distribution. We explore two modeling approaches for
detecting items with potential disagreement: a 4-way classification with a "Complicated" label in addition to the three standard NLI labels,
and a multilabel classification approach. We found that the multilabel classification is more expressive and gives better recall of the possible
interpretations in the data.

Ethics & Computational Social Science and Cultural Analytics
14:00-15:30 (Collaboratorium)

Gendered Mental Health Stigma in Masked Language Models

Inna Lin, Lucille Njoo, Anjalie Field, Ashish Sharma, Katharina Reinecke, Tim Althoff and Yulia Tsvetkov 14:00-14:15 (Collaboratorium)
Mental health stigma prevents many individuals from receiving the appropriate care, and social psychology studies have shown that mental
health tends to be overlooked in men. In this work, we investigate gendered mental health stigma in masked language models. In doing so,
we operationalize mental health stigma by developing a framework grounded in psychology research: we use clinical psychology literature
to curate prompts, then evaluate the models’ propensity to generate gendered words. We find that masked language models capture societal
stigma about gender in mental health: models are consistently more likely to predict female subjects than male in sentences about having a
mental health condition (32% vs. 19%), and this disparity is exacerbated for sentences that indicate treatment-seeking behavior. Furthermore,
we find that different models capture dimensions of stigma differently for men and women, associating stereotypes like anger, blame, and pity
more with women with mental health conditions than with men. In showing the complex nuances of models’ gendered mental health stigma,
we demonstrate that context and overlapping dimensions of identity are important considerations when assessing computational models’ so-
cial biases.

SafeText: A Benchmark for Exploring Physical Safety in Language Models

Sharon Levy, Emily Allaway, Melanie Subbiah, Lydia Chilton, Desmond Patton, Kathleen McKeown and William Yang Wang ~ 14:15-14:30
(Collaboratorium)

Understanding what constitutes safe text is an important issue in natural language processing and can often prevent the deployment of models
deemed harmful and unsafe. One such type of safety that has been scarcely studied is commonsense physical safety, i.e. text that is not ex-
plicitly violent and requires additional commonsense knowledge to comprehend that it leads to physical harm. We create the first benchmark
dataset, SafeText, comprising real-life scenarios with paired safe and physically unsafe pieces of advice. We utilize SafeText to empirically
study commonsense physical safety across various models designed for text generation and commonsense reasoning tasks. We find that
state-of-the-art large language models are susceptible to the generation of unsafe text and have difficulty rejecting unsafe advice. As a result,
we argue for further studies of safety and the assessment of commonsense physical safety in models before release.

Prompting for Multimodal Hateful Meme Classification

Rui Cao, Roy Ka-Wei Lee, Wen-Haw Chong and Jing Jiang 14:30-14:45 (Collaboratorium)
Hateful meme classification is a challenging multimodal task that requires complex reasoning and contextual background knowledge. Ideally,
we could leverage an explicit external knowledge base to supplement contextual and cultural information in hateful memes. However, there
is no known explicit external knowledge base that could provide such hate speech contextual information. To address this gap, we propose
PromptHate, a simple yet effective prompt-based model that prompts pre-trained language models (PLMs) for hateful meme classification.
Specifically, we construct simple prompts and provide a few in-context examples to exploit the implicit knowledge in the pre-trained ROBERTa
language model for hateful meme classification. We conduct extensive experiments on two publicly available hateful and offensive meme
datasets. Our experiment results show that PromptHate is able to achieve a high AUC of 90.96, outperforming state-of-the-art baselines on
the hateful meme classification task. We also perform fine-grain analyses and case studies on various prompt settings and demonstrate the
effectiveness of the prompts on hateful meme classification.

Modeling Information Change in Sci Ci ication with S ically M. d Paraphrases

Dustin Wright, Jiaxin Pei, David Jurgens and Isabelle Augenstein 14:45-15:00 (Collaboratorium)
Whether the media faithfully communicate scientific information has long been a core issue to the science community. Automatically iden-
tifying paraphrased scientific findings could enable large-scale tracking and analysis of information changes in the science communication
process, but this requires systems to understand the similarity between scientific information across multiple domains. To this end, we present
the SCIENTIFIC PARAPHRASE AND INFORMATION CHANGE DATASET (SPICED), the first paraphrase dataset of scientific findings
annotated for degree of information change. SPICED contains 6,000 scientific finding pairs extracted from news stories, social media discus-
sions, and full texts of original papers. We demonstrate that SPICED poses a challenging task and that models trained on SPICED improve
downstream performance on evidence retrieval for fact checking of real-world scientific claims. Finally, we show that models trained on
SPICED can reveal large-scale trends in the degrees to which people and organizations faithfully communicate new scientific findings. Data,
code, and pre-trained models are available at http://www.copenlu.com/publication/2022_emnlp_wright/.

Tracing Semantic Variation in Slang

Zhewei Sun and Yang Xu 15:00-15:15 (Collaboratorium)
The meaning of a slang term can vary in different communities. However, slang semantic variation is not well understood and under-explored
in the natural language processing of slang. One existing view argues that slang semantic variation is driven by culture-dependent commu-
nicative needs. An alternative view focuses on slang’s social functions suggesting that the desire to foster semantic distinction may have led
to the historical emergence of community-specific slang senses. We explore these theories using computational models and test them against
historical slang dictionary entries, with a focus on characterizing regularity in the geographical variation of slang usages attested in the US
and the UK over the past two centuries. We show that our models are able to predict the regional identity of emerging slang word meanings
from historical slang records. We offer empirical evidence that both communicative need and semantic distinction play a role in the variation
of slang meaning yet their relative importance fluctuates over the course of history. Our work offers an opportunity for incorporating historical
cultural elements into the natural language processing of slang.
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An Empirical Analysis of Memorization in Fine-tuned Autoregressive Language Models

Fatemehsadat Mireshghallah, Archit Uniyal, Tianhao Wang, David Evans and Taylor Berg-Kirkpatrick 15:15-15:30 (Collaboratorium)
Large language models are shown to present privacy risks through memorization of training data, and several recent works have studied such
risks for the pre-training phase. Little attention, however, has been given to the fine-tuning phase and it is not well understood how different
fine-tuning methods (such as fine-tuning the full model, the model head, and adapter) compare in terms of memorization risk. This presents
increasing concern as the “pre-train and fine-tune” paradigm proliferates. In this paper, we empirically study memorization of fine-tuning
methods using membership inference and extraction attacks, and show that their susceptibility to attacks is very different. We observe that
fine-tuning the head of the model has the highest susceptibility to attacks, whereas fine-tuning smaller adapters appears to be less vulnerable
to known extraction attacks.

Poster Sessions 3 & 4
14:00-15:30 (Atrium)

A Systematic Investigation of C. K ge in Large L Models

Xiang Lorraine Li, Adhiguna Kuncoro, Jordan Hoffiann, Cyprien de Masson d’Autume, Phil Blunsom and Aida Nematzadeh — 14:00-15:30
(Atrium)

Language models (LMs) trained on large amounts of data have shown impressive performance on many NLP tasks under the zero-shot and
few-shot setup. Here we aim to better understand the extent to which such models learn commonsense knowledge — a critical component
of many NLP applications. We conduct a systematic and rigorous zero-shot and few-shot commonsense evaluation of large pre-trained LMs,
where we: (i) carefully control for the LMs’ ability to exploit potential surface cues and annotation artefacts, and (ii) account for variations
in performance that arise from factors that are not related to commonsense knowledge. Our findings highlight the limitations of pre-trained
LMs in acquiring commonsense knowledge without task-specific supervision; furthermore, using larger models or few-shot evaluation is
insufficient to achieve human-level commonsense performance.

How to disagree well: Investigating the dispute tactics used on Wikipedia

Christine De Kock and Andreas Vlachos 14:00-15:30 (Atrium)
Disagreements are frequently studied from the perspective of either detecting toxicity or analysing argument structure. We propose a frame-
work of dispute tactics which unifies these two perspectives, as well as other dialogue acts which play a role in resolving disputes, such as
asking questions and providing clarification. This framework includes a preferential ordering among rebuttal-type tactics, ranging from ad
hominem attacks to refuting the central argument. Using this framework, we annotate 213 disagreements (3,865 utterances) from Wikipedia
Talk pages. This allows us to investigate research questions around the tactics used in disagreements; for instance, we provide empirical
validation of the approach to disagreement recommended by Wikipedia. We develop models for multilabel prediction of dispute tactics in
an utterance, achieving the best performance with a transformer-based label powerset model. Adding an auxiliary task to incorporate the
ordering of rebuttal tactics further yields a statistically significant increase. Finally, we show that these annotations can be used to provide
useful additional signals to improve performance on the task of predicting escalation.

Dictionary-Assisted Supervised Contrastive Learning

Patrick Wu, Richard Bonneau, Joshua Tucker and Jonathan Nagler 14:00-15:30 (Atrium)
Text analysis in the social sciences often involves using specialized dictionaries to reason with abstract concepts, such as perceptions about
the economy or abuse on social media. These dictionaries allow researchers to impart domain knowledge and note subtle usages of words
relating to a concept(s) of interest. We introduce the dictionary-assisted supervised contrastive learning (DASCL) objective, allowing re-
searchers to leverage specialized dictionaries when fine-tuning pretrained language models. The text is first keyword simplified: a common,
fixed token replaces any word in the corpus that appears in the dictionary(ies) relevant to the concept of interest. During fine-tuning, a super-
vised contrastive objective draws closer the embeddings of the original and keyword-simplified texts of the same class while pushing further
apart the embeddings of different c! . The keyword-simplified texts of the same class are more textually similar than their original text
counterparts, which additionally draws the embeddings of the same class closer together. Combining DASCL and cross-entropy improves
classification performance metrics in few-shot learning settings and social science applications compared to using cross-entropy alone and
alternative contrastive and data augmentation methods.

FineD-Eval: Fine-grained A Di Level E

Chen Zhang, Luis Fernando D’Haro, Qiquan Zhang, Thomas Friedrichs and Haizhou Li 14:00-15:30 (Atrium)
Recent model-based reference-free metrics for open-domain dialogue evaluation exhibit promising correlations with human judgment. How-
ever, they either perform turn-level evaluation or look at a single dialogue quality dimension. One would expect a good evaluation metric to
assess multiple quality dimensions at the dialogue level. To this end, we are motivated to propose a multi-dimensional dialogue-level metric,
which consists of three sub-metrics with each targeting a specific dimension. The sub-metrics are trained with novel self-supervised objec-
tives and exhibit strong correlations with human judgment for their respective dimensions. Moreover, we explore two approaches to combine
the sub-metrics: metric ensemble and multitask learning. Both approaches yield a holistic metric that significantly outperforms individual
sub-metrics. Compared to the existing state-of-the-art metric, the combined metrics achieve around 16% relative improvement on average
across three high-quality dialogue-level evaluation benchmarks.

FlowEval: A Consensus-Based Dialogue Evaluation Framework Using Segment Act Flows

Jiangiao Zhao, Yanyang Li, Wanyu Du, Yangfeng Ji, Dong Yu, Michael Lyu and Liwei Wang 14:00-15:30 (Atrium)
Despite recent progress in open-domain dialogue evaluation, how to develop automatic metrics remains an open problem. We explore the po-
tential of dialogue evaluation featuring dialog act information, which was hardly explicitly modeled in previous methods. However, defined at
the utterance level in general, dialog act is of coarse granularity, as an utterance can contain multiple segments possessing different functions.
Hence, we propose segment act, an extension of dialog act from utterance level to segment level, and crowdsource a large-scale dataset for it.
To utilize segment act flows, sequences of segment acts, for evaluation, we develop the first consensus-based dialogue evaluation framework,
FlowEval. This framework provides a reference-free approach for dialog evaluation by finding pseudo-references. Extensive experiments
against strong baselines on three benchmark datasets demonstrate the effectiveness and other desirable characteristics of our FlowEval, point-
ing out a potential path for better dialogue evaluation.

Injecting Domain Knowledge in Language Models for Task-oriented Dialogue Systems
Denis Emelin, Daniele B Sawsan Algah Yi Zhang and Saab Mansour 14:00-15:30 (Atrium)
Pre-trained language models (PLM) have advanced the state-of-the-art across NLP applications, but lack domain-specific knowledge that does
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not naturally occur in pre-training data. Previous studies augmented PLMs with symbolic knowledge for different downstream NLP tasks.
However, knowledge bases (KBs) utilized in these studies are usually large-scale and static, in contrast to small, domain-specific, and mod-
ifiable knowledge bases that are prominent in real-world task-oriented dialogue (TOD) systems. In this paper, we showcase the advantages
of injecting domain-specific knowledge prior to fine-tuning on TOD tasks. To this end, we utilize light-weight adapters that can be easily
integrated with PLMs and serve as a repository for facts learned from different KBs. To measure the efficacy of proposed knowledge injection
methods, we introduce Knowledge Probing using Response Selection (KPRS) — a probe designed specifically for TOD models. Experiments
on KPRS and the response generation task show improvements of knowledge injection with adapters over strong baselines.

An Unsupervised, Geometric and Syntax-aware Quantification of Polysemy

Anmol Goel, Charu Sharma and Ponnurangam Kumaraguru 14:00-15:30 (Atrium)
Polysemy is the phenomenon where a single word form possesses two or more related senses. It is an extremely ubiquitous part of natural
language and analyzing it has sparked rich discussions in the linguistics, psychology and philosophy communities alike. With scarce attention
paid to polysemy in computational linguistics, and even scarcer attention toward quantifying polysemy, in this paper, we propose a novel,
unsupervised framework to compute and estimate polysemy scores for words in multiple languages. We infuse our proposed quantification
with syntactic knowledge in the form of dependency structures. This informs the final polysemy scores of the lexicon motivated by recent
linguistic findings that suggest there is an implicit relation between syntax and ambiguity/polysemy. We adopt a graph based approach by
computing the discrete Ollivier Ricci curvature on a graph of the contextual nearest neighbors. We test our framework on curated datasets
controlling for different sense distributions of words in 3 typologically diverse languages - English, French and Spanish. The effectiveness of
our framework is demonstrated by significant correlations of our quantification with expert human annotated language resources like Word-
Net. We observe a 0.3 point increase in the correlation coefficient as compared to previous quantification studies in English. Our research
leverages contextual language models and syntactic structures to empirically support the widely held theoretical linguistic notion that syntax
is intricately linked to ambiguity/polysemy.

Model Cascading: Towards Jointly Improving Efficiency and Accuracy of NLP Systems

Neeraj Varshney and Chitta Baral 14:00-15:30 (Atrium)
Do all instances need inference through the big models for a correct prediction? Perhaps not; some instances are easy and can be answered
correctly by even small capacity models. This provides opportunities for improving the computational efficiency of systems. In this work, we
present an explorative study on 'model cascading’, a simple technique that utilizes a collection of models of varying capacities to accurately
yet efficiently output predictions. Through comprehensive experiments in multiple task settings that differ in the number of models available
for cascading (K value), we show that cascading improves both the computational efficiency and the prediction accuracy. For instance, in
K=3 setting, cascading saves up to 88.93% computation cost and consistently achieves superior prediction accuracy with an improvement
of up to 2.18%. We also study the impact of introducing additional models in the cascade and show that it further increases the efficiency
improvements. Finally, we hope that our work will facilitate development of efficient NLP systems making their widespread adoption in
real-world applications possible.

Better Few-Shot Relation Extraction with Label Prompt Dropout

Peiyuan Zhang and Wei Lu 14:00-15:30 (Atrium)
Few-shot relation extraction aims to learn to identify the relation between two entities based on very limited training examples. Recent efforts
found that textual labels (i.e., relation names and relation descriptions) could be extremely useful for learning class representations, which will
benefit the few-shot learning task. However, what is the best way to leverage such label information in the learning process is an important
research question. Existing works largely assume such textual labels are always present during both learning and prediction. In this work,
we argue that such approaches may not always lead to optimal results. Instead, we present a novel approach called label prompt dropout,
which randomly removes label descriptions in the learning process. Our experiments show that our approach is able to lead to improved class
representations, yielding significantly better results on the few-shot relation extraction task.

EDIN: An End-to-end Benchmark and Pipeline for Unknown Entity Discovery and Indexing

Nora Kassner, Fabio Petroni, Mikhail Plekhanov, Sebastian Riedel and Nicola Cancedda 14:00-15:30 (Atrium)
Existing work on Entity Linking mostly assumes that the reference knowledge base is complete, and therefore all mentions can be linked.
In practice this is hardly ever the case, as knowledge bases are incomplete and because novel concepts arise constantly. We introduce the
temporally segmented Unknown Entity Discovery and Indexing (EDIN)-benchmark where unknown entities, that is entities not part of the
knowledge base and without descriptions and labeled mentions, have to be integrated into an existing entity linking system. By contrasting
EDIN with zero-shot entity linking, we provide insight on the additional challenges it poses. Building on dense-retrieval based entity linking,
we introduce the end-to-end EDIN-pipeline that detects, clusters, and indexes mentions of unknown entities in context. Experiments show
that indexing a single embedding per entity unifying the information of multiple mentions works better than indexing mentions independently.

Towards Reinterpreting Neural Topic Models via Composite Activations

Jia Peng Lim and Hady Lauw 14:00-15:30 (Atrium)
Most Neural Topic Models (NTM) use a variational auto-encoder framework producing K topics limited to the size of the encoder’s output.
These topics are interpreted through the selection of the top activated words via the weights or reconstructed vector of the decoder that are
directly connected to each neuron. In this paper, we present a model-free two-stage process to reinterpret NTM and derive further insights
on the state of the trained model. Firstly, building on the original information from a trained NTM, we generate a pool of potential candi-
date "composite topics" by exploiting possible co-occurrences within the original set of topics, which decouples the strict interpretation of
topics from the original NTM. This is followed by a combinatorial formulation to select a final set of composite topics, which we evaluate
for coherence and diversity on a large external corpus. Lastly, we employ a user study to derive further insights on the reinterpretation process.
Saving Dense Retriever from Shortcut Dependency in Conversational Search
Sungdong Kim and Gangwoo Kim 14:00-15:30 (Atrium)
Conversational search (CS) needs a holistic understanding of conversational inputs to retrieve relevant passages. In this paper, we demonstrate
the existence of a retrieval shortcut in CS, which causes models to retrieve passages solely relying on partial history while disregarding the
latest question. With in-depth analysis, we first show that naively trained dense retrievers heavily exploit the shortcut and hence perform
poorly when asked to answer history-independent questions. To build more robust models against shortcut dependency, we explore various
hard negative mining strategies. Experimental results show that training with the model-based hard negatives effectively mitigates the depen-
dency on the shortcut, significantly improving dense retrievers on recent CS benchmarks. In particular, our retriever outperforms the previous
state-of-the-art model by 11.0 in Recall@10 on QReCC.

Communication breakdown: On the low mutual intelligibility between human and neural captioning

Roberto Dessi, Eleonora Gualdoni, Francesca Franzon, Gemma Boleda and Marco Baroni 14:00-15:30 (Atrium)
We compare the 0-shot performance of a neural caption-based image retriever when given as input either human-produced captions or cap-
tions generated by a neural captioner. We conduct this comparison on the recently introduced ImageCoDe data-set (Krojer et al. 2022), which
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contains hard distractors nearly identical to the images to be retrieved. We find that the neural retriever has much higher performance when
fed neural rather than human captions, despite the fact that the former, unlike the latter, were generated without awareness of the distractors
that make the task hard. Even more remarkably, when the same neural captions are given to human subjects, their retrieval performance is
almost at chance level. Our results thus add to the growing body of evidence that, even when the “language” of neural models resembles
English, this superficial resemblance might be deeply misleading.

Why Should Adversarial Perturbations be Imperceptible? Rethink the Research Paradigm in Adversarial NLP

Yangyi Chen, Hongcheng Gao, Ganqu CUI, Fanchao Qi, Longtao Huang, Zhiyuan Liu and Maosong Sun 14:00-15:30 (Atrium)
Textual adversarial samples play important roles in multiple subfields of NLP research, including security, evaluation, explainability, and
data augmentation. However, most work mixes all these roles, obscuring the problem definitions and research goals of the security role
that aims to reveal the practical concerns of NLP models. In this paper, we rethink the research paradigm of textual adversarial samples
in security scenarios. We discuss the deficiencies in previous work and propose our suggestions that the research on the Security-oriented
adversarial NLP (SoadNLP) should: (1) evaluate their methods on security tasks to demonstrate the real-world concerns; (2) consider real-
world attackers’” goals, instead of developing impractical methods. To this end, we first collect, process, and release a security datasets
collection Advbench. Then, we reformalize the task and adjust the emphasis on different goals in SoadNLP. Next, we propose a simple
method based on heuristic rules that can easily fulfill the actual adversarial goals to simulate real-world attack methods. We conduct ex-
periments on both the attack and the defense sides on Advbench. Experimental results show that our method has higher practical value,
indicating that the research paradigm in SoadNLP may start from our new benchmark. All the code and data of Advbench can be obtained at
https://github.com/thunlp/Advbench.

[CL] Hierarchical Interpretation of Neural Text Classification

Hangi Yan, Lin Gui and Yulan He 14:00-15:30 (Atrium)
Recent years have witnessed increasing interest in developing interpretable models in Natural Language Processing (NLP). Most existing
models aim at identifying input features such as words or phrases important for model predictions. Neural models developed in NLP, how-
ever, often compose word semantics in a hierarchical manner. As such, interpretation by words or phrases only cannot faithfully explain
model decisions in text classification. This article proposes a novel Hierarchical Interpretable Neural Text classifier, called HINT, which can
automatically generate explanations of model predictions in the form of label-associated topics in a hierarchical manner. Model interpretation
is no longer at the word level, but built on topics as the basic semantic unit. Experimental results on both review datasets and news datasets
show that our proposed approach achieves text classification results on par with existing state-of-the-art text classifiers, and generates inter-
pretations more faithful to model predictions and better understood by humans than other interpretable neural text classifiers.

Evidence > Intuition: Transferability Estimation for Encoder Selection

Elisa Bassignana, Max Miiller-Eberstein, Mike Zhang and Barbara Plank 14:00-15:30 (Atrium)
With the increase in availability of large pre-trained language models (LMs) in Natural Language Processing (NLP), it becomes critical to
assess their fit for a specific target task a priori—as fine-tuning the entire space of available LMs is computationally prohibitive and unsustain-
able. However, encoder transferability estimation has received little to no attention in NLP. In this paper, we propose to generate quantitative
evidence to predict which LM, out of a pool of models, will perform best on a target task without having to fine-tune all candidates. We
provide a comprehensive study on LM ranking for 10 NLP tasks spanning the two fundamental problem types of classification and structured
prediction. We adopt the state-of-the-art Logarithm of Maximum Evidence (LogME) measure from Computer Vision (CV) and find that it
positively correlates with final LM performance in 94% of the setups. In the first study of its kind, we further compare transferability measures
with the de facto standard of human practitioner ranking, finding that evidence from quantitative metrics is more robust than pure intuition
and can help identify unexpected LM candidates.

Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?

Sewon Min, Xinxi Lyu, Ari Holtzman, Mikel Artetxe, Mike Lewis, Hannaneh Hajishirzi and Luke Zettlemoyer 14:00-15:30 (Atrium)
Large language models (LMs) are able to in-context learn—perform a new task via inference alone by conditioning on a few input-label
pairs (demonstrations) and making predictions for new inputs. However, there has been little understanding of how the model learns and
which aspects of the demonstrations contribute to end task performance. In this paper, we show that ground truth demonstrations are in fact
not required—randomly replacing labels in the demonstrations barely hurts performance on a range of classification and multi-choce tasks,
consistently over 12 different models including GPT-3. Instead, we find that other aspects of the demonstrations are the key drivers of end
task performance, including the fact that they provide a few examples of (1) the label space, (2) the distribution of the input text, and (3) the
overall format of the sequence. Together, our analysis provides a new way of understanding how and why in-context learning works, while
opening up new questions about how much can be learned from large language models through inference alone.

Efficiently Tuned Parameters Are Task Embeddings

Wangchunshu Zhou, Canwen Xu and Julian McAuley 14:00-15:30 (Atrium)
Intermediate-task transfer can benefit a wide range of NLP tasks with properly selected source datasets. However, it is computationally
infeasible to experiment with all intermediate transfer combinations, making choosing a useful source task a challenging problem. In this
paper, we anticipate that task-specific parameters updated in parameter-efficient tuning methods are likely to encode task-specific information.
Therefore, such parameters can be predictive for inter-task transferability. Thus, we propose to exploit these efficiently tuned parameters as
off-the-shelf task embeddings for the efficient selection of source datasets for intermediate-task transfer. We experiment with 11 text clas-
sification tasks and 11 question answering tasks. Experimental results show that our approach consistently outperforms existing inter-task
transferability prediction methods while being conceptually simple and computationally efficient. Our analysis also reveals that the ability
of efficiently tuned parameters on transferability prediction is disentangled with their in-task performance. This allows us to use parameters
from early checkpoints as task embeddings to further improve efficiency.

Machine Translation Robustness to Natural Asemantic Variation

Jacob Bremerman, Xiang Ren and Jonathan May 14:00-15:30 (Atrium)
Current Machine Translation (MT) models still struggle with more challenging input, such as noisy data and tail-end words and phrases.
Several works have addressed this robustng ue by identifying specific categories of noise and variation then tuning models to perform
better on them. An important yet under-studied category involves minor variations in nuance (non-typos) that preserve meaning w.r.t. the
target language. We introduce and formalize this category as Natural Asemantic Variation (NAV) and investigate it in the context of MT
robustness. We find that existing MT models fail when presented with NAV data, but we demonstrate strategies to improve performance on
NAV by fine-tuning them with human-generated variations. We also show that NAV robustness can be transferred across languages and find
that synthetic perturbations can achieve some but not all of the benefits of organic NAV data.

SimQA: Detecting Simultaneous MT Errors through Word-by-Word Question Answering
HyoJung Han, Marine Carpuat and Jordan Boyd-Graber 14:00-15:30 (Atrium)
Detractors of neural machine translation admit that while its translations are fluent, it sometimes gets key facts wrong. This is particularly
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important in simultaneous interpretation where translations have to be provided as fast as possible: before a sentence is complete. Yet, eval-
uations of simultaneous machine translation (SimulMT) fail to capture if systems correctly translate the most salient elements of a question:
people, places, and dates. To address this problem, we introduce a downstream word-by-word question answering evaluation task (SimQA):
given a source language question, translate the question word by word into the target language, and answer as soon as possible. SimQA
jointly measures whether the SimulMT models translate the question quickly and accurately, and can reveal shortcomings in existing neural
systems—hallucinating or omitting facts.

Sampling-Based Approximations to Minimum Bayes Risk Decoding for Neural Machine Translation

Bryan Eikema and Wilker Aziz 14:00-15:30 (Atrium)
In NMT we search for the mode of the model distribution to form predictions. The mode and other high-probability translations found by
beam search have been shown to often be inadequate in a number of ways. This prevents improving translation quality through better search,
as these 1dlosyncratlc translations end up selected by the decoding algorithm, a problem known as the beam search curse. Recently, an approx-
imation to minimum Bayes risk (MBR) decoding has been proposed as an alternative decision rule that would likely not suffer from the same
problems. We analyse this approximation and establish that it has no equivalent to the beam search curse. We then design approximations that
decouple the cost of exploration from the cost of robust estimation of expected utility. This allows for much larger hypothesis spaces, which
we show to be beneficial. We also show that mode-seeking strategies can aid in constructing compact sets of promising hypotheses and that
MBR is effective in identifying good translations in them. We conduct experiments on three language pairs varying in amounts of resources
available: English into and from German, Romanian, and Nepali.

[INDUSTRY] Tractable & Coherent Multi-Document Summarization: Discrete Optimization of Multiple Neural Modeling Streams
via Integer Linear Programming
Litton J Kurisinkel and Nancy Chen 14:00-15:30 (Atrium)

One key challenge in multi-document summarization is the generated summary is often less coherent compared to single document sum-
marization due to the larger heterogeneity of the input source content. In this work, we propose a generic framework to jointly consider
coherence and informativeness in multi-document summarization and offers provisions to replace individual components based on the do-
main of source text. In particular, the framework characterizes coherence through verb transitions and entity mentions and takes advantage
of syntactic parse trees and neural modeling for intra-sentential noise pruning. The framework cast the entire problem as an integer linear
programming optimization problem with neural and non-neural models as linear components. We evaluate our method in the news and le-
gal domains. The proposed approach consistently performs better than competitive baselines for both objective metrics and human evaluation.

[INDUSTRY] Semi-supervised Adversarial Text Generation based on Seq2Seq models

Hieu Le, Dieu-Thu Le, Verena Weber, Chris Church, Kay Rottmann, Melanie Bradford and Peter Chin 14:00-15:30 (Atrium)
To improve deep learning models’ robustness, adversarial training has been frequently used in computer vision with satisfying results. How-
ever, adversarial perturbation on text have turned out to be more challenging due to the discrete nature of text. The generated adversarial
text might not sound natural or does not preserve semantics, which is the key for real world applications where text classification is based
on semantic meaning. In this paper, we describe a new way for generating adversarial samples by using pseudo-labeled in-domain text data
to train a seq2seq model for adversarial generation and combine it with paraphrase detection. We showcase the benefit of our approach
for a real-world Natural Language Understanding (NLU) task, which maps a user’s request to an intent. Furthermore, we experiment with
gradient-based training for the NLU task and try using token importance scores to guide the adversarial text generation. We show that our
approach can generate realistic and relevant adversarial samples compared to other state-of-the-art adversarial training methods. Applying
adversarial training using these generated samples helps the NLU model to recover up to 70% of these types of errors and makes the model
more robust, especially in the tail distribution in a large scale real world application.

[INDUSTRY] Is it out yet? Automatic Future Product Releases Extraction from Web Data

Gilad Fuchs, Ido Ben-Shaul and Matan Mandelbrod 14:00-15:30 (Atrium)
Identifying the release of new products and their predicted demand in advance is highly valuable for E-Commerce marketplaces and retail-
ers. The information of an upcoming product release is used for inventory management, marketing campaigns and pre-order suggestions.
Often, the announcement of an upcoming product release is widely available in multiple web pages such as blogs, chats or news articles.
However, to the best of our knowledge, an automatic system to extract future product releases from web data has not been presented.
In this work we describe an ML-powered multi-stage pipeline to automatically identify future product releases and rank their predicted
demand from unstructured pages across the whole web. Our pipeline includes a novel Longformer-based model which uses a global at-
tention mechanism guided by pre-calculated Named Entity Recognition predictions related to product releases. The model training data is
based on a new corpus of 30K web pages manually annotated to identify future product releases. We made the dataset openly available at
https://doi.org/10.5281/zenodo.6894770.

[INDUSTRY] SpeechNet: Weakly Supervised, End-to-End Speech Recognition at Industrial Scale

Raphael Tang, Karun Kumar, Gefei Yang, Akshat Pandey, Yajie Mao, Vladislav Belyaev, Madhuri Emmadi, Craig Murray, Ferhan Ture and
Jimmy Lin 14:00-15:30 (Atrium)
End-to-end automatic speech recognition systems represent the state of the art, but they rely on thousands of hours of manually annotated
speech for training, as well as heavyweight computation for inference. Of course, this impedes commercialization since most companies lack
vast human and computational resources. In this paper, we explore training and deploying an ASR system in the label-scarce, compute-limited
setting. To reduce human labor, we use a third-party ASR system as a weak supervision source, supplemented with labeling functions derived
from implicit user feedback. To accelerate inference, we propose to route production-time queries across a pool of CUDA graphs of varying
input lengths, the distribution of which best matches the traffic’s. Compared to our third-party ASR, we achieve a relative improvement in
word-error rate of 8% and a speedup of 600%. Our system, called SpeechNet, currently serves 12 million queries per day on our voice-enabled
smart television. To our knowledge, this is the first time a large-scale, Wav2vec-based deployment has been described in the academic litera-
ture.

[INDUSTRY] Reinforced Question Rewriting for Conversational Question Answering

Zhiyu Chen, Jie Zhao, Anjie Fang, Besnik Fetahu, Oleg Rokhlenko and Shervin Malmasi 14:00-15:30 (Atrium)
Conversational Question Answering (CQA) aims to answer questions contained within dialogues, which are not easily interpretable without
context. Developing a model to rewrite conversational questions into self-contained ones is an emerging solution in industry settings as it
allows using existing single-turn QA systems to avoid training a CQA model from scratch. Previous work trains rewriting models using
human rewrites as supervision. However, such objectives are disconnected with QA models and therefore more human-like rewrites do not
guarantee better QA performance. In this paper we propose using QA feedback to supervise the rewriting model with reinforcement learning.
Experiments show that our approach can effectively improve QA performance over baselines for both extractive and retrieval QA. Further-
more, human evaluation shows that our method can generate more accurate and detailed rewrites when compared to human annotations.

[INDUSTRY] PAIGE: Personalized Adaptive Interactions Graph Encoder for Query Rewriting in Dialogue Systems
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Daniel Bis, Saurabh Gupta, Jie Hao, Xing Fan and Chenlei Guo 14:00-15:30 (Atrium)
Unexpected responses or repeated clarification questions from conversational agents detract from the users’ experience with technology meant
to streamline their daily tasks. To reduce these frictions, Query Rewriting (QR) techniques replace transcripts of faulty queries with alter-
natives that lead to responses that satisfy the users’ needs. Despite their successes, existing QR approaches are limited in their ability to
fix queries that require considering users’ personal preferences. We improve QR by proposing Personalized Adaptive Interactions Graph
Encoder (PAIGE). PAIGE is the first QR architecture that jointly models user’s affinities and query semantics end-to-end. The core idea is to
represent previous user-agent interactions and world knowledge in a structured form — a heterogeneous graph — and apply message passing
to propagate latent representations of users’ affinities to refine utterance embeddings. Using these embeddings, PAIGE can potentially provide
different rewrites given the same query for users with different preferences. Our model, trained without any human-annotated data, improves
the rewrite retrieval precision of state-of-the-art baselines by 12.5-17.5% while having nearly ten times fewer parameters.

[INDUSTRY] Fast Vocabulary Transfer for Language Model Compression
Leonidas Gee, Andrea Zugarini, Leonardo Rigutini and Paolo Torroni 14:00-15:30 (Atrium)
Real-world business applications require a trade-off between language model performance and size. We propose a new method for model
compression that relies on vocabulary transfer. We evaluate the method on various vertical domains and downstream tasks. Our results in-
dicate that vocabulary transfer can be effectively used in combination with other compression techniques, yielding a significant reduction in
model size and inference time while marginally compromising on performance.

[INDUSTRY] Multimodal Context Carryover

Prashan Wanigasekara, Nalin Gupta, Fan Yang, Emre Barut, Zeynab Raeesy, Kechen Qin, Stephen Rawls, Xinyue Liu, Chengwei Su and
Spurthi Sandiri 14:00-15:30 (Atrium)
Multi-modality support has become an integral part of creating a seamless user experience with modern voice assistants with smart displays.
Users refer to images, video thumbnails, or the accompanying text descriptions on the screen through voice communication with AT powered
devices. This raises the need to either augment existing commercial voice only dialogue systems with state-of-the-art multimodal components,
or to introduce entirely new architectures; where the latter can lead to costly system revamps. To support the emerging visual navigation and
visual product selection use cases, we propose to augment commercially deployed voice-only dialogue systems with additional multi-modal
components. In this work, we present a novel yet pragmatic approach to expand an existing dialogue-based context carryover system (Chen
et al., 2019a) in a voice assistant with state-of-the-art multimodal components to facilitate quick delivery of visual modality support with
minimum changes. We demonstrate a 35% accuracy improvement over the existing system on an in-house multi-modal visual navigation data
set.

Data-Efficient Strategies for Expanding Hate Speech Detection into Under-Resourced Languages

Paul Rottger, Debora Nozza, Federico Bianchi and Dirk Hovy 14:00-15:30 (Atrium)
Hate speech is a global phenomenon, but most hate speech datasets so far focus on English-language content. This hinders the development
of more effective hate speech detection models in hundreds of languages spoken by billions across the world. More data is needed, but anno-
tating hateful content is expensive, time-consuming and potentially harmful to annotators. To mitigate these issues, we explore data-efficient
strategies for expanding hate speech detection into under-resourced languages. In a series of experiments with mono- and multilingual models
across five non-English languages, we find that 1) a small amount of target-language fine-tuning data is needed to achieve strong performance,
2) the benefits of using more such data decrease exponentially, and 3) initial fine-tuning on readily-available English data can partially sub-
stitute target-language data and improve model generalisability. Based on these findings, we formulate actionable recommendations for hate
speech detection in low-resource language settings.

Does Corpus Quality Really Matter for Low-Resource Languages?

Mikel Artetxe, Itziar Aldabe, Rodrigo Agerri, Olatz Perez-de-Vifiaspre and Aitor Soroa 14:00-15:30 (Atrium)
The vast majority of non-English corpora are derived from automatically filtered versions of CommonCrawl. While prior work has identified
major issues on the quality of these datasets (Kreutzer et al., 2021), it is not clear how this impacts downstream performance. Taking represen-
tation learning in Basque as a case study, we explore tailored crawling (manually identifying and scraping websites with high-quality content)
as an alternative to filtering CommonCrawl. Our new corpus, called EusCrawl, is similar in size to the Basque portion of popular multilingual
corpora like CC100 and mC4, yet it has a much higher quality according to native annotators. For instance, 66% of documents are rated as
high-quality for EusCrawl, in contrast with <33% for both mC4 and CC100. Nevertheless, we obtain similar results on downstream NLU
tasks regardless of the corpus used for pre-training. Our work suggests that NLU performance in low-resource languages is not primarily
constrained by the quality of the data, and other factors like corpus size and domain coverage can play a more important role.

Few-shot Learning with Multilingual Generative Language Models

Xi Victoria Lin, Todor Mihaylov, Mikel Artetxe, Tianlu Wang, Shuohui Chen, Daniel Simig, Myle Ott, Naman Goyal, Shruti Bhosale, Jingfei
Du, Ramakanth Pasunuru, Sam Shleifer, Punit Singh Koura, Vishrav Chaudhary, Brian O’Horo, Jeff Wang, Luke Zettlemoyer, Zornitsa
Kozareva, Mona Diab, Veselin Stoyanov and Xian Li 14:00-15:30 (Atrium)
Large-scale generative language models such as GPT-3 are competitive few-shot learners. While these models are known to be able to jointly
represent many different languages, their training data is dominated by English, potentially limiting their cross-lingual generalization. In this
work, we train multilingual generative language models on a corpus covering a diverse set of languages, and study their few- and zero-shot
learning capabilities in a wide range of tasks. Our largest model with 7.5 billion parameters sets new state of the art in few-shot learning
in more than 20 representative languages, outperforming GPT-3 of comparable size in multilingual commonsense reasoning (with +7.4%
absolute accuracy improvement in O-shot settings and +9.4% in 4-shot settings) and natural language inference (+5.4% in each of 0-shot and
4-shot settings). On the FLORES-101 machine translation benchmark, our model outperforms GPT-3 on 171 out of 182 directions with 32
training examples, while surpassing the official supervised baseline in 45 directions. We conduct an in-depth analysis of different multilingual
prompting approaches, showing in particular that strong few-shot learning performance across languages can be achieved via cross-lingual
transfer through both templates and demonstration examples.

ScienceWorld: Is your Agent Smarter than a 5th Grader?

Ruoyao Wang, Peter Jansen, Marc-Alexandre Coté and Prithviraj Ammanabrolu 14:00-15:30 (Atrium)
‘We present ScienceWorld, a benchmark to test agents’ scientific reasoning abilities in a new interactive text environment at the level of a stan-
dard elementary school science curriculum. Despite the transformer-based progress seen in question-answering and scientific text processing,
we find that current models cannot reason about or explain learned science concepts in novel contexts. For instance, models can easily answer
what the conductivity of a known material is but struggle when asked how they would conduct an experiment in a grounded environment
to find the conductivity of an unknown material. This begs the question of whether current models are simply retrieving answers by way
of seeing a large number of similar examples or if they have learned to reason about concepts in a reusable manner. We hypothesize that
agents need to be grounded in interactive environments to achieve such reasoning capabilities. Our experiments provide empirical evidence
supporting this hypothesis — showing that a 1.5 million parameter agent trained interactively for 100k steps outperforms a 11 billion parameter
model statically trained for scientific question-answering and reasoning from millions of expert demonstrations.
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MedJEx: A Medical Jargon Extraction Model with Wiki’s Hyperlink Span and Contextualized Masked I Model Score
Sunjae Kwon, Zonghai Yao, Harmon Jordan, David Levy, Brian Corner and hong yu 14:00-15:30 (Atrium)
This paper proposes a new natural language processing (NLP) application for identifying medical jargon terms potentially difficult for pa-
tients to comprehend from electronic health record (EHR) notes. We first present a novel and publicly available dataset with expert-annotated
medical jargon terms from 18K+ EHR note sentences (MedJ). Then, we introduce a novel medical jargon extraction (MedJEx) model which
has been shown to outperform existing state-of-the-art NLP models. First, MedJEx improved the overall performance when it was trained on
an auxiliary Wikipedia hyperlink span dataset, where hyperlink spans provide additional Wikipedia articles to explain the spans (or terms),
and then fine-tuned on the annotated MedJ data. Secondly, we found that a contextualized masked language model score was beneficial
for detecting domain-specific unfamiliar jargon terms. Moreover, our results show that training on the auxiliary Wikipedia hyperlink span
datasets improved six out of eight biomedical named entity recognition benchmark datasets. MedJEX is publicly available.

TABS: Efficient Textual Adversarial Attack for Pre-trained NL Code Model Using Semantic Beam Search

YunSeok Choi, Hyojun Kim and Jee-Hyong Lee 14:00-15:30 (Atrium)
As pre-trained models have shown successful performance in program language processing as well as natural language processing, adversarial
attacks on these models also attract attention. However, previous works on black-box adversarial attacks generated adversarial examples in
a very inefficient way with simple greedy search. They also failed to find out better adversarial examples because it was hard to reduce the
search space without performance loss. In this paper, we propose TABS, an efficient beam search black-box adversarial attack method. We
adopt beam search to find out better adversarial examples, and contextual semantic filtering to effectively reduce the search space. Contextual
semantic filtering reduces the number of candidate adversarial words considering the surrounding context and the semantic similarity. Our
proposed method shows good performance in terms of attack success rate, the number of queries, and semantic similarity in attacking models
for two tasks: NL code search classification and retrieval tasks.

VisToT: Vision-Augmented Table-to-Text Generation

Prajwal Gatti, Anand Mishra, Manish Gupta and Mithun Das Gupta 14:00-15:30 (Atrium)
Table-to-text generation has been widely studied in the Natural Language Processing community in the recent years. We give a new perspec-
tive to this problem by incorporating signals from both tables as well as associated images to generate relevant text. While tables contain a
structured list of facts, images are a rich source of unstructured visual information. For example, in the tourism domain, images can be used
to infer knowledge such as the type of landmark (e.g., church), its architecture (e.g., Ancient Roman), and composition (e.g., white marble).
Therefore, in this paper, we introduce the novel task of Vision-augmented Table-To-Text Generation (VisToT, defined as follows: given a table
and an associated image, produce a descriptive sentence conditioned on the multimodal input. For the task, we present a novel multimodal
table-to-text dataset, WikiLandmarks, covering 73,084 unique world landmarks. Further, we also present a competitive architecture, namely,
VT3 that generates accurate sentences conditioned on the image and table pairs. Through extensive analyses and experiments, we show that
visual cues from images are helpful in (i) inferring missing information from incomplete or sparse tables, and (ii) strengthening the importance
of useful information from noisy tables for natural language generation. We make the code and data publicly available.

PACIFIC: Towards Proactive Conversational Question Answering over Tabular and Textual Data in Finance

Yang Deng, Wengiang Lei, Wenxuan Zhang, Wai Lam and Tat-Seng Chua 14:00-15:30 (Atrium)
To facilitate conversational question answering (CQA) over hybrid contexts in finance, we present a new dataset, named PACIFIC. Compared
with existing CQA datasets, PACIFIC exhibits three key features: (i) proactivity, (ii) numerical reasoning, and (iii) hybrid context of tables
and text. A new task is defined accordingly to study Proactive Conversational Question Answering (PCQA), which combines clarification
question generation and CQA. In addition, we propose a novel method, namely UniPCQA, to adapt a hybrid format of input and output
content in PCQA into the Seq2Seq problem, including the reformulation of the numerical reasoning process as code generation. UniPCQA
performs multi-task learning over all sub-tasks in PCQA and incorporates a simple ensemble strategy to alleviate the error propagation issue
in the multi-task learning by cross-validating top-k sampled Seq2Seq outputs. We benchmark the PACIFIC dataset with extensive baselines
and provide comprehensive evaluations on each sub-task of PCQA.

MasakhaNER 2.0: Africa-centric Transfer Learning for Named Entity Recognition

David Adelani, Graham Neuhlg, Sebastian Ruder, Shruti Rijhwani, Michael Beukman, Chester Palen-Michel, Constantine Lignos, Jesujoba
Alabi, Sh dd. d, Peter Nabende, Cheikh M. Bamba Dione, Andiswa Bukula, Rooweither Mabuya, Bonaventure F. P. Dos-
sou, Blessing Sibanda, Happy Buzaaba, Jonathan Mukiibi, Godson KALIPE, Derguene Mbaye, Amelia Taylor, Fatoumata Kabore, Chris
Chinenye Emezue, Anuoluwapo Aremu, Perez Ogayo, Catherine Gitau, Edwin Munkoh-Buabeng, victoire Memdjokam Koagne, Allahsera
Auguste Tapo, Tebogo Macucwa, Vukosi Marivate, MBONING TCHIAZE Elvis, Tajuddeen Gwadabe, Tosin Adewumi, Orevaoghene Ahia and
Joyce Nakatumba-Nabende 14:00-15:30 (Atrium)
African languages are spoken by over a billion people, but they are under-represented in NLP research and development. Multiple challenges
exist, including the limited availability of annotated training and evaluation datasets as well as the lack of understanding of which settings,
languages, and recently proposed methods like cross-lingual transfer will be effective. In this paper, we aim to move towards solutions for
these challenges, focusing on the task of named entity recognition (NER). We present the creation of the largest to-date human-annotated
NER dataset for 20 African languages. We study the behaviour of state-of-the-art cross-lingual transfer methods in an Africa-centric setting,
empirically demonstrating that the choice of source transfer language significantly affects performance. While much previous work defaults
to using English as the source language, our results show that choosing the best transfer language improves zero-shot F1 scores by an average
of 14

RuCoLA: Russian Corpus of Linguistic Acceptability

Viadislav Mikhailov, Tatiana Shamardina, Max Ryabinin, Alena Pestova, Ivan Smurov and Ekaterina Artemova 14:00-15:30 (Atrium)
Linguistic acceptability (LA) attracts the attention of the research community due to its many uses, such as testing the grammatical knowledge
of language models and filtering implausible texts with acceptability classifiers. However, the application scope of LA in languages other
than English is limited due to the lack of high-quality resources. To this end, we introduce the Russian Corpus of Linguistic Acceptability
(RuCoLA), built from the ground up under the well-established binary LA approach. RuCoLA consists of 9.8k in-domain sentences from
linguistic publications and 3.6k out-of-domain sentences produced by generative models. The out-of-domain set is created to facilitate the
practical use of acceptability for improving language generation. Our paper describes the data collection protocol and presents a fine-grained
analysis of acceptability classification experiments with a range of baseline approaches. In particular, we demonstrate that the most widely
used language models still fall behind humans by a large margin, especially when detecting morphological and semantic errors. We release
RuCoLA, the code of experiments, and a public leaderboard to assess the linguistic competence of language models for Russian.

PHEE: A Dataset for Pharmacovigilance Event Extraction from Text

Zhaoyue Sun, Jiazheng Li, Gabriele Pergola, Byron Wallace, Bino John, Nigel Greene, Joseph Kim and Yulan He 14:00-15:30 (Atrium)
The primary goal of drug safety researchers and regulators is to promptly identify adverse drug reactions. Doing so may in turn prevent or
reduce the harm to patients and ultimately improve public health. Evaluating and monitoring drug safety (i.e., pharmacovigilance) involves
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analyzing an ever urowmg collection of spontaneous reports from health protesswnals physicians, and pharmacists, and information volun-
tarily submitted by patients. In this scenario, facilitating analysis of such reports via automation has the potential to rapidly identify safety
signals. Unfortunately, public resources for developing natural language models for this task are scant. We present PHEE, a novel dataset
for pharmacovigilance comprising over 5000 annotated events from medical case reports and biomedical literature, making it the largest such
public dataset to date. We describe the hierarchical event schema designed to provide coarse and fine-grained information about patients’

demographics, treatments and (side) effects. Along with the discussion of the dataset, we present a thorough experimental evaluation of
current state-of-the-art approaches for biomedical event extraction, point out their limitations, and highlight open challenges to foster future
research in this area.

DEMETR: Diagnosing Evaluation Metrics for Translation

Marzena Karpinska, Nishant Raj, Katherine Thai, Yixiao Song, Ankita Gupta and Mohit Iyyer 14:00-15:30 (Atrium)
‘While machine translation evaluation metrics based on string overlap (e.g., BLEU) have Ihelr limitations, their computations are transparent:
the BLEU score assigned to a particular candidate translation can be traced back to the presence or absence of certain words. The operations
of newer learned metrics (e.g., BLEURT, COMET), which leverage pretrained language models to achieve higher correlations with human
quality judgments than BLEU, are opaque in comparison. In this paper, we shed light on the behavior of these learned metrics by creating
DEMETR, a diagnostic dataset with 31K English examples (translated from 10 source languages) for evaluating the sensitivity of MT evalu-
ation metrics to 35 different linguistic perturbations spanning semantic, syntactic, and morphological error categories. All perturbations were
carefully designed to form minimal pairs with the actual translation (i.e., differ in only one aspect). We find that learned metrics perform sub-
stantially better than string-based metrics on DEMETR. Additionally, learned metrics differ in their sensitivity to various phenomena (e.g.,
BERTScore is sensitive to untranslated words but relatively insensitive to gender manipulation, while COMET is much more sensitive to
word repetition than to aspectual changes). We publicly release DEMETR to spur more informed future development of machine translation
evaluation metrics

Agent-Specific Deontic Modality Detection in Legal Language

Abhilasha Sancheti, Aparna Garimella, Balaji Vasan Srinivasan and Rachel Rudinger 14:00-15:30 (Atrium)
Legal documents are typically long and written in legalese, which makes it particularly difficult for laypeople to understand their rights and
duties. While natural language understanding technologies can be valuable in supporting such understanding in the legal domain, the limited
availability of datasets annotated for deontic modalities in the legal domain, due to the cost of hiring experts and privacy issues, is a bottleneck.
To this end, we introduce, LEXDEMOD, a corpus of English contracts annotated with deontic modality expressed with respect to a contract-
ing party or agent along with the modal triggers. We benchmark this dataset on two tasks: (i) agent-specific multi-label deontic modality
classification, and (ii) agent-specific deontic modality and trigger span detection using Transformer-based (Vaswani et al., 2017) language
models. Transfer learning experiments show that the linguistic diversity of modal expressions in LEXDEMOD generalizes reasonably from
lease to employment and rental agreements. A small case study indicates that a model trained on LEXDEMOD can detect red flags with high
recall. We believe our work offers a new research direction for deontic modality detection in the legal domain.

AX-MABSA: A Framework for Extremely Weakly Supervised Multi-label Aspect Based Sentiment Analysis

Sabyasachi Kamila, Walid Magdy, Sourav Dutta and MingXue Wang 14:00-15:30 (Atrium)
Aspect Based Sentiment Analysis is a dominant research area with potential applications in social media analytics, business, finance, and
health. Prior works in this area are primarily based on supervised methods, with a few techniques using weak supervision limited to predicting
a single aspect category per review sentence. In this paper, we present an extremely weakly supervised multi-label Aspect Category Senti-
ment Analysis framework which does not use any labelled data. We only rely on a single word per class as an initial indicative information.
‘We further propose an automatic word selection technique to choose these seed categories and sentiment words. We explore unsupervised
language model post-training to improve the overall performance, and propose a multi-label generator model to generate multiple aspect
category-sentiment pairs per review sentence. Experiments conducted on four benchmark datasets showcase our method to outperform other
weakly supervised baselines by a significant margin.

McQueen: a Benchmark for Multimodal Conversational Query Rewrite

Yifei Yuan, Chen Shi, Runze Wang, Liyi Chen, Feijun Jiang, Yuan You and Wai Lam 14:00-15:30 (Atrium)
The task of query rewrite aims to convert an in-context query to its fully-specified version where ellipsis and coreference are completed and
referred-back according to the history context. Although much progress has been made, less efforts have been paid to real scenario conversa-
tions that involve drawing information from more than one modalities. In this paper, we propose the task of multimodal conversational query
rewrite (McQR), which performs query rewrite under the multimodal visual conversation setting. We collect a large-scale dataset named
McQueen based on manual annotation, which contains 15k visual conversations and over 80k queries where each one is associated with a
fully-specified rewrite version. In addition, for entities appearing in the rewrite, we provide the corresponding image box annotation. We
then use the McQueen dataset to benchmark a state-of-the-art method for effectively tackling the McQR task, which is based on a multimodal
pre-trained model with pointer generator. Extensive experiments are performed to demonstrate the effectiveness of our model on this task.

mPLUG: Effective and Efficient Vision-Language Learning by Cross-modal Skip-connections

Chenliang Li, Haiyang Xu, Junfeng Tian, Wei Wang, Ming Yan, Bin Bi, Jiabo Ye, He Chen, Guohai Xu, Zheng Cao, Ji Zhang, Songfang
Huang, Fei Huang, Jingren Zhou and Luo Si 14:00-15:30 (Atrium)
Large-scale pre-trained foundation models have been an emerging paradigm for building artificial intelligence (AI) systems, which can be
quickly adapted to a wide range of downstream tasks. This paper presents mPLUG, a new vision-language foundation model for both
cross-modal understanding and generation. Most existing pre-trained models suffer from inefficiency and linguistic signal overwhelmed by
long visual sequences in cross-modal alignment. To address both problems, mPLUG introduces an effective and efficient vision-language
architecture with novel cross-modal skip-connections.

mPLUG is pre-trained end-to-end on large-scale image-text pairs with both discriminative and generative objectives. It achieves state-of-the-
art results on a wide range of vision-language downstream tasks, including image captioning, image-text retrieval, visual grounding and visual
question answering. mPLUG also demonstrates strong zero-shot transferability on vision-language and video-language tasks. The code and
pre-trained models are available at https:/github.com/alibaba/AliceMind

Why Do You Feel This Way? Summarizing Triggers of Emotions in Social Media Posts

Hongli Zhan, Tiberiu Sosea, Cornelia Caragea and Junyi Jessy Li 14:00-15:30 (Atrium)
Crises such as the COVID-19 pandemic continuously threaten our world and emotionally affect billions of people worldwide in distinct ways.
Understanding the triggers leading to people’s emotions is of crucial importance. Social media posts can be a good source of such analysis,
yet these texts tend to be charged with multiple emotions, with triggers scattering across multiple sentences. This paper takes a novel angle,
namely, emotion detection and trigger summarization, aiming to both detect perceived emotions in text, and summarize events and their
appraisals that trigger each emotion. To support this goal, we introduce CovidET (Emotions and their Triggers during Covid-19), a dataset
of 1,900 English Reddit posts related to COVID-19, which contains manual annotations of perceived emotions and abstractive summaries
of their triggers described in the post. We develop strong baselines to jointly detect emotions and summarize emotion triggers. Our analyses
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show that CovidET presents new challenges in emotion-specific summarization, as well as multi-emotion detection in long social media posts.

Bridging Fairness and Environmental Sustainability in Natural Language Processing

Marius Hessenthaler, Emma Strubell, Dirk Hovy and Anne Lauscher 14:00-15:30 (Atrium)
Fairness and environmental impact are important research directions for the sustainable development of artificial intelligence. However, while
each topic is an active research area in natural language processing (NLP), there is a surprising lack of research on the interplay between the
two fields. This lacuna is highly problematic, since there is increasing evidence that an exclusive focus on fairness can actually hinder envi-
ronmental sustainability, and vice versa. In this work, we shed light on this crucial intersection in NLP by (1) investigating the efficiency of
current fairness approaches through surveying example methods for reducing unfair stereotypical bias from the literature, and (2) evaluating a
common technique to reduce energy consumption (and thus environmental impact) of English NLP models, knowledge distillation (KD), for
its impact on fairness. In this case study, we evaluate the effect of important KD factors, including layer and dimensionality reduction, with
respect to: (a) performance on the distillation task (natural language inference and semantic similarity prediction), and (b) multiple measures
and dimensions of stereotypical bias (e.g., gender bias measured via the Word Embedding Association Test). Our results lead us to clarify
current assumptions regarding the effect of KD on unfair bias: contrary to other findings, we show that KD can actually decrease model
fairness.

Modal-specific Pseudo Query Generation for Video Corpus Moment Retrieval

Minjoon Jung, SeongHo Choi, JooChan Kim, Jin-Hwa Kim and Byoung-Tak Zhang 14:00-15:30 (Atrium)
Video corpus moment retrieval (VCMR) is the task to retrieve the most relevant video moment from a large video corpus using a natural
language query. For narrative videos, e.g., drama or movies, the holistic understanding of temporal dynamics and multimodal reasoning
are crucial. Previous works have shown promising results; however, they relied on the expensive query annotations for the VCMR, i.e., the
corresponding moment intervals. To overcome this problem, we propose a self-supervised learning framework: Modal-specific Pseudo Query
Generation Network (MPGN). First, MPGN selects candidate temporal moments via subtitle-based moment sampling. Then, it generates
pseudo queries exploiting both visual and textual information from the selected temporal moments. Through the multimodal information in
the pseudo queries, we show that MPGN successfully learns to localize the video corpus moment without any explicit annotation. We validate
the effectiveness of MPGN on TVR dataset, showing the competitive results compared with both supervised models and unsupervised setting
models.

Robustifying Sentiment Classification by Maximally Exploiting Few Counterfactuals

Maarten De Raedt, Fréderic Godin, Chris Develder and Thomas Demeester 14:00-15:30 (Atrium)
For text classification tasks, finetuned language models perform remarkably well. Yet, they tend to rely on spurious patterns in training data,
thus limiting their performance on out-of-distribution (OOD) test data. Among recent models aiming to avoid this spurious pattern problem,
adding extra counterfactual samples to the training data has proven to be very effective. Yet, counterfactual data generation is costly since
it relies on human annotation. Thus, we propose a novel solution that only requires annotation of a small fraction (e.g., 1%) of the original
training data, and uses automatic generation of extra counterfactuals in an encoding vector space. We demonstrate the effectiveness of our
approach in sentiment classification, using IMDb data for training and other sets for OOD tests (i.e., Amazon, SemEval and Yelp). We achieve
noticeable accuracy improvements by adding only 1% manual counterfactuals: +3% compared to adding +100% in-distribution training sam-
ples, +1.3% compared to alternate counterfactual approaches.

Demo Session 2
14:00-15:30 (Link Admin)

[DEMO] JoeyS2T: Minimalistic Speech-to-Text Modeling with JoeyNMT

Mayumi Ohta, Julia Kreutzer and Stefan Riezler 14:00-15:30 (Link Admin)
JoeyS2T is a JoeyNMT extension for speech-to-text tasks such as automatic speech recognition and end-to-end speech translation. It inherits
the core philosophy of JoeyNMT, a minimalist NMT toolkit built on PyTorch, seeking simplicity and accessibility. JoeyS2T’s workflow is self-
contained, starting from data pre-processing, over model training and prediction to evaluation, and is seamlessly integrated into JoeyNMT’s
compact and simple code base. On top of JoeyNMT’s state-of-the-art Transformer-based Encoder-Decoder architecture, JoeyS2T provides
speech-oriented components such as convolutional layers, SpecAugment, CTC-loss, and WER evaluation. Despite its simplicity compared
to prior implementations, JoeyS2T performs competitively on English speech recognition and English-to-German speech translation bench-
marks. The implementation is accompanied by a walk-through tutorial and available on https://github.com/may-/joeys2t.

[DEMO] Camelira: An Arabic Multi-Dialect Morphological Di: bi

Ossama Obeid, Go Inoue and Nizar Habash 14:00-15:30 (Link Admin)
‘We present Camelira, a web-based Arabic multi-dialect morphological disambiguation tool that covers four major variants of Arabic: Modern
Standard Arabic, Egyptian, Gulf, and Levantine. Camelira offers a user-friendly web interface that allows researchers and language learners
to explore various linguistic information, such as part-of-speech, morphological features, and lemmas. Our system also provides an option to
automatically choose an appropriate dialect-specific disambiguator based on the prediction of a dialect identification component. Camelira is
publicly accessible at http://camelira.camel-lab.com.

[DEMO] TweetNLP: Cutting-Edge Natural Language Processing for Social Media

Jose Camacho-Collados, Kiamehr Rezaee, Talayeh Riahi, Asahi Ushio, Daniel Loureiro, Dimosthenis Antypas, Joanne Boisson, Luis Es-
pinosa Anke, Fangyu Liu, Eugenio Martinez-Cdamara, Gonzalo Medina, Thomas Buhrmann, Leonardo Neves and Francesco Barbieri 14:00-
15:30 (Link Admin)

In this paper we present TweetNLP, an integrated platform for Natural Language Processing (NLP) in social media. TweetNLP supports a di-
verse set of NLP tasks, including generic focus areas such as sentiment analysis and named entity recognition, as well as social media-specific
tasks such as emoji prediction and offensive language identification. Task-specific systems are powered by reasonably-sized Transformer-
based language models specialized on social media text (in particular, Twitter) which can be run without the need for dedicated hardware
or cloud services. The main contributions of TweetNLP are: (1) an integrated Python library for a modern toolkit supporting social media
analysis using our various task-specific models adapted to the social domain; (2) an interactive online demo for codeless experimentation
using our models; and (3) a tutorial covering a wide variety of typical social media applications.

Session 4 - 16:00-17:30
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Virtual Portal 1
16:00-17:30 (Hall A, Room A)

ReCo: Reliable Causal Chain Reasoning via Structural Causal Recurrent Neural Networks

Kai Xiong, Xiao Ding, Zhongyang Li, Li Du, Ting Liu, Bing Qin, Yi Zheng and baoxing Huai 16:00-17:30 (Hall A, Room A)
Causal chain reasoning (CCR) is an essential ability for many decision-making Al systems, which requires the model to build reliable causal
chains by connecting causal pairs. However, CCR suffers from two main transitive problems: threshold effect and scene drift. In other words,
the causal pairs to be spliced may have a conflicting threshold boundary or scenario. To address these issues, we propose a novel Reliable
Causal chain reasoning framework (ReCo), which introduces exogenous variables to represent the threshold and scene factors of each causal
pair within the causal chain, and estimates the threshold and scene contradictions across exogenous variables via structural causal recurrent
neural networks (SRNN). Experiments show that ReCo outperforms a series of strong baselines on both Chinese and English CCR datasets.
Moreover, by injecting reliable causal chain knowledge distilled by ReCo, BERT can achieve better performances on four downstream causal-
related tasks than BERT models enhanced by other kinds of knowledge.

A Sequential Flow Control Framework for Multi-hop Knowledge Base Question Answering

Minghui Xie, Chuzhan Hao and Peng Zhang 16:00-17:30 (Hall A, Room A)
One of the key challenges of knowledge base question answering (KBQA) is the multi-hop reasoning. Since in different hops, one attends to
different parts of question, it is important to dynamically represent the question semantics for each hop. Existing methods, however, (i) infer
the dynamic question representation only through coarse-grained attention mechanisms, which may bring information loss, (ii) and have not
effectively modeled the sequential logic, which is crucial for the multi-hop reasoning process in KBQA. To address these issues, we propose
a sequential reasoning self-attention mechanism to capture the crucial reasoning information of each single hop in a more fine-grained way.
Based on Gated Recurrent Unit (GRU) which is good at modeling sequential process, we propose a simple but effective GRU-inspired Flow
Control (GFC) framework to model sequential logic in the whole multi-hop process. Extensive experiments on three popular benchmark
datasets have demonstrated the superior effectiveness of our model. In particular, GFC achieves new state-of-the-art Hits@1 of 76.8% on
WebQSP and is also effective when KB is incomplete. Our code and data are available at https://github.com/Xie-Minghui/GFC.

Identifying Physical Object Use in Sentences

Tianyu Jiang and Ellen Riloff 16:00-17:30 (Hall A, Room A)
Commonsense knowledge about the typical functions of physical objects allows people to make inferences during sentence understanding.
For example, we infer that "Sam enjoyed the book" means that Sam enjoyed reading the book, even though the action is implicit. Prior
research has focused on learning the prototypical functions of physical objects in order to enable inferences about implicit actions. But many
sentences refer to objects even when they are not used (e.g., "The book fell"). We argue that NLP systems need to recognize whether an
object is being used before inferring how the object is used. We define a new task called Object Use Classification that determines whether a
physical object mentioned in a sentence was used or likely will be used. We introduce a new dataset for this task and present a classification
model that exploits data augmentation methods and FrameNet when fine-tuning a pre-trained language model. We also show that object
use classification combined with knowledge about the prototypical functions of objects has the potential to yield very good inferences about
implicit and anticipated actions.

Seq Models for D Structure Identification in an Undeciphered Script

Logan Born, M. Monroe, Kathryn Kelley and Anoop Sarkar 16:00-17:30 (Hall A, Room A)
This work describes the first thorough analysis of "header” signs in proto-Elamite, an undeciphered script from 3100-2900 BCE. Headers
are a category of signs which have been provisionally identified through painstaking manual analysis of this script by domain experts. We
use unsupervised neural and statistical sequence modeling techniques to provide new and independent evidence for the existence of headers,
without supervision from domain experts. Having affirmed the existence of headers as a legitimate structural feature, we next arrive at a richer
understanding of their possible meaning and purpose by (i) examining which features predict their presence; (ii) identifying correlations
between these features and other document properties; and (iii) examining cases where these features predict the presence of a header in texts
where domain experts do not expect one (or vice versa). We provide more concrete processes for labeling headers in this corpus and a clearer
justification for existing intuitions about document structure in proto-Elamite.

Sentence-level Media Bias Analysis Informed by Discourse Structures

Yuanyuan Lei, Ruihong Huang, Lu Wang and Nick Beauchamp 16:00-17:30 (Hall A, Room A)
As polarization continues to rise among both the public and the news media, increasing attention has been devoted to detecting media bias.
Most recent work in the NLP community, however, identify bias at the level of individual articles. However, each article itself comprises
multiple sentences, which vary in their ideological bias. In this paper, we aim to identify sentences within an article that can illuminate and
explain the overall bias of the entire article. We show that understanding the discourse role of a sentence in telling a news story, as well as
its relation with nearby sentences, can reveal the ideological leanings of an author even when the sentence itself appears merely neutral. In
particular, we consider using a functional news discourse structure and PDTB discourse relations to inform bias sentence identification, and
distill the auxiliary knowledge from the two types of discourse structure into our bias sentence identification system. Experimental results
on benchmark datasets show that incorporating both the global functional discourse structure and local rhetorical discourse relations can
effectively increase the recall of bias sentence identification by 8.27% - 8.62%, as well as increase the precision by 2.82% - 3.48%.

META-GUI: Towards Multi-modal Conversational Agents on Mobile GUI

Liangtai Sun, Xingyu Chen, Lu Chen, Tianle Dai, Zichen Zhu and Kai Yu 16:00-17:30 (Hall A, Room A)
Task-oriented dialogue (TOD) systems have been widely used by mobile phone intelligent assistants to accomplish tasks such as calendar
scheduling or hotel reservation. Current TOD systems usually focus on multi-turn text/speech interaction, then they would call back-end
APIs designed for TODs to perform the task. However, this API-based architecture greatly limits the information-searching capability of
intelligent assistants and may even lead to task failure if TOD-specific APIs are not available or the task is too complicated to be executed by
the provided APIs. In this paper, we propose a new TOD architecture: GUI-based task-oriented dialogue system (GUI-TOD). A GUI-TOD
system can directly perform GUI operations on real APPs and execute tasks without invoking TOD-specific backend APIs. Furthermore,
we release META-GUIL, a dataset for training a Multi-modal convErsaTional Agent on mobile GUIL We also propose a multi-model action
prediction and response model, which show promising results on META-GUIL. The dataset, codes and leaderboard are publicly available.

UniNL: Aligning Representation Learning with Scoring Function for OOD Detection via Unified Neighborhood Learning

Yutao Mou, Pei Wang, Keqing He, Yanan Wu, Jingang Wang, Wei Wu and Weiran Xu 16:00-17:30 (Hall A, Room A)
Detecting out-of-domain (OOD) intents from user queries is essential for avoiding wrong operations in task-oriented dialogue systems. The
key challenge is how to distinguish in-domain (IND) and OOD intents. Previous methods ignore the alignment between representation learn-
ing and scoring function, limiting the OOD detection performance. In this paper, we propose a unified neighborhood learning framework
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(UniNL) to detect OOD intents. Specifically, we design a KNCL objective for representation learning, and introduce a KNN-based scoring
function for OOD detection. We aim to align representation learning with scoring function. Experiments and analysis on two benchmark
datasets show the effectiveness of our method.

Prompt Conditioned VAE: Enhancing Generative Replay for Lifelong Learning in Task-Oriented Dialogue

Yingxiu Zhao, Yinhe Zheng, Zhiliang Tian, Chang Gao, Jian Sun and Nevin L. Zhang 16:00-17:30 (Hall A, Room A)
Lifelong learning (LL) is vital for advanced task-oriented dialogue (ToD) systems. To address the catastrophic forgetting issue of LL, gener-
ative replay methods are widely employed to consolidate past knowledge with generated pseudo samples. However, most existing generative
replay methods use only a single task-specific token to control their models. This scheme is usually not strong enough to constrain the
generative model due to insufficient information involved. In this paper, we propose a novel method, prompt conditioned VAE for lifelong
learning (PCLL), to enhance generative replay by incorporating tasks’ statistics. PCLL captures task-specific distributions with a conditional
variational autoencoder, conditioned on natural language prompts to guide the pseudo-sample generation. Moreover, it leverages a distillation
process to further consolidate past knowledge by alleviating the noise in pseudo samples. Experiments on natural language understanding
tasks of ToD systems demonstrate that PCLL significantly outperforms competitive baselines in building lifelong learning models.

End-to-End Neural Discourse Deixis Resolution in Dialogue

Shengjie Li and Vincent Ng 16:00-17:30 (Hall A, Room A)
‘We adapt Lee et al.’s (2018) span-based entity coreference model to the task of end-to-end discourse deixis resolution in dialogue, specifically
by proposing extensions to their model that exploit task-specific characteristics. The resulting model, dd-utt, achieves state-of-the-art results
on the four datasets in the CODI-CRAC 2021 shared task.

Sparse Teachers Can Be Dense with Knowledge

Yi Yang, Chen Zhang and Dawei Song 16:00-17:30 (Hall A, Room A)
Recent advances in distilling pretrained language models have discovered that, besides the expressiveness of knowledge, the student-friendliness
should be taken into consideration to realize a truly knowledgeable teacher. Based on a pilot study, we find that over-parameterized teachers
can produce expressive yet student-unfriendly knowledge and are thus limited in overall knowledgeableness. To remove the parameters that
result in student-unfriendliness, we propose a sparse teacher trick under the guidance of an overall knowledgeable score for each teacher
parameter. The knowledgeable score is essentially an interpolation of the expressiveness and student-friendliness scores. The aim is to ensure
that the expressive parameters are retained while the student-unfriendly ones are removed. Extensive experiments on the GLUE benchmark
show that the proposed sparse teachers can be dense with knowledge and lead to students with compelling performance in comparison with a
series of competitive baselines.

Vector-Q ized Input-C lized Soft Prompts for Natural Language Understanding

Rishabh Bhardwaj, Amrita Saha, Steven C.H. Hoi and Soujanya Poria 16:00-17:30 (Hall A, Room A)
Prompt Tuning has been largely successful as a parameter-efficient method of conditioning large-scale pre-trained language models to perform
downstream tasks. Thus far, soft prompt tuning learns a fixed set of task-specific continuous vectors, i.e., soft tokens that remain static across
the task samples. A fixed prompt, however, may not generalize well to the diverse kinds of inputs the task comprises. In order to address this,
we propose Vector-quantized Input-contextualized Prompts (VIP) as an extension to the soft prompt tuning framework. VIP particularly fo-
cuses on two aspects—contextual prompts that learns input-specific contextualization of the soft prompt tokens through a small-scale sentence
encoder and quantized prompts that maps the contextualized prompts to a set of learnable codebook vectors through a Vector quantization
network. On various language understanding tasks like SuperGLUE, QA, Relation classification, NER and NLI, VIP outperforms the soft
prompt tuning (PT) baseline by an average margin of 1.19%. Further, our generalization studies show that VIP learns more robust prompt
representations, surpassing PT by a margin of 0.6% - 5.3% on Out-of-domain QA and NLI tasks respectively, and by 0.75% on Multi-Task
setup over 4 tasks spanning across 12 domains.

"I’m sorry to hear that'': Finding New Biases in Language Models with a Holistic Descriptor Dataset

Eric Michael Smith, Melissa Hall, Melanie Kambadur, Eleonora Presani and Adina Williams 16:00-17:30 (Hall A, Room A)
As language models grow in popularity, it becomes increasingly important to clearly measure all possible markers of demographic identity in
order to avoid perpetuating existing societal harms. Many datasets for measuring bias currently exist, but they are restricted in their coverage
of demographic axes and are commonly used with preset bias tests that presuppose which types of biases models can exhibit. In this work,
we present a new, more inclusive bias measurement dataset, HolisticBias, which includes nearly 600 descriptor terms across 13 different
demographic axes. HolisticBias was assembled in a participatory process including experts and community members with lived experience
of these terms. These descriptors combine with a set of bias measurement templates to produce over 450,000 unique sentence prompts, which
we use to explore, identify, and reduce novel forms of bias in several generative models. We demonstrate that HolisticBias is effective at
measuring previously undetectable biases in token likelihoods from language models, as well as in an offensiveness classifier. We will invite
additions and amendments to the dataset, which we hope will serve as a basis for more easy-to-use and standardized methods for evaluating
bias in NLP models.

BERTScore is Unfair: On Social Bias in Language Model-Based Metrics for Text Generation

Tianxiang Sun, Junliang He, Xipeng Qiu and Xuanjing Huang 16:00-17:30 (Hall A, Room A)
Automatic evaluation metrics are crucial to the development of generative systems. In recent years, pre-trained language model (PLM) based
metrics, such as BERTScore, have been commonly adopted in various generation tasks. However, it has been demonstrated that PLMs encode
a range of stereotypical societal biases, leading to a concern about the fairness of PLMs as metrics. To that end, this work presents the first
systematic study on the social bias in PLM-based metrics. We demonstrate that popular PLM-based metrics exhibit significantly higher social
bias than traditional metrics on 6 sensitive attributes, namely race, gender, religion, physical appearance, age, and socioeconomic status.
In-depth analysis suggests that choosing paradigms (matching, regression, or generation) of the metric has a greater impact on fairness than
choosing PLMs. In addition, we develop debiasing adapters that are injected into PLM layers, mitigating bias in PLM-based metrics while
retaining high performance for evaluating text generation.

TextFusion: Privacy-Preserving Pre-trained Model Inference via Token Fusion

Xin Zhou, Jinzhu Lu, Tao Gui, Ruotian Ma, Zichu Fei, Yuran Wang, Yong Ding, Yibo Cheung, Qi Zhang and Xuanjing Huang  16:00-17:30
(Hall A, Room A)

Recently, more and more pre-trained language models are released as a cloud service. It allows users who lack computing resources to perform
inference with a powerful model by uploading data to the cloud. The plain text may contain private information, as the result, users prefer
to do partial computations locally and upload intermediate representations to the cloud for subsequent inference. However, recent studies
have shown that intermediate representations can also be recovered to plain text with reasonable accuracy, thus the risk of privacy leakage still
exists. To address this issue, we propose TextFusion, a novel method for preserving inference privacy. Specifically, we train a Fusion Predictor
to dynamically fuse token representations, which hides multiple private token representations behind an unrecognizable one. Furthermore,
an adversarial training regime is employed to privatize these representations. In this way, the cloud only receives incomplete and perturbed
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representations, making it difficult to accurately recover the complete plain text. The experimental results on diverse classification tasks show
that our approach can effectively preserve inference privacy without significantly sacrificing performance in different scenarios.

[DEMO] Twitter-Demographer: A Flow-based Tool to Enrich Twitter Data

Federico Bianchi, Vincenzo Cutrona and Dirk Hovy 16:00-17:30 (Hall A, Room A)
Twitter data have become essential to Natural Language Processing (NLP) and social science research, driving various scientific discoveries
in recent years. However, the textual data alone are often not enough to conduct studies: especially, social scientists need more variables to
perform their analysis and control for various factors. How we augment this information, such as users’ location, age, or tweet sentiment,
has ramifications for anonymity and reproducibility, and requires dedicated effort. This paper describes Twitter-Demographer, a simple, flow-
based tool to enrich Twitter data with additional information about tweets and users. This tool is aimed at NLP practitioners, psycho-linguists,
and (computational) social scientists who want to enrich their datasets with aggregated information, facilitating reproducibility, and provid-
ing algorithmic privacy-by-design measures for pseudo-anonymity. We discuss our design choices, inspired by the flow-based programming
paradigm, to use black-box components that can easily be chained together and extended. We also analyze the ethical issues related to the use
of this tool, and the built-in measures to facilitate pseudo-anonymity.

[DEMO] Hands-On Interactive Neuro-Symbolic NLP with DRaiL,

Maria Leonor Pacheco, Shamik Roy and Dan Goldwasser 16:00-17:30 (Hall A, Room A)
‘We recently introduced DRaiL, a declarative neural-symbolic modeling framework designed to support a wide variety of NLP scenarios. In
this paper, we enhance DRailL with an easy to use Python interface, equipped with methods to define, modify and augment DRailL models
interactively, as well as with methods to debug and visualize the predictions made. We demonstrate this interface with a challenging NLP
task: predicting sentence and entity level moral sentiment in political tweets.

Virtual Portal 2
16:00-17:30 (Hall A, Room B)

Bi-Directional Iterative Prompt-Tuning for Event Argument Extraction

Lu Dai, Bang Wang, Wei Xiang and yijun mo 16:00-17:30 (Hall A, Room B)
Recently, prompt-tuning has attracted growing interests in event argument extraction (EAE). However, the existing prompt-tuning methods
have not achieved satisfactory performance due to the lack of consideration of entity information. In this paper, we propose a bi-directional
iterative prompt-tuning method for EAE, where the EAE task is treated as a cloze-style task to take full advantage of entity information and
pre-trained language models (PLMs). Furthermore, our method explores event argument interactions by introducing the argument roles of
contextual entities into prompt construction. Since template and verbalizer are two crucial components in a cloze-style prompt, we propose to
utilize the role label semantic knowledge to construct a semantic verbalizer and design three kind of templates for the EAE task. Experiments
on the ACE 2005 English dataset with standard and low-resource settings show that the proposed method significantly outperforms the peer
state-of-the-art methods.

Attention and Edge-Label Guided Graph Convolutional Networks for Named Entity Recognition

Renjie Zhou, Zhongyi Xie, Jian Wan, Jilin Zhang, Yong Liao and Qiang Liu 16:00-17:30 (Hall A, Room B)
It has been shown that named entity recognition (NER) could benefit from incorporating the long-distance structured information captured
by dependency trees. However, dependency trees built by tools usually have a certain percentage of errors. Under such circumstances, how
to better use relevant structured information while ignoring irrelevant or wrong structured information from the dependency trees to improve
NER performance is still a challenging research problem. In this paper, we propose the Attention and Edge-Label guided Graph Convolution
Network (AELGCN) model. Then, we integrate it into BILSTM-CRF to form BiLSTM-AELGCN-CRF model. We design an edge-aware
node joint update module and introduce a node-aware edge update module to explore hidden in structured information entirely and solve the
wrong dependency label information to some extent. After two modules, we apply attention-guided GCN, which automatically learns how to
attend to the relevant structured information selectively. We conduct extensive experiments on several standard datasets across four languages
and achieve better results than previous approaches. Through experimental analysis, it is found that our proposed model can better exploit the
structured information on the dependency tree to improve the recognition of long entities.

Open Relation and Event Type Discovery with Type Abstraction

Sha Li, Heng Ji and Jiawei Han 16:00-17:30 (Hall A, Room B)
Conventional "closed-world" information extraction (IE) approaches rely on human ontologies to define the scope for extraction. As a result,
such approaches fall short when applied to new domains. This calls for systems that can automatically infer new types from given corpora, a
task which we refer to as type discovery. To tackle this problem, we introduce the idea of type abstraction, where the model is prompted to
generalize and name the type. Then we use the similarity between inferred names to induce clusters. Observing that this abstraction-based
representation is often complementary to the entity/trigger token representation, we set up these two representations as two views and design
our model as a co-training framework. Our experiments on multiple relation extraction and event extraction datasets consistently show the
advantage of our type abstraction approach.

WR-One2Set: Towards Well-Calibrated Keyphrase Generation

Binbin Xie, Xiangpeng Wei, Baosong Yang, Huan Lin, Jun Xie, Xiaoli Wang, Min Zhang and Jinsong Su 16:00-17:30 (Hall A, Room B)
Keyphrase generation aims to automatically generate short phrases summarizing an input document. The recently emerged ONE2SET
paradigm (Ye et al., 2021) generates keyphrases as a set and has achieved competitive performance. Nevertheless, we observe serious
calibration errors outputted by ONE2SET, especially in the over-estimation of () token (means no corresponding keyphrase). In this paper,
we deeply analyze this limitation and identify two main reasons behind: 1) the parallel generation has to introduce excessive () as padding
tokens into training instances; and 2) the training mechanism assigning target to each slot is unstable and further aggravates the ( token over-
estimation. To make the model well-calibrated, we propose WR-ONE2SET which extends ONE2SET with an adaptive instance-level cost
‘Weighting strategy and a target Re-assignment mechanism. The former dynamically penalizes the over-estimated slots for different instances
thus smoothing the uneven training distribution. The latter refines the original inappropriate assignment and reduces the supervisory signals of
over-estimated slots. Experimental results on commonly-used datasets demonstrate the effectiveness and generality of our proposed paradigm.

OTSeq2Set: An Optimal Transport Enhanced Sequence-to-Set Model for Extreme Multi-label Text Classification

Jie Cao and Yin Zhang 16:00-17:30 (Hall A, Room B)
Extreme multi-label text classification (XMTC) is the task of finding the most relevant subset labels from an extremely large-scale label
collection. Recently, some deep learning models have achieved state-of-the-art results in XMTC tasks. These models commonly predict
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scores for all labels by a fully connected layer as the last layer of the model. However, such models can’t predict a relatively complete and
variable-length label subset for each document, because they select positive labels relevant to the document by a fixed threshold or take top k
labels in descending order of scores. A less popular type of deep learning models called sequence-to-sequence (Seq2Seq) focus on predicting
variable-length positive labels in sequence style. However, the labels in XMTC tasks are essentially an unordered set rather than an ordered
sequence, the default order of labels restrains Seq2Seq models in training. To address this limitation in Seq2Seq, we propose an autoregres-
sive sequence-to-set model for XMTC tasks named OTSeq2Set. Our model generates predictions in student-forcing scheme and is trained
by a loss function based on bipartite matching which enables permutation-invariance. Meanwhile, we use the optimal transport distance as
a measurement to force the model to focus on the closest labels in semantic label space. Experiments show that OTSeq2Set outperforms
other competitive baselines on 4 benchmark datasets. Especially, on the Wikipedia dataset with 31k labels, it outperforms the state-of-the-art
Seq2Seq method by 16.34% in micro-F1 score. The code is available at https://github.com/caojie54/OTSeq2Set.

Dimension Reduction for Efficient Dense Retrieval via Conditional Autoencoder

Zhenghao Liu, Han Zhang, Chenyan Xiong, Zhiyuan Liu, Yu Gu and Xiaohua Li 16:00-17:30 (Hall A, Room B)
Dense retrievers encode queries and documents and map them in an embedding space using pre-trained language models. These embed-
dings need to be high-dimensional to fit training signals and guarantee the retrieval effectiveness of dense retrievers. However, these high-
dimensional embeddings lead to larger index storage and higher retrieval latency. To reduce the embedding dimensions of dense retrieval,
this paper proposes a Conditional Autoencoder (ConAE) to compress the high-dimensional embeddings to maintain the same embedding
distribution and better recover the ranking features. Our experiments show that ConAE is effective in compressing embeddings by achiev-
ing comparable ranking performance with its teacher model and making the retrieval system more efficient. Our further analyses show that
ConAE can alleviate the redundancy of the embeddings of dense retrieval with only one linear layer. All codes of this work are available at
https://github.com/NEUIR/ConAE.

A Framework for Adapting Pre-Trained Language Models to Knowledge Graph Completion

Justin Lovelace and Carolyn Rosé 16:00-17:30 (Hall A, Room B)
Recent work has demonstrated that entity representations can be extracted from pre-trained language models to develop knowledge graph
completion models that are more robust to the naturally occurring sparsity found in knowledge graphs. In this work, we conduct a com-
prehensive exploration of how to best extract and incorporate those embeddings into knowledge graph completion models. We explore the
suitability of the extracted embeddings for direct use in entity ranking and introduce both unsupervised and supervised processing methods
that can lead to improved downstream performance. We then introduce supervised embedding extraction methods that can extract more in-
formative representations. We then synthesize our findings and develop a knowledge graph completion model that significantly outperforms
recent neural models.

A Unified Neural Network Model for Readability Assessment with Feature Projection and Length-Balanced Loss

Wenbiao Li, Wang Ziyang and Yunfang Wu 16:00-17:30 (Hall A, Room B)
Readability assessment is a basic research task in the field of education. Traditional methods mainly employ machine learning classifiers with
hundreds of linguistic features. Although the deep learning model has become the prominent approach for almost all NLP tasks, it is less
explored for readability assessment. In this paper, we propose a BERT-based model with feature projection and length-balanced loss (BERT-
FP-LBL) to determine the difficulty level of a given text. First, we introduce topic features guided by difficulty knowledge to complement the
traditional linguistic features. From the linguistic features, we extract really useful orthogonal features to supplement BERT representations
by means of projection filtering. Furthermore, we design a length-balanced loss to handle the greatly varying length distribution of the read-
ability data. We conduct experiments on three English benchmark datasets and one Chinese dataset, and the experimental results show that
our proposed model achieves significant improvements over baseline models. Interestingly, our proposed model achieves comparable results
with human experts in consistency test.

Recovering Gold from Black Sand: Multilingual Dense Passage Retrieval with Hard and False Negative Samples

Tianhao Shen, Mingtong Liu, Ming Zhou and Deyi Xiong 16:00-17:30 (Hall A, Room B)
Negative samples have not been efficiently explored in multilingual dense passage retrieval. In this paper, we propose a novel multilingual
dense passage retrieval framework, mHEN, to recover and utilize hard and false negative samples. mHFN consists of three key components:
1) a multilingual hard negative sample augmentation module that allows knowledge of indistinguishable passages to be shared across multiple
languages and synthesizes new hard negative samples by interpolating representations of queries and existing hard negative samples, 2) a
multilingual negative sample cache queue that stores negative samples from previous batches in each language to increase the number of
multilingual negative samples used in training beyond the batch size limit, and 3) a lightweight adaptive false negative sample filter that uses
generated pseudo labels to separate unlabeled false negative samples and converts them into positive passages in training. We evaluate mHFN
on Mr. TyDi, a high-quality multilingual dense passage retrieval dataset covering eleven typologically diverse languages, and experimental re-
sults show that mHFN outperforms strong sparse, dense and hybrid baselines and achieves new state-of-the-art performance on all languages.
Our source code is available at https://github.com/Magnetic2014/mHFN.

Calibration Meets Explanation: A Simple and Effective Approach for Model Confidence Estimates

Dongfang Li, Baotian Hu and Qingcai Chen 16:00-17:30 (Hall A, Room B)
Calibration strengthens the trustworthiness of black-box models by producing better accurate confidence estimates on given examples. How-
ever, little is known about if model explanations can help confidence calibration. Intuitively, humans look at important features attributions
and decide whether the model is trustworthy. Similarly, the explanations may tell us when the model might know and when it does not.
Inspired by this, we propose a method named CME that leverages model explanations to make the model less confident with non-inductive
attributions. The idea is that when the model is not highly confident, it is difficult to identify strong indications of any class, and the tokens ac-
cordingly do not have high attribution scores for any class and vice versa. We conduct extensive experiments on six datasets with two popular
pre-trained language models in the in-domain and out-of-domain settings. The results show that CME improves calibration performance in
all settings. The expected calibration errors are further reduced when combined with temperature scaling. Our findings highlight that model
explanations can help calibrate posterior estimates.

Towards Interactivity and Interpretability: A Rationale-based Legal Jud Prediction Framework

Yiquan Wu, Yifei Liu, Weiming Lu, Yating Zhang, Jun Feng, Changlong Sun, Fei Wu and Kun Kuang 16:00-17:30 (Hall A, Room B)
Legal judgment prediction (LJP) is a fundamental task in legal AI, which aims to assist the judge to hear the case and determine the judgment.
The legal judgment usually consists of the law article, charge, and term of penalty. In the real trial scenario, the judge usually makes the de-
cision step-by-step: first concludes the rationale according to the case’s facts and then determines the judgment. Recently, many models have
been proposed and made tremendous progress in LJP, but most of them adopt an end-to-end manner that cannot be manually intervened by
the judge for practical use. Moreover, existing models lack interpretability due to the neglect of rationale in the prediction process. Following
the judge’s real trial logic, in this paper, we propose a novel Rationale-based Legal Judgment Prediction (RLJP) framework. In the RLJP
framework, the LJP process is split into two steps. In the first phase, the model generates the rationales according to the fact description. Then
it predicts the judgment based on the fact and the generated rationales. Extensive experiments on a real-world dataset show RLJP achieves
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the best results compared to the state-of-the-art models. Meanwhile, the proposed framework provides good interactivity and interpretability
which enables practical use.

TASA: Deceiving Question Answering Models by Twin Answer Sentences Attack

Yu Cao, Diangi Li, Meng Fang, Tianyi Zhou, Jun Gao, Yibing Zhan and Dacheng Tao 16:00-17:30 (Hall A, Room B)
‘We present Twin Answer Sentences Attack (TASA), an adversarial attack method for question answering (QA) models that produces fluent
and grammatical adversarial contexts while maintaining gold answers. Despite phenomenal progress on general adversarial attacks, few works
have investigated the vulnerability and attack specifically for QA models. In this work, we first explore the biases in the existing models and
discover that they mainly rely on keyword matching between the question and context, and ignore the relevant contextual relations for answer
prediction. Based on two biases above, TASA attacks the target model in two folds: (1) lowering the model’s confidence on the gold answer
with a perturbed answer sentence; (2) misguiding the model towards a wrong answer with a distracting answer sentence. Equipped with
designed beam search and filtering methods, TASA can generate more effective attacks than existing textual attack methods while sustaining
the quality of contexts, in extensive experiments on five QA datasets and human evaluations.

Improving Temporal Generalization of Pre-trained Language Models with Lexical Semantic Change

Zhaochen Su, Zecheng Tang, xinyan guan, Lijun Wu, Min Zhang and Juntao Li 16:00-17:30 (Hall A, Room B)
Recent research has revealed that neural language models at scale suffer from poor temporal generalization capability, i.e., language model
pre-trained on static data from past years performs worse over time on emerging data. Existing methods mainly perform continual training to
mitigate such a misalignment. While effective to some extent but is far from being addressed on both the language modeling and downstream
tasks. In this paper, we empirically observe that temporal generalization is closely affiliated with lexical semantic change, which is one of
the essential phenomena of natural languages. Based on this observation, we propose a simple yet effective lexical-level masking strategy to
post-train a converged language model. Experiments on two pre-trained language models, two different classification tasks, and four bench-
mark datasets demonstrate the effectiveness of our proposed method over existing temporal adaptation methods, i.e., continual training with
new data. Our code is available at https://github.com/zhaochen0110/LMLM.

Exploring Mode Connectivity for Pre-trained Language Models

Yujia Qin, Cheng Qian, Jing Yi, Weize Chen, Yankai Lin, Xu Han, Zhiyuan Liu, Maosong Sun and Jie Zhou  16:00-17:30 (Hall A, Room B)
Recent years have witnessed the prevalent application of pre-trained language models (PLMs) in NLP. From the perspective of parameter
space, PLMs provide generic initialization, starting from which high-performance minima could be found. Although plenty of works have
studied how to effectively and efficiently adapt PLMs to high-performance minima, little is known about the connection of various minima
reached under different adaptation configurations. In this paper, we investigate the geometric connections of different minima through the
lens of mode connectivity, which measures whether two minima can be connected with a low-loss path. We conduct empirical analyses to
investigate three questions: (1) how could hyperparameters, specific tuning methods, and training data affect PLM’s mode connectivity? (2)
How does mode connectivity change during pre-training? (3) How does the PLM’s task knowledge change along the path connecting two min-
ima? In general, exploring the mode connectivity of PLMs conduces to understanding the geometric connection of different minima, which
may help us fathom the inner workings of PLM downstream adaptation. The codes are publicly available at https://github.com/thunlp/Mode-
Connectivity-PLM.

Parameter-Efficient Tuning Makes a Good Classification Head

Zhuoyi Yang, Ming Ding, Yanhui Guo, Qingsong Lv and Jie Tang 16:00-17:30 (Hall A, Room B)
In recent years, pretrained models revolutionized the paradigm of natural language understanding (NLU), where we append a randomly ini-
tialized classification head after the pretrained backbone, e.g. BERT, and finetune the whole model. As the pretrained backbone makes a
major contribution to the improvement, we naturally expect a good pretrained classification head can also benefit the training. However, the
final-layer output of the backbone, i.e. the input of the classification head, will change greatly during finetuning, making the usual head-only
pretraining ineffective. In this paper, we find that parameter-efficient tuning makes a good classification head, with which we can simply re-
place the randomly initialized heads for a stable performance gain. Our experiments demonstrate that the classification head jointly pretrained
with parameter-efficient tuning consistently improves the performance on 9 tasks in GLUE and SuperGLUE.

[INDUSTRY] A Hybrid Approach to Cross-lingual Product Review Summarization

Saleh Soltan, Victor Soto, Ke Tran and Wael Hamza 16:00-17:30 (Hall A, Room B)
‘We present a hybrid approach for product review summarization which consists of: (i) an unsupervised extractive step to extract the most
important sentences out of all the reviews, and (ii) a supervised abstractive step to summarize the extracted sentences into a coherent short
summary. This approach allows us to develop an efficient cross-lingual abstractive summarizer that can generate summaries in any language,
given the extracted sentences out of thousands of reviews in a source language. In order to train and test the abstractive model, we create the
Cross-lingual Amazon Reviews Summarization (CARS) dataset which provides English summaries for training, and English, French, Italian,
Arabic, and Hindi summaries for testing based on selected English reviews. We show that the summaries generated by our model are as good
as human written summaries in coherence, informativeness, non-redundancy, and fluency.

[INDUSTRY] Knowledge Distillation based Contextual Rel e Matching for E- ce Product Search

Ziyang Liu, Chaokun Wang, Hao Feng, Lingfei Wu and Liqun Yang 16:00-17:30 (Hall A, Room B)
Online relevance matching is an essential task of e-commerce product search to boost the utility of search engines and ensure a smooth user
experience. Previous work adopts either classical relevance matching models or Transformer-style models to address it. However, they ignore
the inherent bipartite graph structures that are ubiquitous in e-commerce product search logs and are too inefficient to deploy online. In this
paper, we design an efficient knowledge distillation framework for e-commerce relevance matching to integrate the respective advantages of
Transformer-style models and classical relevance matching models. Especially for the core student model of the framework, we propose a
novel method using k-order relevance modeling. The experimental results on large-scale real-world data (the size is 6 174 million) show that
the proposed method significantly improves the prediction accuracy in terms of human relevance judgment. We deploy our method to JD.com
online search platform. The A/B testing results show that our method significantly improves most business metrics under price sort mode and
default sort mode.

[INDUSTRY] Tackling Temporal Q i in Natural L Interface to Databases

Ngoc Phuoc An Vo, Octavian Popescu, Irene L. Manotas and Vadim Sheinin 16:00-17:30 (Hall A, Room B)
Temporal aspect is one of the most challenging areas in Natural Language Interface to Databases (NLIDB). This paper addresses and exam-
ines how temporal questions being studied and supported by the research community at both levels: popular annotated dataset (e.g. Spider)
and recent advanced models. We present a new dataset with accompanied databases supporting temporal questions in NLIDB. We experiment
with two SOTA models (Picard and ValueNet) to investigate how our new dataset helps these models learn and improve performance in
temporal aspect.

[INDUSTRY] Unsupervised Dense Retrieval for Scientific Articles
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Dan Li, Vikrant Yadav, Zubair Afzal and George Tsatsaronis 16:00-17:30 (Hall A, Room B)
In this work, we build a dense retrieval based semantic search engine on scientific articles from Elsevier. The major challenge is that there
is no labeled data for training and testing. We apply a state-of-the-art unsupervised dense retrieval model called Generative Pseudo Labeling
that generates high-quality pseudo training labels. Furthermore, since the articles are unbalanced across different domains, we select passages
from multiple domains to form balanced training data. For the evaluation, we create two test sets: one manually annotated and one automati-
cally created from the meta-information of our data. We compare the semantic search engine with the currently deployed lexical search engine
on the two test sets. The results of the experiment show that the semantic search engine trained with pseudo training labels can significantly
improve search performance.

[INDUSTRY] Developing Prefix-Tuning Models for Hierarchical Text Classification

Lei Chen, Houwei Chou and Xiaodan Zhu 16:00-17:30 (Hall A, Room B)
Hierarchical text classification (HTC) is a key problem and task in many industrial applications, which aims to predict labels organized in
a hierarchy for given input text. For example, HTC can group the descriptions of online products into a taxonomy or organizing customer
reviews into a hierarchy of categories. In real-life applications, while Pre-trained Language Models (PLMs) have dominated many NLP
tasks, they face significant challenges too—the conventional fine-tuning process needs to modify and save models with a huge number of
parameters. This is becoming more critical for HTC in both global and local modelling—the latter needs to learn multiple classifiers at
different levels/nodes in a hierarchy. The concern will be even more serious since PLM sizes are continuing to increase in order to attain
more competitive performances. Most recently, prefix tuning has become a very attractive technology by only tuning and saving a tiny set of
parameters. Exploring prefix turning for HTC is hence highly desirable and has timely impact. In this paper, we investigate prefix tuning on
HTC in two typical setups: local and global HTC. Our experiment shows that the prefix-tuning model only needs less than 1% of parameters
and can achieve performance comparable to regular full fine-tuning. We demonstrate that using contrastive learning in learning prefix vectors
can further improve HTC performance.

[INDUSTRY] Full-Stack Information Extraction System for Cybersecurity Intelligence

Youngja Park and Taesung Lee 16:00-17:30 (Hall A, Room B)
Due to rapidly growing cyber-attacks and security vulnerabilities, many reports on cyber-threat intelligence (CTI) are being published daily.
While these reports can help security analysts to understand on-going cyber threats, the overwhelming amount of information makes it dif-
ficult to digest the information in a timely manner. This paper presents, SeclE, an industrial-strength full-stack information extraction (IE)
system for the security domain. SeclE can extract a large number of security entities, relations and the temporal information of the relations,
which is critical for cyberthreat investigations. Our evaluation with 133 labeled threat reports containing 108,021 tokens shows that SecIE
achieves over 92% F1-score for entity extraction and about 70% F1-score for relation extraction. We also showcase how SecIE can be used
for downstream security applications.

[INDUSTRY] Revisiting and Advancing Chinese Natural Language Understanding with Accelerated Heterogeneous Knowledge Pre-
training

Taolin Zhang, junwei dong, Jianing Wang, Chengyu Wang, Ang Wang, Yinghui Liu, jun huang, Yong Li and XIAOFENG HE 16:00-17:30
(Hall A, Room B)

Recently, knowledge-enhanced pre-trained language models (KEPLMs) improve context-aware representations via learning from structured
relations in knowledge bases, and/or linguistic knowledge from syntactic or dependency analysis. Unlike English, there is a lack of high-
performing open-source Chinese KEPLMs in the natural language processing (NLP) community to support various language understanding
applications. In this paper, we revisit and advance the development of Chinese natural language understanding with a series of novel Chinese
KEPLMs released in various parameter sizes, namely CKBERT (Chinese knowledge-enhanced BERT). Specifically, both relational and lin-
guistic knowledge is effectively injected into CKBERT based on two novel pre-training tasks, i.e., linguistic-aware masked language modeling
and contrastive multi-hop relation modeling. Based on the above two pre-training paradigms and our in-house implemented TorchAccelerator,
we have pre-trained base (110M), large (345M) and huge (1.3B) versions of CKBERT efficiently on GPU clusters. Experiments demonstrate
that CKBERT consistently outperforms strong baselines for Chinese over various benchmark NLP tasks and in terms of different model sizes.

[INDUSTRY] PILE: Pairwise Iterative Logits Ensemble for Multi-Teacher Labeled Distillation

Lianshang Cai, Linhao Zhang, Dehong Ma, Jun Fan, Daiting Shi, Yi Wu, Zhicong Cheng, Simiu Gu and Dawei Yin 16:00-17:30 (Hall A,
Room B)

Pre-trained language models have become a crucial part of ranking systems and achieved very impressive effects recently. To maintain high
performance while keeping efficient computations, knowledge distillation is widely used. In this paper, we focus on two key questions in
knowledge distillation for ranking models: 1) how to ensemble knowledge from multi-teacher; 2) how to utilize the label information of data
in the distillation process. We propose a unified algorithm called Pairwise Iterative Logits Ensemble (PILE) to tackle these two questions si-
multaneously. PILE ensembles multi-teacher logits supervised by label information in an iterative way and achieved competitive performance
in both offline and online experiments. The proposed method has been deployed in a real-world commercial search system.

Virtual Portal 3
16:00-17:30 (Hall A, Room C)

A Localized Geometric Method to Match Knowledge in Low-dimensional Hyperbolic Space

Bo Hui, Tian Xia and Wei-Shinn Ku 16:00-17:30 (Hall A, Room C)
Matching equivalent entities across Knowledge graphs is a pivotal step for knowledge fusion. Previous approaches usually study the problem
in Euclidean space. However, recent works have shown that hyperbolic space has a higher capacity than Euclidean space and hyperbolic
embedding can represent the hierarchical structure in a knowledge graph. In this paper, we propose a localized geometric method to find
equivalent entities in hyperbolic space. Specifically, we use a hyperbolic neural network to encode the lingual information of entities and the
structure of both knowledge graphs into a low-dimensional hyperbolic space. To address the asymmetry of structure on different KGs and the
localized nature of relations, we learn an instance-specific geometric mapping function based on rotation to match entity pairs. A contrastive
loss function is used to train the model. The experiment verifies the power of low-dimensional hyperbolic space for entity matching and shows
that our method outperforms the state of the art by a large margin.

Making Pretrained Language Models Good Long-tailed Learners

Chen Zhang, Lei Ren, Jingang Wang, Wei Wu and Dawei Song 16:00-17:30 (Hall A, Room C)
Prompt-tuning has shown appealing performance in few-shot classification by virtue of its capability in effectively exploiting pre-trained
knowledge. This motivates us to check the hypothesis that prompt-tuning is also a promising choice for long-tailed classification, since the
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tail classes are mtumvely few-shot ones. To achieve this aim, we conduct empirical studies to examine the hypothesis. The results demonstrate
that prompt-tuning makes pretrained language models at least good long-tailed learners. For intuitions on why prompt-tuning can achieve
good performance in long-tailed classification, we carry out in-depth analyses by progressively bridging the gap between prompt-tuning and
commonly used finetuning. The summary is that the classifier structure and parameterization form the key to making good long-tailed learn-
ers, in comparison with the less important input structure. Finally, we verify the applicability of our finding to few-shot classification.

HPT: Hierarchy-aware Prompt Tuning for Hierarchical Text Classification

Zihan Wang, Peiyi Wang, Tianyu Liu, Binghuai Lin, Yunbo Cao, Zhifang Sui and Houfeng Wang 16:00-17:30 (Hall A, Room C)
Hierarchical text classification (HTC) is a challenging subtask of multi-label classification due to its complex label hierarchy. Recently, the
pretrained language models (PLM) have been widely adopted in HTC through a fine-tuning paradigm. However, in this paradigm, there exists
a huge gap between the classification tasks with sophisticated label hierarchy and the masked language model (MLM) pretraining tasks of
PLMs and thus the potential of PLMs cannot be fully tapped. To bridge the gap, in this paper, we propose HPT, a Hierarchy-aware Prompt
Tuning method to handle HTC from a multi-label MLM perspective. Specifically, we construct a dynamic virtual template and label words
that take the form of soft prompts to fuse the label hierarchy knowledge and introduce a zero-bounded multi-label cross-entropy loss to har-
monize the objectives of HTC and MLM. Extensive experiments show HPT achieves state-of-the-art performances on 3 popular HTC datasets
and is adept at handling the imbalance and low resource situations. Our code is available at https://github.com/wzh9969/HPT.

GA-SAM: Gradient-Strength based Adaptive Sharpness-Aware Minimization for Improved Generalization

Zhiyuan Zhang, Ruixuan Luo, Qi Su and Xu Sun 16:00-17:30 (Hall A, Room C)
Recently, Sharpness-Aware Minimization (SAM) algorithm has shown state-of-the-art generalization abilities in vision tasks. It demonstrates
that flat minima tend to imply better generalization abilities. However, it has some difficulty implying SAM to some natural language tasks,
especially to models with drastic gradient changes, such as RNNs. In this work, we analyze the relation between the flatness of the local
minimum and its generalization ability from a novel and straightforward theoretical perspective. We propose that the shift of the training and
test distributions can be equivalently seen as a virtual parameter corruption or perturbation, which can explain why flat minima that are robust
against parameter corruptions or perturbations have better generalization performances. On its basis, we propose a Gradient-Strength based
Adaptive Sharpness-Aware Minimization (GA-SAM) algorithm to help to learn algorithms find flat minima that generalize better. Results in
various language benchmarks validate the effectiveness of the proposed GA-SAM algorithm on natural language tasks.

Active Example Selection for In-Context Learning

Yiming Zhang, Shi Feng and Chenhao Tan 16:00-17:30 (Hall A, Room C)
‘With a handful of demonstration examples, large-scale language models demonstrate strong capability to perform various tasks by in-context
learning from these examples, without any fine-tuning. We demonstrate that in-context learning performance can be highly unstable across
samples of examples, indicating the idiosyncrasies of how language models acquire information. We formulate example selection for in-
context learning as a sequential decision problem, and propose a reinforcement learning algorithm for identifying generalizable policies to
select demonstration examples. For GPT-2, our learned policies demonstrate strong abilities of generalizing to unseen tasks in training, with a
5.8% improvement on average. Examples selected from our learned policies can even achieve a small improvement on GPT-3 Ada. However,
the improvement diminishes on larger GPT-3 models, suggesting emerging capabilities of large language models.

BBTv2: Towards a Gradient-Free Future with Large Language Models

Tianxiang Sun, Zhengfu He, Hong Qian, Yunhua Zhou, Xuanjing Huang and Xipeng Qiu 16:00-17:30 (Hall A, Room C)
Most downstream adaptation methods tune all or part of the parameters of pre-trained models (PTMs) through gradient descent, where the
tuning cost increases linearly with the growth of the model size. By contrast, gradient-free methods only require the forward computation of
the PTM to tune the prompt, retaining the benefits of efficient tuning and deployment. Though, past work on gradient-free tuning often intro-
duces gradient descent to seek a good initialization of prompt and lacks versatility across tasks and PTMs. In this paper, we present BBTv2, an
improved version of Black-Box Tuning, to drive PTMs for few-shot learning. We prepend continuous prompts to every layer of the PTM and
propose a divide-and-conquer gradient-free algorithm to optimize the prompts at different layers alternately. Extensive experiments across
various tasks and PTMs show that BBTv2 can achieve comparable performance to full model tuning and state-of-the-art parameter-efficient
methods (e.g., Adapter, LoRA, BitFit, etc.) under few-shot settings while maintaining much fewer tunable parameters.

G-MAP: General Memory-Augmented Pre-trained Language Model for Domain Tasks

Zhongwei Wan, Yichun Yin, Wei Zhang, Jiaxin Shi, Lifeng Shang, Guangyong Chen, Xin Jiang and Qun Liu  16:00-17:30 (Hall A, Room C)
General pre-trained language models (PLMs), such as BERT, have achieved remarkable performance on various NLP tasks. Recently, domain-
specific PLMs have been proposed to boost the task performance of specific domains (e.g., biomedical and computer science) by continuing to
pre-train general PLMs with domain-specific corpora. However, this domain-adaptive pre-training (DAPT [DBLP:conf/acl/GururanganMSLBD20])
tends to forget the previous general knowledge acquired by general PLMs, which leads to a catastrophic forgetting phenomenon and sub-
optimal performance. To alleviate this problem, we propose a new framework of Memory-Augmented Pre-trained Language Model (MAP),
which augments the domain-specific PLM by a memory built from the frozen general PLM without losing the general knowledge. Specif-
ically, we propose a new memory-augmented layer, and based on it, different augmentation strategies are explored to build memory and
fusion memory into domain-specific PLM. We demonstrate the effectiveness of MAP on different domains (biomedical and computer science
publications, news, and reviews) and different kinds (text classification, QA, NER) of tasks, and the extensive results show that the proposed
MAP can achieve SOTA results on these tasks.

Textual Manifold-based Defense Against Natural L Adversarial E
Dang Nguyen Minh and Anh Tuan Luu 16:00-17:30 (Hall A, Room C)
Despite the recent success of large pretrained language models in NLP, they are susceptible to adversarial examples. Concurrently, several
studies on adversarial images have observed an intriguing property: the adversarial images tend to leave the low-dimensional natural data
manifold. In this study, we find a similar phenomenon occurs in the contextualized embedding space of natural sentences induced by pre-
trained language models in which textual adversarial examples tend to have their embeddings diverge off the manifold of natural sentence
embeddings. Based on this finding, we propose Textual Manifold-based Defense (TMD), a defense mechanism that learns the embedding
space manifold of the underlying language model and projects novel inputs back to the approximated structure before classification. Through
extensive experiments, we find that our method consistently and significantly outperforms previous defenses under various attack settings
while remaining unaffected to the clean accuracy. To the best of our knowledge, this is the first kind of manifold-based defense adapted to the
NLP domain.

[CL] Enhancing Lifelong I Learning by Improving Pseudo-Sample Generation

Kasidis Kanwatchara, Thanapapas Horsuwan, Piyawat Lertvittayakumjorn, Boonserm Kijsirikul and Peerapon Vateekul 16:00-17:30 (Hall
A, Room C)

To achieve lifelong language learning, pseudo-rehearsal methods leverage samples generated from a language model to refresh the knowledge
of previously learned tasks. Without proper controls, however, these methods could fail to retain the knowledge of complex tasks with longer
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texts since most of the generated samples are low in quality. To overcome the problem, we propose three specific contributions. First, we
utilize double language models, each of which specializes on a specific part of the input, to produce high-quality pseudo samples. Second,
we reduce the number of parameters used by applying adapter modules to enhance training efficiency. Third, we further improve the overall
quality of pseudo samples using temporal ensembling and sample regeneration. The results show that our framework achieves significant
improvement over baselines on multiple task sequences. Also, our pseudo sample analysis reveals helpful insights for designing even better
pseudo-rehearsal methods in the future.

Neural Machine Translation with Contrastive Translation Memories

Xin Cheng, Shen Gao, Lemao Liu, Dongyan Zhao and Rui Yan 16:00-17:30 (Hall A, Room C)
Retrieval-augmented Neural Machine Translation models have been successful in many translation scenarios. Different from previous works
that make use of mutually similar but redundant translation memories (TMs), we propose a new retrieval-augmented NMT to model con-
trastively retrieved translation memories that are holistically similar to the source sentence while individually contrastive to each other pro-
viding maximal information gain in three phases. First, in TM retrieval phase, we adopt contrastive retrieval algorithm to avoid redundancy
and uninformativeness of similar translation pieces. Second, in memory encoding stage, given a set of TMs we propose a novel Hierarchical
Group Attention module to gather both local context of each TM and global context of the whole TM set. Finally, in training phase, a Multi-
TM contrastive learning objective is introduced to learn salient feature of each TM with respect to target sentence. Experimental results show
that our framework obtains substantial improvements over strong baselines in the benchmark dataset.

A Template-based Method for Constrained Neural Machine Translation

Shuo Wang, Peng Li, Zhixing Tan, Zhaopeng Tu, Maosong Sun and Yang Liu 16:00-17:30 (Hall A, Room C)
Machine translation systems are expected to cope with various types of constraints in many practical scenarios. While neural machine trans-
lation (NMT) has achieved strong performance in unconstrained cases, it is non-trivial to impose pre-specified constraints into the translation
process of NMT models. Although many approaches have been proposed to address this issue, most existing methods can not satisfy the fol-
lowing three desiderata at the same time: (1) high translation quality, (2) high match accuracy, and (3) low latency. In this work, we propose
a template-based method that can yield results with high translation quality and match accuracy and the inference speed of our method is
comparable with unconstrained NMT models. Our basic idea is to rearrange the generation of constrained and unconstrained tokens through a
template. Our method does not require any changes in the model architecture and the decoding algorithm. Experimental results show that the
proposed template-based approach can outperform several representative baselines in both lexically and structurally constrained translation
tasks.

Competency-Aware Neural Machine Translation: Can Machine Translation Know its Own Translation Quallty

Pei Zhang, Baosong Yang, Hao-Ran Wei, Dayiheng Liu, Kai Fan, Luo Si and Jun Xie 6:00-17:30 (Hall A, Room C)
Neural machine translation (NMT) is often criticized for failures that happen without awareness. The lack ot competency awareness makes
NMT untrustworthy. This is in sharp contrast to human translators who give feedback or conduct further investigations whenever they are in
doubt about predictions. To fill this gap, we propose a novel competency-aware NMT by extending conventional NMT with a self-estimator,
offering abilities to translate a source sentence and estimate its competency. The self-estimator encodes the information of the decoding
procedure and then examines whether it can reconstruct the original semantics of the source sentence. Experimental results on four trans-
lation tasks demonstrate that the proposed method not only carries out translation tasks intact but also delivers outstanding performance
on quality estimation. Without depending on any reference or annotated data typically required by state-of-the-art metric and quality esti-
mation methods, our model yields an even higher correlation with human quality judgments than a variety of aforementioned methods, such
as BLEURT, COMET, and BERTScore. Quantitative and qualitative analyses show better robustness of competency awareness in our model.!

Multi-Granularity Optimization for Non-Autoregressive Translation
Yafu Li, Leyang Cui, Yongjing Yin and Yue Zhang 16:00-17:30 (Hall A, Room C)
Despite low latency, non-autoregressive machine translation (NAT) suffers severe performance deterioration due to the naive independence
assumption. This assumption is further strengthened by cross-entropy loss, which encourages a strict match between the hypothesis and the
reference token by token. To alleviate this issue, we propose multi-granularity optimization for NAT, which collects model behaviours on
translation segments of various granularities and integrates feedback for backpropagation. Experiments on four WMT benchmarks show that
the proposed method significantly outperforms the baseline models trained with cross-entropy loss, and achieves the best performance on
WMT’16 En-Ro and highly competitive results on WMT’ 14 En-De for fully non-autoregressive translati

Improving Machine Translation with Phrase Pair Injection and Corpus Filtering

Akshay Batheja and Pushpak Bhattacharyya 16:00-17:30 (Hall A, Room C)
In this paper, we show that the combination of Phrase Pair Injection and Corpus Filtering boosts the performance of Neural Machine Trans-
lation (NMT) systems. We extract parallel phrases and sentences from the pseudo-parallel corpus and augment it with the parallel corpus to
train the NMT models. With the proposed approach, we observe an improvement in the Machine Translation (MT) system for 3 low-resource
language pairs, Hindi-Marathi, English-Marathi, and English-Pashto, and 6 translation directions by up to 2.7 BLEU points, on the FLORES
test data. These BLEU score improvements are over the models trained using the whole pseudo-parallel corpus augmented with the parallel
corpus.

XLM-D: Decorate Cross-lingual Pre-training Model as Non-Autoregressive Neural Machine Translation

Yong Wang, Shilin He, Guanhua Chen, Yun Chen and Daxin Jiang 16:00-17:30 (Hall A, Room C)
Pre-training language models have achieved thriving success in numerous natural language understanding and autoregressive generation tasks,
but non-autoregressive generation in applications such as machine translation has not sufficiently benefited from the pre-training paradigm. In
this work, we establish the connection between a pre-trained masked language model (MLM) and non-autoregressive generation on machine
translation. From this perspective, we present XLM-D, which seamlessly transforms an off-the-shelf cross-lingual pre-training model into a
non-autoregressive translation (NAT) model with a lightweight yet effective decorator. Specifically, the decorator ensures the representation
consistency of the pre-trained model and brings only one additional trainable parameter. Extensive experiments on typical translation datasets
show that our models obtain state-of-the-art performance while realizing the inference speed-up by 19.9x. One striking result is that on
WMT14 En-De, our XLM-D obtains 29.80 BLEU points with multiple iterations, which outperforms the previous mask-predict model by
2.77 points.

ConsistTL: Modeling Consistency in Transfer Learning for Low-Resource Neural Machine Translation

Zhaocong Li, Xuebo Liu, Derek F. Wong, Lidia S. Chao and Min Zhang 16:00-17:30 (Hall A, Room C)
Transfer learning is a simple and powerful method that can be used to boost model performance of low-resource neural machine translation
(NMT). Existing transfer learning methods for NMT are static, which simply transfer knowledge from a parent model to a child model once

!Code and test sets are available at: https://github.com/xiaoyi0814/CANMT.
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via parameter initialization. In this paper, we propose a novel transfer learning method for NMT, namely ConsistTL, which can continuously
transfer knowledge from the parent model during the training of the child model. Specifically, for each training instance of the child model,
ConsistTL constructs the semantically-equivalent instance for the parent model and encourages prediction consistency between the parent
and child for this instance, which is equivalent to the child model learning each instance under the guidance of the parent model. Experi-
mental results on five low-resource NMT tasks demonstrate that ConsistTL results in significant improvements over strong transfer learning
baselines, with a gain up to 1.7 BLEU over the existing back-translation model on the widely-used WMT17 Turkish-English benchmark.
Further analysis reveals that ConsistTL can improve the inference calibration of the child model. Code and scripts are freely available at
https://github.com/NLP2CT/ConsistTL.

RAPO: An Adaptive Ranking Paradigm for Bilingual Lexicon Induction

Zhoujin Tian, Chaozhuo Li, Shuo Ren, Zhigiang Zuo, Zengxuan Wen, Xinyue Hu, Xiao Han, Haizhen Huang, Denvy Deng, Qi Zhang and
Xing Xie 16:00-17:30 (Hall A, Room C)
Bilingual lexicon induction induces the word translations by aligning independently trained word embeddings in two languages. Existing
approaches generally focus on minimizing the distances between words in the aligned pairs, while suffering from low discriminative capa-
bility to distinguish the relative orders between positive and negative candidates. In addition, the mapping function is globally shared by all
words, whose performance might be hindered by the deviations in the distributions of different languages. In this work, we propose a novel
ranking-oriented induction model RAPO to learn personalized mapping function for each word. RAPO is capable of enjoying the merits from
the unique characteristics of a single word and the cross-language isomorphism simultaneously. Extensive experimental results on public
datasets including both rich-resource and low-resource languages demonstrate the superiority of our proposal. Our code is publicly available
inhttps://github.com/J1fj345wf/RAPO.

1 it

Entropy-Based Vi y ion for Incr 1 Learning in Multilingual Neural Machine Translation

Kaiyu Huang, Peng Li, Jin Ma and Yang Liu 16:00-17:30 (Hall A, Room C)
In a practical real-world scenario, the longstanding goal is that a universal multilingual translation model can be incrementally updated when
new language pairs arrive. Specifically, the initial vocabulary only covers some of the words in new languages, which hurts the transla-
tion quality for incremental learning. Although existing approaches attempt to address this issue by replacing the original vocabulary with
a rebuilt vocabulary or constructing independent language-specific vocabularies, these methods can not meet the following three demands
simultaneously: (1) High translation quality for original and incremental languages, (2) low cost for model training, (3) low time overhead
for preprocessing. In this work, we propose an entropy-based vocabulary substitution (EVS) method that just needs to walk through new
language pairs for incremental learning in a large-scale multilingual data updating while remaining the size of the vocabulary. Our method
has access to learn new knowledge from updated training samples incrementally while keeping high translation quality for original language
pairs, alleviating the issue of catastrophic forgetting. Results of experiments show that EVS can achieve better performance and save excess
overhead for incremental learning in the multilingual machine translation task.

Digging Errors in NMT: E and Under ding Model Errors from Partial Hypothesis Space

Jianhao Yan, Chenming Wu, Fandong Meng and Jie Zhou 16:00-17:30 (Hall A, Room C)
Solid evaluation of neural machine translation (NMT) is key to its understanding and improvement. Current evaluation of an NMT system
is usually built upon a heuristic decoding algorithm (e.g., beam search) and an evaluation metric assessing similarity between the translation
and golden reference. However, this system-level evaluation framework is limited by evaluating only one best hypothesis and search errors
brought by heuristic decoding algorithms. To better understand NMT models, we propose a novel evaluation protocol, which defines model
errors with model’s ranking capability over hypothesis space. To tackle the problem of exponentially large space, we propose two approxima-
tion methods, top region evaluation along with an exact top-k decoding algorithm, which finds top-ranked hypotheses in the whole hypothesis
space, and Monte Carlo sampling evaluation, which simulates hypothesis space from a broader perspective. To quantify errors, we define our
NMT model errors by measuring distance between the hypothesis array ranked by the model and the ideally ranked hypothesis array. After
confirming the strong correlation with human judgment, we apply our evaluation to various NMT benchmarks and model architectures. We
show that the state-of-the-art Transformer models face serious ranking issues and only perform at the random chance level in the top region.
We further analyze model errors on architectures with different depths and widths, as well as different data-augmentation techniques, showing
how these factors affect model errors. Finally, we connect model errors with the search algorithms and provide interesting findings of beam
search inductive bias and correlation with Minimum Bayes Risk (MBR) decoding.
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Cross-Align: g Deep Cross-lingual Interactions for Word Alignment

Siyu Lai, Zhen Yang, Fandong Meng, Yufeng Chen, Jinan Xu and Jie Zhou 16:00-17:30 (Hall A, Room D)
Word alignment which aims to extract lexicon translation equivalents between source and target sentences, serves as a fundamental tool for
natural language processing. Recent studies in this area have yielded substantial improvements by generating alignments from contextualized
embeddings of the pre-trained multilingual language models. However, we find that the existing approaches capture few interactions between
the input sentence pairs, which degrades the word alignment quality severely, especially for the ambiguous words in the monolingual context.
To remedy this problem, we propose Cross-Align to model deep interactions between the input sentence pairs, in which the source and target
sentences are encoded separately with the shared self-attention modules in the shallow layers, while cross-lingual interactions are explicitly
constructed by the cross-attention modules in the upper layers. Besides, to train our model effectively, we propose a two-stage training
framework, where the model is trained with a simple Translation Language Modeling (TLM) objective in the first stage and then finetuned
with a self-supervised alignment objective in the second stage. Experiments show that the proposed Cross-Align achieves the state-of-the-art
(SOTA) performance on four out of five language pairs.

Discovering Low-rank Subsp for I tic Multilingual Representations
Zhihui Xie, Handong Zhao, Tong Yu and Shuai Li 16:00-17:30 (Hall A, Room D)
Large pretrained multilingual language models (ML-LMs) have shown remarkable capabilities of zero-shot cross-lingual transfer, without
direct cross-lingual supervision. While these results are promising, follow-up works found that, within the multilingual embedding spaces,
there exists strong language identity information which hinders the expression of linguistic factors shared across languages. For semantic
tasks like cross-lingual sentence retrieval, it is desired to remove such language identity signals to fully leverage semantic information. In this
work, we provnde a novel view of projecting away language-specific factors from a mullllmgual embedding space. Specifically, we discover
that there exists a low-rank subspace that primarily encodes information irrelevant to semantics (e.g., syntactic information). To identify this
subspace, we present a simple but effective unsupervised method based on singular value decomposition with multiple monolingual corpora
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as input. Once the subspace is found, we can directly project the original embeddings into the null space to boost language agnosticism
without finetuning. We systematically evaluate our method on various tasks including the challenging language-agnostic QA retrieval task.
Empirical results show that applying our method consistently leads to improvements over commonly used ML-LMs.

Intriguing Properties of Compression on Multilingual Models
Kelechi Ogueji, Ore h Ahia, Gbemileke Onilude, Sebastian Gehrmann, Sara Hooker and Julia Kreutzer 16:00-17:30 (Hall A, Room
D

Multilingual models are often particularly dependent on scaling to generalize to a growing number of languages. Compression techniques are
widely relied upon to reconcile the growth in model size with real world resource constraints, but compression can have a disparate effect on
model performance for low-resource languages. It is thus crucial to understand the trade-offs between scale, multilingualism, and compres-
sion. In this work, we propose an experimental framework to characterize the impact of sparsifying multilingual pre-trained language models
during fine-tuning. Applying this framework to mBERT named entity recognition models across 40 languages, we find that compression
confers several intriguing and previously unknown generalization properties. In contrast to prior findings, we find that compression may
improve model robustness over dense models. We additionally observe that under certain sparsification regimes compression may aid, rather
than disproportionately impact the performance of low-resource languages.

English Contrastive Learning Can Learn Universal Cross-lingual Sent Embedding

Yaushian Wang, Ashley Wu and Graham Neubig 16:00-17:30 (Hall A, Room D)
Universal cross-lingual sentence embeddings map semantically similar cross-lingual sentences into a shared embedding space. Aligning cross-
lingual sentence embeddings usually requires supervised cross-lingual parallel sentences. In this work, we propose mSimCSE, which extends
SimCSE to multilingual settings and reveal that contrastive learning on English data can surprisingly learn high-quality universal cross-lingual
sentence embeddings without any parallel data. In unsupervised and weakly supervised settings, mSimCSE significantly improves previous
sentence embedding methods on cross-lingual retrieval and multilingual STS tasks. The performance of unsupervised mSimCSE is compara-
ble to fully supervised methods in retrieving low-resource languages and multilingual STS. The performance can be further enhanced when
cross-lingual NLI data is available.

PromptEHR: Conditional Electronic Healthcare Records Generation with Prompt Learning

Zifeng Wang and Jimeng Sun 16:00-17:30 (Hall A, Room D)
Accessing longitudinal multimodal Electronic Healthcare Records (EHRs) is challenging due to privacy concerns, which hinders the use of
ML for healthcare applications. Synthetic EHRs generation bypasses the need to share sensitive real patient records. However, existing
methods generate single-modal EHRs by unconditional generation or by longitudinal inference, which falls short of low flexibility and makes
unrealistic EHRs. In this work, we propose to formulate EHRs generation as a text-to-text translation task by language models (LMs), which
suffices to highly flexible event imputation during generation. We also design prompt learning to control the generation conditioned by numer-
ical and categorical demographic features. We evaluate synthetic EHRs quality by two perplexity measures accounting for their longitudinal
pattern (longitudinal imputation perplexity, Ipl) and the connections cross modalities (cross-modality imputation perplexity, mpl). Moreover,
we utilize two adversaries: membership and attribute inference attacks for privacy-preserving evaluation. Experiments on MIMIC-III data
demonstrate the superiority of our methods on realistic EHRs generation (53.1

Rethinking Positional Encoding in Tree Transformer for Code Representation

Han Peng, Ge Li, Yunfei Zhao and Zhi Jin 16:00-17:30 (Hall A, Room D)
Transformers are now widely used in code representation, and several recent works further develop tree Transformers to capture the syntactic
structure in source code. Specifically, novel tree positional encodings have been proposed to incorporate inductive bias into Transformer. In
this work, we propose a novel tree Transformer encoding node positions based on our new description method for tree structures. Technically,
local and global soft bias shown in previous works is both introduced as positional encodings of our Transformer model. Our model finally
outperforms strong baselines on code summarization and completion tasks across two languages, demonstrating our model’s effectiveness.
Besides, extensive experiments and ablation study shows that combining both local and global paradigms is still helpful in improving model
performance. We release our code at https://github.com/AwdHanPeng/TreeTransformer.

Chapter Ordering in Novels

Allen Kim and Steve Skiena 16:00-17:30 (Hall A, Room D)
Understanding narrative flow and text coherence in long-form documents (novels) remains an open problem in NLP. To gain insight, we
explore the task of chapter ordering, reconstructing the original order of chapters in novel given a random permutation of the text. This can be
seen as extending the well-known sentence ordering task to vastly larger documents: our task deals with over 9,000 novels with an average of
twenty chapters each, versus standard sentence ordering datasets averaging only 5-8 sentences. We formulate the task of reconstructing order
as a constraint solving problem, using minimum feedback arc set and traveling salesman problem optimization criteria, where the weights of
the graph are generated based on models for character occurrences and chapter boundary detection, using relational chapter scores derived
from RoBERTa. Our best methods yield a Spearman correlation of 0.59 on this novel and challenging task, substantially above baseline.

Open-ended Knowledge Tracing for Computer Science Education

Naiming Liu, Zichao Wang, Richard Baraniuk and Andrew Lan 16:00-17:30 (Hall A, Room D)
In educational applications, knowledge tracing refers to the problem of estimating students’ time-varying concept/skill mastery level from
their past responses to questions and predicting their future performance. One key limitation of most existing knowledge tracing methods
is that they treat student responses to questions as binary-valued, i.e., whether they are correct or incorrect. Response correctness analy-
sis/prediction is straightforward, but it ignores important information regarding mastery, especially for open-ended questions. In contrast,
exact student responses can provide much more information. In this paper, we conduct the first exploration int open-ended knowledge tracing
(OKT) by studying the new task of predicting students’ exact open-ended responses to questions. Our work is grounded in the domain of
computer science education with programming questions. We develop an initial solution to the OKT problem, a student knowledge-guided
code generation approach, that combines program synthesis methods using language models with student knowledge tracing methods. We
also conduct a series of quantitative and qualitative experiments on a real-world student code dataset to validate and demonstrate the promise
of OKT.

SEEN: Structured Event Enh Network for Explainable Need Detection of Information Recall Assistance

You-En Lin, An-Zi Yen, Hen-Hsen Huang and Hsin-Hsi Chen 16:00-17:30 (Hall A, Room D)
‘When recalling life experiences, people often forget or confuse life events, which necessitates information recall services. Previous work on
information recall focuses on providing such assistance reactively, i.e., by retrieving the life event of a given query. Proactively detecting the
need for information recall services is rarely discussed. In this paper, we use a human-annotated life experience retelling dataset to detect the
right time to trigger the information recall service. We propose a pilot model—structured event enhancement network (SEEN) that detects
life event inconsistency, additional information in life events, and forgotten events. A fusing mechanism is also proposed to incorporate event
graphs of stories and enhance the textual representations. To explain the need detection results, SEEN simultaneously provides support evi-
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dence by selecting the related nodes from the event graph. Experimental results show that SEEN achieves promising performance in detecting
information needs. In addition, the extracted evidence can be served as complementary information to remind users what events they may
want to recall.

Tiny-NewsRec: Effective and Efficient PLM-based News Recommendation

Yang Yu, Fangzhao Wu, Chuhan Wu, Jingwei Yi and Qi Liu 16:00-17:30 (Hall A, Room D)
News recommendation is a widely adopted technique to provide personalized news feeds for the user. Recently, pre-trained language mod-
els (PLMs) have demonstrated the great capability of natural language understanding and benefited news recommendation via improving
news modeling. However, most existing works simply finetune the PLM with the news recommendation task, which may suffer from the
known domain shift problem between the pre-training corpus and downstream news texts. Moreover, PLMs usually contain a large volume
of parameters and have high computational overhead, which imposes a great burden on low-latency online services. In this paper, we pro-
pose Tiny-NewsRec, which can improve both the effectiveness and the efficiency of PLM-based news recommendation. We first design a
self-supervised domain-specific post-training method to better adapt the general PLM to the news domain with a contrastive matching task
between news titles and news bodies. We further propose a two-stage knowledge distillation method to improve the efficiency of the large
PLM-based news recommendation model while maintaining its performance. Multiple teacher models originated from different time steps of
our post-training procedure are used to transfer comprehensive knowledge to the student model in both its post-training stage and finetuning
stage. Extensive experiments on two real-world datasets validate the effectiveness and efficiency of our method.

Boundary-Driven Table-Filling for Aspect Sentiment Triplet Extraction

Yice Zhang, Yifan Yang, Yihui Li, Bin Liang, Shiwei Chen, Yixue Dang, Min Yang and Ruifeng Xu 16:00-17:30 (Hall A, Room D)
Aspect Sentiment Triplet Extraction (ASTE) aims to extract the aspect terms along with the corresponding opinion terms and the expressed
sentiments in the review, which is an important task in sentiment analysis. Previous research efforts generally address the ASTE task in an
end-to-end fashion through the table-filling formalization, in which the triplets are represented by a two-dimensional (2D) table of word-pair
relations. Under this formalization, a term-level relation is decomposed into multiple independent word-level relations, which leads to relation
inconsistency and boundary insensitivity in the face of multi-word aspect terms and opinion terms. To overcome these issues, we propose
Boundary-Driven Table-Filling (BDTF), which represents each triplet as a relation region in the 2D table and transforms the ASTE task into
detection and classification of relation regions. We also notice that the quality of the table representation greatly affects the performance of
BDTF. Therefore, we develop an effective relation representation learning approach to learn the table representation, which can fully exploit
both word-to-word interactions and relation-to-relation interactions. Experiments on several public benchmarks show that the proposed ap-
proach achieves state-of-the-art performances.

Cross-lingual neural fuzzy hing for exploiting target. li 1 corpora in ) -aided translation

Miquel Espla-Gomis, Victor M. Sdnchez-Cartagena, Juan Antonio Pérez-Ortiz and Felipe Sanchez-Martinez 16:00-17:30 (Hall A, Room D)
Computer-aided translation (CAT) tools based on translation memories (MT) play a prominent role in the translation workflow of professional
translators. However, the reduced availability of in-domain TMs, as compared to in-domain monolingual corpora, limits its adoption for a
number of translation tasks. In this paper, we introduce a novel neural approach aimed at overcoming this limitation by exploiting not only
TMs, but also in-domain target-language (TL) monolingual corpora, and still enabling a similar functionality to that offered by conventional
TM-based CAT tools. Our approach relies on cross-lingual sentence embeddings to retrieve translation proposals from TL monolingual cor-
pora, and on a neural model to estimate their post-editing effort. The paper presents an automatic evaluation of these techniques on four
language pairs that shows that our approach can successfully exploit monolingual texts in a TM-based CAT environment, increasing the
amount of useful translation proposals, and that our neural model for estimating the post-editing effort enables the combination of translation
proposals obtained from monolingual corpora and from TMs in the usual way. A human evaluation performed on a single language pair
confirms the results of the automatic evaluation and seems to indicate that the translation proposals retrieved with our approach are more
useful than what the automatic evaluation shows.

Improved grammatical error correction by ranking elementary edits

Alexey Sorokin 16:00-17:30 (Hall A, Room D)
We offer a two-stage reranking method for grammatical error correction: the first model serves as edit generator, while the second classifies the
proposed edits as correct or false. We show how to use both encoder-decoder and sequence labeling models for the first step of our pipeline.
‘We achieve state-of-the-art quality on BEA 2019 English dataset even using weak BERT-GEC edit generator. Combining our roberta-base
scorer with state-of-the-art GECToR edit generator, we surpass GECToR by 2-3

Keyphrase Generation via Soft and Hard Semantic Corrections
Guangzhen Zhao, Guoshun Yin, Peng Yang and Yu Yao 16:00-17:30 (Hall A, Room D)
Keyphrase generation aims to generate a set of condensed phrases given a source document. Although maximum likelihood estimation (MLE)
based keyphrase generation methods have shown impressive performance, they suffer from the bias on the source-prediction sequence pair and
the bias on the prediction-target pair. To tackle the above biases, we propose a novel correction model CorrKG on top of the MLE pipeline,
iases are corrected via the optimal transport (OT) and a frequency-based filtering-and-sorting (FreqFS) strategy. Specifically, OT
ft correction to facilitate the alignment of salient information and rectify the semantic bias in the source document and
predicted keyphrases pair. An adaptive semantic mass learning scheme is conducted on the vanilla OT to achieve a proper pair-wise optimal
transport procedure, which promotes the OT learning brought by rectifying semantic masses dynamically. Besides, the FreqFS strategy is de-
signed as hard correction to reduce the bias of predicted and ground truth keyphrases, and thus to generate accurate and sufficient keyphrases.
Extensive experiments over multiple benchmark datasets show that our model achieves superior keyphrase generation as compared with the
state-of-the-arts.

JANUS: Joint Autoregressive and Non-autoregressive Training with Auxiliary Loss for Sequence Generation

Xiaobo Liang, Lijun Wu, Juntao Li and Min Zhang 16:00-17:30 (Hall A, Room D)
Transformer-based autoregressive and non-autoregressive models have played an essential role in sequence generation tasks. The autoregres-
sive model can obtain excellent performance, while the non-autoregressive model brings fast decoding speed for inference. In this paper,
we propose JANUS, a Joint Autoregressive and Non-autoregressive training method using aUxiliary losS to enhance the model performance
in both AR and NAR manner simultaneously and effectively alleviate the problem of distribution discrepancy. Further, we pre-train BART
with JANUS on a large corpus with minimal cost (16 GPU days) and make the BART-JANUS capable of non-autoregressive generation,
demonstrating that our approach can transfer the AR knowledge to NAR. Empirically, we show our approach and BART-JANUS can achieve

significant improvement on multiple generation tasks, including machine translation and GLGE benchmarks. Our code is available at Github?.

MOCHA: A Multi-Task Training Approach for Coherent Text Generation from Cognitive Perspective

thtps://glthub.com/dropreg/JANUS
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Zhe Hu, Hou Pong Chan and Lifu Huang 16:00-17:30 (Hall A, Room D)
Teaching neural models to generate narrative coherent texts is a critical problem. Recent pre-trained language models have achieved promis-
ing results, but there is still a gap between human written texts and machine-generated outputs. In this work, we propose a novel multi-task
training strategy for long text generation grounded on the cognitive theory of writing, which empowers the model to learn essential subskills
needed for writing including planning and reviewing besides end-to-end generation. We extensively evaluate our model on three open-ended
generation tasks including story generation, news article writing and argument generation. Experiments show that our model achieves better
results on both few-shot and fully-supervised settings than strong baselines, and human evaluations confirm that our model can generate more
coherent outputs.

[DEMO] AGReE: A system for generating Automated Grammar Reading Exercises

Sophia Chan, Swapna Somasundaran, Debanjan Ghosh and Mengxuan Zhao 16:00-17:30 (Hall A, Room D)
‘We describe the AGReE system, which takes user-submitted passages as input and automatically generates grammar practice exercises that can
be completed while reading. Multiple-choice practice items are generated for a variety of different grammar constructs: punctuation, articles,
conjunctions, pronouns, prepositions, verbs, and nouns. We also conducted a large-scale human evaluation with around 4,500 multiple-choice
practice items. We notice for 95

[DEMO] Automatic Comment Generation for Chinese Student Narrative Essays

Zhexin Zhang, Jian Guan, Guowei Xu, Yixiang Tian and Minlie Huang 16:00-17:30 (Hall A, Room D)
Automatic essay evaluation can help reduce teachers’ workload and enable students to refine their works rapidly. Previous studies focus
mainly on giving discrete scores for either the holistic quality or several distinct traits. However, real-world teachers usually provide detailed
comments in natural language, which are more informative than single scores. In this paper, we present the comment generation task, which
aims to generate comments for specified segments from given student narrative essays. To tackle this task, we propose a planning-based
generation model, which first plans a sequence of keywords, and then expands these keywords into a complete comment. To improve the
correctness and informativeness of generated comments, we adopt two following techniques: (1) training an error correction module to filter
out incorrect keywords, and (2) recognizing fine-grained structured features from source essays to enrich the keywords. To support the evalu-
ation of the task, we collect a human-written Chinese dataset, which contains 22,399 essay-comment pairs. Extensive experiments show that
our model outperforms strong baselines significantly. Moreover, we exert explicit control on our model to generate comments to describe the
strengths or weaknesses of inputs with a 91

Virtual Portal 5
16:00-17:30 (Hall B)

Eeny, meeny, miny, moe. How to choose data for morphological inflection.

Saliha Muradoglu and Mans Hulden 16:00-17:30 (Hall B)
Data scarcity is a widespread problem for numerous natural language processing (NLP) tasks within low-resource languages. Within morphol-
ogy, the labour-intensive task of tagging/glossing data is a serious bottleneck for both NLP and fieldwork. Active learning (AL) aims to reduce
the cost of data annotation by selecting data that is most informative for the model. In this paper, we explore four sampling strategies for
the task of morphological inflection using a Transformer model: a pair of oracle experiments where data is chosen based on correct/incorrect
predictions by the model, model confidence, entropy, and random selection. We investigate the robustness of each sampling strategy across 30
typologically diverse languages, as well as a 10-cycle iteration using Natiigu as a case study. Our results show a clear benefit to selecting data
based on model confidence. Unsurprisingly, the oracle experiment, which is presented as a proxy for linguist/language informer feedback,
shows the most improvement. This is followed closely by low-confidence and high-entropy forms. We also show that despite the conventional
wisdom of larger data sets yielding better accuracy, introducing more instances of high-confidence, low-entropy, or forms that the model can
already inflect correctly, can reduce model performance.

Explainable Question Answering based on Semantic Graph by Global Differentiable Learning and Dynamic Adaptive Reasoning
Jianguo Mao, Wenbin Jiang, Xiangdong Wang, Hong Liu, Yu Xia, Yajuan Lyu and QiaoQiao She 16:00-17:30 (Hall B)
Multi-hop Question Answering is an agent task for testing the reasoning ability. With the development of pre-trained models, the implicit
reasoning ability has been surprisingly improved and can even surpass human performance. However, the nature of the black box hinders
the construction of explainable intelligent systems. Several researchers have explored explainable neural-symbolic reasoning methods based
on question decomposition techniques. The undifferentiable symbolic operations and the error propagation in the reasoning process lead to
poor performance. To alleviate it, we propose a simple yet effective Global Differentiable Learning strategy to explore optimal reasoning
paths from the latent probability space so that the model learns to solve intermediate reasoning processes without expert annotations. We
further design a Dynamic Adaptive Reasoner to enhance the generalization of unseen questions. Our method achieves 17% improvements in
F1-score against BreakRC and shows better interpretability. We take a step forward in building interpretable reasoning methods.

Teaching Broad Reasoning Skills for Multi-Step QA by Generating Hard Contexts

Harsh Trivedi, Niranjan Balasubramanian, Tushar Khot and Ashish Sabharwal 16:00-17:30 (Hall B)
Question-answering datasets require a broad set of reasoning skills. We show how to use question decompositions to teach language models
these broad reasoning skills in a robust fashion. Specifically, we use widely available QDMR representations to programmatically create hard-
to-cheat synthetic contexts for real questions in six multi-step reasoning datasets. These contexts are carefully designed to avoid common
reasoning shortcuts prevalent in real contexts that prevent models from learning the right skills. This results in a pretraining dataset, named
TeaBReaC, containing 525K multi-step questions (with associated formal programs) covering about 900 reasoning patterns. We show that
pretraining standard language models (LMs) on TeaBReaC before fine-tuning them on target datasets improves their performance by up to
13 F1 points across 4 multi-step QA datasets, with up to 21 point gain on more complex questions. The resulting models also demonstrate
higher robustness, with a 5-8 F1 point improvement on two contrast sets. Furthermore, TeaBReaC pretraining substantially improves model
performance and robustness even when starting with numerate LMs pretrained using recent methods (e.g., PReasM, POET). Our work thus
shows how to effectively use decomposition-guided contexts to robustly teach multi-step reasoning.

DuQM: A Chinese Dataset of Linguistically Perturbed Natural Questions for Evaluating the Robustness of Question Matching Mod-
els

Hongyu Zhu, Yan Chen, Jing Yan, Jing Liu, Yu Hong, Ying Chen, Hua Wu and Haifeng Wang 16:00-17:30 (Hall B)
In this paper, we focus on the robustness evaluation of Chinese Question Matching (QM) models. Most of the previous work on analyzing
robustness issues focus on just one or a few types of artificial adversarial examples. Instead, we argue that a comprehensive evaluation should
be conducted on natural texts, which takes into account the fine-grained linguistic capabilities of QM models. For this purpose, we create

86



Main Conference Program (Detailed Program)

a Chinese dataset namely DuQM which contains natural questions with linguistic perturbations to evaluate the robustness of QM models.
DuQM contains 3 categories and 13 subcategories with 32 linguistic perturbations. The extensive experiments demonstrate that DuQM has
a better ability to distinguish different models. Importantly, the detailed breakdown of evaluation by the linguistic phenomena in DuQM
helps us easily diagnose the strength and weakness of different models. Additionally, our experiment results show that the effect of artificial
adversarial examples does not work on natural texts. Our baseline codes and a leaderboard are now publicly available.

Structure-Unified M-Tree Coding Solver for Math Word Problem

Bin Wang, Jiangzhou Ju, Yang Fan, Xinyu Dai, Shujian Huang and Jiajun CHEN 16:00-17:30 (Hall B)
As one of the challenging NLP tasks, designing math word problem (MWP) solvers has attracted increasing research attention for the past
few years. In previous work, models designed by taking into account the properties of the binary tree structure of mathematical expres-
sions at the output side have achieved better performance. However, the expressions corresponding to a MWP are often diverse (e.g.,
n_l4+mn2xXxn3—mn4n3 X n_2— n_4+ n_1,etc.), and so are the corresponding binary trees, which creates difficulties
in model learning due to the non-deterministic output space. In this paper, we propose the Structure-Unified M-Tree Coding Solver (SUMC-
Solver), which applies a tree with any M branches (M-tree) to unify the output structures. To learn the M-tree, we use a mapping to convert
the M-tree into the M-tree codes, where codes store the information of the paths from tree root to leaf nodes and the information of leaf nodes
themselves, and then devise a Sequence-to-Code (seq2code) model to generate the codes. Experimental results on the widely used MAWPS
and Math23K datasets have demonstrated that SUMC-Solver not only outperforms several state-of-the-art models under similar experimental
settings but also performs much better under low-resource conditions.

Graph-Induced Transformers for Efficient Multi-Hop Question Answering

Giwon Hong, Jeonghwan Kim, Junmo Kang and Sung-Hyon Myaeng 16:00-17:30 (Hall B)
A graph is a suitable data structure to represent the structural information of text. Recently, multi-hop question answering (MHQA) tasks,
which require inter-paragraph/sentence linkages, have come to exploit such properties of a graph. Previous approaches to MHQA relied on
leveraging the graph information along with the pre-trained language model (PLM) encoders. However, this trend exhibits the following
drawbacks: (i) sample inefficiency while training in a low-resource setting; (ii) lack of reusability due to changes in the model structure or
input. Our work proposes the Graph-Induced Transformer (GIT) that applies graph-derived attention patterns directly into a PLM, without
the need to employ external graph modules. GIT can leverage the useful inductive bias of graphs while retaining the unperturbed Transformer
structure and parameters. Our experiments on HotpotQA successfully demonstrate both the sample efficient characteristic of GIT and its
capacity to replace the graph modules while preserving model performance.

Pre-training Language Models with Deterministic Factual Knowledge

Shaobo Li, Xiaoguang Li, Lifeng Shang, Chengjie Sun, Bingquan Liu, zhenzhou Ji, Xin Jiang and Qun Liu 16:00-17:30 (Hall B)
Previous works show that Pre-trained Language Models (PLMs) can capture factual knowledge. However, some analyses reveal that PLMs
fail to perform it robustly, e.g., being sensitive to the changes of prompts when extracting factual knowledge. To mitigate this issue, we pro-
pose to let PLMs learn the deterministic relationship between the remaining context and the masked content. The deterministic relationship
ensures that the masked factual content can be deterministically inferable based on the existing clues in the context. That would provide more
stable patterns for PLMs to capture factual knowledge than randomly masking. Two pre-training tasks are further introduced to motivate
PLMs to rely on the deterministic relationship when filling masks. Specifically, we use an external Knowledge Base (KB) to identify de-
terministic relationships and continuously pre-train PLMs with the proposed methods. The factual knowledge probing experiments indicate
that the continuously pre-trained PLMs achieve better robustness in factual knowledge capturing. Further experiments on question-answering
datasets show that trying to learn a deterministic relationship with the proposed methods can also help other knowledge-intensive tasks.

OpenCQA: Open-ended Question Answering with Charts

Shankar Kantharaj, Xuan Long Do, Rixie Tiffany Leong, Jia Qing Tan, Enamul Hoque and Shafig Joty 16:00-17:30 (Hall B)
Charts are very popular to analyze data and convey important insights. People often analyze visualizations to answer open-ended questions
that require explanatory answers. Answering such questions are often difficult and time-consuming as it requires a lot of cognitive and per-
ceptual efforts. To address this challenge, we introduce a new task called OpenCQA, where the goal is to answer an open-ended question
about a chart with descriptive texts. We present the annotation process and an in-depth analysis of our dataset. We implement and evaluate a
set of baselines under three practical settings. In the first setting, a chart and the accompanying article is provided as input to the model. The
second setting provides only the relevant paragraph(s) to the chart instead of the entire article, whereas the third setting requires the model to
generate an answer solely based on the chart. Our analysis of the results show that the top performing models generally produce fluent and
coherent text while they struggle to perform complex logical and arithmetic reasoning.

Title2Event: Benchmarking Open Event Extraction with a Large-scale Chinese Title Dataset

Haolin Deng, Yanan Zhang, Yangfan Zhang, Wangyang Ying, Changlong Yu, Jun Gao, Wei Wang, Xiaoling Bai, Nan Yang, Jin Ma, xiang chen
and Tianhua Zhou 16:00-17:30 (Hall B)
Event extraction (EE) is crucial to downstream tasks such as new aggregation and event knowledge graph construction. Most existing EE
datasets manually define fixed event types and design specific schema for each of them, failing to cover diverse events emerging from the on-
line text. Moreover, news titles, an important source of event mentions, have not gained enough attention in current EE research. In this paper,
we present Title2Event, a large-scale sentence-level dataset benchmarking Open Event Extraction without restricting event types. Title2Event
contains more than 42,000 news titles in 34 topics collected from Chinese web pages. To the best of our knowledge, it is currently the largest
manually annotated Chinese dataset for open event extraction. We further conduct experiments on Title2Event with different models and
show that the characteristics of titles make it challenging for event extraction, addressing the significance of advanced study on this problem.
The dataset and baseline codes are available at https://open-event-hub.github.io/title2event.

CN-AutoMIC: Distilling Chinese Commonsense Knowledge from Pretrained Language Models

Chenhao Wang, Jiachun Li, Yubo Chen, Kang Liu and Jun Zhao 16:00-17:30 (Hall B)
Commonsense knowledge graphs (CKGs) are increasingly applied in various natural language processing tasks. However, most existing
CKGs are limited to English, which hinders related research in non-English languages. Meanwhile, directly generating commonsense knowl-
edge from pretrained language models has recently received attention, yet it has not been explored in non-English languages. In this paper,
we propose a large-scale Chinese CKG generated from multilingual PLMs, named as **CN-AutoMIC**, aiming to fill the research gap of
non-English CKGs. To improve the efficiency, we propose generate-by-category strategy to reduce invalid generation. To ensure the filtering
quality, we develop cascaded filters to discard low-quality results. To further increase the diversity and density, we introduce a bootstrapping
iteration process to reuse generated results. Finally, we conduct detailed analyses on CN-AutoMIC from different aspects. Empirical results
show the proposed CKG has high quality and diversity, surpassing the direct translation version of similar English CKGs. We also find some
interesting deficiency patterns and differences between relations, which reveal pending problems in commonsense knowledge generation. We
share the resources and related models for further study.

Improving Large-scale Paraphrase Acquisition and Generation
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Yao Dou, Chao Jiang and Wei Xu 16:00-17:30 (Hall B)
This paper addresses the quality issues in existing Twitter-based paraphrase datasets, and discusses the necessity of using two separate defini-
tions of paraphrase for identification and generation tasks. We present a new Multi-Topic Paraphrase in Twitter (MultiPIT) corpus that consists
of a total of 130k sentence pairs with crowdsoursing (MultiPIT_crowd) and expert (MultiPIT_expert) annotations using two different para-
phrase definitions for paraphrase identification, in addition to a multi-reference test set (MultiPIT_NMR) and a large automatically constructed
training set (MultiPIT_Auto) for paraphrase generation. With improved data annotation quality and task-specific paraphrase definition, the
best pre-trained language model fine-tuned on our dataset achieves the state-of-the-art performance of 84.2 F1 for automatic paraphrase iden-
tification. Furthermore, our empirical results also demonstrate that the paraphrase generation models trained on MultiPIT_Auto generate more
diverse and high-quality paraphrases compared to their counterparts fine-tuned on other corpora such as Quora, MSCOCO, and ParaNMT.

A Survey of Computational Framing Analysis Approaches

Mohammad Ali and Naeemul Hassan 16:00-17:30 (Hall B)
Framing analysis is predominantly qualitative and quantitative, examining a small dataset with manual coding. Easy access to digital data
in the last two decades prompts scholars in both computation and social sciences to utilize various computational methods to explore frames
in large-scale datasets. The growing scholarship, however, lacks a comprehensive understanding and resources of computational framing
analysis methods. Aiming to address the gap, this article surveys existing computational framing analysis approaches and puts them together.
The research is expected to help scholars and journalists gain a deeper understanding of how frames are being explored computationally,
better equip them to analyze frames in large-scale datasets, and, finally, work on advancing methodological approaches.

CRIPP-VQA: Counterfactual Reasoning about Implicit Physical Properties via Video Question Answering

Maitreya Patel, Tejas Gokhale, Chitta Baral and Yezhou Yang 16:00-17:30 (Hall B)
Videos often capture objects, their visible properties, their motion, and the interactions between different objects. Objects also have physical
properties such as mass, which the imaging pipeline is unable to directly capture. However, these properties can be estimated by utilizing
cues from relative object motion and the dynamics introduced by collisions. In this paper, we introduce CRIPP-VQA, a new video question
answering dataset for reasoning about the implicit physical properties of objects in a scene. CRIPP-VQA contains videos of objects in motion,
annotated with questions that involve counterfactual reasoning about the effect of actions, questions about planning in order to reach a goal,
and descriptive questions about visible properties of objects. The CRIPP-VQA test set enables evaluation under several out-of-distribution
settings — videos with objects with masses, coefficients of friction, and initial velocities that are not observed in the training distribution. Our
experiments reveal a surprising and significant performance gap in terms of answering questions about implicit properties (the focus of this
paper) and explicit properties of objects (the focus of prior work).

GuoFeng: A Benchmark for Zero Pronoun Recovery and Translation

Mingzhou Xu, Longyue Wang, Derek F. Wong, Hongye Liu, Linfeng Song, Lidia S. Chao, Shuming Shi and Zhaopeng Tu16:00-17:30 (Hall B)
The phenomenon of zero pronoun (ZP) has attracted increasing interest in the machine translation (MT) community due to its importance
and difficulty. However, previous studies generally evaluate the quality of translating ZPs with BLEU scores on MT testsets, which is not
expressive or sensitive enough for accurate assessment. To bridge the data and evaluation gaps, we propose a benchmark testset for target
evaluation on Chinese-English ZP translation. The human-annotated testset covers five challenging genres, which reveal different character-
istics of ZPs for comprehensive evaluation. We systematically revisit eight advanced models on ZP translation and identify current challenges
for future exploration. We release data, code, models and annotation guidelines, which we hope can significantly promote research in this
field (https://github.com/longyuewangdcu/mZPRT).

Effective and Efficient Query-aware Snippet Extraction for Web Search

Jingwei Yi, Fangzhao Wu, Chuhan Wu, Xiaolong Huang, Binxing Jiao, Guangzhong Sun and Xing Xie 16:00-17:30 (Hall B)
Query-aware webpage snippet extraction is widely used in search engines to help users better understand the content of the returned webpages
before clicking. The extracted snippet is expected to summarize the webpage in the context of the input query. Existing snippet extraction
methods mainly rely on handcrafted features of overlapping words, which cannot capture deep semantic relationships between the query
and webpages. Another idea is to extract the sentences which are most relevant to queries as snippets with existing text matching methods.
However, these methods ignore the contextual information of webpages, which may be sub-optimal. In this paper, we propose an effective
query-aware webpage snippet extraction method named DeepQSE. In DeepQSE, the concatenation of title, query and each candidate sentence
serves as an input of query-aware sentence encoder, aiming to capture the fine-grained relevance between the query and sentences. Then, these
query-aware sentence representations are modeled jointly through a document-aware relevance encoder to capture contextual information of
the webpage. Since the query and each sentence are jointly modeled in DeepQSE, its online inference may be slow. Thus, we further pro-
pose an efficient version of DeepQSE, named Efficient-DeepQSE, which can significantly improve the inference speed of DeepQSE without
affecting its performance. The core idea of Efficient-DeepQSE is to decompose the query-aware snippet extraction task into two stages, i.e., a
coarse-grained candidate sentence selection stage where sentence representations can be cached, and a fine-grained relevance modeling stage.
Experiments on two datasets validate the effectiveness and efficiency of our methods.

Opinion Summarization by Weak-Supervision from Mix-structured Data

Yizhu Liu, Qi Jia and Kenny Zhu 16:00-17:30 (Hall B)
Opinion summarization of multiple reviews suffers from the lack of reference summaries for training. Most previous approaches construct
multiple reviews and their summary based on textual similarities between reviews, resulting in information mismatch between the review
input and the summary. In this paper, we convert each review into a mix of structured and unstructured data, which we call opinion-aspect
pairs (OAs) and implicit sentences (ISs). We propose a new method to synthesize training pairs of such mix-structured data as input and
the textual summary as output, and design a summarization model with OA encoder and IS encoder. Experiments show that our approach
outperforms previous methods on Yelp, Amazon and RottenTomatos datasets.

Improving Faithfulness by A ing Negative S ies from Fake Documents

Tianshu Wang, Faisal Ladhak, Esin Durmus and He He 16:00-17:30 (Hall B)
Current abstractive summarization systems tend to hallucinate content that is unfaithful to the source document, posing a risk of misinforma-
tion. To mitigate hallucination, we must teach the model to distinguish hallucinated summaries from faithful ones. However, the commonly
used maximum likelihood training does not disentangle factual errors from other model errors. To address this issue, we propose a back-
translation-style approach to augment negative samples that mimic factual errors made by the model. Specifically, we train an elaboration
model that generates hallucinated documents given the reference summaries, and then generates negative summaries from the fake documents.
‘We incorporate the negative samples into training through a controlled generator, which produces faithful/unfaithful summaries conditioned
on the control codes. Additionally, we find that adding textual entailment data through multitasking further boosts the performance. Ex-
periments on three datasets (XSum, Gigaword, and WikiHow) show that our method consistently improves faithfulness without sacrificing
informativeness according to both human and automatic evaluation

[DEMO] MIC: A Multi-task Interactive Curation Tool
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Shi Yu, Mingfeng Yang, Jerrod Parker and Stephen Brock 16:00-17:30 (Hall B)
This paper introduces MIC, a Multi-task Interactive Curation tool, a human-machine collaborative curation tool for multiple NLP tasks. The
tool aims to borrow recent advances in literature to solve pain-points in real NLP tasks. Firstly, it supports multiple projects with multiple
users which enables collaborative annotations. Secondly, MIC allows easy integration of pre-trained models, rules, and dictionaries to auto
label the text and speed up the labeling process. Thirdly, MIC supports annotation at different scales (span of characters and words, tokens
and lines, or document) and different types (free text, sentence labels, entity labels, and relationship triplets) with easy GUI operations.

[DEMO] POTATO: The Portable Text Annotation Tool

Jiaxin Pei, Aparna Kamakshi Ananthasubramaniam, Xingyao Wang, Naitian Zhou, Apostolos Dedeloudis, Jackson Sargent and David Jurgens
16:00-17:30 (Hall B)

‘We present POTATO, the Portable text annotation tool, a free, fully open-sourced annotation system that 1) supports labeling many types
of text and multimodal data; 2) offers easy-to-configure features to maximize the productivity of both deployers and annotators (convenient
templates for common ML/NLP tasks, active learning, keypress shortcuts, keyword highlights, tooltips); and 3) supports a high degree of cus-
tomization (editable UI, inserting pre-screening questions, attention and qualification tests). Experiments over two annotation tasks suggest
that POTATO improves labeling speed through its specially-designed productivity features, especially for long documents and complex tasks.
POTATO is available at https://github.com/davidjurgens/potato and will continue to be updated.

Virtual Portal 6
16:00-17:30 (Collaboratorium)

Kernel-Whitening: Overcome Dataset Bias with Isotropic Sentence Embedding

SongYang Gao, Shihan Dou, Qi Zhang and Xuanjing Huang 16:00-17:30 (Collaboratorium)
Dataset bias has attracted increasing attention recently for its detrimental effect on the generalization ability of fine-tuned models. The current
mainstream solution is designing an additional shallow model to pre-identify biased instances. However, such two-stage methods scale up the
computational complexity of training process and obstruct valid feature information while mitigating bias. To address this issue, we utilize
the representation normalization method which aims at disentangling the correlations between features of encoded sentences. We find it also
promising in eliminating the bias problem by providing isotropic data distribution. We further propose Kernel-Whitening, a Nystrom kernel
approximation method to achieve more thorough debiasing on nonlinear spurious correlations. Our framework is end-to-end with similar time
consumption to fine-tuning. Experiments show that Kernel-Whitening significantly improves the performance of BERT on out-of-distribution
datasets while maintaining in-distribution accuracy.

Neural-Symbolic Inference for Robust Autoregressive Graph Parsing via Compositional Uncertainty Quantification

Zi Lin, Jeremiah Liu and Jingbo Shang 16:00-17:30 (Collaboratorium)
Pre-trained seq2seq models excel at graph semantic parsing with rich annotated data, but generalize worse to out-of-distribution (OOD) and
long-tail examples. In comparison, symbolic parsers under-perform on population-level metrics, but exhibit unique strength in OOD and
tail generalization. In this work, we study compositionality-aware approach to neural-symbolic inference informed by model confidence,
performing fine-grained neural-symbolic reasoning at subgraph level (i.e., nodes and edges) and precisely targeting subgraph components
with high uncertainty in the neural parser. As a result, the method combines the distinct strength of the neural and symbolic approaches in
capturing different aspects of the graph prediction, leading to well-rounded generalization performance both across domains and in the tail.
‘We empirically investigate the approach in the English Resource Grammar (ERG) parsing problem on a diverse suite of standard in-domain
and seven OOD corpora. Our approach leads to 35.26% and 35.60% error reduction in aggregated SMATCH score over neural and symbolic
approaches respectively, and 14% absolute accuracy gain in key tail linguistic categories over the neural model, outperforming prior state-of-
art methods that do not account for compositionality or uncertainty.

Leveraging Affirmative Interpretations from Negation Improves Natural Language Understanding

Md Mosharaf Hossain and Eduardo Blanco 16:00-17:30 (Collaboratorium)
Negation poses a challenge in many natural language understanding tasks. Inspired by the fact that understanding a negated statement often
requires humans to infer affirmative interpretations, in this paper we show that doing so benefits models for three natural language under-
standing tasks. We present an automated procedure to collect pairs of sentences with negation and their affirmative interpretations, resulting
in over 150,000 pairs. Experimental results show that leveraging these pairs helps (a) TS generate affirmative interpretations from negations
in a previous benchmark, and (b) a RoBERTa-based classifier solve the task of natural language inference. We also leverage our pairs to build
a plug-and-play neural generator that given a negated statement generates an affirmative interpretation. Then, we incorporate the pretrained
generator into a RoOBERTa-based classifier for sentiment analysis and show that doing so improves the results. Crucially, our proposal does
not require any manual effort.

PromptBERT: Improving BERT Sentence Embeddings with Prompts

Ting Jiang, Jian Jiao, Shaohan Huang, Zihan Zhang, deqing wang, Fuzhen Zhuang, Furu Wei, Haizhen Huang, Denvy Deng and Qi Zhang
16:00-17:30 (Collaboratorium)

‘We propose PromptBERT, a novel contrastive learning method for learning better sentence representation. We firstly analysis the drawback
of current sentence embedding from original BERT and find that it is mainly due to the static token embedding bias and ineffective BERT
layers. Then we propose the first prompt-based sentence embeddings method and discuss two prompt representing methods and three prompt
searching methods to make BERT achieve better sentence embeddings .Moreover, we propose a novel unsupervised training objective by the
technology of template denoising, which substantially shortens the performance gap between the supervised and unsupervised settings. Ex-
tensive experiments show the effectiveness of our method. Compared to SimCSE, PromptBert achieves 2.29 and 2.58 points of improvement
based on BERT and RoBERTa in the unsupervised setting.

An Empirical Revisiting of Linguistic Knowledge Fusion in Language Understanding Tasks

Changlong Yu, Tianyi Xiao, Lingpeng Kong, Yangqiu Song and Wilfred Ng 16:00-17:30 (Collaboratorium)
Though linguistic knowledge emerges during large-scale language model pretraining, recent work attempt to explicitly incorporate human-
defined linguistic priors into task-specific fine-tuning. Infusing language models with syntactic or semantic knowledge from parsers has shown
improvements on many language understanding tasks. To further investigate the effectiveness of structural linguistic priors, we conduct em-
pirical study of replacing parsed graphs or trees with trivial ones (rarely carrying linguistic knowledge e.g., balanced tree) for tasks in the
GLUE benchmark. Encoding with trivial graphs achieves competitive or even better performance in fully-supervised and few-shot settings. It
reveals that the gains might not be significantly attributed to explicit linguistic priors but rather to more feature interactions brought by fusion
layers. Hence we call for attention to using trivial graphs as necessary baselines to design advanced knowledge fusion methods in the future.
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Cross-domain Generalization for AMR Parsing

Xuefeng Bai, Sen Yang, Leyang Cui, Linfeng Song and Yue Zhang 16:00-17:30 (Collaboratorium)
Abstract Meaning Representation (AMR) parsing aims to predict an AMR graph from textual input. Recently, there has been notable growth
in AMR parsing performance. However, most existing work focuses on improving the performance in the specific domain, ignoring the
potential domain dependence of AMR parsing systems. To address this, we extensively evaluate five representative AMR parsers on five
domains and analyze challenges to cross-domain AMR parsing. We observe that challenges to cross-domain AMR parsing mainly arise from
the distribution shift of words and AMR concepts. Based on our observation, we investigate two approaches to reduce the domain distribution
divergence of text and AMR features, respectively. Experimental results on two out-of-domain test sets show the superiority of our method.

Mutual Exclusivity Training and Primitive A ion to Induce Compositionality

Yichen Jiang, Xiang Zhou and Mohit Bansal 16:00-17:30 (Collaboratorium)
Recent datasets expose the lack of the systematic generalization ability in standard sequence-to-sequence models. In this work, we analyze
this behavior of seq2seq models and identify two contributing factors: a lack of mutual exclusivity bias (one target sequence can only be
mapped to one source sequence), and the tendency to memorize whole examples rather than separating structures from contents. We propose
two techniques to address these two issues respectively: Mutual Exclusivity Training that prevents the model from producing seen generations
when facing novel examples via an unlikelihood-based loss, and prim2primX data augmentation that automatically diversifies the arguments
of every syntactic function to prevent memorizing and provide a compositional inductive bias without exposing test-set data. Combining
these two techniques, we show substantial empirical improvements using standard sequence-to-sequence models (LSTMs and Transformers)
on two widely-used compositionality datasets: SCAN and COGS. Finally, we provide analysis characterizing the improvements as well as
the remaining challenges, and provide detailed ablations of our method.

Mitigating Inconsistencies in Multimodal Sentiment Analysis under Uncertain Missing Modalities

Jiandian Zeng, Jiantao Zhou and Tianyi Liu 16:00-17:30 (Collaboratorium)
For the missing modality problem in Multimodal Sentiment Analysis (MSA), the inconsistency phenomenon occurs when the sentiment
changes due to the absence of a modality. The absent modality that determines the overall semantic can be considered as a key missing
modality. However, previous works all ignored the inconsistency phenomenon, simply discarding missing modalities or solely generating
associated features from available modalities. The neglect of the key missing modality case may lead to incorrect semantic results. To tackle
the issue, we propose an Ensemble-based Missing Modality Reconstruction (EMMR) network to detect and recover semantic features of the
key missing modality. Specifically, we first learn joint representations with remaining modalities via a backbone encoder-decoder network.
Then, based on the recovered features, we check the semantic consistency to determine whether the absent modality is crucial to the overall
sentiment polarity. Once the inconsistency problem due to the key missing modality exists, we integrate several encoder-decoder approaches
for better decision making. Extensive experiments and analyses are conducted on CMU-MOSI and IEMOCAP datasets, validating the supe-
riority of the proposed method.

Pair-Based Joint Encoding with Relational Graph C lutional Networks for Emotion-Cause Pair Extraction

Junlong Liu, Xichen Shang and Qianli Ma 16:00-17:30 (Collaboratorium)
Emotion-cause pair extraction (ECPE) aims to extract emotion clauses and corresponding cause clauses, which have recently received growing
attention. Previous methods sequentially encode features with a specified order. They first encode the emotion and cause features for clause
extraction and then combine them for pair extraction. This lead to an imbalance in inter-task feature interaction where features extracted later
have no direct contact with the former. To address this issue, we propose a novel **P**air-**B**ased **J**oint **E**ncoding (**PBJE**)
network, which generates pairs and clauses features simultaneously in a joint feature encoding manner to model the causal relationship in
clauses. PBJE can balance the information flow among emotion clauses, cause clauses and pairs. From a multi-relational perspective, we con-
struct a heterogeneous undirected graph and apply the Relational Graph Convolutional Network (RGCN) to capture the multiplex relationship
between clauses and the relationship between pairs and clauses. Experimental results show that PBJE achieves state-of-the-art performance
on the Chinese benchmark corpus.

UniMSE: Towards Unified Multimodal Sentiment Analysis and Emotion Recognition

Guimin Hu, Ting-En Lin, Yi Zhao, Guangming Lu, Yuchuan Wu and Yongbin Li 16:00-17:30 (Collaboratorium)
Multimodal sentiment analysis (MSA) and emotion recognition in conversation (ERC) are key research topics for computers to understand
human behaviors. From a psychological perspective, emotions are the expression of affect or feelings during a short period, while sentiments
are formed and held for a longer period. However, most existing works study sentiment and emotion separately and do not fully exploit the
complementary knowledge behind the two. In this paper, we propose a multimodal sentiment knowledge-sharing framework (UniMSE) that
unifies MSA and ERC tasks from features, labels, and models. We perform modality fusion at the syntactic and semantic levels and introduce
contrastive learning between modalities and samples to better capture the difference and consistency between sentiments and emotions. Ex-
periments on four public benchmark datasets, MOSI, MOSEI, MELD, and IEMOCAP, demonstrate the effectiveness of the proposed method
and achieve consistent improvements compared with state-of-the-art methods.

Argument Mining for Review Helpfulness Prediction

Zaiqgian Chen, Daniel Verdi do Amarante, Jenna Donaldson, Yohan Jo and Joonsuk Park 16:00-17:30 (Collaboratorium)
The importance of reliably determining the helpfulness of product reviews is rising as both helpful and unhelpful reviews continue to accu-
mulate on e-commerce websites. And argumentational features—such as the structure of arguments and the types of underlying elementary
units—have shown to be promising indicators of product review helpfulness. However, their adoption has been limited due to the lack of
sufficient resources and large-scale experiments investigating their utility. To this end, we present the AMazon Argument Mining (AM?)
corpus—a corpus of 878 Amazon reviews on headphones annotated according to a theoretical argumentation model designed to evaluate
argument quality. Experiments show that employing argumentational features leads to statistically significant improvements over the state-of-
the-art review helpfulness predictors under both text-only and text-and-image settings.

Prompt-based Distribution Alignment for Domain Generalization in Text Classification

Chen Jia and Yue Zhang 16:00-17:30 (Collaboratorium)
Prompt-based learning (a.k.a. prompting) achieves high performance by bridging the gap between the objectives of language modeling and
downstream tasks. Domain generalization ability can be improved by prompting since classification across different domains can be unified
into the prediction of the same set of label words. The remaining challenge for domain generalization by prompting comes from discrepancies
between the data distribution of different domains. To improve domain generalization with prompting, we learn distributional invariance
across source domains via two alignment regularization loss functions. The first is vocabulary distribution alignment, which uses a Kullback-
Leibler divergence regularization on source-domain vocabulary distributions. The second is feature distribution alignment, which uses a novel
adversarial training strategy to learn domain invariant representation across source domains. Experiments on sentiment analysis and natural
language inference show the effectiveness of our method and achieve state-of-the-art results on six datasets.
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A Generative Model for End-to-End Argument Mining with Reconstructed Positional Encoding and Constrained Pointer Mecha-
nism

Jianzhu Bao, Yuhang He, Yang Sun, Bin Liang, Jiachen Du, Bing Qin, Min Yang and Ruifeng Xu 16:00-17:30 (Collaboratorium)
Argument mining (AM) is a challenging task as it requires recognizing the complex argumentation structures involving multiple subtasks.
To handle all subtasks of AM in an end-to-end fashion, previous works generally transform AM into a dependency parsing task. However,
such methods largely require complex pre- and post-processing to realize the task transformation. In this paper, we investigate the end-to-end
AM task from a novel perspective by proposing a generative framework, in which the expected outputs of AM are framed as a simple target
sequence. Then, we employ a pre-trained sequence-to-sequence language model with a constrained pointer mechanism (CPM) to model the
clues for all the subtasks of AM in the light of the target sequence. Furthermore, we devise a reconstructed positional encoding (RPE) to al-
leviate the order biases induced by the autoregressive generation paradigm. Experimental results show that our proposed framework achieves
new state-of-the-art performance on two AM benchmarks.

Semantic Simplification for Sentiment Classification

Xiaotong Jiang, Zhongqing Wang and Guodong Zhou 16:00-17:30 (Collaboratorium)
Recent work on document-level sentiment classification has shown that the sentiment in the original text is often hard to capture, since the
sentiment is usually either expressed implicitly or shifted due to the occurrences of negation and rhetorical words. To this end, we enhance
the original text with a sentiment-driven simplified clause to intensify its sentiment. The simplified clause shares the same opinion with the
original text but expresses the opinion much more simply. Meanwhile, we employ Abstract Meaning Representation (AMR) for generating
simplified clauses, since AMR explicitly provides core semantic knowledge, and potentially offers core concepts and explicit structures of
original texts. Empirical studies show the effectiveness of our proposed model over several strong baselines. The results also indicate the
importance of simplified clauses for sentiment classification.

[CL] Dimensional Modeling of Emotions in Text with Appraisal Theories: Corpus Creation, Annotation Reliability, and Predic-
tion

Enrica Troiano, Laura Oberlaender and Roman Klinger 16:00-17:30 (Co]laboratorium)
The most prominent tasks in emotion analysis are to assign emotions to texts and to understand how emotions manifest in language. An
observation for NLP is that emotions can be communicated implicitly by referring to events, appealing to an empathetic, intersubjective un-
derstanding of events, even without explicitly mentioning an emotion name. In psychology, the class of emotion theories known as appraisal
theories aims at explaining the link between events and emotions. Appraisals can be formalized as variables that measure a cognitive evalu-
ation by people living through an event that they consider relevant. They include the assessment if an event is novel, if the person considers
themselves to be responsible, if it is in line with the own goals, and many others. Such appraisals explain which emotions are developed based
on an event, e.g., that a novel situation can induce surprise or one with uncertain consequences could evoke fear. We analyze the suitability of
appraisal theories for emotion analysis in text with the goal of understanding if appraisal concepts can reliably be reconstructed by annotators,
if they can be predicted by text classifiers, and if appraisal concepts help to identify emotion categories. To achieve that, we compile a corpus
by asking people to textually describe events that triggered particular emotions and to disclose their appraisals. Then, we ask readers to
reconstruct emotions and appraisals from the text. This setup allows us to measure if emotions and appraisals can be recovered purely from
text and provides a human baseline. Our comparison of text classification methods to human annotators shows that both can reliably detect
emotions and appraisals with similar performance. Therefore, appraisals constitute an alternative computational emotion analysis paradigm
and further improve the categorization of emotions in text with joint models.

LiteVL: Efficient Video-Language Learning with Enhanced Spatial- Temporal Modeling

Dongsheng Chen, Chaofan Tao, Lu Hou, Lifeng Shang, Xin Jiang and Qun Liu 16:00-17:30 (Collaboratorium)
Recent large-scale video-language pre-trained models have shown appealing performance on various downstream tasks. However, the pre-
training process is computationally expensive due to the requirement of millions of video-text pairs and the redundant data structure of each
video. To mitigate these problems, we propose LiteVL, which adapts a pre-trained image-language model BLIP into a video-text model di-
rectly on downstream tasks, without heavy pre-training. To enhance the temporal modeling lacking in the image-language model, we propose
to add temporal attention modules in the image encoder of BLIP with dynamic temporal scaling. Besides the model-wise adaptation, we also
propose a non-parametric pooling mechanism to adaptively reweight the fine-grained video embedding conditioned on the text. Experimental
results on text-video retrieval and video question answering show that the proposed LiteVL even outperforms previous video-language pre-
trained models by a clear margin, though without any video-language pre-training.

ALFRED-L: Investigating the Role of Language for Action Learning in Interactive Visual Environments

Arjun Akula, Spandana Gella, Aishwarya Padmakumar, Mahdi Namazifar, Mohit Bansal, Jesse Thomason and Dilek Hakkani-Tur ~ 16:00-
17:30 (Collaboratorium)

Embodied Vision and Language Task Completion requires an embodied agent to interpret natural language instructions and egocentric visual
observations to navigate through and interact with environments. In this work, we examine ALFRED, a challenging benchmark for embodied
task completion, with the goal of gaining insight into how effectively models utilize language. We find evidence that sequence-t
and transformer-based models trained on this benchmark are not sufficiently sensitive to changes in input language instructions.
construct a new test split — ALFRED-L to test whether ALFRED models can generalize to task structures not seen during training that intu-
itively require the same types of language understanding required in ALFRED. Evaluation of existing models on ALFRED-L suggests that (a)
models are overly reliant on the sequence in which objects are visited in typical ALFRED trajectories and fail to adapt to modifications of this
sequence and (b) models trained with additional augmented trajectories are able to adapt relatively better to such changes in input language
instructions.

Directions for NLP Practices Applied to Online Hate Speech Detection

Paula Fortuna, Monica Dominguez, Leo Wanner and Zeerak Talat 16:00-17:30 (Collaboratorium)
Addressing hate speech in online spaces has been conceptualized as a classification task that uses Natural Language Processing (NLP) tech-
niques. Through this conceptualization, the hate speech detection task has relied on common conventions and practices from NLP. For
instance, inter-annotator agreement is conceptualized as a way to measure dataset quality and certain metrics and benchmarks are used to
ure model generalization. However, hate speech is a deeply complex and situated concept that eludes such static and disembodied prac-
tices. In this position paper, we critically reflect on these methodologies for hate speech detection, we argue that many conventions in NLP
are poorly suited for the problem and encourage researchers to develop methods that are more appropriate for the task.

[DEMO] An Explainable Toolbox for Evaluating Pre-trained Vision-Language Models

Tiancheng Zhao, Tianqgi Zhang, Mingwei Zhu, Haozhan Shen, Kyusong Lee, Xiaopeng Lu and Jianwei Yin ~ 16:00-17:30 (Collaboratorium)
‘We introduce VL-CheckList, a toolbox for evaluating Vision-Language Pretraining (VLP) models, including the preliminary datasets that
deepen the image-texting ability of a VLP model. Most existing VLP works evaluated their systems by comparing the fine-tuned downstream
task performance. However, only average downstream task accuracy provides little information about the pros and cons of each VLP method.
In this paper, we demonstrate how minor input changes in language and vision will affect the prediction outputs. Then, we describe the
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detailed user guidelines to utilize and contribute to the community. We show new findings on one of the representative VLP models to provide
an example analysis. The data/code is available at https://github.com/om-ai-lab/VL-CheckList

Poster Sessions 5 & 6
16:00-17:30 (Atrium)

Structural Constraints and Natural Language Inference for End-to-End Flowchart Grounded Dialog Response Generation

Dinesh Raghu, Suraj Joshi, Sachindra Joshi and Mausam - 16:00-17:30 (Atrium)
Flowchart grounded dialog systems converse with users by following a given flowchart and a corpus of FAQs. The existing state-of-the-art
approach (Raghu et al, 2021) for learning such a dialog system, named FLONET, has two main limitations. (1) It uses a Retrieval Augmented
Generation (RAG) framework which represents a flowchart as a bag of nodes. By doing so, it loses the connectivity structure between nodes
that can aid in better response generation. (2) Typically dialogs progress with the agent asking polar (Y/N) questions, but users often respond
indirectly without the explicit use of polar words. In such cases, it fails to understand the correct polarity of the answer. To overcome these
ues, we propose Structure-Aware FLONET (SA-FLONET) which infuses structural constraints derived from the connectivity structure of
flowcharts into the RAG framework. It uses natural language inference to better predict the polarity of indirect Y/N answers. We find that
SA-FLONET outperforms FLONET, with a success rate improvement of 68% and 123% in flowchart grounded response generation and
zero-shot flowchart grounded response generation tasks respectively.

Should We Ban English NLP for a Year?

Anders Spgaard 16:00-17:30 (Atrium)
Around two thirds of NLP research at top venues is devoted exclusively to developing technology for speakers of English, most speech data
comes from young urban speakers, and most texts used to train language models come from male writers. These biases feed into consumer
technologies to widen existing inequality gaps, not only within, but also across, societies. Many have argued that it is almost impossible to
mitigate inequality amplification. I argue that, on the contrary, it is quite simple to do so, and that counter-measures would have little-to-no
negative impact, except for, perhaps, in the very short term.

That’s the Wrong Lung! Evaluating and Improving the Interpretability of Unsupervised Multimodal Encoders for Medical Data
Jered McInerney, Geoffrey Young, Jan-Willem van de Meent and Byron Wallace 16:00-17:30 (Atrium)
Pretraining multimodal models on Electronic Health Records (EHRs) provides a means of learning representations that can transfer to down-
stream tasks with minimal supervision. Recent multimodal models induce soft local alignments between image regions and sentences. This is
of particular interest in the medical domain, where alignments might highlight regions in an image relevant to specific phenomena described
in free-text. While past work has suggested that attention "heatmaps” can be interpreted in this manner, there has been little evaluation of such
alignments. We compare alignments from a state-of-the-art multimodal (image and text) model for EHR with human annotations that link
image regions to sentences. Our main finding is that the text has an often weak or unintuitive influence on attention; alignments do not consis-
tently reflect basic anatomical information. Moreover, synthetic modifications — such as substituting "left” for "right” — do not substantially
influence highlights. Simple techniques such as allowing the model to opt out of attending to the image and few-shot finetuning show promise
in terms of their ability to improve alignments with very little or no supervision. We make our code and checkpoints open-source.

Adpversarial Concept Erasure in Kernel Space

Shauli Ravfogel, Francisco Vargas, Yoav Goldberg and Ryan Cotterell 16:00-17:30 (Atrium)
The representation space of neural models for textual data emerges in an unsupervised manner during training. Understanding how human-
interpretable concepts, such as gender, are encoded in these representations would improve the ability of users to control the content of these
representations and analyze the working of the models that rely on them. One prominent approach to the control problem is the identification
and removal of linear concept subspaces — subspaces in the representation space that correspond to a given concept. While those are tractable
and interpretable, neural network do not necessarily represent concepts in linear subspaces.

‘We propose a kernelization of the recently-proposed linear concept-removal objective, and show that it is effective in guarding against the
ability of certain nonlinear adversaries to recover the concept. Interestingly, our findings suggest that the division between linear and nonlinear
models is overly simplistic: when considering the concept of binary gender and its neutralization, we do not find a single kernel space that
exclusively contains all the concept-related information. It is therefore challenging to protect against all nonlinear adversaries at once.

One size does not fit all: Investigating strategies for differentially-private learning across NLP tasks

Manuel Senge, Timour Igamberdiev and Ivan Habernal 16:00-17:30 (Atrium)
Preserving privacy in contemporary NLP models allows us to work with sensitive data, but unfortunately comes at a price. We know that
stricter privacy guarantees in differentially-private stochastic gradient descent (DP-SGD) generally degrade model performance. However,
previous research on the efficiency of DP-SGD in NLP is inconclusive or even counter-intuitive. In this short paper, we provide an extensive
analysis of different privacy preserving strategies on seven downstream datasets in five different ‘typical’ NLP tasks with varying complexity
using modern neural models based on BERT and XtremeDistil architectures. We show that unlike standard non-private approaches to solving
NLP tasks, where bigger is usually better, privacy-preserving strategies do not exhibit a winning pattern, and each task and privacy regime
requires a special treatment to achieve adequate performance.

Towards Teachable R Sy : Using a Dynamic Memory of User Feedback for Continual System Impr

Bhavana Dalvi Mishra, O)WmI Tajjard and Peter Clark 16:00-17:30 (Atrium)
Our goal is a teachable reasoning system for quesnon answering (QA), where a user can interact with faithful answer explanations, and
correct its errors so that the system improves over time. Our approach is to augment a QA model with a dynamic memory of user feedback,
containing user-supplied corrections to erroneous model beliefs that users identify during interaction. Retrievals from memory are used as ad-
ditional context for QA, to help avoid previous mistakes in similar new situations - a novel application of memory-based continuous learning.
With simulated feedback, we find that our system (called TeachMe) continually improves with time, and without model retraining, requiring
feedback on only 25% of training examples to reach within 1% of the upper-bound (feedback on all examples). Similarly, in experiments
with real users, we observe a similar trend, with performance improving by over 15% on a hidden test set after teaching. This suggests
new opportunities for using frozen language models in an interactive setting where users can inspect, debug, and correct the model’s beliefs,
leading to improved system’s performance over time.

Mixed-effects transformers for hierarchical adaptation
Julia White, Noah Goodman and Robert Hawkins 16:00-17:30 (Atrium)
Language differs dramatically from context to context. To some degree, large language models like GPT-3 account for such variation by
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conditioning on strings of initial input text, or prompts. However, prompting can be ineffective when contexts are sparse, out-of-sample,
or extra-textual. In this paper, we introduce the mixed-effects transformer (MET), a novel approach for learning hierarchically-structured
prefixes— lightweight modules prepended to an input sequence— to account for structured variation in language use. Specifically, we show
how the popular class of mixed-effects regression models may be extended to transformer-based architectures using a regularized prefix-tuning
procedure with dropout. We evaluate this approach on several domain-adaptation benchmarks, finding that it learns contextual variation from
minimal data while generalizing well to unseen contexts.

Adapting a Language Model While Preserving its General Knowledge

Zixuan Ke, Yijia Shao, Haowei Lin, Hu Xu, Lei Shu and Bing Liu 16:00-17:30 (Atrium)
Domain-adaptive pre-training (or DA-training for short), also known as post-training, aims to train a pre-trained general-purpose language
model (LM) using an unlabeled corpus of a particular domain to adapt the LM so that end-tasks in the domain can give improved perfor-
mances. However, existing DA-training methods are in some sense blind as they do not explicitly identify what knowledge in the LM should
be preserved and what should be changed by the domain corpus. This paper shows that the existing methods are suboptimal and proposes
a novel method to perform a more informed adaptation of the knowledge in the LM by (1) soft-masking the attention heads based on their
importance to best preserve the general knowledge in the LM and (2) contrasting the representations of the general and the full (both general
and domain knowledge) to learn an integrated representation with both general and domain-specific knowledge. Experimental results will
demonstrate the effectiveness of the proposed approach.

Towards Opening the Black Box of Neural Machine Translation: Source and Target Interpretations of the Transformer

Javier Ferrando, Gerard I. Gdllego, Belen Alastruey, Carlos Escolano and Marta R. Costa-jussa 16:00-17:30 (Atrium)
In Neural Machine Translation (NMT), each token prediction is conditioned on the source sentence and the target prefix (what has been
previously translated at a decoding step). However, previous work on interpretability in NMT has mainly focused solely on source sentence
tokens’ attributions. Therefore, we lack a full understanding of the influences of every input token (source sentence and target prefix) in the
model predictions. In this work, we propose an interpretability method that tracks input tokens’ attributions for both contexts. Our method,
which can be extended to any encoder-decoder Transformer-based model, allows us to better comprehend the inner workings of current NMT
models. We apply the proposed method to both bilingual and multilingual Transformers and present insights into their behaviour.

Polyglot Prompt: Multilingual Multitask Prompt Training

Jinlan Fu, See-Kiong Ng and Pengfei Liu 16:00-17:30 (Atrium)
This paper aims for a potential architectural improvement for multilingual learning and asks: Can different tasks from different languages be
modeled in a monolithic framework, i.e. without any task/language-specific module? The benefit of achieving this could open new doors for
future multilingual research, including allowing systems trained on low resources to be further assisted by other languages as well as other
tasks. We approach this goal by developing a learning framework named Polyglot Prompting to exploit prompting methods for learning a
unified semantic space for different languages and tasks with multilingual prompt engineering. We performed a comprehensive evaluation
of 6 tasks, namely topic classification, sentiment classification, named entity recognition, question answering, natural language inference,
and summarization, covering 24 datasets and 49 languages. The experimental results demonstrated the efficacy of multilingual multitask
prompt-based learning and led to inspiring observations. We also present an interpretable multilingual evaluation methodology and show how
the proposed framework, multilingual multitask prompt training, works. We release all datasets prompted in the best setting and code.

Context-Situated Pun Generation

Jiao Sun, Anjali Narayan-Chen, Shereen Oraby, Shuyang Gao, Tagyoung Chung, Jing Huang, Yang Liu and Nanyun Peng 16:00-17:30
(Atrium)

Previous work on pun generation commonly begins with a given pun word (a pair of homophones for heterographic pun generation and a
polyseme for homographlc pun generation) and seeks to generate an appropriate pun. While this may enable efficient pun generation, we
believe that a pun is most entertaining if it fits appmpnately within a given context, e.g., a given situation or dialogue. In this work, we
propose a new task, context-situated pun generation, where a specific context represented by a set of keywords is provided, and the task is to
first identify suitable pun words that are appropriate for the context, then generate puns based on the context keywords and the identified pun
words. We collect a new dataset, CUP (Context-sitUated Pun), containing 4.5k tuples of context words and pun pairs. Based on the new data
and setup, we propose a pipeline system for context-situated pun generation, including a pun word retrieval module that identifies suitable pun
words for a given context, and a pun generation module that generates puns from context keywords and pun words. Human evaluation shows
that 69% of our top retrieved pun words can be used to generate context-situated puns, and our generation module yields successful puns 31%
of the time given a plausible tuple of context words and pun pair, almost tripling the yield of a state-of-the-art pun generation model. With an
end-to-end evaluation, our pipeline system with the top-1 retrieved pun pair for a given context can generate successful puns 40% of the time,
better than all other modeling variations but 32% lower than the human success rate. This highlights the difficulty of the task, and encourages
more research in this direction.

Twist Decoding: Diverse Generators Guide Each Other

Jungo Kasai, Keisuke Sakaguchi, Ronan Le Bras, Hao Peng, Ximing Lu, Dragomir Radev, Yejin Choi and Noah A. Smith 16:00-17:30
(Atrium)

Many language generation models are now available for a wide range of generation tasks, including machine translation and summarization.
Combining such diverse models may lead to further progress, but ensembling generation models is challenging during inference: conventional
ensembling methods (e.g., shallow fusion) require that the models share vocabulary/tokenization schemes. We introduce Twist decoding, a
simple and general text generation algorithm that benefits from diverse models at inference time. Our method does not assume the vocab-
ulary, tokenization or even generation order is shared. Our extensive evaluations on machine translation and scientific paper summarization
demonstrate that Twist decoding substantially outperforms each model decoded in isolation over various scenarios, including cases where
domain-specific and general-purpose models are both available. Twist decoding also consistently outperforms the popular reranking heuristic
where output candidates from one model are rescored by another. We hope that our work will encourage researchers and practitioners to ex-
amine generation models collectively, not just independently, and to seek out models with complementary strengths to the currently available
models.

T-STAR: Truthful Style Transfer using AMR Graph as Intermediate Representation

Anubhav Jangra, Preksha Nema and Aravindan Raghuveer 16:00-17:30 (Atrium)
Unavailability of parallel corpora for training text style transfer (TST) models is a very challenging yet common scenario. Also, TST models
implicitly need to preserve the content while transforming a source sentence into the target style. To tackle these problems, an intermediate
representation is often constructed that is devoid of style while still preserving the meaning of the source sentence. In this work, we study
the usefulness of Abstract Meaning Representation (AMR) graph as the intermediate style agnostic representation. We posit that semantic
notations like AMR are a natural choice for an intermediate representation. Hence, we propose T-STAR: a model comprising of two com-
ponents, text-to-AMR encoder and a AMR-to-text decoder. We propose several modeling improvements to enhance the style agnosticity of
the generated AMR. To the best of our knowledge, T-STAR is the first work that uses AMR as an intermediate representation for TST. With
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thorough experimental evaluation we show T-STAR significantly outperforms state of the art techniques by achieving on an average 15.2%
higher content preservation with negligible loss ( 3%) in style accuracy. Through detailed human evaluation with 90,000 ratings, we also
show that T-STAR has upto 50% lesser hallucinations compared to state of the art TST models.

LILA: A Unified Benck k for Matl ical R
Swaroop Mishra, Matthew Finlayson, Pan Lu, Leonard Tang, Sean Welleck, Chitta Baral, Tanmay Rajpurohit, Oyvind Tafjord, Ashish Sab-
harwal, Peter Clark and Ashwin Kalyan 16:00-17:30 (Atrium)

Mathematical reasoning skills are essential for general-purpose intelligent systems to perform tasks from grocery shopping to climate model-
ing. Towards evaluating and improving Al systems in this domain, we propose LILA, a unified mathematical reasoning benchmark consisting
of 23 diverse tasks along four dimensions: (i) mathematical abilities e.g., arithmetic, calculus (ii) language format e.g., question-answering,
fill-in-the-blanks (iii) language diversity e.g., no language, simple language (iv) external knowledge e.g., commonsense, physics. We con-
struct our benchmark by extending 20 datasets benchmark by collecting task instructions and solutions in the form of Python programs,
thereby obtaining explainable solutions in addition to the correct answer. We additionally introduce two evaluation datasets to measure out-
of-distribution performance and robustness to language perturbation. Finally, we introduce BHASKARA, a general-purpose mathematical
reasoning model trained on LILA. Importantly, we find that multi-tasking leads to significant improvements (average relative improvement
of 21.83% F1 score vs. single-task models), while the best performing model only obtains 60.40%, indicating the room for improvement in
general mathematical reasoning and understanding.

Character-centric Story Visualization via Visual Planning and Token Ali

Hong Chen, Rujun Han, Te-Lin Wu, Hideki Nakayama and Nanyun Peng 16:00-17:30 (Atrium)
Story visualization advances the traditional text-to-image generation by enabling multiple image generation based on a complete story. This
task requires machines to 1) understand long text inputs, and 2) produce a globally consistent image sequence that illustrates the contents
of the story. A key challenge of consistent story visualization is to preserve characters that are essential in stories. To tackle the challenge,
we propose to adapt a recent work that augments VQ-VAE with a text-to-visual-token (transformer) architecture. Specifically, we modify
the text-to-visual-token module with a two-stage framework: 1) character token planning model that predicts the visual tokens for characters
only; 2) visual token completion model that generates the remaining visual token sequence, which is sent to VQ-VAE for finalizing image
generations. To encourage characters to appear in the images, we further train the two-stage framework with a character-token alignment
objective. Extensive experiments and evaluations demonstrate that the proposed method excels at preserving characters and can produce
higher quality image sequences compared with the strong baselines.

Algorithms for Acyclic Weighted Finite-State Automata with Failure Arcs

Anej Svete, Benjamin Dayan, Ryan Cotterell, Tim Vieira and Jason Eisner 16:00-17:30 (Atrium)
‘Weighted finite-state automata (WSFAs) are commonly used in NLP. Failure transitions are a useful extension for compactly representing
backoffs or interpolation in n-gram models and CRFs, which are special cases of WFSAs. Unfortunately, applying standard algorithms for
computing the pathsum requires expand- ing these compact failure transitions. As a result, naive computation of the pathsum in acyclic
WESAs with failure transitions runs in O(\Q|2|Z|) (O(|Q]|X]) for deterministic WF- SAs) while the equivalent algorithm in normal
WESASs runs in O(IEl), where E represents the set of transitions, Q the set of states, and 3 the alphabet. In this work, we present more efficient
algorithms for computing the pathsum in sparse acyclic WFSAs, i.e., WESAs with av- erage out symbol fraction s < 1. In those, backward
runs in O(s|Q||X]). We propose an algorithm for semiring-weighted automata which runs in O(|E| + s|Z||Q||T'maz|log|X]),
where ITmax| is the size of the largest con- nected component of failure transitions. Ad- ditionally, we propose faster algorithms for two
specific cases. For ring-weighted WF- SAs we propose an algorithm with complex- ity O (| E| + s|2||Q||mmax|), where |[rmaz| de-
notes the longest path length of failure transi- tions stemming from q and 3(q) the set of sym- bols on the outgoing transitions from q. For
semiring-weighted WESAs whose failure tran- sition topology satisfies a condition exemplified by CRFs, we propose an algorithm with com-
plexity O(| E| + s/3]|Q|log|S)).

The ""Problem” of Human Label Variation: On Ground Truth in Data, Modeling and Evaluation

Barbara Plank 16:00-17:30 (Atrium)
Human variation in labeling is often considered noise. Annotation projects for machine learning (ML) aim at minimizing human label varia-
tion, with the assumption to maximize data quality and in turn optimize and maximize machine learning metrics. However, this conventional
practice assumes that there exists a *ground truth*, and neglects that there exists genuine human variation in labeling due to disagreement,
subjectivity in annotation or multiple plausible answers. In this position paper, we argue that this big open problem of human label vari-
ation persists and critically needs more attention to move our field forward. This is because human label variation impacts all stages of
the ML pipeline: *data, modeling and evaluation®*. However, few works consider all of these dimensions jointly; and existing research is
fragmented. We reconcile different previously proposed notions of human label variation, provide a repository of publicly-available datasets
with un-aggregated labels, depict approaches proposed so far, identify gaps and suggest ways forward. As datasets are becoming increasingly
available, we hope that this synthesized view on the “problem” will lead to an open discussion on possible strategies to devise fundamentally
new directions.
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CDConv: A Benchmark for Contradiction Detection in Chinese Conversations

Chujie Zheng, Jinfeng Zhou, Yinhe Zheng, Libiao Peng, Zhen Guo, Wenquan Wu, Zheng-Yu Niu, Hua Wu and Minlie Huang 09:00-09:15
(Hall A, Room A)

Dialogue contradiction is a critical issue in open-domain dialogue systems. The contextualization nature of conversations makes dialogue con-
tradiction detection rather challenging. In this work, we propose a benchmark for Contradiction Detection in Chinese Conversations, namely
CDConv. It contains 12K multi-turn conversations annotated with three typical contradiction categories: Intra-sentence Contradiction, Role
Confusion, and History Contradiction. To efficiently construct the CDConv conversations, we devise a series of methods for automatic con-
versation generation, which simulate common user behaviors that trigger chatbots to make contradictions. We conduct careful manual quality
screening of the constructed conversations and show that state-of-the-art Chinese chatbots can be easily goaded into making contradictions.
Experiments on CDConv show that properly modeling contextual information is critical for dialogue contradiction detection, but there are
still unresolved challenges that require future research.

Co-guiding Net: Achieving Mutual Guidances between Multiple Intent Detection and Slot Filling via Heterogeneous Semantics-Label
Graphs

Bowen Xing and Ivor Tsang 09:15-09:30 (Hall A, Room A)
Recent graph-based models for joint multiple intent detection and slot filling have obtained promising results through modeling the guidance
from the prediction of intents to the decoding of slot filling. However, existing methods (1) only model the unidirectional guidance from
intent to slot; (2) adopt homogeneous graphs to model the interactions between the slot semantics nodes and intent label nodes, which limit
the performance. In this paper, we propose a novel model termed Co-guiding Net, which implements a two-stage framework achieving the
mutual guidances between the two tasks. In the first stage, the initial estimated labels of both tasks are produced and then they are leveraged
in the second stage to model the mutual guidances. Specifically, we propose two hete graph networks working on the
proposed two heterogeneous semantics-label graphs, which effectively represent the relations among the semantics nodes and label nodes.
Experiment results show that our model outperforms existing models by a large margin, obtaining a relative improvement of 19.3

Estimating Soft Labels for Out-of-Domain Intent Detection

Hao Lang, Yinhe Zheng, Jian Sun, Fei Huang, Luo Si and Yongbin Li 09:30-09:45 (Hall A, Room A)
Out-of-Domain (OOD) intent detection is important for practical dialog systems. To alleviate the issue of lacking OOD training samples,
some works propose synthesizing pseudo OOD samples and directly assigning one-hot OOD labels to these pseudo samples. However, these
one-hot labels introduce noises to the training process because some “hard” pseudo OOD samples may coincide with In-Domain (IND)
intents. In this paper, we propose an adaptive soft pseudo labeling (ASoul) method that can estimate soft labels for pseudo OOD samples
when training OOD detectors. Semantic connections between pseudo OOD samples and IND intents are captured using an embedding graph.
A co-training framework is further introduced to produce resulting soft labels following the smoothness assumpnon 1.e., close samples are
likely to have similar labels. Extensive experiments on three benchmark datasets show that ASoul consistently improves the OOD detection
performance and outperforms various competitive baselines.

InstructDial: Improving Zero and Few-shot Generalization in Dialogue through Instruction Tuning

Prakhar Gupta, Cathy Jiao, Yi-Ting Yeh, Shikib Mehri, Maxine Eskenazi and Jeffrey Bigham 09:45-10:00 (Hall A, Room A)
Instruction tuning is an emergent paradigm in NLP wherein natural language instructions are leveraged with language models to induce zero-
shot performance on unseen tasks. Dialogue is an especially interesting area in which to explore instruction tuning because dialogue systems
perform multiple kinds of tasks related to language (e.g., natural language understanding and generation, domain-specific interaction), yet
instruction tuning has not been systematically explored for dialogue-related tasks. We introduce InstructDial, an instruction tuning framework
for dialogue, which consists of a repository of 48 diverse dialogue tasks in a unified text-to-text format created from 59 openly available
dialogue datasets. We explore cross-task generalization ability on models tuned on InstructDial across diverse dialogue tasks. Our analysis
reveals that InstructDial enables good zero-shot performance on unseen datasets and tasks such as dialogue evaluation and intent detection,
and even better performance in a few-shot setting. To ensure that models adhere to instructions, we introduce novel meta-tasks. We establish
benchmark zero-shot and few-shot performance of models trained using the proposed framework on multiple dialogue tasks.

Aligning Recommendation and Conversation via Dual Imitation

Jinfeng Zhou, Bo Wang, Minlie Huang, Dongming Zhao, Kun Huang, Ruifang He and Yuexian Hou 10:00-10:15 (Hall A, Room A)
Human conversations of recommendation naturally involve the shift of interests which can align the recommendation actions and conversation
process to make accurate recommendations with rich explanations. However, existing conversational recommendation systems (CRS) ignore
the advantage of user interest shift in connecting recommendation and conversation, which leads to an ineffective loose coupling structure
of CRS. To address this issue, by modeling the recommendation actions as recommendation paths in a knowledge graph (KG), we propose
DICR (Dual Imitation for Conversational Recommendation), which designs a dual imitation to explicitly align the recommendation paths
and user interest shift paths in a recommendation module and a conversation module, respectively. By exchanging alignment signals, DICR
achieves bidirectional promotion between recommendation and conversation modules and generates high-quality responses with accurate rec-
ommendations and coherent explanations. Experiments demonstrate that DICR outperforms the state-of-the-art models on recommendation
and conversation performance with automatic, human, and novel explainability metrics.

Correctable-DST: Mitigating Historical Context Mismatch between Training and Inference for Improved Dialogue State Tracking
Hongyan Xie, Haoxiang Su, Shuangyong Song, Hao Huang, Bo Zou, Kun Deng, Jianghua Lin, Zhihui Zhang and Xiaodong He 10:15-10:30
(Hall A, Room A)

Recently proposed dialogue state tracking (DST) approaches predict the dialogue state of a target turn sequentially based on the previous
dialogue state. During the training time, the ground-truth previous dialogue state is utilized as the historical context. However, only the pre-
viously predicted dialogue state can be used in inference. This discrepancy might lead to error propagation, i.e., mistakes made by the model
in the current turn are likely to be carried over to the following turns. To solve this problem, we propose Correctable Dialogue State Tracking
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(Correctable-DST). Specifically, it consists of three stages: (1) a Predictive State Simulator is exploited to generate a previously "predicted"
dialogue state based on the ground-truth previous dialogue state during training; (2) a Slot Detector is proposed to determine the slots with an
incorrect value in the previously "predicted" state and the slots whose values are to be updated in the current turn; (3) a State Generator takes
the name of the above-selected slots as a prompt to generate the current state. Empirical results show that our approach achieves 67.51%,
68.24%, 70.30%, 71.38%, and 81.27% joint goal accuracy on MultiWOZ 2.0-2.4 datasets, respectively, and achieves a new state-of-the-art
performance with significant improvements.

Multilinguality
09:00-10:30 (Hall A, Room B)

Crossmodal-3600: A Massively Multilingual Multimodal Evaluation Dataset

Ashish V. Thapliyal, Jordi Pont Tuset, Xi Chen and Radu Soricut 09:00-09:15 (Hall A, Room B)
Research in massively multilingual image captioning has been severely hampered by a lack of high-quality evaluation datasets. In this paper
we present the Crossmodal-3600 dataset (XM3600 in short), a geographically diverse set of 3600 images annotated with human-generated
reference captions in 36 languages. The images were selected from across the world, covering regions where the 36 languages are spoken,
and annotated with captions that achieve consistency in terms of style across all languages, while avoiding annotation artifacts due to direct
translation. We apply this benchmark to model selection for massively multilingual image captioning models, and show superior correlation
results with human evaluations when using XM3600 as golden references for automatic metrics.

Graph-Based Multilingual Label Propagation for Low-Resource Part-of-Speech Tagging

Ayyoob ImaniGooghari, Silvia Severini, Masoud Jalili Sabet, Frangois Yvon and Hinrich Schiitze 09:15-09:30 (Hall A, Room B)
Part-of-Speech (POS) tagging is an important component of the NLP pipeline, but many low-resource languages lack labeled data for training.
An established method for training a POS tagger in such a scenario is to create a labeled training set by transferring from high-resource lan-
guages. In this paper, we propose a novel method for transferring labels from multiple high-resource source to low-resource target languages.
‘We formalize POS tag projection as graph-based label propagation. Given translations of a sentence in multiple languages, we create a graph
with words as nodes and alignment links as edges by aligning words for all language pairs. We then propagate node labels from source to
target using a Graph Neural Network augmented with transformer layers. We show that our propagation creates training sets that allow us
to train POS taggers for a diverse set of languages. When combined with enhanced contextualized embeddings, our method achieves a new
state-of-the-art for unsupervised POS tagging of low-resource languages.

AfroLID: A Neural Language Identification Tool for African Languages

Ife Adebara, AbdelRahim Elmadany, Muhammad Abdul-Mageed and Alcides Inciarte 09:30-09:45 (Hall A, Room B)
Language identification (LID) is a crucial precursor for NLP, especially for mining web data. Problematically, most of the world’s 7000+
languages today are not covered by LID technologies. We address this pressing issue for Africa by introducing AfroLID, a neural LID toolkit
for 517 African languages and varieties. AfroLID exploits a multi-domain web dataset manually curated from across 14 language families
utilizing five orthographic systems. When evaluated on our blind Test set, AfroLID achieves 95.89 F_I-score. We also compare AfroLID to
five existing LID tools that each cover a small number of African languages, finding it to outperform them on most languages. We further
show the utility of AfroLID in the wild by testing it on the acutely under-served Twitter domain. Finally, we offer a number of controlled case

studies and perform a linguistically-motivated error analysis that allow us to both showcase AfroLID’s powerful capabilities and limitations®

The (Undesired) Attenuation of Human Biases by Multilinguality

Cristina Espafia-Bonet and Alberto Barron-Cedeiio 09:45-10:00 (Hall A, Room B)
Some human preferences are universal. The odor of vanilla is perceived as pleasant all around the world. We expect neural models trained
on human texts to exhibit these kind of preferences, i.e. biases, but we show that this is not always the case. We explore 16 static and
contextual embedding models in 9 languages and, when possible, compare them under similar training conditions. We introduce and release
CA-WEAT, multilingual cultural aware tests to quantify biases, and compare them to previous English-centric tests. Our experiments confirm
that monolingual static embeddings do exhibit human biases, but values differ across languages, being far from universal. Biases are less
evident in contextual models, to the point that the original human association might be reversed. Multilinguality proves to be another variable
that attenuates and even reverses the effect of the bias, specially in contextual multilingual models. In order to explain this variance among
models and languages, we examine the effect of asymmetries in the training corpus, departures from isomorphism in multilingual embedding
spaces and discrepancies in the testing measures between languages.

CoCoa: An Encoder-Decoder Model for Controllable Code-switched Generation

Sneha Mondal, Ritika ., Shreya Pathak, Preethi Jyothi and Aravindan Raghuveer 10:00-10:15 (Hall A, Room B)
Code-switching has seen growing interest in recent years as an important multilingual NLP phenomenon. Generating code-switched text for
data augmentation has been sufficiently well-explored. However, there is no prior work on generating code-switched text with fine-grained
control on the degree of code-switching and the lexical choices used to convey formality. We present CoCoa, an encoder-decoder transla-
tion model that converts monolingual Hindi text to Hindi-English code-switched text with both encoder-side and decoder-side interventions
to achieve fine-grained controllable generation. CoCoa can be invoked at test-time to synthesize code-switched text that is simultaneously
faithful to syntactic and lexical attributes relevant to code-switching. CoCoa outputs were subjected to rigorous subjective and objective eval-
uations. Human evaluations establish that our outputs are of superior quality while being faithful to desired attributes. We show significantly
improved BLEU scores when compared with human-generated code-switched references. Compared to competitive baselines, we show 10%
reduction in perplexity on a language modeling task and also demonstrate clear improvements on a downstream code-switched sentiment
analysis task.

Calibrating Zero-shot Cross-lingual (Un-)structured Predictions

Zhengping Jiang, Anqi Liu and Benjamin Van Durme 10:15-10:30 (Hall A, Room B)
‘We investigate model calibration in the setting of zero-shot cross-lingual transfer with large-scale pre-trained language models. The level of
model calibration is an important metric for evaluating the trustworthiness of predictive models. There exists an essential need for model
calibration when natural language models are deployed in critical tasks. We study different post-training calibration methods in structured
and unstructured prediction tasks. We find that models trained with data from the source language become less calibrated when applied to the
target language and that calibration errors increase with intrinsic task difficulty and relative sparsity of training data. Moreover, we observe a

3 AfroLID is publicly available at https://github.com/UBC-NLP/afrolid.
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potential connection between the level of calibration error and an earlier proposed measure of the distance from English to other languages.
Finally, our comparison demonstrates that among other methods Temperature Scaling (TS) generalizes well to distant languages, but TS fails
to calibrate more complex confidence estimation in structured predictions compared to more expressive alternatives like Gaussian Process
Calibration.

Natural Language Generation 2 & TACL
09:00-10:30 (Hall A, Room C)

Visual Spatial Description: Controlled Spatial-Oriented Image-to-Text Generation

Yu Zhao, Jianguo Wei, ZhiChao Lin, Yueheng Sun, Meishan Zhang and Min Zhang 09:00-09:15 (Hall A, Room C)
Image-to-text tasks such as open-ended image captioning and controllable image description have received extensive attention for decades.
Here we advance this line of work further, presenting Visual Spatial Description (VSD), a new perspective for image-to-text toward spatial
semantics. Given an image and two objects inside it, VSD aims to produce one description focusing on the spatial perspective between the
two objects. Accordingly, we annotate a dataset manually to facilitate the investigation of the newly-introduced task, and then build several
benchmark encoder-decoder models by using VL-BART and VL-T5 as backbones. In addition, we investigate visual spatial relationship clas-
sification (VSRC) information into our model by pipeline and end-to-end architectures. Finally, we conduct experiments on our benchmark
dataset to evaluate all our models. Results show that our models are awe-inspiring, offering accurate and human-like spatial-oriented text
descriptions. Besides, VSRC has great potential for VSD, and the joint end-to-end architecture is the better choice for their integration. We
will make the dataset and codes publicly available for research purposes.

SubeventWriter: Iterative Sub-event Sequence Generation with Coherence Controller

Zhaowei Wang, Hongming Zhang, Tianging Fang, Yangqiu Song, Ginny Wong and Simon See 09:15-09:30 (Hall A, Room C)
In this paper, we propose a new task of sub-event generation for an unseen process to evaluate the understanding of the coherence of sub-event
actions and objects. To solve the problem, we design SubeventWriter, a sub-event sequence generation framework with a coherence controller.
Given an unseen process, the framework can iteratively construct the sub-event sequence by generating one sub-event at each iteration. We
also design a very effective coherence controller to decode more coherent sub-events. As our extensive experiments and analysis indicate,
SubeventWriter can generate more reliable and meaningful sub-event sequences for unseen processes.

Towards a Unified Multi-Dimensional Evaluator for Text Generation

Ming Zhong, Yang Liu, Da Yin, Yuning Mao, Yizhu Jiao, Pengfei Liu, Chenguang Zhu, Heng Ji and Jiawei Han09:30-09:45 (Hall A, Room C)
Multi-dimensional evaluation is the dominant paradigm for human evaluation in Natural Language Generation (NLG), i.e., evaluating the
generated text from multiple explainable dimensions, such as coherence and fluency. However, automatic evaluation in NLG is still domi-
nated by similarity-based metrics, and we lack a reliable framework for a more comprehensive evaluation of advanced models. In this paper,
we propose a unified multi-dimensional evaluator UniEval for NLG. We re-frame NLG evaluation as a Boolean Question Answering (QA)
task, and by guiding the model with different questions, we can use one evaluator to evaluate from multiple dimensions. Furthermore, thanks
to the unified Boolean QA format, we are able to introduce an intermediate learning phase that enables UniEval to incorporate external
knowledge from multiple related tasks and gain further improvement. Experiments on three typical NLG tasks show that UniEval correlates
substantially better with human judgments than existing metrics. Specifically, compared to the top-performing unified evaluators, UniEval
achieves a 23% higher correlation on text summarization, and over 43% on dialogue response generation. Also, UniEval demonstrates a
strong zero-shot learning ability for unseen evaluation dimensions and tasks. Source code, data, and all pre-trained evaluators are available at
https://github.com/maszhongming/UniEval.

Prompt-and-Rerank: A Method for Zero-Shot and Few-Shot Arbitrary Textual Style Transfer with Small Language Models

Mirac Suzgun, Luke Melas-Kyriazi and Dan Jurafsky 09:45-10:00 (Hall A, Room C)
We propose a method for arbitrary textual style transfer (TST)—the task of transforming a text into any given style—utilizing general-purpose
pre-trained language models. Our method, Prompt-and-Rerank, is based on a mathematical formulation of the TST task, decomposing it into
three constituent components: textual similarity, target style strength, and fluency. Our method uses zero-shot or few-shot prompting to ob-
tain a set of candidate generations in the target style, and then re-ranks them according to the three components. Our method enables small
pre-trained language models to perform on par with state-of-the-art large-scale models while using two orders of magnitude less compute
and memory. We also investigate the effect of model size and prompt design (e.g., prompt paraphrasing and delimiter-pair choice) on style
transfer quality across seven diverse textual style transfer datasets, finding, among other things, that delimiter-pair choice has a large impact
on performance, and that models have biases on the direction of style transfer.

Gradient-based Constrained Sampling from Language Models

Sachin Kumar, Biswajit Paria and Yulia Tsvetkov 10:00-10:15 (Hall A, Room C)
Large pretrained language models are successful at generating fluent text but are notoriously hard to controllably sample from. In this work,
we study constrained sampling from such language models, i.e., generating text that satisfies user-defined constraints, while maintaining
fluency and model’s performance in a downstream task. We propose MuCoLa—a sampling procedure that combines the log-likelihood of
the language model with arbitrary (differentiable) constraints in a single energy function, and then generates samples in a non-autoregressive
manner. Specifically, it initializes the entire output sequence with noise and follows a Markov chain defined by Langevin Dynamics using
the gradients of this energy. We evaluate MuCoLa on text generation with soft and hard constraints as well as their combinations, obtaining
significant improvements over competitive baselines for toxicity avoidance, sentiment control, and keyword-guided generation.

[TACL] Improving the Domain Adaptation of Retrieval Augmented Generation (RAG) Models for Open-Domain Question-Answering
Shamane Siriwardhana, Rivindu Weerasekera, Elliott Wen, Tharindu Kaluarachchi, Rajib Rana and Suranga Nanayakkara10:15-10:30 (Hall
A, Room C)

Retrieval Augment Generation (RAG) is a recent advancement in Open Domain Ques tion Answering (ODQA). RAG has only been trained
and explored with a Wikipedia- based external knowledge base and not opti mized for use in other specialized domains such as healthcare and
news. In this pa per, we propose a novel approach to adapt RAG for domain-specific question answer ing. For this, we present RAG-end2end
, an extension to RAG, that can adapt to a domain-specific knowledge base by updating all components of the external knowledge base during
training. In addition, we intro duce an auxiliary training signal to infuse more domain knowledge. This auxiliary signal forces RAG-end2end
to reconstruct a given sentence by accessing the relevant information from the external knowledge base. We evaluate our approach with
datasets from three domains: COVID-19, News, and Conversations, and achieve significant perfor mance improvements compared to the orig
inal RAG model. Our work, RAG-end2end , has been open-sourced through the Hugging face Transformers library.
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Efficient Methods for NLP
09:00-10:30 (Hall A, Room D)

Tnd

-tuning: C g Prefix-tuning and Adapter-tuning

Yifan Chen, Devamanyu Hagarlka, Mahdi Namazifar, Yang Liu, Di Jin and Dilek Hakkani-Tur 09:00-09:15 (Hall A, Room D)
Prefix-tuning, or more generally continuous prompt tuning, has become an essential paradigm of parameter-efficient transfer learning. Using
a large pre-trained language model (PLM), prefix-tuning can obtain strong performance by training only a small portion of parameters. In this
paper, we propose to understand and further develop prefix-tuning through the kernel lens. Specifically, we make an analogy between prefixes
and inducing variables in kernel methods and hypothesize that prefixes serving as inducing variables would improve their overall mechanism.
From the kernel estimator perspective, we suggest a new variant of prefix-tuning—inducer-tuning, which shares the exact mechanism as
prefix-tuning while leveraging the residual form found in adapter-tuning. This mitigates the initialization issue in prefix-tuning. Through
comprehensive empirical experiments on natural language understanding and generation tasks, we demonstrate that inducer-tuning can close
the performance gap between prefix-tuning and fine-tuning.

LightEA: A Scalable, Robust, and Interpretable Entity Alignment Framework via Three-view Label Propagation

Xin Mao, wenting wang, Yuanbin Wu and Man Lan 09:15-09:30 (Hall A, Room D)
Entity Alignment (EA) aims to find equivalent entity pairs between KGs, which is the core step to bridging and integrating multi-source KGs.
In this paper, we argue that existing complex EA methods inevitably inherit the inborn defects from their neural network lineage: poor inter-
pretability and weak scalability. Inspired by recent studies, we reinvent the classical Label Propagation algorithm to effectively run on KGs
and propose a neural-free EA framework — LightEA, consisting of three efficient components: (i) Random Orthogonal Label Generation,
(ii) Three-view Label Propagation, and (iii) Sparse Sinkhorn Operation. According to the extensive experiments on public datasets, LightEA
has impressive scalability, robustness, and interpretability. With a mere tenth of time consumption, LightEA achieves comparable results to
state-of-the-art methods across all datasets and even surpasses them on many. Besides, due to the computational process of LightEA being
entirely linear, we could trace the propagation process at each step and clearly explain how the entities are aligned.

VIRT: Improving Representation-based Text Matching via Virtual Interaction
Dan Li, Yang Yang, Hongyin Tang, Jiahao Liu, Qifan Wang, Jingang Wang, Tong Xu, Wei Wu and Enhong Chen 09:30-09:45 (Hall A, Room
D

Text matching is a fundamental research problem in natural language understanding. Interaction-based approaches treat the text pair as a
single sequence and encode it through cross encoders, while representation-based models encode the text pair independently with siamese or
dual encoders. Interaction-based models require dense computations and thus are impractical in real-world applications. Representation-based
models have become the mainstream paradigm for efficient text matching. However, these models suffer from severe performance degradation
due to the lack of interactions between the pair of texts. To remedy this, we propose a Virtual InteRacTion mechanism (VIRT) for improving
representation-based text matching while maintaining its efficiency. In particular, we introduce an interactive knowledge distillation module
that is only applied during training. It enables deep interaction between texts by effectively transferring knowledge from the interaction-based
model. A light interaction strategy is designed to fully leverage the learned interactive knowledge. Experimental results on six text matching
benchmarks demonstrate the superior performance of our method over several state-of-the-art representation-based models. We further show
that VIRT can be integrated into existing methods as plugins to lift their performances.

Learning Label Modular Prompts for Text Classification in the Wild

Hailin Chen, Amrita Saha, Shafig Joty and Steven C.H. Hoi 09:45-10:00 (Hall A, Room D)
Machine learning models usually assume i.i.d data during training and testing, but data and tasks in real world often change over time. To em-
ulate the transient nature of real world, we propose a challenging but practical task: text classification in-the-wild, which introduces different
non-stationary training/testing stages. Decomposing a complex task into modular components can enable robust generalisation under such
non-stationary environment. However, current modular approaches in NLP do not take advantage of recent advances in parameter efficient
tuning of pretrained language models. To close this gap, we propose ModularPrompt, a label-modular prompt tuning framework for text
classification tasks. In ModularPrompt, the input prompt consists of a sequence of soft label prompts, each encoding modular knowledge
related to the corresponding abel. In two of most formidable settings, ModularPrompt outperforms relevant baselines by a large margin
demonstrating strong generalisation ability. We also conduct comprehensive analysis to validate whether the learned prompts satisfy proper-
ties of a modular representation.

COST-EFF: Collaborative Optimization of Spatial and Temporal Efficiency with Slenderized Multi-exit Language Models

Bowen Shen, Zheng Lin, Yuanxin LIU, Zhengxiao Liu, Lei Wang and Weiping Wang 10:00-10:15 (Hall A, Room D)
Transformer-based pre-trained language models (PLMs) mostly suffer from excessive overhead despite their advanced capacity. For resource-
constrained devices, there is an urgent need for a spatially and temporally efficient model which retains the major capacity of PLMs. However,
existing statically compressed models are unaware of the diverse complexities between input instances, potentially resulting in redundancy
and inadequacy for simple and complex inputs. Also, miniature models with early exiting encounter challenges in the trade-off between
making predictions and serving the deeper layers. Motivated by such considerations, we propose a collaborative optimization for PLMs that
integrates static model compression and dynamic inference acceleration. Specifically, the PLM is slenderized in width while the depth remains
intact, complementing layer-wise early exiting to speed up inference dynamically. To address the trade-off of early exiting, we propose a joint
training approach that calibrates slenderization and preserves contributive structures to each exit instead of only the final layer. Experiments
are conducted on GLUE benchmark and the results verify the Pareto optimality of our approach at high compression and acceleration rate
with 1/8 parameters and 1/19 FLOPs of BERT.

Training Dynamics for Curriculum Learning: A Study on Monoli I and Cross-lingual NLU

Fenia Christopoulou, Gerasimos Lampouras and Ignacio lacobacci 10:15-10:30 (Hall A, Room D)
Curriculum Learning (CL) is a technique of training models via ranking examples in a typically increasing difficulty trend with the aim of
accelerating convergence and improving generalisability. Current approaches for Natural Language Understanding (NLU) tasks use CL to
improve in-distribution data performance often via heuristic-oriented or task-agnostic difficulties. In this work, instead, we employ CL for
NLU by taking advantage of training dynamics as difficulty metrics, i.e., statistics that measure the behavior of the model at hand on specific
task-data instances during training and propose modifications of existing CL schedulers based on these statistics. Differently from exist-
ing works, we focus on evaluating models on in-distribution (ID), out-of-distribution (OOD) as well as zero-shot (ZS) cross-lingual transfer
datasets. We show across several NLU tasks that CL with training dynamics can result in better performance mostly on zero-shot cross-lingual
transfer and OOD settings with improvements up by 8.5% in certain cases. Overall, experiments indicate that training dynamics can lead to
better performing models with smoother training compared to other difficulty metrics while being 20% faster on average. In addition, through
analysis we shed light on the correlations of task-specific versus task-agnostic metrics.
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Information Retrieval and Text Mining
09:00-10:30 (Hall B)

Certified Error Control of Candidate Set Pruning for Two-Stage Relevance Ranking

Minghan Li, Xinyu Zhang, Ji Xin, Hongyang Zhang and Jimmy Lin 09:00-09:15 (Hall B)
In information retrieval (IR), candidate set pruning has been commonly used to speed up two-stage relevance ranking. However, such an
approach lacks accurate error control and often trades accuracy against computational efficiency in an empirical fashion, missing theoretical
guarantees. In this paper, we propose the concept of certified error control of candidate set pruning for relevance ranking, which means that
the test error after pruning is guaranteed to be controlled under a user-specified threshold with high probability. Both in-domain and out-of-
domain experiments show that our method successfully prunes the first-stage retrieved candidate sets to improve the second-stage reranking
speed while satisfying the pre-specified accuracy constraints in both settings. For example, on MS MARCO Passage v1, our method reduces
the average candidate set size from 1000 to 27, increasing reranking speed by about 37 times, while keeping MRR@ 10 greater than a pre-
specified value of 0.38 with about 90% empirical coverage. In contrast, empirical baselines fail to meet such requirements. Code and data are
available at: https://github.com/alexlimh/CEC-Ranking.

RetroMAE: Pre-Training Retrieval-oriented Language Models Via Masked Auto-Encoder

Shitao Xiao, Zheng Liu, Yingxia Shao and Zhao Cao 09:15-09:30 (Hall B)
Despite pre-training’s progress in many important NLP tasks, it remains to explore effective pre-training strategies for dense retrieval. In
this paper, we propose RetroMAE, a new retrieval oriented pre-training paradigm based on Masked Auto-Encoder (MAE). RetroMAE is
highlighted by three critical designs. 1) A novel MAE workflow, where the input sentence is polluted for encoder and decoder with different
masks. The sentence embedding is generated from the encoder’s masked input; then, the original sentence is recovered based on the sentence
embedding and the decoder’s masked input via masked language modeling. 2) Asymmetric model structure, with a full-scale BERT like
transformer as encoder, and a one-layer transformer as decoder. 3) Asymmetric masking ratios, with a moderate ratio for encoder: 15 30%,
and an aggressive ratio for decoder: 50 70%. Our framework is simple to realize and empirically competitive: the pre-trained models dra-
matically improve the SOTA performances on a wide range of dense retrieval benchmarks, like BEIR and MS MARCO. The source code and
pre-trained models are made publicly available at https://github.com/staoxiao/RetroMAE so as to inspire more interesting research.

Efficient Document Retrieval by End-to-End Refining and Q izing BERT Embedding with Contrastive Product Quantization
Zexuan Qiu, Qinliang Su, Jianxing Yu and Shijing Si 09:30-09:45 (Hall B)
Efficient document retrieval heavily relies on the technique of semantic hashing, which learns a binary code for every document and employs
Hamming distance to evaluate document distances. However, existing semantic hashing methods are mostly established on outdated TFIDF
features, which obviously do not contain lots of important semantic information about documents. Furthermore, the Hamming distance can
only be equal to one of several integer values, significantly limiting its representational ability for document distances. To address these issues,
in this paper, we propose to leverage BERT embeddings to perform efficient retrieval based on the product quantization technique, which will
assign for every document a real-valued codeword from the codebook, instead of a binary code as in semantic hashing. Specifically, we first
transform the original BERT embeddings via a learnable mapping and feed the transformed embedding into a probabilistic product quantiza-
tion module to output the assigned codeword. The refining and quantizing modules can be optimized in an end-to-end manner by minimizing
the probabilistic contrastive loss. A mutual information maximization based method is further proposed to improve the representativeness of
codewords, so that documents can be quantized more accurately. Extensive experiments conducted on three benchmarks demonstrate that our
proposed method significantly outperforms current state-of-the-art baselines.

Prompt-Based Meta-Learning For Few-shot Text Classification

Haoxing Zhang, Xiaofeng Zhang, Haibo Huang and Lei Yu 09:45-10:00 (Hall B)
Few-shot Text Classification predicts the semantic label of a given text with a handful of supporting instances. Current meta-learning methods
have achieved satisfying results in various few-shot situations. Still, they often require a large amount of data to construct many few-shot tasks
for meta-training, which is not practical in real-world few-shot scenarios. Prompt-tuning has recently proved to be another effective few-shot
learner by bridging the gap between pre-train and downstream tasks. In this work, we closely combine the two promising few-shot learning
methodologies in structure and propose a Prompt-Based Meta-Learning (PBML) model to overcome the above meta-learning problem by
adding the prompting mechanism. PBML assigns label word learning to base-learners and template learning to meta-learner, respectively.
Experimental results show state-of-the-art performance on four text classification datasets under few-shot settings, with higher accuracy and
good robustness. We demonstrate through low-re