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Abstract

This paper introduces the HTEC Hindi Term
Extraction Dataset 2.0, a resource designed to
support terminology extraction and classifica-
tion tasks within the education domain. HTEC
2.0 has been developed with the objective of
providing a high-quality benchmark dataset for
the evaluation of term recognition and classifi-
cation methodologies in Hindi educational dis-
course. The dataset consists of 97 documents
sourced from Hindi Wikipedia, covering a di-
verse range of topics relevant to the education
sector. Within these documents, 1,702 terms
have been manually annotated where each term
is defined as a single-word or multi-word ex-
pression that conveys a domain-specific mean-
ing. The annotated terms in HTEC 2.0 are
systematically categorized into seven distinct
classes. Furthermore, this paper outlines the de-
velopment of annotation guidelines, detailing
the criteria used to determine term boundaries
and category assignments. By offering a struc-
tured dataset with clearly defined term classifi-
cations, HTEC 2.0 serves as a valuable resource
for researchers working on terminology extrac-
tion, domain-specific named entity recognition,
and text classification in Hindi. We release the
dataset publicly for the research community!.

1 Introduction

Terminology extraction techniques are essential
in various computational applications that involve
processing domain-specific language. These tech-
niques focus on identifying and extracting special-
ized lexical units from text, which can be useful
for structuring information (Leonardi et al., 2009;
Wozniak-Kasperek, 2014), improving knowledge
organization (Golub et al., 2014), and supporting au-
tomated text analysis (Musacchio et al., 2001). The
extracted terms serve as key components in various
natural language processing tasks, including text
classification (Liu and Chen, 2019), information
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retrieval (Zeng et al., 2002), and domain-specific
knowledge modeling (Agt and Kutsche, 2013).

A term is defined as a lexical unit that conveys
a precise meaning within a specific field (Cabré,
2012). Various approaches have been proposed for
extracting terms, differing in methodology, scope,
and intended application. Count-based methods
such as TF-IDF (Salton and Buckley, 1988) and
CValue (Lossio-Ventura et al., 2013) have tradi-
tionally been used to extract terms. Although
these methods are computationally efficient, they
have been outperformed by data-driven term ex-
traction techniques. Particularly, deep learning
based methods based on language models have es-
tablished state-of-the-art benchmarks on this task
(Rigouts Terryn et al., 2022; Lang et al., 2021).

The development of term extraction systems for
low-resource languages has remained an open chal-
lenge due to the lack of high-quality annotated
datasets and standardized evaluation frameworks.
In this paper, we introduce a dataset specifically
designed for term extraction in Hindi, aiming to
address this gap. Additionally, with the increas-
ing availability of synthetic data generated using
generative language models, this dataset can also
serve as a gold standard for evaluating term extrac-
tion systems. As discussed by QasemiZadeh and
Schumann (2016) evaluation frameworks for term
extraction typically consist of two essential com-
ponents. The first component is a gold-standard
dataset, which is a collection of manually annotated
texts that serve as a benchmark for comparison. The
second component involves performance metrics
such as precision, recall, and the F1-score. These
metrics allow for a systematic assessment by com-
paring the outputs of extraction methods against
the annotations in the gold standard. By providing
a reliable benchmark, this resource facilitates the
development and assessment of extraction method-
ologies tailored for Hindi and other low-resource
languages.
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To support this goal, the dataset has been care-
fully curated with enhanced annotation quality. Two
annotators were engaged during the initial rounds,
allowing for iterative refinement of the guidelines to
improve consistency and reliability before proceed-
ing with the final annotation process. Additionally,
terms are classified into fine-grained semantic cat-
egories, enabling detailed analysis and supporting
a range of terminology extraction and classifica-
tion tasks. Furthermore, detailed annotation guide-
lines were developed to standardize the annotation
process. These guidelines evolved over multiple
annotation rounds, incorporating feedback and re-
finements to enhance clarity and consistency. This
iterative approach ensured that the annotated terms
adhered to a well-defined framework, reducing sub-
jectivity and improving overall dataset quality.

The structure of this paper is as follows: Section
2 discusses related work on term extraction and the
development of term-annotated datasets. Section 3
presents the dataset statistics and details the process
of creating the annotation guidelines as well as the
inter-annotator agreement. Section 4 discusses the
Experimental setup and the experiments. Section 5
discussed the results. Finally, the paper concludes
in Section 6.

2 Related Work

2.1 Term Annotated Datasets

2.1.1 Monolingual

Several term-annotated datasets have been devel-
oped to support terminology extraction across dif-
ferent domains. In the biomedical domain, the Col-
orado Richly Annotated Full Text Corpus (CRAFT)
(Bada et al., 2012) and the GENIA corpus (Kim
et al., 2003) provide extensive term annotations,
while the Gene Ontology (GO) corpus (DBL, 2004)
structures biological terminology into three sub-
ontologies.

For computational linguistics, the ACL. RD-TEC
dataset, built from the ACL Anthology Reference
Corpus, consists of two versions: ACL RD-TEC
v1.0 (QasemiZadeh and Handschuh, 2014), which
contains 82,000 annotated terms, and ACL RD-
TEC v2.0 (QasemiZadeh and Schumann, 2016),
which annotates 300 abstracts. Other domain-
specific resources include the JPED corpus for pedi-
atric texts (Coulthard et al., 2005), the ECO corpus
for ecology (Zavaglia et al., 2005), and the N&N
corpus for nanoscience (Coleti et al., 2009).
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Efforts in low-resource languages have also con-
tributed to terminology extraction. The RSDOS cor-
pus? provides Slovenian term annotations, while an
Irish Wikipedia dataset (McCrae and Doyle, 2019)
contains 864 manually annotated terms. The Coast-
Term Dataset (Delaunay et al., 2024) offers over
12,000 annotated terms in coastal sciences.

In the context of Hindi terminology extraction,
the Hindi Term Extraction in Education Corpus
(HTEC 1.0) (Banerjee et al., 2022) was introduced
as a manually annotated resource for terminology
extraction. The dataset was constructed using Hindi
Wikipedia’s API, retrieving 71 documents (11,960
words) from pages categorized under 9TfehNT (shik-
sha, “education”). Terms were annotated follow-
ing the surface representation of concepts approach
(Pazienza, 1998), with no syntactic constraints to
ensure broad coverage. Given the subjective na-
ture of term identification, annotation relied on the
annotators’ judgment. However, the first dataset
release (HTEC 1.0) was annotated by a single anno-
tator, which posed challenges in terms of annotation
consistency and reliability.

Building upon HTEC 1.0, our new release ad-
dresses these limitations by introducing multi-
annotator agreement, refined annotation guidelines,
and fine-grained semantic term classification. This
extension enhances both the dataset’s quality and
its applicability to a wider range of terminology
extraction and classification tasks.

2.1.2 Multilingual

Multilingual term-annotated datasets facilitate
cross-linguistic terminology extraction. The AC-
TER dataset (Rigouts Terryn et al., 2020) provides
English, French, and Dutch corpora across four do-
mains. The TTC project (Daille, 2012) supports
Wind Energy and Mobile Technology term extrac-
tion in seven languages. Other multilingual re-
sources include the KAS-biterm dataset (Ljubesi¢
et al., 2018) for Slovene academic writing, Bitter-
Corpus (Arcan et al., 2014), an English-Italian IT
domain corpus, and TermFrame v1.0 (Pollak et al.,
2019), which focuses on karstology in Slovene,
Croatian, and English.

These datasets establish benchmarks for term ex-
traction across languages, emphasizing support for
low-resource languages through annotated corpora.

https:/ /www.clarin.si/repository /xmlui/handle/
11356,/1400
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2.2 Automatic Term Extraction

2.2.1 Unsupervised Term Extraction

Unsupervised Automatic Term Extraction (UATE)
methods extract domain-specific terms without re-
quiring annotated corpora. Frequency-based meth-
ods such as TF-IDF (Salton and Buckley, 1988)
and CValue (Lossio-Ventura et al., 2013) priori-
tize terms based on statistical occurrence patterns,
while reference corpus-based methods like domain
pertinence (Meijer et al., 2014) contrast domain-
specificity against general corpora. More advanced
techniques integrate semantic information, such as
Normalized Pointwise Mutual Information (NPMI)
(Bordea et al., 2013), topic modeling (Nugumanova
etal., 2022), and graph-based ranking (Zhang et al.,
2018). Despite their scalability, these methods
struggle with ambiguity and domain adaptation.

2.2.2 Supervised Term Extraction

Supervised ATE methods leverage labeled datasets
and machine learning models for term classification.
Traditional approaches use linguistic and statistical
features with classifiers such as SVMs (Ljubesi¢
et al., 2018) and random forests (Yuan et al., 2017).
More recent deep learning methods employ embed-
dings like Word2Vec (Mikolov et al., 2013) and
BERT (Rokas et al., 2020) for improved contextual
representation. End-to-end neural architectures,
including BiLSTM-CRF (Rokas et al., 2020) and
XLM-R (Lang et al., 2021), achieve state-of-the-art
performance. However, supervised methods require
large annotated corpora, making them less practical
for low-resource languages.

Recent systematic reviews confirm that while
supervised approaches significantly outperform un-
supervised methods, even state-of-the-art systems
rarely exceed 60% F1-score on benchmark datasets
(Di Nunzio et al., 2023).

3 Dataset

This section outlines the annotation guidelines es-
tablished to ensure consistency in the annotation
process and provides an overview of the dataset
statistics.

3.1 Data Collection

The dataset was collected from Hindi Wikipedia®
by extracting an initial pool of 186 pages catego-
rized under relevant educational topics. The search

*https://hi.wikipedia.org/wiki

parameters included the categories 9TfehNT (transla-
tion: Education), @m Y™ (translation: Ed-
ucational Institution), QT%FFUT (translation: Teach-
ing), and %ﬁqiﬁ (translation: Educator), ensuring
coverage of terminology related to education. From
this corpus, 67 pages (36.0%) were removed due
to duplication, 33 pages (17.7%) were excluded
for containing fewer than 100 words, and 21 pages
(11.3%) were eliminated due to excessive Latin
characters (>15% of content). The remaining 65
articles underwent segmentation due to their length,
resulting in the final 97 documents selected for an-
notation. This process prioritized comprehensive
educational content with domain-specific terminol-
ogy. The dataset statistics have been illustrated in
Table 1.

3.1.1 Dataset Structure and Format

The dataset is provided as a collection of documents,
with each document accompanied by a JSON file
containing detailed annotations of extracted terms
and their corresponding semantic categories.

Each JSON annotation follows a hierarchical
structure and consists of the following components:

* Document ID: A unique identifier for each
document.

¢ Annotated Terms: A list of terms extracted
from the document.

» Category Labels: The predefined semantic
category assigned to each term.

* Term Position: The start and end character
positions of the annotated term within the doc-
ument.

The example below illustrates the JSON annota-
tion format with Hindi terms:


https://hi.wikipedia.org/wiki

Category Unique Terms Count
Ambiguous 409
Educational Institutions, Governing bodies, Think Tanks and Research Institutes 508
Degrees, Disciplines and different stages of education 274
Educationists, Learners and Researchers 253
Education Related Policy and Regulatory Frameworks 133
Mode of Dissemination 106
Education Technology and Equipment 19
Total Terms 1702

Table 1: Count of Unique Terms in Each Category

”document__id”: “doc_ 0017,
“terms”: |

{

"term”: 79TfeRST Al

”category”: "Education-Related Policy and Reg-
ulatory Frameworks”,

7start”: 35,

Zend”: 45

}3

{ .

"term”: 7RO HHAH",

?category”: "Educational Institutions, Govern-
ing Bodies, Think Tanks, and Research Insti-
tutes”,

"start”: 92,

”end”: 108

b

{

“term”: 73ITEST TfRNT,

”category”: "Mode of Dissemination”,

"start”: 150,

Zend”: 165

}
]
}

This structured annotation format enables
straightforward integration into various NLP frame-
works for tasks such as supervised and unsupervised
term extraction, named entity recognition, and do-
main adaptation. By providing precise term bound-
aries and categorization, the dataset supports both
rule-based and machine learning-based approaches
for automatic term extraction.

3.2 Annotation Guidelines

The annotation guidelines were developed based
on insights from HTEC 1.0, acknowledging ISO
5078:2025(en)* terminology principles that differ-
entiate between “candidate terms” and “validated
terms.” While the ISO standard prescribes a se-
quential approach where candidate terms undergo a
discrete validation phase, our methodology adopted

*https://www.iso.org/standard /81917.html
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a more integrated, iterative refinement process due
to project-specific constraints. Rather than sepa-
rating initial identification from formal validation,
we implemented a progressive improvement cycle
where terms underwent concurrent identification
and validation across multiple annotation rounds,
effectively addressing ISO objectives through al-
ternative means. This approach maintained clas-
sification quality while accommodating practical
resource limitations inherent in specialized linguis-
tic annotation projects.

The annotation process spanned four rounds with
two annotators (PhD and Masters students in NLP
with prior experience in lexical annotation tasks)
independently annotating 10 documents per round.
Before commencing, annotators underwent a two-
day training on educational terminology and do-
main concepts. Their annotations were compared
using the Highlight Tool®, a Google Docs add-on
that visualized discrepancies. Disagreements were
resolved through moderated consensus meetings.
Key revisions included: (1) adding explicit criteria
for minimum term length requirements, (2) refin-
ing category definitions with boundary cases, and
(3) developing decision trees for handling terms
with multiple potential classifications. The termina-
tion criterion was a Jaccard Index exceeding 65%,
balancing annotation quality with budgetary con-
straints. This refinement continued until Round 4,
where agreement reached 66.2%, indicating suffi-
cient consistency for reliable annotation.

3.2.1 Inter-annotator Agreement

To evaluate the consistency of the annotation pro-
cess, inter-annotator agreement was measured using
the Jaccard Index (Jaccard, 1901), a widely used
metric for assessing set similarity. The agreement
calculation considered both the overlap in anno-

https://jsonchin.github.io/highlight_ tool/
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tated terms and the semantic categories assigned
to them, ensuring a comprehensive evaluation of
annotation consistency. The Jaccard Index for two
sets of annotated terms, A; and Ao, is defined as:

. ‘Al N A2|

J(Al,Az) ‘Al UA2|

ey
where | A; N Az| represents common annotations
between annotators, and |A; U As| represents total
unique annotated terms.
To compute overall inter-annotator agreement,
the Jaccard Index was averaged across all annotated
documents:

1Y (@) 4(0)
IAAzﬁi:ZlJ(Al ,A37) )

where J (Agi), Ag)) is the Jaccard similarity
score for the 7' document.

While the annotators lacked formal educa-
tion backgrounds, they acquired domain knowl-
edge through studying educational terminology re-
sources. After achieving satisfactory agreement,
the main annotation task was completed by a sin-
gle annotator with regular validation checks. The
inter-annotator agreement scores, presented in Ta-
ble 2, indicate progressive improvement, reflecting
increasing consistency. The process of iterative
refinement in each annotation round has been dis-
cussed in Appendix A.

3.2.2 Fine-grained Term Classification

Each annotated term is assigned to a predefined
semantic category to maintain consistency and sup-
port structured analysis. The classification scheme
covers key aspects of the education domain, includ-
ing individuals, institutions, policies, technology,
and knowledge dissemination.

Educationists, Administrators, Learners, and
Researchers encompasses teachers, students, pro-
fessors, and education officials, including deans
and policymakers. Example terms in this category
include principal, teacher, and researcher.

Education-Related Policy and Regulatory
Frameworks covers government policies and regu-
lations governing education, such as National Edu-
cation Policy (2022) and Education for All Scheme.
General terms like education policy and exam sys-
tem are included here.

Educational Institutions, Governing Bodies,
Think Tanks, and Research Institutes consists
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of institutions involved in education and policy-
making, including schools, colleges, universities,
and research organizations. Examples include the
Ministry of Education and University of Amsterdam.

Education Technology and Equipment in-
cludes digital platforms and hardware used in ed-
ucation, such as Blackboard, Piazza, student in-
Jormation systems, and classroom tools like chalk,
writing boards.

Mode of Dissemination refers to teaching meth-
ods and educational resources, covering video lec-
tures, tutorials, books, research papers, and other
instructional materials.

Degrees, Disciplines, and Stages of Education
consists of academic subjects (physics, mathemat-
ics), degrees (Bachelor of Technology, Bachelor
of Education), and education levels (primary, sec-
ondary, and higher education).

Ambiguous Terms are those that do not fit any
specific category or belong to multiple categories.

To maintain consistency, annotators use a color-
coded system to distinguish different semantic
classes.

3.2.3 Why Ambiguous Terms?

The inclusion of an ambiguous category remains es-
sential despite predefined categories. Terms often
exhibit context-dependent meanings or interdisci-
plinary overlap, complicating classification. For
example, El'ﬂ'{\‘:[ (course) shows true domain am-
biguity across education, culinary contexts, and
navigation. Some cases represent polysemy rather
than ambiguity—Ilike ST HEAT (enrollment
number) referring to both student registration and
administrative processes. We chose this category
over separate terms or multi-label annotation to
ensure consistency and simplify evaluation. This
approach prevents subjective decisions that could
introduce errors, as uncertain terms are marked
for expert review rather than forced into inappro-
priate categories. Ambiguous terms also enhance
model robustness by exposing multiple meanings
and context-dependent variations, enabling ma-
chine learning models to learn real-world usage
patterns while allowing for future refinement as
classification standards evolve.

3.2.4 Term Length Distribution Across
Categories

To analyze the structural characteristics of anno-
tated terms, we examined the length of terms across
different semantic categories. The term length is



Iteration | Inter-Annotator Agreement (IA)
Round 1 25.5
Round 2 19.1
Round 3 41.3
Round 4 66.2

Table 2: Inter-Annotator Agreement (IA) measured using the Jaccard Index across four annotation rounds. Two
annotators independently annotated a set of 10 documents per round.

defined by the number of words forming a single
annotated term. Figure 1 provides a summary of
the percentage distribution of term lengths across
the predefined categories.

The distribution of term lengths across categories
reveals notable variations in the structural compo-
sition of domain-specific terminology. As shown
in Figure 1, Education Technology and Equipment
has the highest proportion of single-word terms
(60%), followed by Educationists, Administrators,
Learners, and Researchers (41%) and Mode of Dis-
semination (39.5%). In contrast, Education-Related
Policy and Regulatory Frameworks has the lowest
percentage of single-word terms (16.3%), indicat-
ing that policy terminology rarely takes the form of
individual words.

Two-word terms are most prevalent in Degrees,
Disciplines, and Stages of Education (48.6%),
while constituting only 17% of Education-Related
Policy terminology. This suggests that academic
disciplines and educational stages are frequently
characterized by concise, two-word descriptors.

Longer terms (3+ words) dominate the
Education-Related Policy and Regulatory
Frameworks category (66.7%) and Educational In-
stitutions category (50.9%), reflecting the complex
and descriptive nature of policy frameworks and
institutional designations. Conversely, Education
Technology and Equipment has the lowest propor-
tion of longer terms (12%), indicating a preference
for concise, well-established terminology in this
category.

These percentage distributions highlight signif-
icant structural variations across semantic cate-
gories, emphasizing the need for classification
strategies that account for these inherent differences
in term length. Categories dominated by longer,
multi-word terms (such as Policy and Institutions)
present different challenges for terminology extrac-
tion and classification compared to categories with
predominantly shorter terms (such as Technology
and Educational Roles).
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For detailed annotation guidelines, readers may
refer to Annotation Guidelines (Anonymous, 2024).

4 Experimental Setup

To establish benchmark performance on this dataset,
we conducted experiments using both unsupervised
and supervised term extraction methods. The ob-
jective of these experiments is to evaluate the ef-
fectiveness of various methodologies in extracting
domain-specific terms and to provide a baseline for
future research.

4.1 Unsupervised Term Extraction

For unsupervised term extraction, we implemented
four widely used methods: Basic, ComboBasic,
CValue, and non-negative matrix factorization term
extraction. We utilized the TermXtract library® to
perform experiments with these unsupervised ap-
proaches.

* Basic (Bordea et al., 2013): A frequency-
based approach that identifies multi-word term
candidates using substring occurrence pat-
terns.

ComboBasic (Astrakhantsev, 2015): An ex-
tension of Basic that introduces parameters to
adjust term specificity, refining term selection.

CValue (Lossio-Ventura et al., 2013): A sta-
tistical method that enhances multi-word term
extraction by penalizing nested term occur-
rences.

NMF-based Term Extraction (Nugumanova
et al.,, 2022): A topic modeling approach
that applies Non-negative Matrix Factoriza-
tion (NMF) to extract domain-specific terms
by identifying high-weighted words in topic-
term distributions.

Each of these methods was evaluated in an unsu-
pervised setting to establish baseline performance
on the dataset.

®https://github.com/TeangaNLP /TermXtract
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Figure 1: Term length distribution across categories (Amb.=Ambiguous, Educ.=Educationists, Policy=Education-
Related Policy, Inst.=Educational Institutions, Mode=Mode of Dissemination, Deg.=Degrees and Disciplines,

Tech.=Education Technology).

Unsupervised Methods

Method

P/R/F1

ComboBasic

0.12/0.04/0.06

Basic

0.15/0.06/0.09

NMEFExtractor

0.08/0.02/0.03

CValue

0.14/0.05/0.07

Supervised Methods

XLM-RoBERTa (Token Classifier)

72.1/67.8/69.8

XLM-RoBERTa (Sequence Classifier)

473/43.5/453

mBART (NMT-based ATE)

58.9/52.1/553

Table 3: Performance comparison of different term extraction methods on the dataset, categorized into unsupervised
and supervised approaches. Each cell in the second column reports Precision (P), Recall (R), and F1-score (F1) in

that order.

4.2 Supervised Term Extraction

For supervised term extraction, we conducted exper-
iments using three transformer-based approaches
following the methodology proposed by Lang et al.
(2021): (1) a token classifier, (2) a sequence classi-
fier, and (3) a Neural Machine Translation (NMT)-
based approach. Each method was implemented
and evaluated using the Hugging Face Transform-
ers’ library.

We utilized XLM-RoBERTa (XLM-R) (Conneau
et al., 2020), a state-of-the-art multilingual trans-
former model, due to its strong generalization ca-
pabilities and effectiveness in domain adaptation
(Lang et al., 2021; Hazem et al., 2022). The dataset
was split into training (70%), validation (10%), and
testing (20%) sets to ensure a balanced evaluation.

* Token Classifier: A NER-style model that
classifies each token as part of a term or not,

"https://huggingface.co/
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achieving state-of-the-art results in ATE (Lang
et al., 2021).

Sequence Classifier: Ann-gram-based model
that classifies term candidates, serving as a
strong comparative baseline.

NMT-based ATE: An mBART-based (Liu
et al., 2020) model that transforms sentences
into comma-separated term sequences, ex-
celling in multi-word term extraction .

5 Results

The results demonstrated in Table 3 emphasize the
substantial performance gap between supervised
and unsupervised methods in Automated Term Ex-
traction (ATE). Though unsurprising, this under-
scores the necessity of annotated datasets for im-
proving term extraction accuracy.
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5.1 Unsupervised Methods

The unsupervised approaches namely ComboBasic,
Basic, NMFExtractor, and CValue demonstrate con-
sistently poor performance. The highest F1-score
among them (0.09 for Basic) is an order of mag-
nitude lower than that of supervised models. This
discrepancy underscores the inherent limitations
of rule-based and statistical heuristics in capturing
nuanced term structures.

A key observation is the trade-off between pre-
cision and recall. Precision remains relatively low
across all unsupervised methods, suggesting a ten-
dency to misclassify non-terms as terms, while
recall is even lower, reflecting the failure to cap-
ture many valid terms. Notably, NMFExtractor
performs the worst (F1 = 0.03), indicating that ma-
trix factorization-based approaches fail to discern
term boundaries effectively. This is likely due to
their reliance on latent topic distributions, which
may not align with term granularity.

More fundamentally, these methods lack the abil-
ity to account for semantic context. They rely
heavily on frequency-based patterns, statistical co-
occurrence, or fixed linguistic rules, making them
brittle and domain-dependent. As a result, their
applicability to real-world datasets is extremely lim-
ited, particularly for specialized terminology that
does not conform to simple statistical regularities.

5.2 Supervised Methods

In contrast, the supervised models XLM-RoBERTa
(Token Classifier and Sequence Classifier) and
mBART demonstrate better performance, lever-
aging deep learning’s capacity for contextual un-
derstanding. The best-performing method, XLM-
RoBERTa (Token Classifier), achieves an F1-score
of 69.8, with balanced precision (72.1) and recall
(67.8), indicating strong generalization.

A particularly striking observation is the differ-
ence in performance between token classification
and sequence classification. The sequence classifier
model achieves an F1-score of 45.3 far lower than its
token classification counterpart. This suggests that
the n-gram-based sequence classification approach
struggles to delineate term boundaries effectively.
Unlike token classification, which identifies terms
at the individual token level, sequence-level clas-
sification processes entire text spans at once. This
can lead to errors, especially when terms are em-
bedded within longer sequences, making it harder
to precisely delineate term boundaries.
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mBART (NMT-based ATE) achieves a moderate
F1-score (55.3), performing better than sequence
classification but worse than token classification.
This suggests that sequence-to-sequence models
can be effective for term extraction but still strug-
gle with precise boundary detection. The relatively
lower recall (52.1) suggests that mBART may be
omitting relevant terms, possibly due to its reliance
on translation-style decoding rather than direct clas-
sification.

6 Conclusion

We introduced HTEC 2.0, a Hindi Term Extraction
dataset for education, supporting term extraction
and classification. It features annotated terms with
improved consistency and a category for ambiguous
cases. Evaluations show XLM-RoBERTa outper-
forms statistical methods, demonstrating the need
for context-aware models. Results highlight limita-
tions of unsupervised approaches in low-resource
languages like Hindi.
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A Appendix A

The annotation of the Hindi Term Extraction
Dataset (HTEC 2.0) was conducted in four iterative
rounds. Each phase introduced refinements to im-
prove term selection, classification, and annotation
consistency. The following sections describe the
progressive improvements made in each round.

Round 1: Initial Term Identification and Broad
Classification
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* Annotators identified domain-specific terms
in the education corpus, including both single-
word and multi-word expressions. Examples

include 9TfYa (teacher), 2TfRST idf (educa-
tion policy), and dI[dq SRR (university).

* Named entities were annotated, including insti-
tutions (such as TTHCISH d@aiQaTerd (Uni-
versity of Amsterdam)), organizations (such as
TfhST HARTET (Ministry of Education)), and
individuals (such as T%RS EI'TIST'PﬁF (Richard

Feynman)).

* Acronyms were not initially annotated, leading
to inconsistencies in their treatment.

* Several challenges were identified:

— Multi-word boundaries were often un-
clear. Certain terms could be either stan-
dalone entities or components of larger

phrases. For instance, 2 %\q Wﬂ?ﬁand
I 2TTRNT YRUTTEA.

— Some commonly used words had do-
main relevance but were also part of gen-
eral discourse, leading to inconsistencies.
Examples include GoepRuT (registration)
and TRIYT (examination).

— Ambiguous terms were not handled sys-
tematically, resulting in variation in an-
notation decisions.

— The inclusion of foreign-origin terms
such as STEM and MOOC lacked clear
guidelines.

* In response to these challenges, the following
refinements were introduced:

— A longest valid term selection rule was
implemented to standardize the treatment
of multi-word terms.

— An ambiguous category was introduced

for terms with unclear domain specificity.

— A rule was established to ensure
acronyms and their full forms were
annotated separately but assigned the
same category.

Round 2: Refinement of Term Selection Rules

and Handling Ambiguity

* The selection criteria for multi-word terms
were refined to ensure annotators consistently
selected the longest meaningful phrase.
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* Acronyms and their full forms were explicitly

annotated as distinct entities while maintain-
ing the same semantic classification.

* Guidelines for the treatment of foreign-origin

terms were introduced. Commonly used terms
such as STEM and MOOC were annotated,
whereas highly specialized foreign terms out-
side the education domain were not.

* Following challenges were identified:

— Disagreements in compound term bound-
aries continued to affect annotation con-
sistency.

— Some terms exhibited overlap between
categories. For example, QT%E'SIT ERUI'IF'ﬁ
could be classified under both QTﬁiqT raf
and TfRYT & RAR D HTETH.

* To address these issues, the following refine-
ments were introduced:

— A semantic classification scheme was im-
plemented to improve structured catego-
rization.

— Overlapping terms were discussed on a

case-by-case basis and assigned to the
most appropriate category.

Round 3: Introduction of Semantic Classification
and Color Coding

* Annotators classified terms into predefined se-
mantic categories, improving clarity in classi-
fication.

* Color coding was introduced, assigning dis-
tinct colors to each category to enhance visu-
alization.

* Overlapping terms were systematically dis-
cussed and assigned to a single category based
on contextual usage.

* Following challenges were identified:

— Certain ambiguous terms continued to
lack clear classification criteria.

— Some categories overlapped, requiring
additional clarification.

* In response, the following refinements were
made:



— The ambiguous category rules were fur-
ther refined to ensure consistency in an-
notation.

— Final validation checks were introduced
to improve annotation agreement.

Round 4: Final Validation and Quality Check

* A final validation process was conducted, in-
volving cross-review by annotators to resolve
inconsistencies and improve inter-annotator
agreement.

* Overlapping terms were systematically as-
signed after discussions among annotators.

* The Jaccard Index evaluation was conducted
to measure annotation consistency before fi-
nalizing the dataset.

* Following challenges were addressed:

— Inter-annotator agreement was improved
through refined classification rules.

— The final validation process removed in-
consistencies, ensuring a high-quality
dataset.
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