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Abstract

The advancement of high-speed internet and
affordable bandwidth has led to a significant
increase in video content and has brought chal-
lenges in content moderation due to the spread
of unsafe or harmful narratives quickly. The
rise of short-form videos like “Reels”, which
is easy to create and consume, has intensified
these challenges even more. In case of Bengali
culture-specific content, the existing content
moderation system struggles. To tackle these
challenges within the culture-specific Bengali
codemixed domain, this paper introduces “UN-
BER” a novel dataset of 1,111 multimodal Ben-
gali codemixed Facebook Reels categorized
into four classes: Safe, Adult, Harmful, and
Suicidal. Our contribution also involves the de-
velopment of a unique annotation tool “ReelAn”
to enable an efficient annotation process of
reels. While many existing content modera-
tion techniques have focused on resource-rich
or monolingual languages, approaches for mul-
timodal datasets in Bengali are rare. To fill this
gap, we propose a culturally aware cross-modal
attention-based fusion framework to enhance
the analysis of these fast-paced videos, which
achieved a macro F1 score of 0.75. Our con-
tributions aim to significantly advance multi-
modal content moderation and lay the ground-
work for future research in this area.

1 Introduction

In recent years, there has been a rapid development
in web users and sufficient bandwidth. Internet
connectivity, being very cheap, makes the sharing
of information such as text, audio, and video more
common and faster. Video is most popular among
them. By 2025, it is estimated that 82% of internet
traffic will be video content!. For both entertain-
ment and information purposes, social media users

"https://beverlyboy.com/video-marketing/2025-video-
marketing-statistics-you-simply-cant-overlook/ (Accessed:
2025-02-12)

across all age groups engage with videos. Short
videos such as reels have gained massive popularity
and currently dominate social media. Their growth
has accelerated even more with 5G. Reels are small
in duration but rich in content. They also have bet-
ter delivery and higher engagement compared to
text and images. Facebook Reels, a prime exam-
ple, are short, engaging videos shared on Facebook.
Typically lasting a few seconds to a minute, they
allow users to enhance content with music, text
overlays, filters, and visual effects.

However, a darker side exists—videos, reels that
violate community guidelines and spread harmful
narratives. The failure to remove toxic content can
lead to hostile online environments, echo chambers
of hateful users, revenue loss, fines, and legal issues.
While human moderators are employed to filter
such content, the sheer volume of user-generated
posts poses a significant challenge, especially with
5.24 billion social media users worldwide?. Addi-
tionally, content moderation can take an emotional
and psychological toll on moderators. Legal regula-
tions further demand the rapid removal of harmful
content, adding to the complexity of the issue.

Another issue that has recently drawn attention
from researchers is that, social media content mod-
eration should consider the cultural variations. A
content which can be suitable for a culture but in-
appropriate for another culture. The “one-size-fits-
all” approach for content moderation of social net-
works such as Facebook, Instagram, etc. has been
criticized by (Gomes and Sultan, 2024). In their
paper, they discovered that a unique community
guideline often does not satisfy cultural expression
when making decisions. They also find out that
marginal communities often adapt to the platform’s
policies to evade moderation. The findings in this
paper are indeed consistent with reality. In case of

Zhttps://backlinko.com/social-media-users  (Accessed:

2025-02-12)
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Figure 1: Example of some unsafe reels found in social media.

Bengali culture, a lot of unsafe reels are available,
which often do not go with the cultural standard
of Bangladesh (Some examples have been shown
in Figure 1. To eradicate the problem of cultural
variation in content moderation, Chan et al., 2023
suggested enhancing content moderation by fine-
tuning language models with culturally specific
data.

Current research in harmful content detection is
predominantly focused on text-based models (Das
et al., 2022; Maity et al., 2023). There is, however,
limited exploration in image-based methodologies
(Kiela et al., 2020; Maity et al., 2022), and even
fewer studies on video data (Das et al., 2023; Jha
et al., 2024). These studies are mostly in mono-
lingual English or high-resource languages. In the
context of Bengali, a language spoken by 237 mil-
lion native speakers>, the exploration is particularly
scarce in the multimodal domain. Notable works
include (Hossain et al., 2022), which focuses on
text and images of memes for detecting hateful con-
tent, and (Das et al., 2024), which deals with three
modalities (text, audio, video) but solely for emo-
tion classification. Additionally, Islam and Rony,
2024 explores toxic speech detection in code-mixed
Bengali-English language across text, audio, and

3https://www.babbel.com/en/magazine/the-10-most-
spoken-languages-in-the-world (Accessed: 2025-02-15)

video domains by incorporating 431 videos from
YouTube. However, this study processes individual
utterances in isolation, ignoring the broader con-
text within the video, and has quite a limited data
set. The BanVATLLM framework also demands
significant GPU resources for its multiple encoders
(Whisper, VideoMAE, ChatGPT-3.5), making it im-
practical for real-time moderation or deployment
on low-resource systems.

Our research involves introducing a novel dataset
of 1,111 Facebook Reels, short informative videos,
which include audio, visual content, and text over-
lays. We have also formulated and developed effi-
cient, effective frameworks for contextual analysis
of these videos. Since there is no suitable tool
for video data annotation available, we have devel-
oped a tool to ease the process of annotation. It
helps annotators focus on every piece of informa-
tion, resulting in better-quality datasets. We have
also proposed a multimodal multiclass classifica-
tion framework for this dataset and classified the
content into four categories: Safe, Adult, Harmful,
and Suicidal. Our framework has achieved good
performance and obtained the weighted average F1
score of 0.75. The major contributions include:

* Developed UNBER, a multi-modal Bengali
codemixed unsafe reels dataset containing
1,111 multimodal data points, labeled into
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four classes: Safe, Adult, Harmful, and Suici-
dal.

* Developed a unique annotation tool “ReelAn”,
efficient for annotating social media reels with
multiple annotators.

* Developed a cross-modal attention-based
culturally-aware framework enabling fusion
techniques to perform on reels which are
highly variable, have less relatedness between
modalities, less detail, and often fast transi-
tions.

2 Background Study

The widespread emergence of multimodal data has
resulted in the development of multimodal deep-
learning techniques. However, their development is
severely lagging behind compared to the unimodal
approaches.

2.1 Unimodal Unsafe Content Detection

Chowdhury et al., 2019 introduced an Arabic social
network graph for hate speech detection trained on
the dataset by Albadi et al., 2018, consisting of
6000 Arabic tweets. Banik and Rahman, 2019 ad-
dressed toxicity detection in the Bengali social me-
dia comments dataset. Ghosh et al., 2022 have used
a hybrid deep learning approach on a public dataset
by Romim et al., 2021 composed of 30,000 sam-
ples. Islam et al., 2024 proposed a CNN-BiLSTM
model for hate speech classification of 5000 Ban-
glish comments.

For audio-based detection, Rahut et al., 2020
classified abusive and non-abusive Bengali speech
using spectrograms and VGG16 with an SVM clas-
sifier. Sankaran et al., 2024 explored cross-lingual
abuse detection using the Whisper model, utilizing
the ADIMA dataset by Gupta et al., 2021, com-
prised of 11,775 audio samples in 10 Indic lan-
guages, including Bengali, Hindi, and 8 more. The
MuTox (Costa-jussa et al., 2024) dataset is a multi-
lingual audio-based toxicity dataset consisting of
24,000 audio utterances from 30 languages, includ-
ing English, Spanish, Arabic, and Bengali.

For video-based detection, Lopes et al., 2009 ap-
plied Bag-of-Visual-Features (BoVF) for obscenity
detection on a collection of 179 videos. Ochoa
et al., 2012 used Sequential Minimal Optimization
for training an SVM (SMO) with a normalized
polynomial kernel for adult content classification
on 287 videos. Karpathy et al., 2014 applied CNNs

for large-scale video classification, followed by
Yue-Hei Ng et al., 2015, who used LSTM over
frame-level CNN activations for improved video
classification. CNN-LSTM models have been used
for sequence modeling in multi-feature video clas-
sification models by Wu et al., 2015 and Wehrmann
et al.. Other approaches include CNN-SVM (Al-
dahoul et al., 2021), CNN-BiLSTM (Yousaf and
Nawaz, 2022), and attention-based CNN-BiLSTM
(Yousaf and Nawaz, 2024). Transformer-based so-
lutions have also been explored, such as TikGuard
(Balat et al., 2024).

2.2 Multimodal Unsafe Content Detection

Multimodal unsafe content detection is less ex-
plored than its unimodal counterpart. (Kaushal
et al., 2016) used supervised learning to detect
child-unsafe content and content uploaders by train-
ing classifiers (random forest, K-nearest neigh-
bor, and decision tree) with YouTube metadata
(text+video). They applied bigram collocation
and naive Bayes for final classification. (Ngiam
etal., 2011) pioneered deep learning in multimodal
processing using restricted Boltzmann machines
(RBM) on video, image, audio, and text. Some
studies have explored multi-modal transformer-
based approaches (Kiela et al., 2020). Bengali work
in multimodal toxic/harmful content detection is
quite unexplored. (Hossain et al., 2022) developed
a Bengali text+image meme dataset for evaluation.
(Islam and Rony, 2024) introduced the first Ben-
gali dataset incorporating text, audio, and video for
toxic content detection in Bengali and code-mixed
Bengali-English.

Previous research on harmful content detection
has predominantly focused on monolingual lan-
guages such as Portuguese (Alcantara et al., 2020),
Thai (Maity et al., 2024), English (Rana and Jha,
2022), Bengali (Ghosh et al., 2022), Korean (Kim
et al., 2024), Arabic (Chowdhury et al., 2019),
Roman-Urdu (Rizwan et al., 2020), and Indone-
sian (Alfina et al., 2017). (Edstedt et al., 2022) has
addressed multilingual harmful content detection,
which covers 37 spoken languages, with English,
French, Swedish, Spanish, and German being the
most common.

2.3 Differences with existing research

In the domain of Bengali culture, datasets for de-
tecting hateful, toxic, abusive, or harmful content
in a multimodal setting are scarce. Most existing
datasets are text-based, and there is a lack of re-
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sources for short-video content analysis. While
short-video datasets exist for unsafe content detec-
tion, such as TikGuard (Balat et al., 2024), none
are available in Bengali.

Our study introduces the first multimodal Ben-
gali unsafe content dataset for Facebook Reels, con-
sisting of 1,111 videos categorized into four classes:
Safe, Adult, Harmful, and Suicidal. The dataset
incorporates text, audio, and video modalities in
low-resource, code-mixed languages, combining
Bangla and English. The dataset is annotated very
carefully, making it a valuable resource for future
research. Given its highly information-dense na-
ture and the inclusion of three modalities, we be-
lieve it will significantly contribute to advancing
unsafe content detection in Bengali culture-aware
contexts.

3 UNBER: A New Benchmark Dataset

We have developed UNBER: a novel multimodal
video dataset for Bengali-English Unsafe reel clas-
sification, which is firmly based on the Bengali
culture. UNBER dataset contains short videos rep-
resented with their audio, visual, and text modality.
For the text modality, only the texts that are visi-
ble in the short videos/reels have been considered.
This section discusses about the creation, annota-
tion, and analytics of UNBER.

3.1 Data Accumulation

Short videos or Reels are very much available
nowadays due to their availability on most social
media. Our primary data source for the reels col-
lection has been Facebook. Our primary observa-
tion finds that short videos/reels are more likely
to contain unsafe content rather than long videos
on Facebook. To accumulate reels for our dataset,
we have utilized an efficient extension from ES-
UIT, named as “Bulk Videos Downloader for Face-
book™. This tool helps to download all the collec-
tions of a specific profile or page in a very short
amount of time. We have significantly focused on
code-mixed language conversions in Bengali and
English and avoided mixing Bengali and Hindi or
any other language. Initially, our collection was
1615 reels. Later, we have retained 1,111 reels and
filtered out the rest because of the code-mixing of
Hindi or any other language except English with the
Bengali language. In our consideration, the max-

“https://chromewebstore.google.com/detail/esuit-bulk-
videos-downloa/bdoijmcmedjehajfdfcipjpjlcckkmce

imum allowable time duration of the reels in our
dataset has been 300 seconds. Facebook assigns a
unique value for each of the reels, called “reel_id”.
This “reel_id” has been used in our dataset as the
key that distinguishes them from other reels.

3.2 Data Annotation

In UNBER, the collection of reels has been man-
ually labelled into four distinct and predefined
classes. They are Safe, Adult, Harmful and Sui-
cidal. To ensure the quality of the dataset, it is
required to follow a standard definition & cultural
consideration for understanding the differences be-
tween the classes. We have studied and followed
the categorization of unsuitable TikTok content by
(Balat et al., 2024). The definition of our classes
stands:

1. Safe: A reel is considered Safe if it is appro-
priate for the children and teenagers to view.
This type of reel does not express negativity
and often provides positive messages or emo-
tions.

2. Adult: This type of reel contains content that
can be explicitly sexual or implicitly convey
obscene messages or emotions.

3. Harmful: Reels that contain violence or any
kind of dangerous and risky actions that can
influence children and teenagers to imitate.
Some content in this type of reel can manipu-
late them negatively.

4. Suicidal: Ideation of suicide, discussing or
implicitly expressing suicide, extremely sad
and depressive reels fall into this category.

3.3 ReelAn: Our Annotation Tool

To make the annotation process simpler for our
annotators, we have developed a website-based
annotation tool “ReelAn” which has been built
with Next]JS, a React-based framework for full-
stack. MongoDB has been used as the database for
“ReelAn”. All the collected reels “reel_id” have
been uploaded to the database. “ReelAn” followed
an efficient algorithm (illustrated in Algorithm 1)
to effectively find and choose a reel randomly for
the user when s/he enters the tools as an annota-
tor. This algorithm ensures that all the reels in
the database have been annotated an equal number
of times and have equal importance regardless of
how many annotators have been involved at a time,
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and reduces the necessity of synchronization of the
annotators. For example, if there are n reels, our
tool ensures that no reels will be annotated twice
unless all of the n reels have been annotated once.
One significant corner case for this tool is, if two
annotators enter the annotation page at the same
time, they may receive the same reel and end up
with that particular reel annotated twice. But the
randomization at the end of the algorithm reduces
the probability of two annotators getting the same
reels.

Algorithm 1 Fetching Algorithm for ReelAn

Require: Reels (list of reels with annotation
counts)
Ensure: Returns a reel link with the least annota-
tions
1: Reels — (reel_id, count)
2: min_count < min(r.count | r € Reels)
3: candidates < r € Reels | r.count =
min_count
4: selected_reel < random(candidates)
5: return selected_reel

In the interface of “ReelAn”, there is a button
that takes the annotator to the “Facebook” to show
the particular reel. After watching, the annotator
chooses initially if the reel is Safe or Unsafe. If
the “Unsafe” option has been chosen, another di-
vision shows up requiring the options for the “Un-
safe” category. Another option has been added to
manually evaluate the languages contained in that
reel. This ensures the purity of our collections,
which are in Bengali and English code-mixed and
code-switched language only. Figure 2 shows the
interface of our annotation tools.

“ReelAn” also have an admin panel, where the
progress of the annotation can be tracked and the
annotated labels can be downloaded as a JSON file.

3.4 Annotation Process

Annotators have followed predefined class defi-
nitions with cultural considerations and provided
reasoning for their labels to get expert validation.
Twelve independent annotators have annotated the
dataset, and an NLP expert verified the labels. The
expert resolved whenever there were disagreements.
At first, annotators were provided with 100 samples.
During their annotations, the conflict was resolved
by providing high-level guidance from the NLP
expert. After that, when the annotators became
trained, they performed annotations on the rest of

(0 Content Safety

() Unsafe Category:

Select category

@ Codemixed Languages
Bengali English

Hindi Others

Figure 2: Interface of ReelAn Annotation Tools.

the 1,111 datasets. But still, some conflict occurred.
An inter-annotator agreement has been measured
using Cohen’s Kappa score, with a mean kappa
score of 0.821, indicating moderate agreement.

3.5 Dataset Statistics

UNBER contains 1,111 reels/short videos collected
from Facebook. For efficient storage, instead of the
reel videos, our dataset contains audio, videos, and
text with basic processing from the original videos.
In the dataset, all the audios are 5 seconds in length,
ensuring truncation and padding. The dataset also
contains the 5 extracted frames for all the reels. A
CSV file contains the annotated visual texts and
the label each reel has been assigned. “UNBER”
contains 447 Safe, 327 Adult, 221 Harmful, and
122 Suicidal reels in Bengali, English and Banglish
code-mixed language. Table 1 shows the distribu-
tion of the words of different languages among the
classes.

Category | Bengali | English | Banglish
Safe 5040 198 2049
Adult 3067 52 676

Harmful 2541 66 378

Suicidal 1482 55 161

Table 1: Word Distribution of Bengali, English, and
Banglish Words Among Categories

A special feature of our dataset is, the short
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videos in the dataset highly vary in their content
dynamics. Some videos are slow-paced with little
difference between the adjacent frames. On the
other hand, some videos contain high transitions,
fast moving, with high pixel differences between
the frames. To prove this variation, we have run
a statistical calculation on our dataset. For each
subsequent frame in the video, the absolute differ-
ence with the previous frame is computed. Given
two consecutive grayscale frames F;_; and F}, the
absolute frame difference is calculated as:

Dy = |Fy — Fi—1]

where Dy represents the absolute difference image
at time ¢, F; and F;_; are the grayscale intensity
values of the current and previous frames, respec-
tively. The mean pixel intensity of the difference
image is computed as:

1 H W
My= e > > D) ()

i=1 j=1

where M is the mean intensity difference for frame
t. H and W represent the height and width of the
frame. Dy (i, j) is the absolute difference value at
pixel (3, 7).

Finally, to obtain the average frame difference
for the entire video, the mean difference values
across all frames are averaged:

1 X
M:N;Mt )

where M is the overall average frame difference,
N is the total number of frames in the video, M;
is the mean frame difference for frame ¢. The av-
erage frame difference M has been calculated for
all the reels of our dataset, represented in Figure 3.
This figure illustrates that a lot of video has average
frame differences more than 15, while some con-
tain 0 frame differences too, meaning no change in
the content.

4 Methodology

4.1 Problem Formulation

Our problem has been formulated as follows: A
reel video will be provided as input, let the reel
be denoted as R, our task is a classification prob-
lem. The target of this task is to determine whether
R can be categorized as any of the four given
classes. This categorization helps detect if any

Average Frame Difference for Videos

Average Frame Difference

H

o

Figure 3: Average Frame Difference for all the reels of
UNBER dataset.

unsafe content is present in . Three types of fea-
tures have been extracted from each video. They
are audio features, visual features and textual fea-
tures. Let denote audio features as A, visual fea-
tures as V and textual features as 7. Each reel R
has been expressed as a sequence of visual feature
V = {v1,v9,...,u, }, a sequence of sampled audio
features A = {ay, ag, ..., a,,} and a sequence of
words T' = {t1, 2, ..., t5}. Our Aim is to develop
an efficient classifier Cy.ce;(V, A, T) — p where
p is the assigned category of V. We evaluate sev-
eral deep learning and transformer-based models
as Ci.ee on our dataset (Shown in Figure 4).

4.2 Text Modality

For the text modality of the reels, only the texts that
appear on the reels have been extracted manually
and further processed and analyzed.

4.2.1 Text Preprocessing

A good preprocessing of the textual part of UNBER
has been ensured to maintain the consistency and
the quality of the dataset. Stopword removal has
been a crucial step in the preprocessing of UNBER,
as it is a code-mixed dataset. We have fetched
398 Bengali stopwords from a GitHub source® and
collected 48 code-switched stop words. In total,
446 stopwords have been used to preprocess the
text portion of UNBER. Special characters have
been removed using regex. Word tokenization has
been applied to tokenize our dataset. All the words
have been lowered, and only the words having more
than 1 character have been chosen.

4.2.2 Text Feature Extraction
We have applied both word embedding and contex-
tual embedding to extract textual features.

Shttps://raw.githubusercontent.com/stopwords-
iso/stopwords-bn/master/stopwords-bn.txt
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Figure 4: An abstract overview of the multimodal eval-
uation system of the UNBER dataset.

Our word embedding method consists of a
word2vec embedding following a Bi_LSTM net-
work. This deep feature extractor helps to identify
semantic similarities between the words. Word2vec
embeddings have two variants: skip-gram and
continuous bag-of-words (CBOW). Skip-gram has
been chosen for our model because of its efficiency
and accurate representations. The window size
has been chosen as 7, the embedding dimension as
100, the minimum word frequency set as 1, and the
number of worker threads has been set to 4. Then,
the average word embedding for a given sentence
has been computed with the word2vec model. The
Bi_LSTM sequential network consists of 2 Bidirec-
tional layers and 2 Dense layers. Input shape was
100 x 100.

Contextual embeddings have been used for
their efficiency in catching context-based features.
We have utilized 3 context-based models to ex-
tract textual features from UNBER. They are
a mBERT-based model “bert-base-multilingual-
cased”®, an XLM-Roberta-based model “xlm-
roberta-base”’ and a BanglaBERT model “cse-
buetnlp/banglabert”8. All these models have been
fine-tuned on the text portions of UNBER, adjust-
ing the learning rate, batch size and number of
epochs.

Shttps://huggingface.co/google-bert/bert-base-
multilingual-cased

"https://huggingface.co/Facebook Al/xIm-roberta-base

8https://huggingface.co/csebuetnlp/banglabert

4.3 Audio Modality

Audios from the reels have been extracted using
the “moviepy” library of Python.

4.3.1 Audio Preprocessing

Extracted audios of the “UNBER” dataset have
been preprocessed using “librosa”, “noisereduce”
and “soundfile” libraries of Python. Librosa is used
to load audio files at a sampling rate of 22050.
Then the audio has been trimmed or padded with
silence to the target length of 5 seconds. After that,
normalization has been applied to zero mean and
unit variance. Noise reduction has been applied

using spectral gating to enhance clarity.

4.3.2 Audio Feature Extraction

The preprocessed audio has been used to extract
both hand-crafted features and deep features.

Several acoustic features have been extracted
from the audio portion of the “UNBER” dataset,
which we referred to as hand-crafted features.
Mel-Frequency Cepstral Coefficients are one of the
most used features in audio analysis. In this work,
the coefficient value has been set to 13 to retrieve
the features efficiently. MFCCs main advantage
is that they can encode the way humans perceive
sound, making them highly valuable for analyz-
ing speech and music signals. Another feature of
chroma has been used for its ability to analyze mu-
sical content in the audio. It denotes the 12 pitch
classes energy distribution of the musical octave.
The spectral centroid represents the centre of mass
of the audio spectrum, where a higher value indi-
cates brighter sounds. Spectral Contrast captures
differences between peaks and valleys, which re-
flect the harmonic structure and timbre variations.
The number of frequency bands used in the spectral
contrast computation has been 6. The minimum
frequency has been set to 200.0 Hz, which specifies
the starting point of the frequency range. Frequen-
cies below this value have not been included in the
analysis. Spectrograms illustrate how frequency
components change over time, providing a clear
time-frequency visualization of the audio. After-
wards, all these features have been truncated and
padded to a uniform length of 20. Finally, these
features have been flattened and concatenated to
build a standardized feature vector.

Some advanced deep-learning methods have
been used to enhance hand-crafted features and ex-
tract deep features from the audio. These methods
include CNN, Autoencoder, VGGish and YAMNet.
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Figure 5: Spectrogram of an audio (a) initially, (b) after normalization and (c) after noise removal.

All these deep learning models have been used on
all the extracted features: MFCC, Chroma, Spectral
Centroid, Spectral Contrast and Spectrogram. A
5-layer Convolutional Neural Network (CNN) has
been used with batch normalization and dropouts.
We have also utilized an Autoencoder network,
which compresses input data into a 32-dimensional
representation using a dense encoder and recon-
structs it through a decoder. The encoded features
extracted from the encoder are then used as input
for a classifier, which consists of two dense layers
(64 and 32 units with ReLLU activation) and a soft-
max output layer for multiclass classification. We
have also used two pretrained deep learning models,
YAMNet and VGGish, both developed by Google.
YAMNet” is popular for being lightweight and effi-
cient. VGGish!? is based on VGG16, adapted for
audio analysis. Both pre-trained models have been
used to extract deep features, followed by a 3-layer
classifier for the classification task.

4.4 Visual Modality

The visual features play the most crucial role in
favour of a perfect classification. This section
demonstrates the preprocessing and feature extrac-
tion steps performed on UNBER.

4.4.1 Video frame preprocessing

To analyze the visual features of our dataset, we
have extracted 5 frames from each video. Though
we have allowed reels with time lengths up to 300
seconds, selecting 5 frames is a trade-off between
the precise analysis and efficient use of limited
memory and processing resources. An efficient
algorithm has been applied to ensure the variation
of the frames. Initially, 5 distinct frames at regular
intervals w have been selected with the formula
W = max(N/5,1), where N is the number of
total frames. Let the 5 frames at regular interval
W be aq, a9, as,aq,as. Afterwards, an iterative

*https://tfhub.dev/google/yamnet/1
"https://tfhub.dev/google/vggish/1

process checks the similarity between a;_1 with a
range of frames from a; to (a;+1—1) to find a frame
most dissimilar from the previous one. If no frame
is found in the iterative process whose similarity is
below the predefined threshold, the (a;11 — 1)th
frame is finally selected as the ith frame. All the
frames have been set to a uniform size (224 x 224),
and the similarity threshold has been set to 0.9 to
find a frame that has a good dissimilarity with the
previous one.

4.4.2 Video frame feature extraction

To extract deep features from video frames, we
have utilized a pretrained deep learning model,
“ResNet50” and two transformer-based models:
“Vision transformer” and “CLIP”. ResNet50'!, or
Residual Network with 50 layers, has been used
mostly for its strong ability to extract features in im-
ages. Vision Transformers are famous for their own
feature extractor, which breaks down images into
patches and processes the patches further. We have
used the “google/vit-base-patch16-224" model'?,
utilizing “ViTFeatureExtractor” and “ViTModel”
for feature extraction and model loading, respec-
tively. CLIP'3 is a multimodal vision and language
model used for its capability to analyze images with
texts more efficiently. This model has been used
with LSTM to catch the temporal dependencies
between the frames.

4.5 Fusion

After performing feature extraction, the best 3 fea-
ture extractors have been chosen from the 3 modal-
ities based on their performance. Fusion technique
with Cross-Modal Attention has been implemented
on the extracted features from these 3 best models.

First, features for audio, text, and video are ex-
tracted, producing three sets of feature vectors:
A€ RNX512, V € ];zN><2567 T € RN><768

Uhttps://huggingface.co/microsoft/resnet-50
Phttps://huggingface.co/google/vit-base-patch16-224
Bhttps://huggingface.co/openai/clip-vit-base-patch32
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Figure 6: Our adopted Cross-Modal Attention-based Gated Fusion Architecture.

where N is the number of samples. The Cross-
Modal attention has been applied to the features to
get image-audio (VA_ATT), audio-text(AT_ATT),
and text-image (TV_ATT) attended features. Later,
A gated fusion (inspired by (Lyu et al., 2023)) has
been applied to the cross-modal attended features
with a project dimension of 512, where 3 gates
have been used with sigmoid activation. The gates
are multiplied with respective features and finally
summed up to the gated features for the final fusion.
For the early fusion, no gates have been used.

Afterwards, A Fully Connected (FC) Network
has been used to build a model that can be trained
on the fused features and make the predictions. The
FC network consists of 2 hidden dense layers fol-
lowed by batch normalization and dropout layers,
with a final output layer to make prediction among
the four classes. Figure 6 illustrates our adopted
model, consisting with the best-performing uni-
modal models as the feature extractor.

5 UNBER: Benchmark Evaluation

This section provides a detailed discussion about
the experimental setting, comparative results and
the error analysis done by us to evaluate our dataset.

5.1 Experimental Setting

Our experimentation for UNBER has been con-
ducted efficiently using an Intel Xeon CPU and
Tesla P100-PCIE 16GB GPU. The dataset has been
split into train, test, and validation with a ratio of
8:1:1 to ensure proper training and testing. Several
configurations have been tested. In almost all cases,

the best performance has been achieved using the
Adam optimizer, Early stopping with patience 5,
and reducing the learning rate on a plateau with
patience 3. The per-device batch size has been 16
for the best-performing models. Weight decay has
been set to 0.01, metric for best model evaluation
set to “F1-score” while ensuring the load of the
best model at the end. Models have been tested
multiple times to determine the statistical signifi-
cance of the differences between the performance
of the models.

5.2 Results

Table 2 illustrates the performance of the unimodal
and multimodal models on the “UNBER” dataset.
This comparison clearly depicts that, among the
text models, BanglaBERT has performed the best
F1 score. AutoEncoder has performed best among
the audio models. Vision Transformer (ViT) per-
formed slightly better than CLIP, achieving the best
performance among the visual models. Among
the 2 fusion models combining the best 3 per-
formed models, Gated Fusion with Summation has
achieved an F1 score of 0.75, which outperformed
all other models. Figure 7 shows the confusion
matrix of the Gated Fusion model. There has been
no scope to compare our result with any existing
content moderation techniques or baseline methods
to assess the relative effectiveness of the approach,
because no such existing systems or methods have
been found in Bengali Facebook reels content mod-
eration.
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Models P R F1
mBERT 0.55 ] 0.52 | 0.52
Text XLM-R 039 | 044 | 041
BB 0.58 | 0.58 | 0.55
CNN 0.15 ] 0.26 | 0.12
Audio AE 041 | 041 | 0.41
VGGish 0.18 | 0.26 | 0.19
YAMNet | 0.10 | 0.25 | 0.14
ResNet50 | 0.59 | 0.49 | 0.51
Visual ViT 0.59 | 0.56 | 0.57
CLIP 0.59 | 0.53 | 0.56
Fusion of Early 0.69 | 0.69 | 0.69
ViT+BB+AE | Gated 0.78 | 0.74 | 0.75

Table 2: Precision (P), Recall (R), and F1-Score (F1) of
Different Models

5.3 Error Analysis

The result shows that, among the unimodal models,
Audio models have performed poor significantly.
The reason behind these poor performances relies
on the relevance of the audio used in the reel videos.
Most of the reel videos used in social media plat-
forms contain background music irrelevant to the
original content of the audio. This drastically af-
fects the models to distinguish between the classes.
As a result, audio models struggled in the classi-
fication task. Text models performed moderately.
The reason for the error of these models is that
text overlays in the reels generally consist of one
or two small sentences and contribute little to the
content. Our unimodal visual models struggled
due to the quick switching between frames and the
dynamic nature of the contents of the reels. Also,
our adopted best model, Gated Fusion of Vit, Au-
toEncoder, and BanglaBert model, outperformed
all other models but struggled a little to classify
between the safe and the adult contents. This is be-
cause the similarity of the adult and safe contents
is quite high. In the previous studies, adult content
has been determined based on the amount of skin
revealed by the actors (Karamizadeh et al., 2023).
But our annotation process also observed the use
of slang and indirect obscene indications, which
are a demand of Bengali culture, making it difficult
for the models to distinguish between the adult and
the safe contents.

6 Conclusion

Safe use of social media in the Bengali cultural
context is a significant demand of a good cultural
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Figure 7: Confusion matrix of the performance of the
Gated Fusion (ViT+AE+BB) with Summation model.

society. During this generation, where reel/short
videos are on top of the trend with high manipu-
lation power, an efficient, culturally-aware mod-
eration process in every language is necessary to
pull the reins of the decay of moral values. Our
dataset “UNBER” is a crucial contribution to the
Bengali Facebook Reel filtering process. This pa-
per describes clearly the creation, annotation, and
preparation process of this dataset and also shows
an abstract methodology to evaluate the nature and
efficiency of the dataset and to create a baseline
for this dataset for later use. Also, the proposed
framework is adaptable to larger datasets and can
suit on different cultural contexts beyond Bengali,
making it scalable.

6.1 Future work

In the future, we aim to expand the scope and utility
of our dataset and model. Key enhancements will
include increasing the size of the data in “UNBER”
by adding reels/short videos from other social me-
dia such as Instagram, TikTok, and YouTube. Our
future plan also includes extending the features
of data by collecting comments and other meta-
data, such as like and dislike counts, for a more
comprehensive analysis of the reels. There is a
good scope for improving the performance of the
model. Instead of adopting the combination of
the best 3 models, checking several combinations
of unimodal models can be more effective. Also,
more cross-modal attended features like Video-
Text (VT), Audio-Text(AT), etc can significantly
contribute to the fusion model. Multimodal LLM
can be used to achieve an excellent performance.
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