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Transfer Learning

Transfer learning means to:
e Train any high-resource language pair
e Continue training (“fine-tune”) on the language pair of
interest

We follow transfer learning by two rounds of iterated
backtranslation.

Backtranslation with Cleaning

After backtranslation, we:
e Remove sentence pairs with repetitive patterns.
e Remove sentences automatically identified as
a different language.

Synthetic from Scratch

Train second round of backtranslation from scratch in-
stead of fine-tuning the previous model.
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Final Behavior

The English-Gujarati has English-Czech parent model.
The English-Kazakh has English-Russian parent model.

Trainingdataset EN—GU GU—EN EN—KK KK—EN

Authentic (baseline) 2.0 1.8 0.5 4.2

Parent dataset 0.7 0.1 0.7 0.6
Transfer learning D 9.1 9.2 6.2 D144
Synth generated by @ - @142 @283 -
Synth generatedby @ Q3 13.4 - 17.3
Synth generated by Q - @& 16.2
Synth generated by @ 13.7 -
Averaging + beam 8 14.3 17.4
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Training data

Language pair Parallel Monolingual
Russian-English 13.5M -

Czech-English 57.4M -
Kazakh-English 220k 13.2M-154M
Gujarati-English 173k 4.2M-15.4M

Mixing Synth-Auth at Various
Ratios

For low-resource languages, do not mix the authen-
tic and synthetic data. Training on synthetic is the
best.
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