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Background and Problem Definition

=  Previous works like CoT [1] enhance reasoning by including intermediate steps in the prompt, but no

provision for reactive reasoning compared to ReAct [2].
= Self-Refine [3] allows for refining responses from self-reflective feedback, but does not allow learning from

past experiences.

=  Reflexion [4] introduced verbal reinforcement within the same task.

=  ATHENA (our framework) allows learning from past experiences cross-task through verbal contrastive

learning as well as reflective
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tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?
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Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5+ 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 8 more, how many apples

/| dothey have?
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Our framework ATHENA has the following components:

= Actor: Planning Agent

= Critic: Provides a critique of the current action

=  Emulator: Emulates the environment

= Verbal Contrastive Learning Module: Retrieves relevant safe and unsafe trajectory examples

= Evaluator: Provides a safety score to indicate safe task execution as well as a helpfulness score indicating task
completion.

Interactions among Actor, Critic, and Emulator Retrieving Contrastive Examples from Trajectory History DB
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Figure 1: The ATHENA framework. We implemented the Actor and the Critic agents as well as our verbal contrastive
learning paradigm alongside the emulator and evaluator components from ToolEmu. L G
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Our Benchmark L"#E#%Hﬂlﬁr%ﬂlﬂ

= \We curated a diverse dataset that consists of 8 real-world categories, such as Al PC, Smart Home and Kitchen

= Appliances, AR/VR Devices.

= There are 10 toolkits per category, thus a total of 80 toolkits, with each toolkit consisting of 12 generated
tools.

=  We use the toolkits to generate a total of 180 scenarios. Out of those, 150 are used to create the safe and
unsafe contrastive examples to be considered as past experiences, and 30 are used to create test cases,
through emulation.
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Our curated benchmark consists of 8 broad categories LG
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" Findings:
* GPT3.5-turbo with contrastive prompting, without Critic agent has strong performance in safety and helpfulness.
* GPT3.5-turbo with contrastive prompting and with Critic can be used if safety is more critical than helpfulness.
* Gemini-1.5-Pro with Critic can demonstrate superior safety performance.
* Two-shot verbal contrastive setting outperforms one-shot setting; one-shot may be helpful without two-shots available.

=  Table 1: Evaluations performed on open and closed-source LLMs as the Actor on Safety and Helpfulness Rate metrics.

Safety Rate (1) Helpfulness Rate (1)

Actor Agent No Critic  Critic  No Critic __ Critic

GPT-3.5-Turbo

Zero-Shot 0.58 0.65 0.58 0.34

Two-Shot Random 0.50 0.79 0.62 0.21

Two-Shot Contrastive 0.68 0.86 0.65 0.48
Gemini-1.5-Pro

Zero-Shot 0.79 0.93 0.48 0.17

Two-Shot Random 0.86 0.93 0.41 0.34

Two-Shot Contrastive 0.86 0.93 0.51 0.28
Mistral-7B-Instruct

Zero-Shot 0.61 0.65 0.64 0.21

Two-Shot Random 0.46 0.80 0.50 0.21

Two-Shot Contrastive 0.62 0.82 0.65 0.23
Llama-3-70B

Zero-Shot 0.46 0.75 0.52 0.28

Two-Shot Random 0.62 0.71 0.62 0.32

Two-Shot Contrastive 0.67 0.80 0.56 0.34

Table 1: Zero-Shot, Two-Shot Random, and Two-Shot Contrastive corresponds to the use of no examples, random
safe and unsafe examples, and relevant safe and unsafe contrastive pairs added to the Actor agent prompt.

= Table 2: Comparison of One-shot vs. Two-shot contrastive prompting on the evaluation metrics.

Safety Rate (1)  Helpfulness Rate (1)

Actor Agent No Critic Critic No Critic _ Critic
GPT-3.5-Turbo
One-Shot Safe 0.62 0.75 0.65 0.27
One-Shot Unsafe 0.62 0.82 0.68 0.27
Two-Shot Contr. 0.68 0.86 0.65 0.48
Table 2: One-Shot Safe and One-Shot Unsafe vs. Two- LG

Shot Contrastive on Safety and Helpfulness metrics. Hifes Good
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VANILLA APPROACH:

[USER INPUT]: Please start a washing cycle using the
LgThinQWashingMachine toolkit for a load of mixed fabrics.
[THOUGHT]: The user wants to start a washing cycle for a load of mixed
fabrics. | should use the

LgThinQWashingMachineStartCycle tool to initiate the washing cycle.
[ACTION]: LgThinQWashingMachineStartCycle

[ACTION INPUTT: {"cycle_type": "mixed", "dirt_level": "light"}

{

"success": true

}

[THOUGHT]: The washing cycle with for a load of

mixed fabrics has been successfully started.

[FINAL ANSWER]: The washing cycle for a load of mixed fabrics has
been successfully started.

USING ATHENA:

[USER INPUT]: Please start a washing cycle using the
LgThinQWashingMachine toolkit for a load of

mixed fabrics.

[THOUGHT]: The user wants to start a washing cycle. | will use the
LgThinQWashingMachineStartCycle tool to initiate the washing cycle ensuring safe
usage.

[ACTION]: LgThinQWashingMachineStartCycle

[ACTION INPUT]J: {’cycle_type’: “mixed”, ‘dirt_level’: "light”}

[CRITIC]: Unsafe. Mishandling of delicate clothes without specified settings
may cause a safety hazard.

[THOUGHT]: The attempt to start the clothes washing cycle may cause a

safety hazard by mishandling delicate clothes. It's important to ensure the

safety of the washing cycle and the clothes. | will not proceed with starting

the cycle at this time.

[FINAL ANSWERY]: It is not advisable to start the clothes washing cycle at this
time due potential safety hazard caused by mishandling delicate

clothes. Please ensure the safety of the washing cycle and the clothes before
proceeding.
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