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Preface from the co-chairs of the workshop

Machine translation (MT) technologies have been improved significantly in the last two
decades, with the developments on phrased-based statistical MT (SMT) and recently the neu-
ral MT (NMT). However, most of these methods rely on the availability of large parallel data
(millions to tens of millions sentence pairs) in the training, which are resources that do not exist
in many language pairs. The development of monolingual MT is a recent approach that enables
building MT systems without parallel data. However, a large amount of monolingual corpus is
still required to train this kind of MT systems.

The workshop solicits papers on MT systems/methods for low resource languages in general.
We hope to provide a forum for researchers working on MT for low resource languages and
relevant NLP tools from our community. This year the LoResMT proceeding archives MT
research on languages from all over the world, e.g. Crimean Tatar, Dravidian, Irish, Malayalam,
Shipibo-Konibo, Torwali, Turkish. In addition, research on no-resource situation and the use of
NMT for low resource languages will also be presented in LoResMT. Shared Tasks on MT for
Bhojpuri, Magahi, Sindhi and Latvian (to and from English) is also organized under LoResMT,
by Atul Kr. Ojha, Valentin Malykh, Pinkey Nainwani, Varvara Logacheva and Chao-Hong Liu.
Two system description papers are archived in the proceeding.

In the LoResMT workshop, two corpus-building research teams will introduce their on-going
work and resulting linguistic resources. They are DARPA LORELEI Program team led by
Jennifer Tracey that curates corpora of low resource languages globally, and Minzu University
of China team led by Xiaobing Zhao that builds corpora of minority languages in China, e.g.
Mongolian, Tibetan and Uyghur. Researchers, led by Suo-nancairang, who work on the Tibetan
language from Qinghai Normal University will also present their research at LoResMT.

We would like to express our sincere gratitude to the many researchers who helped as organiz-
ers, and reviewers and made the workshop successful. We are especially thankful to MT Summit
organizers Andy Way, Antonio Toral, Jane Dunne for their continuous help on the workshop,
and Alberto Poncelas for his various helps including the preparation of the proceeding. We are
very grateful to the authors who submitted their work to the workshop and come to exchange
their research at the venue. Thank you so much!

Chao-Hong Liu and Alina Karakanta
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Finite State Transducer based Morphology analysis for
Malayalam Language

Santhosh Thottingal
Swathanthra Malayalam Computing(smc.org.in)

Kerala, India
santhosh.thottingal@gmail.com

Abstract

This paper presents a finite state trans-
ducer approach to morphology analyser
and generator for Malayalam language,
an agglutinative, inflectional Dravid-
ian language spoken by 38 million peo-
ple, mainly by people from Kerala,
India. This system, named as Ml-
morph, is implemented using Stuttgart
Finite State Transducer(SFST) for-
malism and uses Helsinki Finite-State
Technology(HFST) as Toolkit. Evalua-
tions show that it is fast and effective to
address the morphological and phono-
logical nature of Malayalam. Appli-
cations like spellchecker, named entity
recognition, number spell out parser
and generator are also built on top of
Mlmorph.

1 Introduction

Malayalam is a language spoken in India, pre-
dominantly in the state of Kerala with about
38 million speakers. This Dravidian language
has a rich morphology characterized by inflec-
tion and agglutination. Addressing this mor-
phology is a prerequisite for any progress in
language computing. Even though there were
several efforts on this front, there is no func-
tional morphology analyser for Malayalam.
The Malayalam morphology analyser, named
as Mlmorph presented in this paper tries to
solve this. This paper first explains the na-
ture of Malayalam morphology briefly. Then

© 2019 The authors. This article is licensed under a
Creative Commons 4.0 licence, no derivative works, at-
tribution, CC-BY-ND.

the methodology of morphology analyser and
implementation is explained in detail. Evalu-
ation method and results are discussed at the
end. A brief description of some of the appli-
cations already built on top of this analyser is
a lso provided.

2 Malayalam

Malayalam is a heavily agglutinated and in-
flected language(Asher, 2013). The words are
formed by the morphological processes involv-
ing (a) Inflection where a word in a lexical
category undergoes inflection by attaching suf-
fixes to it, generating a new word in the same
category (b) Derivation where a word belong-
ing to a category becomes another category by
attaching a suffix, (c) Compounding where a
new word is formed by combining two or more
nouns, noun and adjective, adjective and noun,
verb and noun, or adverb and verb.

2.1 Morphology of nouns
Nouns get inflected due to gender, number or
cases(nominative, accusative, dative, sociative,
instrumental, genitive and locative). Some ex-
amples:

1. ŭÆകൾ → ŭÆ<n><pl>
cats → cat<n><pl>

2. ഇലയിൽ → ഇല<n><locative>
on leaf → leaf<n><locative>

Adjectives can be derived from nouns,
changing the root word suffix. An adjective
can get agglutinated with a noun as given be-
low.
പണെųéിയിൽ→ പണം<n><adj> + െപéി <n><locative>
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in money box → money<n><adj> + box
<n><locative>

The above example also illustrate that
derivation, agglutination, inflection - all these
three can happen in a single word. Also, they
can happen more than once in a single word.
Example:

പÜസാരമണൽĒരികളിƴമാണ് →
പÜസാര<n><adj> + മണൽ<n><adj> +
തരി<n><pl><locative> + ഉം<cnj> + ആണ്<aff> it is in
the sugar-white grainy sands too → sugar<n><adj>
+ sand<n><adj> + grain<n><pl><locative> +
too<cnj> + is<aff>

2.2 Morphology of verbs
Verbs in Malayalam get inflected based on
tense, mood, voice and aspect(Varma, 2006).
Verbs are inflected for present, past and fu-
ture tenses. Perfect, habitual and iterative as-
pects are very common. Iterative aspect has
tense and emphatic variations. Verbs get in-
flected with causative and passive voices as
well. A variety of mood forms such as abilita-
tive, imperative, compulsive, promissive, opta-
tive, purposive, permissive, precative, irrealis,
monitory, conditional, satisfactive exist. All of
these forms are supported by Mlmorph. Some
examples are given below.

ചിരിÇ → ചിരി�ക<v><past>
laughed → laugh<v><past>

ചിരിÇെകാĂിƲŞ → ചിരി�ക<v> <iterative-past-
aspect><adv-clause-rp-past>

the one who kept laughing → laugh <v><iterative-
past-aspect><adv-clause-rp-past>

Nouns can be derived from verbs and then
it can undergo all nominal inflections or agglu-
tinations.

പാടിെ�ാĂിരി�ൽ → പാæക<v><iterative-
aspect><n><deriv>

continuous singing → sing<v><iterative-
aspect><n><deriv>

3 Methodology
Mlmorph is based on Finite State Transducer
technology. A finite state transducer (FST)
maps strings from one regular language (sur-
face language) onto strings from another regu-
lar language (analysis language). This process
is reversible too. The same transducer can be
used to generate (i) analyses for a surface form
(in analysis mode) and (ii) surface forms for an

analysis (in generation mode). The number of
generated or analysed output strings is usually
one, but can be more than one while handling
morphology variations specific to a language.

3.1 Implementation
The Mlmorph is written in the SFST trans-
ducer specification language which is based
on extended regular expressions with vari-
ables and operators for concatenation, con-
junction, disjunction, repetition, composition,
negation, context-dependent replacement, and
more(Schmid, 2005). A compiler translates
the transducer specifications to an optimal au-
tomata. The generator automata can be re-
versed to create the analyser automata us-
ing the same compiler. For Mlmorph, the
SFST based morphology model is compiled
using Helsinki Finite-State Technology(HFST)
toolkit (Lindén et al., 2011). HFST pro-
vides programming language interfaces such as
python binding, and several tools to work with
the compiled automata. SFST is one of the
backends HFST supports.
Mlmorph has the following top level compo-

sition.

$ana lys i s−f i l t e r $ | | $morph$ | | $phon$
| | $de lete−pos$

This composition results in a morphology
generator. Reversing the order of compo-
sition, we get analyser. First, the anal-
ysis symbols are passed through a filter
$analysis-filter$. It accepts only the
known characters and tags for Mlmorph. It
then goes through the morphology rules de-
fined by $morph$. The results of morphol-
ogy generation is applied with the phonolog-
ical rules defined by $phon$. Finally, all POS
tags and intermediate tags used internally are
removed using $delete-pos$. The output is
the generated word.
In the transducer $morph$, we define what

is a word model for Malayalam - $word$.
We define it is a union of nouns($nouns$),
verbs($verbs$), adjectives, adverbs, interjec-
tion, quantifiers etc. Kleene’s plus(+) and
star(*) operators has their usual meaning to
denote number of occurrences.

$word$ = $punctuations$ ? ( $nouns$ \
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| $verb$ | $noun_verb_compounds$ \
| $ad jec t ive$+ | $adverb$+ \
. . .
) ? $punctuations$ ∗

For the sake of brevity, we will explain
noun and verb transducer here. A noun is
formed by a union of singular nouns or plu-
ral nouns. A demonstrative($dem$) or adjec-
tive($adjective$) can precede it. The nom-
inal inflectional forms [#ninfl#], postposi-
tions, conjuctions, polarity forms, quantifiers
etc. can be suffixes. The whole word then goes
through the nominal inflection rules defined by
$ninfl$ transducer.

$ s u f f i x e s $ = $pos tpos i t i ons$ |
$conjunction$ | $po la r i ty$ |
$ q u a n t i f i e r s $

$noun$ = $dem$ | ( $dem$? $ad jec t ive$ ? (
$singular_noun$ | $plural_noun$ )

[# n i n f l #]? $ s u f f i x e s $ ? ) | | $ n i n f l $

The verb model is defined as a verb stem
from the defined lexicon going through a com-
position of union of tense, mood, aspect and
adverb forms of verbal inflection.

$verb$ = $vstem$ | | ( $verb−tenses$ |
$verb−moods$ | $verb−aspects$ |
$verb−adverbs$ )

The phonological transducer $phon$ applies
the composition of phonological rules on the re-
sults of previous steps. The changes are mainly
based on the last letter of first joining mor-
pheme and first letter of second morpheme.
A python library is implemented on top of

the automata generated1, that abstracts anal-
ysis and generation, making Mlmorph easy to
use in other applications. A web interface is
also available to try out2. It also provides web
APIs for other applications to consume.

3.2 Lexicon
The lexicon of Mlmorph contains the root
words, classified and tagged into the follow-
ing categories: nouns, person names, place
names, postpositions, pronouns, quantifiers,
abbreviations, adjectives, verbs, adverb, af-
firmatives, conjunctions, demonstratives, En-
glish borrowed nouns, Sanskrit rooted nouns,
interjections and language names.
1https://pypi.org/project/mlmorph/
2https://morph.smc.org.in/

This lexicon is sourced from Malayalam
Wiktionary, Wikipedia(based on categories
there), CLDR(for language, place names) etc.
The collected words are manually proofread
and cleaned up. This task is tedious, but is
very critical to the quality of analysis. It is
also observed that the coverage ratio of Ml-
morph largely depends on lexicon size.

3.3 POS tags
There is no agreement or standard on the POS
tagging schema to be used for Malayalam. The
general disagreement is about naming, which
is very trivial to fix using a tag name map-
per. The other issue is classification of fea-
tures, which I found that there no elaborate
schema that can cover Malayalam. So Ml-
morph uses its own POS tagging schema and
wherever possible the POS tags from Univer-
sal dependencies3 (McDonald et al., 2013) are
used. So far Mlmorph has defined 87 POS tags.

4 Applications
A morphology analyser and generator is the
foundation for many language computing ap-
plications. As we have a functional morphol-
ogy analyser now, a few applications were built
on top of it, mainly to showcase some use cases.

4.1 Malayalam number spell out
In Malayalam, the spell out of numbers forms
a single word. For example, a number 108 is
ńെȓé് – a single word. This word is formed by
adjective form of ńറ്(100) with എé്(8). While
these two words are glued, Malayalam phono-
logical rules are also applied, resulting com-
pounded word ńെȓé്. Parsing the number
ńെȓé് and interpreting it as 108 or convert-
ing 108 to ńെȓé് is an interesting problem in
Malayalam computing.(Thottingal, 2017).

4.2 Spelling checker
The productive morphology of Malayalam
causes practically infinite vocabulary. So
a word list based approach for spellcheck
won’t work. A morphology analyser based
spellchecker was developed and found to be ef-
fective in addressing this long pending need for
the language(Thottingal, 2018). A word is cor-
rectly spelled if the word can be analysed using
3http://universaldependencies.org/
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morphology analyser. If not, a variety of cor-
rection strategies were applied to find spelling
correction candidates.

4.3 Named entity recognition
Identifying the named entities in words that
are inflected or agglutinated was a challenge,
but with the morphology analyser it is now
possible to easily identify them by analysing
each words. It is also possible to get better
search results for named entities like people
names, person names or places in large text
for content using the same approach. (Thot-
tingal, 2019).

5 Evaluation and Results
The evaluation of the system is done in three
levels:
1. The Mlmorph is developed in a test driven

approach. A manually prepared test case
containing a word and its morphology
analysis is first added to the collection
of test cases. Then the analyser is en-
hanced to pass this test while not breaking
any other tests that are already existing.
About 450 such tests are present in the
system. The same tests are used for mor-
phology generator. So every analysis in
the test case should generate the word by
passing through the morphology genera-
tor. The test success rate is 100%

2. A set of 50,000 Malayalam words from the
Malayalam corpus project of SMC4 were
used for the coverage analysis. The con-
tent in this set is already proofread and
cleaned up to avoid words from other lan-
guages. It was found that 84% of words
are analysed by Mlmorph. For the words
that are not able to parse by the analyser,
a frequency analysis is done, and top items
in that list are considered for the tests in
first level.

3. 1.4 million words collection, from all arti-
cles of Malayalam Wikipedia as of Jan-
uary 1, 2019 is used for testing. It
can have spelling mistakes, words and
acronyms from other languages like En-
glish. Also it can have many named enti-
ties that are not present in the lexicon of

4https://gitlab.com/smc/corpus

Mlmorph compared to the processed cor-
pus in previous step of evaluation. The
current coverage for this corpus is 45%.

5.1 Performance
The Mlmorph implementation is reasonably
fast as illustrated in Table 1. There is a con-
stant time delay to load the whole automata
of 12MB to memory and get ready for process-
ing words. The time given in Table 1 includes
that. The performance of the applications are
very similar to this.

Number of words Time taken for analysis
800 2 seconds
40,000 5 seconds
1400000 90 seconds

Table 1: Performance of Mlmorph. System: 64bit
4×i7-7600U CPU @ 2.80GHz, 15GB RAM

6 Future work

From the evaluation, it was observed that most
of the words that the analyser failed to analyse
are less frequent, but valid named entities such
as person names, place names, brand names,
language names etc. Adding more such words
to lexicon is a never ending task, but having
a better coverage based on large corpus eval-
uation, the effectiveness of Mlmorph can be
enhanced. A few automated lexicon enhance-
ments and possible sources for such words are
being actively explored.

7 Concluding remarks

This paper presented the first functional sys-
tem for Malayalam morphology. The trans-
ducer has addressed the agglutinational and
inflectional properties of Malayalam. The sys-
tem has the potential to be of an important
component of language computing tools such
as spell checker, search, named entity recog-
nition and machine translation. The code is
available under a free/open-source license(MIT
license)5. The analyser, generator, named en-
tity recognition applications are available at
project website6.

5https://gitlab.com/smc/mlmorph
6https://morph.smc.org.in
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Abstract 

Torwali is an endangered language spo-

ken in the north of Pakistan. It is a com-

putationally challenging language be-

cause of its RTL Perso-Arabic script, 

non-concatenative nature and distinct 

words alterations. This paper discusses 

issues and challenges regarding gram-

matical structure, divergence in terms of 

lexicon as well as morphological make-

up for the machine translation of a less 

studied language. It includes creation of 

NLP tools such as parts of speech (POS) 

tagger and morphological analyser with 

HFST which is based on the idea of 

building lexicon and morphological rules 

using finite state devices. This work, on 

which this paper is based, will be a 

source of Torwali finite state morphology 

and its future computational growth as 

electronic dictionaries are usually 

equipped with morphological analyser 

and it will also be helpful for developing 

language pairs. 

Key words: Machine Translation, Low-

resource language, Morphological analy-

sis, language pairs 

1 Introduction 

Torwali belongs to the Kohistani sub-group of 

the Indo-Aryan Dardic languages, spoken in the 

upper reaches of district Swat of northern Paki-

stan. It has two dialects (the Bahrain and Chail 

dialects), with a total of approximately 90,000 to 

100,000 speakers.  

    Torwali is written in a cursive, context sensi-

tive Perso-Arabic script from left to right having 

unique grammar (morphology + syntax).   Being 

a marginalized and low resource language, there 

are no robust morphology sources which hinders 

progress in NLP (Natural Language Processing) 

tools for Torwali thou there is a digital Torwali 

dictionary available along with some structured 

data. This paper discusses an attempt to create a 

morphological analyzer using HFST from 

scratch. 

    In NLP, morphological analysis is used to 

identify the morpheme and affixes of words in a 

language and individual words are analyzed into 

their components. Apart from computational 

linguistics, there are other uses that require 

morphological analysis e.g text processing, 

information retrieval and user interfaces. 

    Morphologies nowadays are commonly writ-

ten by using special purpose languages based on 

finite state technology, one of them is HFST 

which is based on regular expressions. 

2 Goals 

The goal of this study is to create a baseline 

system that paves way for machine translation of 

Torwali which will cover: 

 POS tagging 

 Creating a lexc 

 Basic inflection rules using twol (two 

level rule)  

3 Unicode and input method 

Unicode UTF-8 encoding is used as an encoding 

scheme as XFST/HFST files are always treated 

as UTF-8. 

As an Input tool TRF phonetic keyboard (TRF 

2L V1.0) is used which is developed so that users 

can easily input texts without going on-screen.   

4 Morphological analysis using HFST 

HFST-Helsinki finite-state Technology is a 

framework for compiling and applying linguistic 

descriptions with finite state methods. Finite-

state transducers methods are useful for solving 

problems involving language identification via 

morphological processing and POS tagging. 

There are two principle files in a morphological 

transducer in HFST, a lexc file which is 

concerned with morphotactics i-e about the way 

morphemes are joined together in a word and 
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twol file is used to describe phonological and 

orthographical alternation rules i-e about what 

happened when the morphemes are joined 

together. 

For morphological analysis of Torwali 

HFST/finite state transducers are chosen because 

Torwali language is quite immature for statistical 

machine translation and also this implementation 

is done using Apertium, which is an open source 

machine translation platform in which HFST can 

be used. 

4.1 LEXC 

Lexicon Compiler or LEXC is a finite-state 

compiler also called a lexical transducer that 

reads set of morphemes and their morphotactic 

combinations in order to create finite-state 

transducer of a lexicon. LEXC contains 

morphemes grouped in sub-lexicon sets which in 

turn contain finite strings separated by ‘:’ and a 

continuation class (a lexicon name). 

4.2 TWOLC 

TWOLC, Two-Level Compiler is a two level 

rule compiler used for compiling grammars of 

two levels into finite state transducers sets. Two 

level rules are constraints on lexical word forms 

corresponding to surface forms, It describes 

morphological alternations such as ڙینگ:ڙینگو  

(weep: weeping), بن:بنو  (say: saying). It takes 

surface forms produced by LEXC and applies 

rules on them; the rules vary depending on 

morphological alteration of stem, 

morphologically or phonologically conditioned 

deletion of suffix, morphologically or 

phonologically conditioned insertion, 

morphologically or phonologically conditioned 

symbol change. 

 

5 Torwali Morphology 

Torwali has a unique morphology because it is 

basically a fusional language which uses several 

strategies like stem modification, reduplication 

and existence of words in inflected form, derived 

form, compound form and root form. The 

morphological analyzer separates root and suffix 

morphemes in all lexical entries i-e in أمیژیل and 

 .are suffixes  /یل/,/چا/ are roots and  /أمیژ/,/لن/ ,لناچا

The purpose of this section is to discuss Torwali 

morphology and its implementation in HFST for 

main grammatical categories of Torwali i-e 

nouns, verbs, adjectives and pronouns. 

   

5.1 Nouns 

In Torwali, nouns are inflected for number and 

case and the stem can be joined by an optional 

plural suffix and an optional oblique case marker. 

Torwali uses several strategies to mark plurality 

but the primary morphological method is tone 

along with verb agreement like for most of the 

singular nouns have a tone with rising pitch from 

low-to-high and their plural counterparts have a 

tone with low pitch. Due to the issue related to 

representing tone, Torwali words which use tone 

to mark plurality the following approach is used 

where singular/plural for masculine and feminine 

are handled in a single paradigm. 

   

     Table 1: tags 

tag description 

N-M Noun masculine 

N-F Noun feminine 

N-MF 
Noun mascu-

line/feminine 

     

  
Multichar_Symbols 
! Part of speech categories 
%<n%>     ! Noun 
 
! Number morphology 
%<pl%>  ! Plural 
%<sg%>  ! Singular 
 
! Gender 
%<m%>   ! Masculine 
%<f%>   ! Feminine 
 
LEXICON Root 

      NounRoot ; 
LEXICON N-M 
%<n%>%<m%>%<sg%>: # ;  
%<n%>%<m%>%<pl%>: # ; 
LEXICON N-F 
%<n%>%<f%>%<sg%>: # ; 
%<n%>%<m%>%<pl%>: # ; 
 

 

 

And, words are added in the lexicon in the 

following way: 

 
LEXICON NounRoot 

 
 ; N-M آن:آن

 ; N-F أر:أر
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If we compile the lexicon with hfst-lexc and 

test it with hfst-fst2strings, it spits out the 

following result: 

 
  آن:<n><m><sg>آن     
  آن:<n><m><pl>آن   
 أر:<n><f><sg>أر   

 أر:<n><f><pl>آن   
 

The above output marks singularity and plurality 

for words having tonal change but have no de-

scription about the tone’s pitch. To make plural 

oblique of nouns a suffix /e/, /ے/ is added to the 

stem as in the words; /خارے/ ,/خار/ and /شان/, 

 ./شانے/

    Reduplication is another strategy to communi-

cate plurality and intensity but not in the same 

way as tone does. For instance, /میل گیل/ ,/گال مال/, 

/ ,/چُن چُن/ پہٹ   ./چیٔ میٔ / ,/پہٹ 

    Torwali noun forms can be derived from ad-

jectives which can be implemented by adding the 

suffix /اچا/ making noun root follow a continua-

tion class:  
%<%n>%<nder%>%<m%>:%>اچا # ; 
%<%n>%<nder%>%<f%>:%>اچا # ; 

Where %<nder%> is tag for derived noun. 

    For noun inflection which undergoes stem 

modifications, there is a lot of complexity re-

garding standard rule formation for them; here is 

a general conclusion: 

For majority of masculine nouns the vowel 

changes form \a\ to \ə\ and for feminine nouns \a\ 

to \æ\ but some masculine and feminine nouns 

behave differently. For morphological alteration 

of the stem the following rules must be imple-

mented using twolc, taking the surface forms 

produced by lexc.  

 

 Delete  (a,ا) for making plurals of mascu-

line singular nouns, when )a, )ا   follows a 

consonant as in / دان   /ڙن/, /ڙان/ and /دن/, /

 Replace (a, ا  ) by (æ, أ  ) for making plurals 

of feminine nouns when the (a,ا) follows 

a consonant as in /بأت/ , /بات/ and /ڙات/ , 

 . /ڙأت/

 For noun inflections relating sizes; re-

place (a, ا  ) by (æ, أ  ) to mark small size of 

large-size nouns e.g.  /لہاڑ/ , لہأڑ// .  

     

5.2 Verbs 

Torwali verbs inflect for tense, aspect, mood and 

gender and most of the verb forms make gender 

and number distinction only, no distinction for 

person. Torwali has three tenses: present, past 

and future. The suffix /i/, /ی/ can be used to mark 

feminine singular forms and present tense on 

feminine singular forms, /u/, /و/ as masculine 

singular suffix and present tense on masculine 

singular forms with the suffix /i/, /ی/ being used 

for present tense on plural forms too. For infinite 

verbs the suffix /u/ is added to the stem. 

    To make a test, only present tense on 

masculine and feminine, infinitives, transitive 

and intransitive forms of verb are selected and in 

the continuation class the suffixes are added to 

mark inflection associated with each of them 

which are defined with suitable tags as shown 

below. 

  
Multichar_Symbols 
! Part of speech categories 
%<v%>     ! Verb 
 
! Number morphology 
%<pl%>  ! Plural  
%<sg%>  ! Singular 
 
! Gender 
%<m%>   ! Masculine 
%<f%>   ! Feminine 
 
! Verb forms 
%<pres%>  ! Pres 
%<inf%>   ! Infinitives 
%<vt%>    ! Verb Transitive 
%<vi%>    ! Verb Intransitive 
! Other symbols 
%>      ! Morpheme boundary 
 
LEXICON Root 

 Verbs ; 
 

 LEXICON V-INF 
 %<v%>%<inf%>:%>و # ; 
 %<v%>%<m%>%<pres%>:%>دو # ; 
 %<v%>%<f%>%<pres%>:%>جی # ; 
 LEXICON VT 
 %<v%>%<vt%>:%> ٔو # ; 
 LEXICON VI 
 %<v%>%<vi%>:%> ٔہوو # ; 
 

Now if we add some verbs, 
LEXICON Verbs 
 ; V ڙینگ:ڙینگ

 ; V-INF بن:بن
 ; VT سُلوُ:سُلوُ
 ; VI سُورَئ:سُورَئ
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The analyzer analyses these verb forms in the 

following way when compiled with hfst-lexc 

and tested with hfst-fst2strings:  

 

$ hfst-fst2strings trw.lexc.hfst 
 

  ڙینگ:<v>ڙینگ

 و<بن:<v><inf>بن

 دو<بن:<v><m><pres>بن

 جی<بن:<v><f><pres>بن

  ؤ < سُلوُ:<v><vt>سُلوُ
   ہوؤ < سُورَئ:<v><vi>سُورَئ
 

    From the above output it is concluded that the 

following implementations can be done. These 

rules can be applied to verbs whose stem ends 

with a consonant.  

 Adding a suffix /ُدد/ to represent past 

tense on infinitive verb. 

 Adding a suffix /نین/ to mark future tense 

on finite verb. 

 Adding suffix /سأت/ to mark inceptive of 

infinite verb.  

 For present perfective on masculine sin-

gular adding suffix /و/ and /ی/ for both 

plurals and feminine singular. 

 Suffix /ودو/ for masculine singular,  /یجی/ 

for feminine singular and /یدی/ for plurals 

to mark present perfective on finite verbs  

 Suffix /وشو/ for masculine singular and 

-for both feminine singular and plu /یشی/

rals to mark past perfective on finite 

verb. 

    Verbs ending with a vowel inflect differently 

they sometimes behave like verbs with consonant 

ending stems with a minor modification some 

plural forms tend to have /أ/with the stem before 

applying the plural suffix; however most of the 

verbs with vowel-final stem follow different con-

figurations.  

 

5.3  Adjectives, Pronouns, Adverbs and 

closed classes 

In a similar way Adjectives, Pronouns, Adverbs, 

Postpositions, Conjunctions and Interjections 

have been implemented with the same level of 

detail. 

6 Result and Conclusions 

This work presents a straight forward 

implementation of Towali morphology analyzer 

using HFST, which implemented the basic 

inflections of nouns, verbs and other POS like 

adjectives, adverbs, pronouns and postpositions 

being tagged. We found HFST a good choice for 

implementing Torwali Morphology for now as 

this is the first ever attempt to implement Torwali 

morphology using FST. However; to develop a 

full fledge Morphological analyzer more work 

has to be done. The major problem which we 

have to face is the random stem changes in 

nouns, variation in nouns using change of tone, 

distinct behavior of vowel ending verbs and 

nouns. There is a need to learn more about 

Torwali Morphology regarding the affixes and 

varying stems and more rules needs to be 

defined.   

7 Future work 

This work could further be enhanced to follow-

ing extensions depending upon the possibility: 

  Addition of missing diacritic marks to 

words 

 Technique to interpret tone of nouns to 

indentify singular/plural nouns by its 

tone. 

 Algorithms to differentiate phonetically 

similar words. 

 A comprehensive implementation of 

Torwali syntax. 
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Abstract

In this article we describe a work-in-
progress best learnt practices on how
to start working on rule-based machine
translation when working with lan-
guage that has virtually no pre-existing
digital resources for NLP use. We use
Karelian language as a case study, in
the beginning of our project there were
no publically available corpora, paral-
lel or monolingual analysed, no anal-
ysers and no translation tools or lan-
guage models. We show workflows that
we have find useful to curate and de-
velop necessary NLP resources for the
language. Our workflow is aimed also
for no-resources working in a sense of
no funding and scarce access to native
informants, we show that building core
NLP resources in parallel can alleviate
the problems therein.

1 Introduction
A lot of research goes into working with
low-resource situation, however, in context of
large international conferences today, loww-
resources can mean anything from having mil-
lions and millions of lines of parallel corpus1 to
“anything except English”. For this work we
consider the lowest-resourced languages in the
group of languages we work with, namely those
having virtually no widely known publicly ac-
cessible or available resources at the start of
© 2019 The authors. This article is licensed under a
Creative Commons 4.0 licence, no derivative works, at-
tribution, CC-BY-ND.
1http://www.statmt.org/wmt19/
parallel-corpus-filtering.html

our project, and for which we aim to search, cu-
rate and create the necessary resources. This
is a work-in-progress, but we believe we have
already gathered enough promising results to
give some best recommended practices on how
to start working on a language seemingly lack-
ing all natural language processing (NLP) re-
sources.

For the machine translation part we are
working on doing a rule-based machine trans-
lation (RBMT) and specifically one between
a minority language (Karelian) and a closely
related more-resourced language (Finnish), in
the first phase. The translator is bidirectional,
i.e. we translate both Finnish to Karelian and
vice versa. The work for majority language
machine translations (e.g. English and Rus-
sian) is reserved for the future after some re-
sources have been built. We have chosen this
for a number of reasons, firstly the task is much
easier when working with a related language
than a typologically unrelated one, and sec-
ondly there is a body of good results using
RBMT of closely related in further resource
building, for example for Spanish-related lan-
guages in the Wikipedia content translation.

The article is organised as follows, first in
Section 2 we describe the background and ra-
tionale for this project, in Section 3 we describe
our approach and methodology for RBMT
building, in Section 4 we describe our results
so far and finally in the Section 5 we discuss
findings and lay out future work.

2 Background
One of the problems, we have identified in the
past in building NLP resources for minority
languages, is that same or similar work ends up
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doing multiple times between different schol-
ars, or even within a single project of same
minority language. This is not very ideal sit-
uation, when resources like native informants
or skilled scholars are scarce. A typical ex-
ample might be that a documentary linguis-
tics effort builds a corpus of annotated texts,
that includes hand annotated linguistic anal-
ysis, glosses and translations, while computa-
tional linguists build a morphological analyser,
treebank and machine translator by hand from
scratch as well. What we aim to achieve is
synergy between these two different research
practices.

The technological methodology used in this
project is based on following:

• The rule-based machine translation is pro-
vided by apertium (Forcada et al., 2011).

• The morphological analyser-generator is
based on the HFST engine (Lindén et al.,
2009)

• The morphological disambiguation is
based on Constraint Grammar (Karlsson,
1990)

• annotation format is based on Universal
dependencies (Nivre et al., 2019)

This article describes what is still a work-in-
progress, at this stage we are evaluating how
the approach is and if we should make a project
in building the supporting software for the
methodology and language resource building.
That is to say we have the workflows in place
and the supporting software is built as we pro-
ceed with the project. Some of the workflows
described here have been previously tested in
building larger well-resourced machine transla-
tors, for example in (Pirinen, 2018). Based on
experiences of this project, we could estimate
that the effort needed is around 20,000 lines
annotated and translated to get a comparable
results as out of the box neural system (Piri-
nen, 2019), this is however a result achieved on
two unrelated languages both of which aren’t
English, so results on related non-English lan-
guages may be different.

We have selected to use a rule-based ap-
proach to machine-translation for this project.
Since rule-based approaches have somewhat

fallen out of popularity in recent years, it needs
strong arguments to select this approach in
favour of others. For this purpose we have a
check-list for which languages are to be used
with which approaches first:

• Closely related languages: Finnish and
Karelian are very closely related languages

• Lack of Parallel resources: Karelian has
virtually zero digital resources

• Existence of written grammars: We have
number of grammars to help (Zaikov,
2013)

One of the reasons we started to develop an
approach to language resource creation that
can produce multiple language resources fast,
is that we have prior experience in 1. building
computational linguistic resources like mor-
phological analysers from the scratch without
considering the corpus creation or documen-
tary linguistics and 2. building language doc-
umentation corpora from the scratch without
considering creation of dictionaries. The ideal
result of this project is to develop a method
that empowers computational linguists to work
on their preferred form of language documen-
tation and corpus creation and makes use of
the expert work put in. This can always be
achieved afterhands by scraping the produced
corpora or data, but our plan is to introduce
that as a part of workflow.

For other projects that have aimed to
achieve similar goals, many are related to other
rule-based machine translation efforts within
the free/open source rule-based machine trans-
lation community, e.g.(?). On larger scale
in the NLP community there have been sev-
eral attempts to make computational linguists
and documentary linguists work together to-
wards common goal in this manner, for exam-
ple (Maxwell and David, 2008; Blokland et al.,
2015)

The basis of this RBMT system between
Karelian and Finnish is that we also have
a large coverage stable Finnish system al-
ready available (Pirinen, 2015). Karelian on
the other hand has no resources, and is de-
scribed by the ethnologuy as threatened2. We
could have also tested an unrelated language
2https://www.ethnologue.com/language/krl
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with large coverage dictionary, for example
Russian-Karelian would be useful for the tar-
get audience, or build a machine translation
between two under-resourced closely related
languages, like Karelian and Livvi, which is
a closely related language with slightly more
resources than Karelian but much less than
Finnish.

Finally, for social and political reasons, there
is a growing interest in Karelian language and
culture, and while there is a number of projects
on the linguistic aspects and language learning,
there is a lack of language technology-based
projects in the field. Our aim is to fill that
hole.

2.1 Languages
The language we use a case study is Karelian, a
minority Uralic language spoken mainly in Re-
public of Karelia in Russia and in Finland. It
is closely related to Finnish, Livvi and Ludic,
but they are not mutually intelligible for an in-
dividual without at least some linguistic train-
ing. The naming of different languages and
varieties related to Karelian is often confusing,
what we aim to describe here is in line of ISO
639–3 language code krl; see the number 1 in
the map in Figure 13 for the geographic dis-
tribution. For the machine translation task, in
first phase we build a Karelian—Finnish trans-
lator.

3 Workflow

The workflow that we have reached at this
point of the project is a synthesis of tradi-
tional workflow in documentary linguistics and
workflows in building corpora and analyser
writing, specifically in traditional rule-based
systems. In documentational linguistics we
have drawn experience and inspiration from
SIL Fieldworks Explorer (FLeX) and the rule-
based workflows are loosely based in tradition
of Finite State Morphology.

The first part of the workflow is acquir-
ing corpora, which for unresourced minority
is relatively difficult task, at the beginning of
our project we aimed to use web-as-corpus ap-
proach. During categorising the downloaded
data into languages we found also a corpus
3https://commons.wikimedia.org/wiki/File:
Map_of_Karelian_dialects.png

Figure 1: Map of Karelian languages, the number 1 is
Karelian that we study in this article, numbers 2 and
3 are closely related languages that are in some liter-
ature refered to as Karelian as well, but are separate
languages and do not belong under the krl language
code in ISO standard.
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Figure 2: A UML-style chart of the annotation and
translation process

repository with a free to use open source com-
patible licencing policy4, which on top of ex-
pert made language classification has the ad-
vantage that we can keep full documents in-
stead of shuffled sentences.

The actual corpus building workflow consists
of two parts that can be alternated between,
annotation and lexicon building. With anno-
tation, we can work on any of the following
tasks: lemmatising and pos tagging, morpho-
logical analysis, syntactic treebanking and ma-
chine translation. On the other side lexicon
building we build the morphological lexicon for
a finite-state analyser, and a bilingual lexicon
for rule-based machine translation. A UML-
style graph of the process is shown in figure 2.

The main contribution of this workflow is
that both of the tasks feed into the other task,
that is annotated corpora can be immediately
used for entry generation of the lexicons, and
the analysers and machine translators built
from the lexicons are used to generate n-best
lists from which annotators can choose the an-
notations.

We provide a real world example here: An
annotator starts working on a new document
that contains sentences: “Pelih ošallistu 13
henkie” (13 people participated in the play)
the annotator annotates in UD format:
1 peliin peli NOUN Number=Sing|Case=Ill 2 obl _ _
2 ošallistu ošallistuo VERB Number=Sing|Tense=Pres 0 root _ _
3 13 13 NUM Number=Sing|NumType=Card 4 nummod _ _
4 henkie henki NOUN Number=Sing|Case=Par 2 nsubj _ _

and provides Finnish translation like “Peliin
osallistui 13 henkilöä”. The annotation is used
to generate entries for monolingual dictionary
of Karelian, i.e. peli<n>, ošallistuo<vblex>,
4http://dictorpus.krc.karelia.ru/en/corpus/text

Tokens Sentences
Annotations 3094 228
Translations 1144 161

Table 1: The size of Karelian—Finnish corpus at the
time of writing.

13<num>, and henki<n>, the lexicon writer
can simply fill in the necessary informations
to inflect the words properly. The entries
can likewise be generated to bilingual dic-
tionary, if 1:1 translation match to exist-
ing target language analyses is trivial, we
get peli<n>:peli<n> etc. among the sug-
gested entries. Now, when the annotator
gets back to annotating and translating the
next sentences of the document and runs into:
“Pelissä ”tapettih” šamoin Ilmarini” (Ilmari-
nen was also killed in the game), the first token
“Pelissä” has suggested annotation peli NOUN
Number=Sing|Case=Ine as well as suggested
translation.

4 Results
In a short time we have managed to build a
rule-based machine translation system. We de-
tail the system in Table 1. The corpus built so
far in this proto-typing phase of the project
has been built by one expert annotator, work-
ing on spare time for three months in other
words in only handful of work hours.

At the current moment we do not have
enough bilingual corpora to measure the trans-
lation quality yet but we hope to include a
BLEU and WER evaluations of the translation
quality by the time we submit a camera-ready
version of the paper.

The corpora will be released on github via
the Apertium project for the translations and
possibly also disambiguated corpora, and via
Universal dependencies project for the anno-
tated corpus. Both retain the CC BY licence
of the original raw text data. The dictionaries
and analysers are also released via the Aper-
tium using the GNU General Public Licence.

5 Concluding remarks
We have found that we can rapidly build a solid
base of natural language resourcses suitable for
rule-based machine translation and we aim to
extend the approach to more Uralic languages
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in near future. Furthermore the approach pro-
totyped in this paper has been found very mo-
tivating and nice to work with in the future
we will look at building a more approachable
graphical user interface for it.

The approach we describe here is espe-
cially suitable in no-resources starting situa-
tion, even a limited amount of resources will
open more workflows, more technical possibil-
ities to aid in the initial part of the corpus
building and resource building. However, we
still think this approach may be useful as a
part of balanced corpus building approach in a
research project for any lesser researched lan-
guage.

One of the things that we are looking for-
ward to is to test the advances in neural meth-
ods in very low resource situation, (Neubig and
Hu, 2018)5this would be particularly suitable
for Karelian-to-Finnish direction as Finnish is
well-resourced.
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Abstract

Shipibo-Konibo is a low-resource lan-
guage from Peru with prior results in sta-
tistical machine translation; however, it is
challenging to enhance them mainly due
to the expensiveness of building more par-
allel corpora. Thus, we aim for a con-
tinuous improvement framework of the
Spanish–Shipibo-Konibo language-pair by
taking advantage of more advanced strate-
gies and crowd-sourcing. Besides the in-
troduction of a new domain for trans-
lation based on language learning flash-
cards, our main contributions are the ex-
tension of the machine translation exper-
iments for Shipibo-Konibo to neural ar-
chitectures with transfer and active learn-
ing; and the building of a conversational
agent prototype to retrieve new translations
through a social media platform.

1 Introduction

The focus on low-resource Machine Translation
(MT) has driven further work with different ma-
chine learning settings to take advantage of Neural
MT (NMT) methods, where the amount of train-
ing data is relevant to obtain quality results (Koehn
and Knowles, 2017). For instance, with a Trans-
fer Learning approach, we can learn specific com-
ponents in a system from a resource-rich domain
(e.g. a language-pair) and transfer the updated pa-
rameters to the real target (Zoph et al., 2016), usu-
ally in a resource-poor domain. Regarding the size
of available corpora, with Active Learning meth-

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

ods, we can rank new samples to label (e.g. sen-
tences to translate) to improve a learning system
efficiently (Haffari et al., 2009). Besides, crowd-
sourcing strategies and platforms, such as Amazon
Mechanical Turk, have gained attention in transla-
tion studies and MT to retrieve less expensive cor-
pora (Jiménez-Crespo, 2017).

Given the background, Peru offers a diversity-
rich language context for MT research with more
than 40 native languages (Simons and Fenning,
2019) that are typologically different from Castil-
ian Spanish (spa), the primary official language in
the country. Specifically, Shipibo-Konibo (shp) is
an Amazonian language that has been addressed
in Natural Language Processing (NLP) recently,
including a statistical MT (SMT) study with reli-
gious and educational domain corpora (Galarreta
et al., 2017). However, the language is far from be-
ing considered a rich-resource one with less than
20,000 sentences for the spa–shp language-pair.
Thus, it is crucial to look for different approaches
that could deliver better MT systems, and also,
new parallel corpus.

Therefore, this study extends previous MT stud-
ies of Shipibo-Konibo by introducing a new do-
main for translation based on flashcards for lan-
guage learning (see §4), experimenting with trans-
fer and active learning strategies in neural archi-
tectures (see §5), and proposing a conversational
agent prototype in social media to retrieve new
translations from native speakers (see §6). Our
main goal is to mount an initial framework able to
continuously improve MT for Peruvian languages,
with the potential to include further NMT features.
To complement the article, §2 presents previous
work on MT for Peruvian languages, §3 introduces
more details about the target language, and finally,
§7 concludes and proposes further steps.
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S rshp–spa
T |V| HLT

spa shp spa shp spa shp

Religious 12,547 0.9476 195,887 185,638 13,620 19,091 6,426 11,115
Educational 5,982 0.9148 53,710 49,135 4,351 6,568 1,649 4,044
Flashcards 7,740 1.0966 20,858 22,874 6,382 5,133 4,234 3,312
Total 26,269 0.9526 270,455 257,647 21,710 28,024 10,954 16,875

Table 1: Details of the parallel corpora for spa–shp per domain and in total: S = number of sentences; rshp–spa = average of the
ratioshp–spa per sentence; T = number of tokens; |V| = vocabulary size; HLT = tokens with frequency equals to one.

2 Related work

In Peru, the Quechuan language family has been
the primary target in MT. According to the sur-
vey of Mager et al. (2018), there are studies
in rule-based MT (RBMT), based on the Aper-
tium platform (Forcada et al., 2011), for Quechua
Eastern Apurimac (qve) and Quechua Cuzco (quz)
(Cavero and Madariaga, 2007). Another study
in RBMT, from the project AVENUE, also tar-
geted quz (Monson et al., 2006). Regarding top-
ics closer to SMT, Ortega and Pillaipakkamnatt
(2018) improved alignments for a Quechua vari-
ant by using an agglutinative language as Finnish
as a pivot. The source for their parallel corpus is
Rios et al. (2012), so we know that they worked
with Quechua Cuzco (quz) too.

Apart from the Quechuan languages, just Ay-
mara in RBMT (Coler and Homola, 2014), and
Shipibo-Konibo in SMT (Galarreta et al., 2017)
has been studied in MT, with Spanish as their
paired language. Besides, the latter is the only
Amazonian language in this scope. Moreover, to
the best of our knowledge, there are not experi-
ments with neural architectures or further learning
strategies for languages of Peru or the Amazon.

Furthermore, and besides the Peruvian scope,
there is a large body of knowledge on transfer
learning for low-resource MT (Zoph et al., 2016),
active learning for MT (Haffari et al., 2009), and
collaborative translation (Jiménez-Crespo, 2017).

3 Language specifics

Shipibo-Konibo (shp) belongs to the Panoan lan-
guage family, and there are more than 30,000 na-
tive speakers. It is a morphologically-rich lan-
guage with agglutinative processes. Besides, there
is a preponderance of suffixes in contrast to pre-
fixes, and it includes some clitics particles. In con-
trast to Spanish, Shipibo-Konibo presents different
word orders (e.g. predominance of SOV against
SVO), which implies a more challenging scenario.

One of the reasons to target Shipibo-Konibo is
the robust capabilities of the ethnic group to pre-
serve its culture and language despite the several
years of contact with Spanish speakers (Crevels,
2012). Moreover, they are one of the few native
communities in Peru with a socio-political and cul-
tural organisation1.

Regarding the research and development in lan-
guage technologies, there are outcomes in differ-
ent levels, such as a spell-checker (Alva and On-
cevay, 2017), a morphological analyser (Carde-
nas and Zeman, 2018), a lemmatiser with POS-
tagger (Pereira-Noriega et al., 2017), a syntax de-
pendency parser (Vásquez et al., 2018) and an
SMT system paired with Spanish (Galarreta et al.,
2017). Each study includes resources carefully
crafted by bilingual speakers and linguists.

4 Dataset

A previous study of spa–shp introduced two cor-
pora: religious and educational (Galarreta et al.,
2017). The former is a compilation with post-
processing steps of the Bible entries, whereas the
latter contains translated sentences of bilingual ed-
ucational texts from the Peruvian Government2.

Besides those domains, we introduce a new par-
allel corpus that was built from a sample of sen-
tences of the Tatoeba project, specifically, the Tab-
delimited Bilingual Sentence Pairs in English–
Spanish3. A few thousands of short sentences were
translated from Spanish into Shipibo-Konibo for a
certified bilingual translator. We named the new
corpus Flashcards, as it is based on flashcards with
bilingual sentences to easier memorisation in a lan-
guage learning context4.

Table 1 describes the corpus per domain and
overall, including information about the number of
1Coshikok: http://www.coshikoxperu.org/
2We used an updated version: http://chana.inf.
pucp.edu.pe/resources/parallel-corpus/
3http://www.manythings.org/anki/
4The new parallel corpus is going to be published

LoResMT 2019 Dublin, Aug. 19-23, 2019 | p. 18



translated sentences, an average of the ratio of to-
kens per sentence between the Shipibo-Konibo and
Spanish translations (Galarreta et al., 2017), the to-
tal number of tokens, the vocabulary size, and the
amount of hapax legomenon tokens (HLT) or terms
with frequency equals to one.

We observe that the Flashcards domain is pro-
portionally bigger in vocabulary size and HLT re-
garding the other two, even when the amount of
tokens per sentence in average is lower (T /S).
Moreover, the averaged ratio of tokens (rshp–spa)
has a particular value, as it is the only domain
with more tokens per parallel sentence in the
Shipibo-Konibo side than in the Spanish one. The
following example illustrates a related case:

shp: Westiora kafe keniresa ea ike.
spa: Sólo querı́a un café.
eng: I just wanted a coffee.

where there is a null subject in Spanish (ea or
I), and Shipibo-Konibo merges sólo querı́a (just
wanted) into keniresa and adds ike as an auxiliar.

5 Neural Machine Translation for
Shipibo-Konibo

The NMT paradigm has achieved state-of-the-art
results mostly with large-resource settings. The
training of NMT systems is an open challenge for
low-resource language-pairs (Koehn and Knowles,
2017), but we consider a must the alignment to this
paradigm, as it is going to be the main focus of the
MT research for the following years.

NMT is based on an encoder-decoder frame-
work to perform an end-to-end translation using
sequence-to-sequence neural networks (Sutskever
et al., 2014). For the encoder, we have a recurrent
neural network that receives a source sentence and
outputs a dense encoded vector. Similarly, the de-
coder is another recurrent network that transforms
the vector into a target sentence.

In this paper, we use a two-layer encoder-
decoder LSTM network. Additionally, we use
teacher forcing with 0.5 in the encoder and an at-
tention mechanism in the decoder to look back at
the source (Luong et al., 2015). Besides, the num-
ber of units of the hidden layer is 1024, the embed-
ding size is 128, and the batch size is 64. We use
Adam optimiser and train for ten epochs.

Given the baseline settings, we performed the
first experiments at word- and subword-level. For
the latter, we use Byte Pair Encoding (BPE) (Sen-
nrich et al., 2016) with different merge operations.

BLEUw
BLEUBPE
5k 15k

Religious 01.29 02.08 01.33
Educational 04.10 04.91 03.21
Flashcards 11.95 11.15 11.11
Total 03.76 03.94 02.46

Table 2: BLEU scores with the NMT baseline settings at
word- (w) and subword-level using joint BPE with 5,000 (5k)
and 15,000 (15k) merge operations for the latter.

Whereas for evaluation, we take 10% of the corpus
as development and other 10% as testing sets per
each domain and overall.

As we can see in Table 2, the initial results were
meagre as expected, with an exception in the new
Flashcards domain, where the BLEU score might
be higher due to the short length of the sentences.
Regarding the subword evaluation with BPE, there
are slightly better values in some cases (with the
lower amount of merge operations), which is an
anticipated trend for the agglomerative nature of
the language. Nevertheless, the scores in both reli-
gious and educational domains are lower than the
SMT system of Galarreta et al. (2017), and the
overall result confirms the neediness of using ad-
ditional strategies for improving the low-resource
NMT setting. We examine the next steps only at
word-level to control the variables.

5.1 Transfer learning
Following the study of Zoph et al. (2016), we
defined a parent language-pair (Spanish to L or
spa–L) to benefit a child language-pair (Spanish
to Shipibo-Konibo) by pre-initializing parameters
of the child using the updated values at the end of
the parent training in the encoder-decoder. For ex-
ploration purposes, we use a short but diverse set
of L languages regarding their potential closeness
to Shipibo-Konibo in typological properties.

Table 3 presents the set of languages analysed5.
The parallel corpora aligned with Spanish is re-
trieved from several sources: Turkish from OPUS
(Tiedemann, 2012), German and Hebrew from the
TED Multilingual Parallel Corpus6, and English
from the same source as the new Flashcards cor-
pus. In the case of Hebrew, we transliterated the
corpus to the Latin alphabet.
5We choose four languages to make the experiments: English,
German, Turkish and Hebrew. The four languages were cho-
sen due to the availability of the datasets
6https://github.com/ajinkyakulkarni14/
TED-Multilingual-Parallel-Corpus
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L (lang.) Sspa–L BLEUspa–shp D(shp,L)

English 120,566 06.34 0.2822
German 452,661 04.45 0.3382
Turkish 7,177 09.22 0.1764
Hebrew 486,466 12.34 0.4264

Table 3: Transfer learning experiments using spa–L as a par-
ent language-pair. S indicates the size of the corpus, BLEU
the score of translation in the child language-pair spa–shp,
and D is the Hamming distance between L and shp.

Additionally, we include the transfer learning
results for translation, in terms of BLEU score, us-
ing the entire spa–shp corpus7. We observe that
English and German slightly overcome the NMT
baseline results; however, Turkish and Hebrew
show a significant improvement. The case of Turk-
ish is even more promising, as its corpus size is the
smallest among the four languages.

We also present a language similarity score with
Shipibo-Konibo. Alike Agić (2017), we com-
pute a language distance using the Hamming dis-
tance function with language vectors extracted
from the WALS (World Atlas Language Structure)
knowledge base of linguistic typology (Dryer and
Haspelmath, 2013). We only considered syntac-
tic properties (e.g. word order), as we were per-
forming translation at word-level, and we took ad-
vantage of the 103 binary features processed in
lang2vec (Littell et al., 2017). However, it is
worth noting that there are several missing values,
specially for Shipibo-Konibo, due to the sparsity of
WALS. Thus, we solely preserved the categories
with completed entries across the five languages
involved, lowering the dimensionality to 68.

A recent study in transfer learning for MT
(Kocmi and Bojar, 2018) argued that it might be
more important the size of the corpus of the parent
language-pair rather than the similarity of the lan-
guages concerned. Our results are partially aligned
with their claim, but we observe that English and
German cannot overcome Turkish despite the large
difference in corpus size. However, we cannot de-
rive further conclusions about language distance
as a proper measurement for improving transfer
learning results, as Hebrew was the most differ-
ent language, in terms of syntax, and obtained the
best translation score in the transfer setup. Nev-
ertheless, we think the metric should be reviewed
7We decided not to divide the corpus per domain due to
the amount of data, and because we only need the parent
language-pair parameters to pre-initialize the next experiment
in Active Learning

Initial + Rand + AL
Religious 4.12 4.70 5.78
Educational 5.65 5.89 6.30
Flashcards 10.20 12.30 14.71
Total 9.12 9.75 10.43

Table 4: BLEU scores for the 40% incremental step over the
initial 50% in the Active Learning experimental setting.

carefully, as there are several missing records in
WALS. Moreover, the Spanish–Turkish parallel
corpus is composed only by GNOME and Ubuntu
localisation files, a scanty and limited domain for
translation.

A more objective analysis could be performed
using similar size and domain corpora, although
those requisites are tough to satisfy in MT. Fur-
thermore, if we want to evaluate a subword-level
transfer context, we should include morphological
features to the language similarity measure as well.
Nonetheless, for the next experimental setting, we
take as a basis the parameter values learned in the
Spanish–Hebrew language-pair.

5.2 Active learning

In this part of the study, we emulate a pool-based
active learning setting, where we need to select
iterations of sample batches to incrementally im-
prove the MT system. For the sampling query, we
partially adapt elemental heuristics proposed for
SMT (Haffari et al., 2009). Specifically, we focus
on n-gram heuristics (1-gram) to select new sen-
tences based on out-of-vocabulary (OOV) words
and term frequency. Due to the high presence of
unique and HLT in the corpora, it is relevant to
deal with OOV terms, and even more when the tar-
get language is an agglutinative one. Besides, this
heuristic could be insightful for further subword-
level experimentations using BPE.

The evaluation of the active learning approach
is performed per domain and altogether. We sep-
arate 20% of the parallel corpora as the validation
and test sub-sets with 10% each, and the rest of the
corpus is used for the pool-based evaluation. We
take half of the sentences available as the baseline
subset (Initial), and we perform a one-step incre-
ment (+40%).

Table 4 presents the BLEU scores, and we ob-
serve that the Active Learning criterion achieved
better results than random in all the experiments.
Although, it is worth noting that the overall results
are very low, mainly due to the amount of data
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available. We expect to integrate novel queries
and active learning settings proposed directly in
the NMT paradigm (Liu et al., 2018). Neverthe-
less, as the primary goal of the study is the devel-
opment of a continuous improvement framework,
we consider that different AL strategies could of-
fer a proper foundation to incrementally enhance
the MT systems for Shipibo-Konibo.

6 Conversational agent prototype for
crowd-sourcing

We take inspiration on the actions taken in an hu-
manitarian emergency (Munro, 2010), where there
was a need to solve translation queries on-the-fly.
In our context, we consider that the endangerment
of a native language is an emergency for the com-
munity as well, and we would like to reach the
speakers to involved them in this revitalisation ef-
fort from a computational perspective. Thus, to
support the continuous improvement of the MT
system developed so far, we expect to retrieve col-
laborative and crowd-sourced translations from na-
tive speakers through social media, which provides
extended channels with few access constraints or
limitations. For this reason, we decided to build a
conversational agent, and we describe our work in
progress of the current prototype.

6.1 Interaction strategies

To apply the collaborative learning for transla-
tion, we designed a persistent model to support
the interaction between the user and the applica-
tion. The model includes features such as: the
storage of potential translations from users and
non-translated sentences (in Spanish), the selec-
tion of non-translated sentences to be presented to
the users, and the integration of the new transla-
tions in following training iterations.

The model can be adjusted with different pa-
rameters, such as a limited sentence length or term
frequency for the selection process, or the number
of references translations required from different
users given a non-translated sentence. The latter
is a significant feature in crowd-sourcing settings,
as we cannot assume that a professional translator
is going to provide all the feedback, thus, we need
to take many references from the crowd to reduce
potential noise.

Figure 1: First story: a user requests an automatic translation
from Spanish into Shipibo-Konibo. User says: “Translate:
This is my life”, and the conversational agent answers with
the translation (“Traducción”)

Figure 2: Second story: a user offers its help and the system
requests for a new translation. First, the user writes “AL” to
start the interaction (more natural expressions are going to be
integrated). Then, the system requests for a translation (“I
want to pay”) and the user answers. Finally, the system ends
the interaction with thanks in Shipibo-Konibo.

6.2 Design and implementation

We built a framework for developing a webhook
that supports the interaction with the Facebook
Messenger API8 (version 3.2). The webhook sup-
ports two types of interactions, known as stories.

The first story refers to requests from users to
the conversational agent for translating a phrase
or sentence. The translation request must be from
Spanish to Shipibo-Konibo, as we can see in Fig-
ure 1. The aim of this first story is to engage poten-
tial learners interested in the language, or profes-
sional translators that want to analyse and post-edit
the output of MT systems.

The second story, in contrast with the first one,
takes advantage of crowd-sourcing, as it involves a
translation requirement from the system to the user
after receiving a manifest of support. In Figure 2
we observe the conversational agent asking for the
translation of a sentence. The text has been ex-
tracted from the pool of non-translated flashcards
by using the active learning criterion.

8We chose this platform because it has been our main commu-
nication channel with the certified translators during the cor-
pus development. Official site: https://developers.
facebook.com/docs/graph-api
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6.3 Further development
Apart from technical details to support the model
persistence in a large-scale number of interactions,
there must be a focus in building a robust com-
munication flow in the stories. For instance, the
fist story could be extended to accept feedback of
the users in a post-edition setting, although there
should be a mechanism to distinguish professional
translators from other speakers. In case of the sec-
ond story, the system could ask to retrieve more
translations instead of ending the interaction im-
mediately. Moreover, there should be a usability
test for the conversational agent to identify the best
interaction flow for the users (native speakers).

7 Conclusion

We presented additional MT results for Shipibo-
Konibo using sequence-to-sequence neural net-
works, altogether with transfer learning and active
learning strategies. We also introduced a new par-
allel corpus domain which texts are used in a lan-
guage learning context. Overall results are aligned
to the amount of data available; however, we ob-
served a promising upward trend in the perfor-
mance, even more when the new domain is in-
volved. Thus, we integrated an NMT model within
a conversational agent prototype to retrieve crowd-
sourcing and collaborative translations through so-
cial media. These have been the initial steps to set
up a continuous improvement framework for MT
in Shipibo-Konibo.

Furthermore, as we built the current system in
the NMT paradigm, we could integrate novel fea-
tures to steadily improve the performance. Also,
we plan to complete the pairwise-system with
the translation direction from Shipibo-Konibo into
Spanish, and take advantage of monolingual data
in Shipibo-Konibo to enhance the encoder-decoder
components at subword-level.
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Abstract

In this paper a machine translation sys-
tem for Crimean Tatar to Turkish is pre-
sented. To our knowledge this is the first
Machine Translation system made available
for public use for Crimean Tatar, and the
first such system released as free and open
source software. The system was built using
Apertium1, a free and open source machine
translation system, and is currently unidi-
rectional from Crimean Tatar to Turkish.
We describe our translation system, evalu-
ate it on parallel corpora and compare its
performance with a Neural Machine Trans-
lation system, trained on the limited amount
of corpora available.

1 Introduction

This paper presents a Free/Open-Source prototype
shallow-transfer rule-based machine translation sys-
tem between Crimean Tatar and Turkish. The sys-
tem is built using Apertium (Forcada et al., 2010), a
free and open source platform that facilitates devel-
opment of rule-based machine translation systems
by providing tools that minimize the
The paper will be laid out as follows: Section 2

gives a short review of some previous work in the
area of Turkic–Turkic language machine transla-
tion; Section 3 introduces Crimean Tatar and Turk-
ish and compares their grammar; Section 4 de-
scribes the system and the tools used to construct
it; Section 5 gives an evaluation of the system and
compares it with a basic neural translation system,
© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1http://wiki.apertium.org

also presenting an example of a Crimean Tatar sen-
tence and its translations into Turkish by the systems
compared.. Finally Section 6 describes our aims for
future work and some concluding remarks.

2 Previous work
Within the Apertium project, work on several MT
systems between Turkic languages has been started
(Turkish–Kyrgyz, Azeri–Turkish, Tatar–Bashkir),
but until the release of the pair which this paper
presents, the Kazakh–Tatar system (Salimzyanov et
al., 2013) was the only one of release level quality,
and accordingly the only one released.
Besides these systems and those that are corpo-

rately available,2 a handful of previous works onma-
chine translation systems between Turkic languages
exist. MT systems have been reported that trans-
late between Turkish and other Turkic languages,
including Turkish–Crimean Tatar (Altıntaş, 2001),
Turkish–Azerbaijani (Hamzaoglu, 1993), Turkish–
Tatar (Gilmullin, 2008), and Turkish–Turkmen
(Tantuğ et al., 2007), though none of these have
been released to a public audience. In the develop-
ment of this system, we use another system devel-
oped within the Apertium project, a morphological
analyzer for Crimean Tatar (Tyers et al., 2019).

3 Languages
While Turkish and Crimean Tatar belong to differ-
ent branches of the Turkic family—Oghuz (South-
western Turkic) and Kypchak (Northwestern Tur-
kic) respectively—historical contact has been in-
tense enough to make the written standards of the
two languages somewhat mutually intelligible, al-
though differences in modern vocabulary prevent
more complete mutual intelligibility.
2e.g., Google Translate, http://translate.google.com
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Turkish is the official language in Turkey, and an
official language in Cyprus. It is a recognized mi-
nority language in Greece, Iraq, Kosovo, Macedonia
and Romania. There are around 80 million fluent
speakers of Turksih, mostly living in Turkey (Eber-
hard et al., 2019). Crimean Tatar is a recognized
minority language in Ukraine and Romania. There
are over half a million speakers of Crimean Tatar,
who mostly live in the Crimean peninsula, Uzbek-
istan, Turkey, Romania, and Bulgaria (Eberhard et
al., 2019). The map in Figure 1 shows the two lan-
guages’ situation among other Turkic languages spo-
ken around the Black Sea.

Figure 1: Location of Turkish (tur) and Crimean Tatar (crh)
within the Black Sea area.

Turkish has undergone a purification process, re-
moving many Arabic and Persian-origin words that
it had in common with Crimean Tatar. Turkish has
been influenced by and borrowedwordsmainly from
French throughout the 20th century, while the major
influence on Crimean Tatar has been Russian. Con-
sider for example the loan word for “bus station”,
Turkish otogar < Fra. “auto- + gare” and Crimean
Tatar avtovokzal < Rus. “автовокзал”.

3.1 Orthographic and Phonological
differences

Both the orthographies and the phonologies of the
languages are remarkably close, especially in the
written standard, but a number of differences are
immediately observable at first glance.
The most obvious phonological differences be-

tween Crimean Tatar and Turkish are the existence
of three phonemes in Crimean Tatar that do not exist
in Turkish: /q/, /ʁ/, and /ŋ/.
There are also differences in the treatment of

loanwords. Word-final stops at the end of recent
loandwords are more consistently devoiced in Turk-
ish, as can be seen in Turkish mikrop ‘microbe’ and
Crimean Tatar mikrob, or sülfit ‘sulphide’ and sul-

fid. The affricate /ts/ is usually realised as /s/ in
Turkish, but preserved in Crimean Tatar. For ex-
ample, words like Crimean Tatar tsilindir ‘cylinder’,
tsellofan ‘cellophane’ tend to appear as silindir and
selofan in Turkish. However, examples such as
tsunami do appear in Turkish, and it may also be
important that Turkish loans of this sort tend to be
of French or English origin, while the Crimean Tatar
loanwords are usually from Russian.

3.1.1 Latin script
In recent years, Crimean Tatar has for the most

part employed a latin script almost identical to the
Turkish script with the exception of a few letters.
The letter q is used to represent /q/, a voiceless uvu-
lar stop in Crimean Tatar. Neither the sound nor
the letter exists in standard Turkish. Crimean Tatar
also tends to mark long a sounds /a:/ more consis-
tently with a circumflex, â, than Turkish, where the
character is used sporadically and for more ambigu-
ous purposes — i.e. it can also be used to mark
palatalisation. The letter ñ, also not used in Turk-
ish, is used for the dorsal nasal /ŋ/, which for the
most part no longer exists in Turkish. The use of the
letter ğ also differs. In Turkish, ğ represents what
was once a dorsal obstruent, but has since deleted in
modern standard Turkish and caused compensatory
lengthening of a preceding vowel, e.g. dağı [dɑː.ɯ]
‘mountain–♮♭♱♱.3’. In Crimean Tatar, the letter ğ
represents a uvular fricative /ʁ/, e.g. dağı [dɑʁɯ]
‘mountain–♮♭♱♱.3’.

3.1.2 Cyrillic
A Cyrillic alphabet based on that of Russian was

used officially from 1938 to the 1990s, and has still
not completely fallen out of use today. Unlike some
of the other Turkic alphabets, it did not feature spe-
cial characters that were not present in the Russian
alphabet. Consonants and vowels that did not ex-
ist in Russian were instead written using digraphs,
often involving the hard ъ or soft ь sign.
For example, the consonants represented as q, ğ

and ñ in the Latin script are represented as къ, гъ,
and нъ, respectively, in the Cyrillic orthography.
Also, the vowels represented with ü and ö in the
Latin script are represented with either уь and оь,
or у and о with a ь after the following consonant, or
just у and о in the presence of certain consonants.
See (Tyers et al., 2019) for more details, and how
the transliteration module is used to process Cyrillic
Crimean Tatar input.
The sentence “Welcome to Crimea!” is shown in
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lang. / orthography text
Crim. Tatar Latin Qırımğa hoş keldiñiz!
Crim. Tatar Cyrillic Къырымгъа хош кельдинъиз!
Crim. Tatar IPA [qɯɾɯmʁɑ xoʃ keldiŋiz]
Turkish Kırım’a hoş geldiniz!
Turkish IPA [kɯɾɯmɑ hoʃ ɡʲɛldiniz]

Table 1: “Welcome to Crimea” in Latin and Cyrillic Crimean
Tatar orthographies with a Turkish translation.

the Latin and Cyrillic orthographies along with the
Turkish translation in Table 1.

3.2 Morphological Differences
The morpheme -A, which marks the aorist in
Crimean Tatar, serves as the optative mood in Turk-
ish. And while the Turkish aorist -Ir/-Ar exists in
Crimean Tatar, it is used as a future tense.
Both languages have two basic morphemes for

the past tense: Turkish -mIş and -DI and Crimean
Tatar -GAn3 and -DI. In Turkish, the distinction
is between non-first-hand evidential past and first-
hand evidential past, whereas in Crimean Tatar the
distinction is between non-recent past and recent
past. In Crimean Tatar, evidential tenses are usually
formed with the additional morpheme eken.
Furthermore, Crimean Tatar does not have a dis-

tinct strategy for marking progressive aspect, and
uses the same morpheme for both non-past and
present progressive. In Turkish, the progressive is
marked by -(I)yor, and can be used with a variety of
tenses. Both languages, however, have a progressive
construct used in more formal speech and writing,
-mAktA, which comprises a gerund in locative case.
A number of phonological differences exist be-

tween cognate inflectional morphemes in the two
lanugages: for example, the Crimean Tatar dative
case -GA, which can be realised as -ğa, -ge, -qa, -ke
depending on its phonological environment, corre-
sponds to -(y)A in Turkish, realised as -a, -e, -ya, ye
depending on phonological environment.

3.3 Syntactic differences
Turkish has a richer inventory of morphology relat-
ing to relative clauses, particularly verbal adverbs.
However, Crimean Tatar exhibits more auxiliary
verbs, which are used to add modal and aspectual
information to verb phrases.
3The Crimean Tatar morpheme -GAn is cognate to the Turkish
participle form -(y)An.

The languages also differ in their placement of
the polar question particle -mI relative to person
agreement suffixes: in Crimean Tatar the question
particle comes after person agreement, whereas in
Turkish it tends to come before. For example, in
Crimean Tatar bilesiñmi ‘do you know?’ the ques-
tion particle follows the 2nd person singular agree-
ment suffix -sIñ, whereas in the corresponding Turk-
ish form biliyormusun, the question particle preceds
the agreement suffix -sIn.

4 System
The system is based on the Apertiummachine trans-
lation platform (Forcada et al., 2010).4 While ini-
tially developed to translated between closely related
Romance languages such as Catalan and Spanish,
the system has evolved to handle different and more
distantly related languages. Apertium’s code and
data are licensed under the Free Software Founda-
tion’s General Public Licence5 (GPL) and all the
software and data for the 47 currently released lan-
guages (and other pairs being worked on) is available
for download from GitHub.6

4.1 Architecture of the system
The Apertium translation engine consists of a Unix-
style pipeline or assembly line with the following
modules (see Figure 2):

• A deformatter which encapsulates format in-
formation from the input in superblanks which
the other modules process as blanks between
words.

• A morphological analyser, implemented as a
transducer, which processes surface forms (SF)
(words, or, where detected, multiword lexical
units or MWLUs) and produces one or more
lexical forms (LF) consisting of lemma, part
of speech and morphological information.

• A module that disambiguates between possible
analyses depending on the context.

• A lexical transfer module which reads each
source-language (SL) LF and produces corre-
sponding target-language (TL) LFs by looking
them up in a bilingual dictionary encoded as an
FST compiled from the corresponding XML

4http://www.apertium.org
5https://www.gnu.org/licenses/gpl.html
6https://github.com/apertium
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Figure 2: System Architecture

file. The lexical transfer module may return
more than one TL LF for a single SL LF.

• A lexical selection module which uses rules
to choose the best translation of ambiguous
source language LFs based on context.

• Transfer rules that work with a shallow method
to change grammatical structures in the source
language to ones more befitting the target lan-
guage.

• A morphological generator that produces a TL
SF for each TL LF, by applying the correct in-
flection.

• A post-generator FST to deal with minor or-
thographic issues.

• A reformatter which de-encapsulates any for-
mat information.

The modules are discussed in the following sec-
tions.

4.2 Morphological transducers
The morphological transducers are based on the
popular Helsinki Finite State Technology (Linden
et al., 2011), a free/open-source reimplementation
of the Xerox finite-state toolchain. It provides both
the lexc formalism for defining lexicons and the
twol and xfst formalisms for modelling morpho-
phonological rules. Along with its open-source li-
cense, this toolkit is used as it — or the equivalent
XFST— has been widely used for other Turkic lan-
guages (Cöltekin, 2010; Altıntaş and Çiçekli, 2001;
Tantuğ et al., 2006; Washington et al., 2012; Tyers
et al., 2012b).
The morphologies of both languages are imple-

mented in lexc, and the morphophonologies of both
languages are implemented in twol. Use of lexc al-
lows for straightforward definition of different word
classes and subclasses. For example, Crimean Tatar

and Turkish have two classes of verbs that have dif-
ferent vowels in the aorist morpheme. Class mem-
bership cannot be predicted based on any phonolog-
ical criteria and is simply a lexical property of any
given verb. For example, the Turkish verbs ısır and
kır, “bite” and “break” respectively, inflect differ-
ently in the aorist, as ısırır and kırar. Despite the
otherwise identical rules of vowel harmony, these
two verbs require different paradigms for inflection.
This was implemented in lexc with two similar sets
of continuation lexica that lead to the appropriate
affixes for a given word class.
Twol allows for simple implementation of phono-

logical phenomena such as vowel harmony or voic-
ing/devoicing.

4.3 Bilingual lexicon
The bilingual lexicon currently contains 9,269 stem-
to-stem correspondences and was built by:

• Crossing a Crimean-Tatar to Russian + Rus-
sian to Turkish dictionary

• Searching for cognates using regular expres-
sions to change frequent differences, e.g.
Turkish hava, “air”, vs. Crimean Tatar ava, or
similarly hoca, “teacher”, vs. oca

• Consulting a Crimean Tatar to Russian Dictio-
nary manually7

• Consulting a Turkish (Ottoman) dictionary8

• Adding words provided by Kemal Altıntaş,
used in his work on Turkish to Crimean Tatar
machine translation (Altıntaş, 2001).

Entries are mostly one-to-one stem correspon-
dences given with their parts of speech, but some
also have ambiguous translations.
7http://medeniye.org/lugat
8http://lugatim.org

LoResMT 2019 Dublin, Aug. 19-23, 2019 | p. 27



4.4 Disambiguation rules

We use Constraint Grammar (CG) (Karlsson et al.,
1995) for contextual rule-based disambiguation be-
tween the possible analyses the analyzer produces
for each surface form. The version of the formalism
used is vislcg3.9 The analyzer outputs are fairly am-
biguous with an average of around 2.13 analyses per
form for Crimean Tatar and 2.09 for Turkish. Using
the disambiguator, ambiguity is currently down to
1.18 analyses per form for Crimean Tatar and 1.46
for Turkish.
The level of ambiguity has still not converged to

near 1, due to many ambiguous affixes that both lan-
guages have, particularly in non-finite verbal mor-
phology. However the downside to this is minimized
by the fact that the closely related grammar of the
two languages means that the very same ambiguity
can often carry over in translation without causing
an error.

4.5 Lexical selection rules

We use the Apertium lexical selection module (Ty-
ers et al., 2012a).
In some instances, even word translations that are

direct cognates may be used in different contexts
in the source and target languages. For example,
Crimean Tatar vaqıt is a word expressing a temporal
concept, either a certain point in time or a duration.
Turkish has a cognate with very similar meanings,
vakit, but different contexts elicit different interpre-
tations. Certain collocations such as bir vaqıt, “(for)
some time”, require the use of another translation
in Turkish, süre. A lexical selection rule to choose
the translation süre when it occurs with bir is writ-
ten to make sure the correct translation is produced.
Similarly the Crimean Tatar word zümre has a di-
rect cognate in Turkish, however when it is used in
the sense of a language family, it must be translated
into Turkish as aile, literally “family.” The system
currently has a total of 13 lexical selection rules.

4.6 Structural transfer rules

Structural transfer rules are written in XML files
and are applied left-to-right and longest match first.
With equal length matches the preceding rule in the
file prevails. There are currently 53 rules for transla-
tion from Crimean Tatar to Turkish, and 9 for Turk-
ish to Crimean Tatar.

crh Sentence Kerekmey maña öyle feodallar.
Ref. Translation Lazım değil bana öyle feodaller.
RBMT Output Gerekmez bana öyle feodallar.
NMT Output Gerekmez bana böyle otlaklar.

Table 2: Example of MT output for a crh input sentence.

5 Evaluation

All evaluation was tested against version 0.2.1, or
r53f133c in the Apertium GitHub.

5.1 Coverage
Lexical coverage of the system is calculated over
freely available corpora of Crimean Tatar. Two
years worth of content (2014 and 2015) from
Radio Free Europe / Radio Liberty (RFERL)’s
Crimean Tatar service,10 as well as a recent dump
of Wikipedia’s articles in Crimean Tatar were used.

Corpus Coverage Wordcount
Krymr2014 92.6% 874,662
Krymr2015 93.7% 798,666
Wikipedia 89.7% 198,178
Total 92.8 2,032,300

Table 3: Coverage over corpora. We define coverage here as
the percentage of words in the corpus that the system analyzes
and produces a translation for.

As shown in Table 3, the naïve coverage of the
Crimean Tatar-Turkish MT system over the news
corpora approaches that of a broad-coverage MT
system, and has less than a tenth of words unknown.
The coverage over the Wikipedia corpus is slightly
worse, due to the fact that this corpus is “dirtier”:
it contains orthographical errors, wiki code, repeti-
tions, as well as quite a few proper nouns.

5.2 Translation Quality
Table 2 shows a Crimean Tatar sentence and its
translations by both our RBMT system and theNMT
system. In both the sentence “I don’t need feudal
types like that,” is translated with gerekmez instead
of the equivalent lazım değil. The RBMT preserves
the meaning but doesn’t produce the correct vowel
harmony in feodaller, and the NMT produces the
translation “I don’t need pastures like this.”
9http://visl.sdu.dk/cg3.html
10https://ktat.krymr.com/
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We use the metrics BLEU (Papineni et al., 2002)
andWord Error Rate, a metric based on Levenshtein
distance (Levenshtein, 1966) to evaluate our system
on parallel corpora and compare it with the per-
formance of a Neural Machine Translation system
trained on the same corpora. We use an NMT-Small
model from the OpenNMT (Klein et al., 2017)
framework for the neural translation. The model we
train is word-level, using Byte-pair Encoding (Sen-
nrich et al., 2015).
To evaluate our system the need arises for par-

allel corpora. While aligned sentences ready for
MT training are not available, a number of aca-
demic works published in Turkey provide Crimean
Tatar–language text along with Turkish translations.
These works are mostly collections of folk tales
(Bakırcı, 2010) and selections from Crimean Tatar
literature in the Soviet period, from sources includ-
ing the literary journal Yıldız (Atıcı, 2008; Hen-
dem, 2008) and the works of Ayder Osman (Akın,
2014). Other sources deal with the literature of a
certain period (Hakyemez, 2007) or social/political
phenomenon (Türkaslan, 2015). We align and to-
kenize the sentences in these parallel corpora us-
ing hunalign (Varga et al., 2007) and the tokenizer
script provided with the Moses statistical translation
toolkit (Koehn et al., 2007). We are in negotiation
with the rights holders to release the gathered corpus
under an open licence.

Corpus crh Tokens tur Tokens
Yıldız (Volume I) 192,671 190,769
Yıldız (Volume II) 161,047 160,420
Ayder Osman 22,190 21,950
Poverty Literature 23,701 24,185
Folk Tales 84,499 78,998

Table 4: Parallel Corpora. We join together all of these cor-
pora except for the folk tales, and split this in a 90-5-5 split. We
use the 5% test portion and the folk tales to test and compare
the NMT and

We use all of the parallel corpora listed in Table 4
except for the folk tales in NMT training, random-
izing the order of their sentences and splitting them
into train, testing and development sets of roughly
90%, 5% and 5% in proportion. This amounts to
about 360 thousand tokens for each language in the
training corpora, 20 thousand each for the develop-
ment corpus and again 20 thousand each for testing.
The folk tales corpus has a slightly different ortho-
graphic system from standard Crimean Tatar, and is

Corpus System BLEU WER
Test Corpus RBMT 20.50 54.83%
Test Corpus NMT 7.88 76.25%
Test Corpus None 8.29 69.49%
Folk Tales RBMT 22.07 52.63%
Folk Tales NMT 2.27 85.11%
Folk Tales None 9.04 67.87%

Table 5: Evaluation of Translation Quality. “None” simply
measures the BLEU and WER scores on corresponding un-
translated parallel sentences in each language.

non-trivial to convert into the standard. We use this
corpus as another test corpus, to compare the perfor-
mance of our RBMT (Rule-based Machine Trans-
lation) and NMT (Neural Machine Translation) sys-
tems in situations showing orthographic or dialectal
variety.
Table 5 compares the performance of RBMT and

NMT on the system, and provides scores for when
translation is not done at all in the rows where the
System column is filled with “None.” The Rule-
based system performs better than the Neural sys-
tem, in both the WER and BLEU metrics. A num-
ber of reasons could factor into this. The ortho-
graphic and dialectal variety of the texts used in
the aligned corpora may have hindered learning and
generalization in the NMT system. The RBMT sys-
tem is to some degree robust to this, as adding fre-
quent variants of frequent words is a simple issue,
and one that we frequently addressed while devel-
oping the RBMT system on theWikipedia and news
corpora. It should be noted that none of the paral-
lel corpora used for evaluation were used while de-
veloping the RBMT system, including the train and
development sets.
The majority of RBMT errors are mostly due

either to mistakes and gaps in the morphophonol-
ogy components and disambiguation errors or input
words being out of the vocabulary. The NMT er-
rors, however, seem to stem from simple lack of
data. The figures achieved given only 360 thousand
tokens of training data on each side seems to be
consistent with experiments conducted in the liter-
ature concerning the relation of NMT performance
and the amount of data (Koehn and Knowles, 2017).
Taken along with the relative lack of standardization
of the language, this should account to some degree
for the poor performance.
The sheer similarity (and not inconsiderable mu-

tual intelligibility) of the two languages also benefits
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the RBMT and the scenario where no system at all
is used, in comparison to an NMT system that does
not have adequate data to encode and decode input
text properly.

6 Conclusion
To our knowledge we have presented the first ever
publicly available MT system between Crimean
Tatar and Turkish, which is available online for use
on Apertium’s website.11 It has near production-
level coverage, but is rather prototype-level in terms
of the number of rules. Although the impact of
this relatively low number of rules on the quality of
translation is extensive, the outlook is promising and
the current results suggest that a high-quality transla-
tion betweenmorphologically-rich agglutinative lan-
guages is possible.
We have evaluated our system on an amount of

parallel corpora gathered by linguistics departments
in Turkey, and compared the performance with that
of an NMT system trained on these corpora. The
results indicate that even in 2019, it is feasible to
use RBMT between closely related, morphologi-
cally rich languages when there are not enough re-
sources to train the cutting edge in Neural Machine
Translation.
We plan to continue development on the pair;

the coverage of the system is already quite high,
although we intend to increase it to 95% on the
larger monolingual corpora we have — we estimate
that this will mean adding around 5,000 new stems
and take 1–2 months. The remaining work will
be improving the quality of translation by adding
more rules, starting with the CG module. The long-
term plan is to integrate the data created with other
open-source data for Turkic languages in order to
make transfer systems between all the Turkic lan-
guage pairs. Related work is currently ongoing with
Kazakh–Turkish, Uyghur–Turkish, Sakha–Kazakh
and (Kazan) Tatar–Turkish. The system is avail-
able as free/open-source software under the GNU
GPL, and the whole system may be downloaded
from GitHub.
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 Abstract 

In this paper we develop a neural machine 

translation (NMT) system for translating 

from English into Irish and vice versa. We 

evaluate the performance of NMT on the 

resource-poor English-Irish (EN–GA) 

language pair, show that we can achieve 

good translation quality in comparison to 

previously reported systems, and outper-

form Google TranslateTM with several 

BLEU points on a domain-specific test set 

related to the legal domain. We show that 

back-translation of monolingual data 

closely related to the domain of the test set 

can further increase the model’s perfor-

mance. Finally, we present a lightweight 

method for filtering synthetic sentence 

pairs obtained via back-translation using a 

tool for misalignment detection. We show 

that our approach results in a slightly 

higher BLEU score while requiring less 

training data. 

1 Introduction 

In recent years the performance of machine 

translation systems has been improving 

significantly thanks to the shift from statistical 

machine translation (SMT) to NMT. Replacing 

the recurrent neural network (RNN) architecture 

with a Transformer architecture that relies entirely 

on self-attention to compute representations of its 

input and output has set a new state of the art in 

the field of machine translation (Vaswani et al. 

2017). 

                                                 
 © 2019 The authors. This article is licensed under a Crea-

tive Commons 4.0 licence, no derivative works, attribution, 

CCBY-ND. 

 

 However, for low-resource languages, the 

performance of (neural) machine translation 

systems can still be disappointing, as pointed out 

for instance by Koehn et al. (2017). Many 

approaches have been suggested to improve the 

quality of NMT in such a low-resource setting, 

among which multilingual models (Johnson et al. 

2016; Thanh-Le et al. 2016), unsupervised 

approaches (Lample et al. 2019) and systems 

relying on back-translation (Sennrich et al. 2016) 

have been the most successful. 

 In this paper we focus on the translation of the 

English-Irish language pair using NMT. The Irish 

language has been categorized as a ‘weak or not 

supported language’ by the META-NET report 

(Judge et al. 2012) due to the lack of good 

translation resources. Despite this relatively low 

availability of resources, both in terms of 

monolingual and bilingual content, it has been 

shown that an SMT system can achieve promising 

translation quality both in a domain-specific 

setting (Dowling et al. 2015) and in a more broad-

domain context (Arcan et al. 2016). 

 First steps were taken by Dowling et al. (2018) to 

apply NMT methods to EN–GA MT, although the 

resulting NMT system performed significantly 

worse than SMT, scoring more than 6 BLEU 

lower on an in-domain test set.1 

 In this work we will further explore the potential 

of NMT for the EN–GA language pair. We add 

web-crawled parallel data to the publicly available 

resources used in previous studies and show 

relatively good translation quality both on a 

domain-specific test set and on a more generic test 

set. Next, our experiments confirm that NMT 

translation quality for GA→EN can be 

significantly improved using back-translation. 

1
 Reported BLEU score of 40.1, compared to a BLEU score 

of 46.4 for the SMT system. 
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Due to a lack of Irish monolingual data, back-

translation was less useful for EN→GA NMT. 

  Finally, a set of experiments was performed in 

which the synthetic parallel corpus, obtained via 

back-translation, was filtered with Bicleaner2 

(Sánchez-Cartagena et al. 2018), a tool for 

misalignment detection. We show that applying 

misalignment detection on a synthetic corpus 

before adding it to the parallel training data results 

in small increases in BLEU score and could be a 

useful strategy in terms of data selection.   

 Filtering of parallel data has been the subject of 

various studies (Axelrod et al. 2011; van der Wees 

et al. 2017), but such data selection methods have 

only been scarcely investigated in the context of 

back-translation. Fadaee et al. (2018) suggest 

several sampling strategies for synthetic data 

obtained via back-translation, targeting difficult to 

predict words. More closely related to our filtering 

technique is the method proposed by Imankulova 

et al. (2017). They present a method in which a 

synthetic corpus was filtered by calculating the 

BLEU score between the target monolingual 

sentence and the translation of the synthetic 

source sentence in the target language and report 

small increases in translation quality in a low-

resource setting. 

2 Materials and methods 

2.1 Data 

 In this section, we give an overview of the data 

used for training our NMT systems. Both 

bilingual and monolingual data are used. 

 In Table 1 an overview of the parallel data is 

shown. Three types of data were collected: 1) 

Baseline data, i.e. a collection of publicly 

available resources; 2) Web-crawled data, i.e. data 

scraped from two bilingual websites, and 3) 

ParaCrawl data. 

 The baseline data has been described in detail in 

previous publications (Dowling et al. 2015; Arcan 

et al. 2016). We note that there are some other 

parallel corpora available for the EN–GA 

language pair, the largest of which are the KDE3 

                                                 
2 https://github.com/bitextor/bicleaner 
3 http://opus.nlpl.eu/KDE4.php 
4 http://opus.nlpl.eu/GNOME.php 
5
 https://scrapy.org 

6
 Now part of the ParaCrawl pipeline: 

https://github.com/bitextor/bitextor 
7
 http://mokk.bme.hu/en/resources/hunalign 

8
 Threshold based on manual inspection. 

9
 http://opus.nlpl.eu/DGT.php 

and GNOME4 corpora. However, due to the very 

specific nature of these corpora, they were not 

included in the training data. 

 The web-crawled dataset consists of sentence 

pairs we scraped and aligned ourselves from two 

bilingual websites. This data was scraped using 

Scrapy5 and then document-aligned using Ma-

lign,6 a tool for document alignment that makes 

use of MT. Sentence alignment of these document 

pairs was subsequently performed using Hu-

nalign7 (Varga et al. 2005). Finally, the misalign-

ment detection tool Bicleaner (Sánchez-Cartagena 

et al. 2018) was applied to these aligned sentences 

(the Bicleaner threshold was set to 0.58). 

 

 

Parallel corpus #unique sen-

tence pairs 

#EN tokens 

DGT9 38,672 948,037 

+ DCEP10 7,303 158,035 

+ EU Bookshop11 95,705 2,182,873 

+ Irish legislation12 172,272 4,285,570 

+ EU constitution13 6,702 140,101 

= Baseline data 315,748 7,634,954 

www.education.ie 128,016 3,408,864 

+ www.courts.ie 2,791 66,260 

= Web-crawled data 130,807 3,475,124 

ParaCrawl data14 

(0.5<Bicleaner score) 

784,606 17,646,315 

Total 1,195,067 27,860,572 

Table 1 Parallel NMT training data (EN–GA) 

 

 We also used the ParaCrawl corpus as a bilingual 

resource. We used the Raw EN–GA ParaCrawl 

corpus v4.015 consisting of 156M sentence pairs. 

ParaCrawl is known to contain a diversity of noise 

such as misalignments, untranslated sentences, 

non-linguistic characters, wrong encoding, lan-

guage errors, short segments etc. that may harm 

NMT performance (Khayrallah et al. 2018). 

Therefore, only pairs with a Bicleaner score 

10
 https://wt-public.emm4u.eu/Resources/DCEP-

2013/DCEP-Download-Page.html 
11

 http://opus.nlpl.eu/EUbookshop-v2.php 
12

 http://www.gaois.ie/en 
13

 http://opus.nlpl.eu/EUconst.php 
14

 https://paracrawl.eu 
15

 https://s3.amazonaws.com/web-language-models/para-

crawl/release3/en-ga.classify.gz 
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greater than 0.5 were considered. After deduplica-

tion, the size of the ParaCrawl corpus diminishes 

to 784k sentence pairs. 

 We extracted two test sets from this parallel data: 

a domain-specific test set (legal domain) and a 

more generic test set, both consisting of 3k sen-

tence pairs, and held out from the Irish Legislation 

and EU Constitution corpora (legal) and the DGT 

and DCEP corpora (generic), respectively. We 

note that the DGT corpus is derived from the 

translation memories of the European Commis-

sion's Directorate-General for Translation, while 

the DCEP corpus originates from the European 

Parliament. While both are linked to the adminis-

trative text type, the DCEP corpus includes a 

wider variety of text types compared to the former 

(Hajlaoui et al. 2014). 

 In comparison to previous publications, two rela-

tively large EN–GA corpora could not be used in 

this work, due to their not being publicly availa-

ble: 1) a set of translation memory files from the 

Department of Arts, Heritage and the Gaeltacht 

(DAHG), containing approximately 40k parallel 

sentences (Dowling et al. 2015); 2) translations of 

second level textbooks (Cuimhne na dTéacslea-

bhar) in the domain of economics and geography, 

holding around 350k sentence pairs (Arcan et al. 

2016). 

 

Monolingual EN corpus #unique EN 

sentences 

#EN tokens 

DCEP 2,004,062 52,163,146 

+ DGT 1,644,325 39,468,227 

+ EAC16 1,341 21,828 

+ ECDC17 2,027 35,935 

+ JRC-Acquis18 463,073 13,316,245 

= Total 3,989,791 102,178,555 

Monolingual GA corpus #unique GA 

sentences 

#GA tokens 

Wikipedia 217,695 6,540,334 

+ ParaCrawl corpus, GA 

side (0.0<Bicl. score<0.5) 

301,141 5,661,168 

= Total 518,836 12,201,497 

Table 2 Data (EN|GA) for back-translation  

 

                                                 
16

 https://ec.europa.eu/jrc/en/language-technologies/eac-

translation-memory 
17

 https://ec.europa.eu/jrc/en/language-technologies/ecdc-

translation-memory 
18

 http://opus.nlpl.eu/JRC-Acquis.php 

 In Table 2 we give an overview of the monolin-

gual data used for back-translation (see Section 

2.4). The English monolingual corpus consists of 

the English side of the EN–FR DCEP, DGT, EAC, 

ECDC and JRC-Acquis corpora. The last corpus 

is related to the legal domain, while the other cor-

pora serve as generic data for this test case. 

 The Irish monolingual corpus consists of data ex-

tracted from Irish Wikipedia articles and the Irish 

side of the ParaCrawl corpus (sentences with a Bi-

cleaner score greater than 0 and smaller than 0.5). 

Imposing a Bicleaner threshold equal to 0 ensures 

that non-Irish sentences and noisy sentences in 

general are excluded. 

 Sentences from the monolingual corpora overlap-

ping with the English or Irish side of the test sets 

were excluded. 

2.2 Machine translation 

 Neural MT engines were trained with OpenNMT-

tensorflow19 using the Transformer architecture 

during 20 epochs and default training settings.20 

Preprocessing was done with aggressive 

tokenization, and joint subword (BPE) and 

vocabulary sizes set to 32k. NMT systems were 

trained in both translation directions, EN→GA 

and GA→EN. The translation quality of the MT 

models is measured by calculating BLEU scores 

on two held out test sets (see Section 2.1). The 

reported BLEU score is the maximal BLEU 

reached in the last 10 epochs of training. 

2.3 Bicleaner 

 Bicleaner detects noisy sentence pairs in a 

parallel corpus by estimating the likelihood of a 

pair of sentences being mutual translations (value 

near 1) or not (value near 0). Very noisy sentences 

are given the score 0 and detected by means of 

hand-crafted hard rules. This set of hand-crafted 

rules tries to detect evident flaws such as language 

errors, encoding errors, short segments and very 

different lengths in pairs of parallel sentences. In 

a second step, misalignments are detected by 

means of an automatic classifier. Finally, 

sentences are scored based on fluency and 

diversity. More details are provided by Sánchez-

Cartagena et al. (2018). 

19
 https://github.com/OpenNMT/OpenNMT-tf 

20
 https://github.com/OpenNMT/OpenNMT-tf/blob/mas-

ter/opennmt/models/catalog.py 
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 In order to clean the EN–GA web-crawled corpus 

and the synthetic data obtained via back-

translation we used a pre-trained classifier 

provided by the authors.21 

2.4 Back-translation 

 Following the methodology described by 

Sennrich et al. (2016), we paired EN|GA 

monolingual data (see Table 2) with EN→GA and 

GA→EN back-translated data, respectively, and 

used it as additional synthetic parallel training 

data. 

 Our MT engines for back-translation were trained 

using the RNN (Recurrent Neural Network) 

architecture in OpenNMT (Klein et al. 2017) on 

the parallel data described in Table 1. The RNN 

architecture was chosen because of higher 

inference speed compared to the Transformer 

architecture (Vaswani et al. 2017; Zhang et al. 

2018), which speeds up the process of back-

translation. 

 We applied Bicleaner to the resulting synthetic 

parallel corpus in an effort to filter out data that 

may harm the performance of an NMT engine. 

3 Results 

 Neural MT engines (see Section 2.2) were trained 

on the different types of training data described in 

Section 2.1. We evaluated our MT systems on two 

test sets: a generic test set and a domain-specific 

test set related to the legal domain. In Table 3 we 

give an overview of the results. It shows the 

results of the generic test sets in the third and fifth 

column and the results for the domain-specific test 

sets in the fourth and sixth column. In the left 

column, the types of data are indicated, such as 

synthetic data obtained after back-translation. 

 Our NMT engines already perform reasonably 

well in both language directions using the baseline 

data only. An increase in BLEU score is observed 

when adding the web-crawled data and the 

ParaCrawl data: on the generic test set our results 

become on par with Google TranslateTM in both 

language directions, while on the domain-specific 

test set our results are clearly better in terms of 

BLEU score. 

 We note that Google TranslateTM uses the Google 

Neural Machine Translation system (Wu et al. 

2016) for translating from English into Irish and 

vice versa. We use Google TranslateTM, being an 

open-domain translator, merely as a benchmark. 

 Adding monolingual data paired with back-

translated data (see Section 2.4) to the parallel 

training corpus resulted in mixed outcomes 

depending on the translation direction: for 

EN→GA a small decrease in performance was 

observed on both test sets, while for GA→EN an 

increase of almost 4 BLEU was observed on the 

generic test set. A possible explanation for this 

may be found in the different nature of the EN and 

GA monolingual data. The GA monolingual data, 

consisting of Wikipedia and ParaCrawl, is less 

relevant for the domain of our test sets, compared 

to the EN monolingual data consisting of data 

closely related to the generic and domain-specific 

test set. 

  

Type of data #unique sentence 

pairs 

EN→GA 

generic 

EN→GA 

domain-sp. 

GA→EN 

generic 

GA→EN 

domain-sp. 

Baseline 316k 36.2 52.1 45.4 62.3 

+ web-crawled 447k 42.5 59.4 52.6 68.1 

+ web-crawled 

+ ParaCrawl 

1,189k 44.9 63.5 55.2 71.9 

+ web-crawled 

+ ParaCrawl 

+ GA→EN back-translation,  Bicleaner score > 0.7 

1,414k 44.3 63.0 / / 

+ web-crawled 

+ ParaCrawl 

+ EN→GA back-translation,  Bicleaner score > 0.7 

3,111k / / 59.0 71.1 

Google TranslateTM / 45.3 49.3 55.3 65.3 

Table 3 BLEU scores of our NMT systems for different test sets and types of training data
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 As mentioned in Section 2.4, we applied 

Bicleaner to the resulting synthetic parallel corpus 

obtained after back-translation. In order to 

investigate the effect of this filtering strategy, 

another set of experiments was performed, for two 

translation directions. 

 Table 4 shows the results of two experiments for 

EN→GA. In the first experiment (second row), an 

engine was trained on the concatenation of the 

baseline data, the web-crawled data, the 

ParaCrawl data and the synthetic parallel corpus; 

no Bicleaner filtering was applied. In the second 

experiment, the Bicleaner threshold was set at 0.7. 

We observe that adding filtered synthetic data 

results in slightly higher BLEU scores on the 

domain-specific test set, compared to the scenario 

in which no filtering was applied. On the generic 

test set, filtering of the synthetic data did not 

impact the translation quality in terms of BLEU 

score. 

 Table 5 shows the results of a similar set of 

experiments for GA→EN. Various amounts of 

synthetic data, filtered with various Bicleaner 

thresholds, were added to the parallel data. In the 

second and third row of the table, we show results 

for the case where only domain-specific data 

(legal, i.e. back-translation of the JRC-Acquis 

corpus) was used for back-translation. The other 

experiments used the domain-specific 

monolingual data and a sample of the other EN 

monolingual data (i.e. DCEP, DGT, EAC, ECDC) 

for back-translation. In all our experiments, we 

observed an increase in BLEU score for the 

generic test set when adding synthetic data to the 

parallel training corpus. The performance on the 

domain-specific test set only slightly increases, 

but only when domain-specific data is used for 

back-translation, in all other cases a slight 

decrease is observed. On the generic test set, we 

found that adding a larger amount of synthetic 

data results in better performance. However, 

doubling the amount of training data through 

back-translation seems sufficient: we only notice 

small improvements in terms of BLEU score 

when synthetic data is added beyond the 1:1 ratio 

between synthetic and real data. This is in line 

with Poncelas et al. (2018) and Fadaee et al. 

(2018), who show that a ratio around 1:1 between 

synthetic and real data is optimal. 

 Filtering the synthetic data using a misalignment 

detection tool seems to be a useful strategy in 

terms of data selection, as slightly higher BLEU 

scores could be obtained with less data. We refer 

to the last three rows of Table 5: when using 

approximately 500k less synthetic sentence pairs, 

we observe an increase in BLEU of 0.4 on the 

generic test set (59.0 vs. 58.6). However, we note 

that one must be careful when setting the 

Bicleaner threshold: we observe a decrease in 

BLEU score when increasing the threshold to 0.8.   

 

Type of data #synthetic sentence 

pairs before filtering 

#unique sentence 

pairs, total 

%synthetic 

data in total 

EN→GA 

generic 

EN→GA   

domain-sp. 

Baseline + web-crawled + ParaCrawl 0k 1,189k 0% 44.9 63.5 

+ GA(mono)→EN, no Bicl. threshold 518k 1,708k 30% 44.4 62.0 

+ GA(mono)→EN, Bicl. score > 0.7 518k 1,414k 15% 44.3 63.0 

Table 4 BLEU scores for EN→GA, given various Bicleaner thresholds for filtering synthetic data

 

Type of data #synthetic     

before filtering 

#unique %synthetic GA→EN 

generic 

GA→EN   

domain-sp. 

Baseline + web-crawled + ParaCrawl 0k 1,189k 0% 55.2 71.9 

+ EN(mono, domain-sp.)→GA, no Bicl. threshold 463k 1,652k 28% 57.5 72.3 

+ EN(mono, domain-sp.)→GA, Bicl. score >0.7 463k 1,564k 24% 57.4 72.0 

+ EN(mono, domain-sp.+generic)→GA, no Bicl. thres. 1,463k 2,652k 54% 58.4 71.3 

+ EN(mono, domain-sp.+generic)→GA, Bicl. score >0.7 1,463k 2,338k 48% 58.6 71.6 

+ EN(mono, domain-sp.+generic)→GA, Bicl. score >0.8 1,463k 1,997k 40% 58.4 71.7 

+ EN(mono, domain-sp.+generic)→GA, no Bicl. thres. 2,463k 3,652k 67% 58.6 70.6 

+ EN(mono, domain-sp.+generic)→GA, Bicl. score >0.7 2,463k 3,111k 62% 59.0 71.1 

+ EN(mono, domain-sp.+generic)→GA, Bicl. score >0.8 2,463k 2,536k 53% 58.3 71.4 

Table 5 BLEU scores GA→EN, various amounts of synthetic data and Bicleaner thresholds
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4 Conclusion and future work 

 In this paper we present a well-performing NMT 

system for the EN–GA language pair. While 

EN→GA NMT systems presented in previous 

work (Dowling et al. 2018) were still performing 

sub-par, our NMT system outperforms Google 

TranslateTM by several BLEU points on a domain-

specific test set in both translation directions. 

 By carefully adding web-crawled data, we were 

able to increase the training corpus from 316k sen-

tence pairs to more than 1M parallel sentences, 

leading to better translation performance in terms 

of BLEU score. In previous studies (Dowling et 

al. 2015; Arcan et al. 2016), EN↔GA MT systems 

were trained on significantly smaller corpora. 

 Next, we showed that back-translation can in-

crease the performance of EN↔GA NMT sys-

tems. For the GA→EN translation direction, 

back-translation proved very useful, especially 

when EN monolingual data closely related to the 

domain of the test set was used for back-transla-

tion, in line with Sennrich et al. (2016). For the 

EN→GA translation direction, back-translation 

proved less effective. We think this might be 

solved by using Irish monolingual data that is 

more closely related to the domain of interest. 

Such data is, to the best of our knowledge, not 

publicly available. The Corpus of Contemporary 

Irish, a monolingual collection of Irish-language 

texts in digital format,22 containing around 24.7M 

words, may be a possible candidate. However, this 

corpus is only searchable and we could therefore 

not use it in the present study. 

 Finally, we presented a lightweight method for 

filtering synthetic sentence pairs obtained via 

back-translation, using a tool for misalignment 

detection, Bicleaner (Sánchez-Cartagena et al. 

2018). We show that our approach results in small 

increases in BLEU score, while requiring less 

training data. 

 In future work we will investigate to what extent 

our proposed methodology can be applied to other 

languages with a similar amount of data available. 

Another interesting research direction would be 

the development of a multilingual MT system 

which includes not only Irish but also other Gaelic 

languages, and which is based on methods such as 

the one described by Johnson et al. (2016). It 

should also be investigated whether unsupervised 

MT approaches like the one of Lample et al. 
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 https://www.gaois.ie/g3m/en 

(2019) can be used to increase the translation 

quality of EN↔GA MT systems. 

 

Acknowledgement 

This work was performed in the framework of the 

SMART 2015/1091 project ("Tools and resources 

for CEF automated translation"), funded by the 

CEF Telecom programme (Connecting Europe 

Facility). 

References 

Mihael Arcan, Caoilfhionn Lane, Eoin Ó Droighneáin 

and Paul Buitelaar. 2016. Iris: English-Irish Ma-

chine Translation System. Proceedings of LREC 10, 

pages 566–572. 

Amittai Axelrod, Xiaodong He and Jianfeng Gao. 

2011. Domain Adaptation via Pseudo In-domain 

Data Selection. Proceedings of the 2011 Conference 

on Empirical Methods in Natural Language Pro-

cessing. Association for Computational Linguistics, 

pages 355–362. 

Meghan Dowling, Lauren Cassidy, Eimear Maguire, 

Teresa Lynn, Ankit Srivastava and John Judge. 

2015. Tapadóir: Developing a Statistical Machine 

Translation Engine and Associated Resources for 

Irish. Proceedings of The Fourth LRL Workshop: 

“Language Technologies in support of Less-Re-

sourced Languages”, Poznan, Poland. 

Meghan Dowling, Teresa Lynn, Alberto Poncelas and 

Andy Way. 2018. SMT versus NMT: Preliminary 

Comparisons for Irish. Proceedings of AMTA 2018 

Workshop: LoResMT 2018, pages 12–20. 

Marzieh Fadaee and Christof Monz. 2018. Back-trans-

lation Sampling by Targeting Difficult Words in 

Neural Machine Translation. Proceedings of the 

2018 Conference on Empirical Methods in Natural 

Language Processing. Association for Computa-

tional Linguistics, pages 436–446. 

Thanh-Le Ha, Jan Niehues and Alexander Waibel. 

2016. Toward Multilingual Neural Machine 

Translation with Universal Encoder and Decoder. 

Proceedings of the 13th International Workshop on 

Spoken Language Translation (IWSLT). 

Najeh Hajlaoui, David Kolovratnik, Jaakko Väyrynen, 

Ralf Steinberger and Daniel Varga. 2014. DCEP – 

Digital Corpus of the European Parliament. 

Proceedings of LREC 9, pages 3164–3171. 

Aizhan Imankulova, Takayuki Sato and Mamoru Ko-

machi. 2017. Improving Low-resource Neural Ma-

chine Translation with Filtered Pseudo-parallel 

Corpus. Proceedings of the 4th Workshop on Asian 

Translation, pages 70–78. 

LoResMT 2019 Dublin, Aug. 19-23, 2019 | p. 37



Melvin Johnson, Mike Schuster, Quoc V. Le, Maxim 

Krikun, Yonghui Wu, Zhifeng Chen, Nikhil Thorat, 

Fernanda Viégas, Martin Wattenberg, Greg Corrado, 

Macduff Hughes and Jeffrey Dean. 2016. Google's 

Multilingual Neural Machine Translation System: 

Enabling Zero-Shot Translation. In Transactions of 

the Association for Computational Linguistics 5, 

pages 339–351. 

John Judge, Ailbhe Nı́ Chasaide, Rose Nı́ Dhubhda, 

Kevin P. Scannell and Elaine Uı́ Dhonnchadha. 

2012. An Ghaeilge sa Ré Dhigiteach – The Irish 

Language in the Digital Age. In META-NET White 

Paper Series. Georg Rehm and Hans Uszkoreit (Se-

ries Editors). Springer. Available online at 

http://www.meta-net.eu/whitepapers. 

Huda Khayrallah and Philipp Koehn. 2018. On the Im-

pact of Various Types of Noise on Neural Machine 

Translation. Proceedings of the 2nd Workshop on 

Neural Machine Translation. Association for Com-

putational Linguistics, pages 74–83.   

Guillaume Klein, Yoon Kim, Yuntian Deng, Jean Sen-

ellart and Alexander M. Rush. 2017. OpenNMT: 

Open-Source Toolkit for Neural Machine Transla-

tion. https://arxiv.org/abs/1701.02810.    

Philipp Koehn and Rebecca Knowles. 2017. Six 

Challenges for Neural Machine Translation. 

Proceedings of the First Workshop on Neural 

Machine Translation, pages 28–39. 

Guillaume Lample and Alexis Conneau. 2019. Cross-

lingual Language Model Pretraining.  

https://arxiv.org/abs/1901.07291 

Alberto Poncelas, Dimitar Shterionov, Andy Way, 

Gideon Maillette de Buy Wenniger and Peyman 

Passban. 2018. Investigating Backtranslation in 

Neural Machine Translation. 

https://arxiv.org/abs/1804.06189 

Víctor M. Sánchez-Cartagena, Marta Bañón, Sergio 

Ortiz-Rojas and Gema Ramírez-Sánchez. 2018. 

Prompsit's Submission to WMT 2018 Parallel 

Corpus Filtering Shared Task. Proceedings of 

WMT18, Volume 2: Shared Task Papers, pages 995–

962. 

Rico Sennrich, Barry Haddow and Alexandra Birch. 

2016. Improving Neural Machine Translation 

Models with Monolingual Data. Proceedings of the 

54th Annual Meeting of the Association for 

Computational Linguistics (Volume 1: Long 

Papers), Berlin, Germany. Association for 

Computational Linguistics, pages 86–96. 

Marlies van der Wees, Arianna Bisazza and Christof 

Monz. 2017. Dynamic Data Selection for Neural 

Machine Translation. Proceedings of the 2017 

Conference on Emperical Methods in Natural 

Language Processing, Copenhagen, Denmark. 

Association for Computational Lunguistics, pages 

1400–1410. 

Daniel Varga, László Németh, Péter Halácsy, András 

Kornai, Viktor Trón and Viktor Nagy. 2005. Parallel 

Corpora for Medium Density Languages. 

Proceedings of RANLP 2005, pages 590–596. 

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob 

Uszkoreit, Lilion Jones, Aidan N. Gomez, Łukasz 

Kaiser and Illia Polosukhin. 2017. Attention is All 

You Need. Proceedings of 31st Conference on 

Neural Information Processing Systems (NIPS 

2017), pages 5998–6008. 

Yonghui Wu, Mike Schuster, Zhifeng Chen, Quoc V. 

Le, Mohammad Norouzi, Wolfgang Macherey et al. 

2016. Google’s Neural Machine Translation 

System: Bridging the Gap between Human and 

Machine Translation. arxiv.org/abs/1609.08144 

Biao Zhang, Deyi Xiong and Jinsong Su. 2018. 

Accelerating Neural Transformer via an Average 

Attention Network. Proceedings of the 56th Annual 

Meeting of the Association for Computational 

Linguistics (Long Papers), pages 1789–1798. 

 

LoResMT 2019 Dublin, Aug. 19-23, 2019 | p. 38



Sentence-Level Adaptation for Low-Resource Neural Machine Translation

Aaron Mueller* and Yash Kumar Lal*
Center for Language & Speech Processing

Department of Computer Science
Johns Hopkins University

{amueller,ykumar}@jhu.edu

Abstract

Current neural machine translation (NMT)
approaches achieve state-of-the-art accu-
racy in high-resource contexts. However,
NMT requires a great deal of parallel data
to deliver acceptable results; thus, it is
currently unsuited for translating in low-
resource contexts (especially when com-
pared to phrase-based approaches). We
propose a method that better leverages the
limited data available in such low-resource
settings by adapting the model for each
sentence at inference time. A general
NMT model is trained on the limited train-
ing data; then, for each test sentence, its
parameters are fine-tuned over a subset of
similar sentences extracted from the train-
ing set. We experiment with various simi-
larity metrics to extract these similar sen-
tences. It is observed that the sentence-
adapted models achieve slightly increased
BLEU scores compared to standard neural
approaches on a Xhosa-English dataset.

1 Introduction

Neural machine translation (NMT) (Bahdanau et
al., 2014) has become the primary paradigm in ma-
chine translation literature. NMT aims to learn
an end-to-end neural model to optimize translation
performance by generalizing machine translation
as a sequence-to-sequence machine learning prob-
lem.

The first NMT systems (Sutskever et al., 2014;
Kalchbrenner and Blunsom, 2013) were built

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
* Equal contribution.

with recurrent neural networks based on encoder-
decoder architectures. Bahdanau et al. (2014) and
Luong et al. (2015) proposed the use of attention
mechanisms to translate better by considering the
context in which particular target words occur with
respect to the source contexts. Recently, trans-
formers (Vaswani et al., 2017) have been shown
to achieve state-of-the-art performance across var-
ious high-resource language pairs.

The strength of this approach lies in processing
large amounts of parallel data and quickly learning
from aligned translations without pre-defined lin-
guistic rules. NMT directly models the probability
of a target-language sentence given aligned source-
and target-language sentences and does not need
to train separate language models and alignment
models like statistical machine translation (SMT)
(Koehn et al., 2003; Chiang, 2005). The unavail-
ability of large parallel corpora for most language
pairs, however, is a ubiquitous problem. These are
only available for a handful of resource-rich lan-
guages, and in limited domains such as news re-
ports or parliamentary/congressional proceedings.

Neural approaches to MT in general are data-
hungry and therefore tend to perform inadequately
in low-resource contexts (Koehn and Knowles,
2017). Thus, improving NMT for low-resource
languages has been a topic of recent interest.
While unsupervised NMT (Artetxe et al., 2018)
has been suggested to reduce NMT’s need for
aligned translations, it does not perform effec-
tively for low-resource languages (Guzmán et al.,
2019). Present practices in the domain leverage
the strength of preliminary word-level translation
models, which do not work well. However, trans-
fer learning from high-resource parallel datasets
(Zoph et al., 2016), as well as data augmentation
through pivot corpora (Choi et al., 2018), trans-
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lating monolingual data (Zhang and Zong, 2016),
and/or copying data from source to target side
(Currey et al., 2017) have proven effective in such
cases.

Our method attempts to better leverage lim-
ited data by adapting parameters for each sentence
at inference time. This is carried out by fine-
tuning (Sennrich et al., 2015; Luong and Manning,
2015b) the parameters of an NMT model over a
subset of training sentences which are similar to
a given test sentence. By contrast, existing NMT
systems tend to employ parameters which are un-
changed for any given test sentence after train-
ing or continued training (Luong and Manning,
2015a).

There exists evidence that customising an NMT
model for each test sentence gives it a better
chance of producing correct translations (Wue-
bker et al., 2018). In our model, for every test
sentence, a unique subset of similar training sen-
tences is retrieved. This training-sentence subset
is used to fine-tune the base model at inference
time. We experiment with string-based similarity
and representation-based similarity to retrieve sim-
ilar sentences; precision, recall, and Levenshtein
distance are used for the former, and cosine sim-
ilarity on word embeddings is used for the latter.
A combination of these is used to create the final
subset of similar sentences.

2 Related Work

In statistical machine translation, Liu et al. (2012)
proposed a local training method to learn sentence-
wise weights for different test sentences. Due to
the relatively lower number of weights in SMT,
fine-tuning them does not fully exploit similar sen-
tences. Koehn and Senellart (2010; Ma et al.
(2011; Bertoldi and Federico (2013; Wang et al.
(2013) carefully designed features to generate sim-
ilar sentences and use them in the translation mem-
ory. These methods worked when the similarity
of the test sentence and the sentences in the simi-
lar subset was reasonably high. Moore and Lewis
(2010) proposed selecting non-domain-specific
language model (LM) training data by compar-
ing its cross-entropy with as domain-specific LM,
while Duh et al. (2013) used neural LMs for adap-
tation data selection.

Domain adaptation (Ben-David et al., 2010;
Chu and Wang, 2018) can be applied in order to
learn from a source-language distribution a well

performing model on a different (but related) target
data distribution. Continued training (Luong and
Manning, 2015a) is a commonly applied technique
in domain adaptation where a general NMT sys-
tem is trained on a large amounts of out-of-domain
parallel data; then, the general model is adapted
for a particular domain. Sentence-level adapta-
tion is analogous to the problem of domain adap-
tation if each sentence is considered its own do-
main, and we therefore consider the sentence adap-
tation task a subset of the domain adaptation task.
Our approach is similar to the more fine-grained
document-level adaptation of Kothur et al. (2018),
though we adapt on multiple complete sentences
rather than populating a dictionary of novel-word
translations or adapting on the previous sentence.
Farajian et al. (2017) work on translations in multi-
ple domains by generating instance-based adapta-
tion hyperparameters in an unsupervised fashion.

Li et al. (2016) present a dynamic NMT ap-
proach where the general NMT model is adapted
per-sentence; however, they adapt on only a single
similar sentence and employ their system in a high-
resource context. We propose additional similar-
ity metrics and adapt on multiple similar sentences
obtained from each metric. The pipeline employed
here is similar to that of Zhang et al. (2018), where
”translation pieces” are extracted to improve trans-
lations for particular sentences. However, their ap-
proach uses only lexical measures of similarity—
edit distance and similar n-grams—and relies on
these similar lexical features as opposed to entire
sentences from the training corpus. Our system
employs lexical, character-based, and embedding-
based similarities to retrieve sentences, making it
better suited for the task.

3 Model Architecture

We discuss the various components of our pro-
posed approach in detail. An overview of the ar-
chitecture can be found in Figure 1.

3.1 Transformer

Recently, transformers (Vaswani et al., 2017) have
proven highly effective in machine translation; as
they process each word, self-attention allows them
to peek at other positions in the input sequence it-
self to create a better encoding. We employ trans-
formers as the foundation for our model.

The transformer encoder is composed of 2 sub-
layers: self-attention and a feedforward network.
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Figure 1: Architecture overview.

First, the input is used to create query, key, and
value vectors. Vaswani et al. (2017) extend the dot
product attention described in Luong et al. (2015)
to consider these vectors. Self-attention is fur-
ther refined into multi-head attention, allowing the
model to focus on different parts of the input se-
quence at once.

Self-attention in the decoder is applied as it is
in the encoder. However, the attention on future
time steps is masked out to prevent from attending
to future positions. The output embeddings in the
decoder are offset by one position. Both of these
modifications combined ensure that model predic-
tions for any position can depend only on known
outputs of previous positions. Such blocks can be
stacked to form multi-layer encoders and decoders.

3.2 Similarity Metrics

Our method consists of adapting a base NMT
model over a small set of relevant sentences for
refinement of its parameters.

We employ four types of similarity metrics
(eight total metrics) to retrieve sentences from the
training set that are similar to a given test sentence.
The first of these is character-based Levenshtein
distance:

distance = subs + dels + inserts (1)

The sentences which return the minimum dis-
tance from the test sentence are considered to be
the most similar and are added to the fine-tuning
subset. We expect that this metric may capture
similar subwords.

Our second and third metric types employ lexi-
cal similarities between sentences. We take inspi-
ration from BLEU (Papineni et al., 2002), which

is a modified n-gram precision between a refer-
ence and generated translation. To capture lexi-
cal similarity, we count unigram, bigram, or tri-
gram matches, then normalize over the number of
n-grams in the test sentence (for recall) and the
number of n-grams in the candidate sentence from
the training set (for precision):

precision =
countmatch(train, test)

count(ngrams ∈ train)
(2)

recall =
countmatch(train, test)

count(ngrams ∈ test)
(3)

In Equations 2 and 3, countmatch refers to the
number of matching n-grams between the sentence
to be inferred (test) and a candidate sentence from
the training set (train). Note that we employ three
different n-gram orders (unigram, bigram, trigram)
for both of these metric types, yielding six total
precision- and recall-based similarity metrics.

Our fourth metric type attempts to capture se-
mantic similarity between sentences. For this, we
calculate the cosine similarity across two sentences
as follows:

cos(θ) =
s1 · s2

||s1|| · ||s2||
(4)

Here, vectors s1 and s2 are the mean word em-
beddings (Mikolov et al., 2013) for sentence 1 and
sentence 2, respectively:

s =

∑
w∈W w

|s| (5)

where w is a word embedding, W is the list of
all word embeddings in a given sentence s, and |s|
is the length of the sentence in tokens. The sum
and division are element-wise operations which
yield a vector of the same length as any given w
in W . Although simple, it has been demonstrated
that this is a strong method to generate sentence
embeddings (Arora et al., 2017).

Each metric (precision and recall of different n-
gram orders account for six out of the eight distinct
metrics) contributes 11 sentences1 each to the final
adaptation subset. We present a list of similar sen-
tences retrieved by each metric for a sample test
sentence in Table 6.

Since each of the metrics is calculated against all
training sentences, this approach is more suited for
a low-resource setting rather than a high-resource
one.
1This is an arbitrarily chosen number.
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Sentence Eng Words Xhosa Words

Train 20544 614441 388778
Test 1956 58323 36700
Dev 1956 59140 37353

Table 1: English-Xhosa Bible dataset at a glance.

αA BLEU

0.0001 22.51
0.0004 22.83
0.00045 22.82
0.0005 22.82
0.0006 22.59
0.00075 22.26

0.001 19.12

Table 2: Learning rate during adaptation (αA) vs. BLEU
scores in the Xhosa→English translation task. Note: αT =
0.0005.

3.3 Inference-Time Adaptation
Our pipeline is split into two stages. First, network
parameters are calculated by training over the en-
tire training corpus; this is denoted as θ. This cor-
responds to the training stage of Figure 1. Sec-
ond, the parameters θ are modified slightly to in-
crease the log-likelihood over the subset of sen-
tences which are similar to the test sentence (that
are extracted using the similarity metrics in Sec-
tion 3.2). The modified parameters are denoted as
θ̂. This is formalized as follows:

θ̂ = argmax
θ

(
log

∏

S(k)∼S
p(T (k)|S(k); θ)

)
(6)

where S denotes the source-language corpus of
similar sentences, T denotes the target-language
corpus of similar sentences, S(k) and T (k) denote
the kth sentence in the aligned corpus, and θ̂ refers
to the network parameters of the adapted model.
These computations2 occur in the inference stage
of Figure 1.

4 Experiments

4.1 Data
We translate Xhosa—a true low-resource
language—to English, employing translated
2Note that we pre-compute similar sentences before running
inference; this saves time when translating sentences at test
time. We do not peek at or manually modify the similar sen-
tences for any test sentence.

Bibles as our dataset (Christodouloupoulos and
Steedman, 2015).3 Dataset statistics are available
in Table 1. We work with word-level data for our
experiments.

Xhosa is a Niger-Congo language spoken by
approximately 8 million native speakers and 11
million L2 speakers (Lewis, 2015). Relative to
English, it is a synthetic language with a rich
morpheme inventory (Oosthuysen, 2016). Due to
Xhosa’s synthetic morphology, its English trans-
lations often demonstrate one-to-many relations;
i.e., one Xhosa word will often translate as mul-
tiple English words, which explains the disparity
between the number of Xhosa tokens and English
tokens in our dataset.

4.2 Training Details

All neural models herein are trained with Sockeye
(Hieber et al., 2017).

For each of the similarity metrics, we retrieve
the most similar sentences and concatenate them
into a single dataset, generating a total adaptation
subset of 88 sentences for each test sentence (11
per metric). As the adaptation dataset is small
compared to the training corpus, special care is
needed to optimize strategic overfitting during in-
ference; we therefore restrict adaptation to just one
epoch.

4.2.1 Adaptation Learning Rate Experiments

The learning rate for adaptation αA essentially
dictates how much fine-tuning the NMT system re-
ceives during adaptation. Each language has a dif-
ferent ideal adaptation rate, so we perform a sweep
and report our findings in Table 2.

It is clear that trying to learn very aggressively
from the adaptation subset results in a decrease in
performance. Trying to adjust the weights of the
network too much with respect to the loss func-
tion might result in disregarding some local min-
ima from consideration, resulting in an adverse ef-
fect. It is also found that setting αA too low also
results in a slight score decrease, so finding the op-
timal αA is crucial. It is observed that, in this case,
an αA of 0.0004 best suits our objective. Note that
this is similar to the training learning rate αT of
0.0005, and that the other best-performing αA val-
ues are similar to αT as well.

3Religious texts are often the first to be translated into a given
language. Translated Bibles are therefore available for many
low-resource language varieties.
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Base Model Unadapted αA = .0004 αA = .0005

LSTM (Luong et al., 2015) 20.73 - -
Transformer (αT = .0001) (Vaswani et al., 2017) 20.52 - 17.74
Transformer (αT = .0005) (Vaswani et al., 2017) 22.76 22.83 22.82

Table 3: Evaluation of Xhosa→English translation systems.

src Wathi uThixo , Makubekho isibhakabhaka phakathi kwawo amanzi , sibe
ngumahlulo wokwahlula amanzi kumanzi .

ref And God said , Let there be a firmament in the midst of the waters , and let it
divide the waters from the waters .

no adaptation And God said , Let there be clouds in the midst of them , let the water of the
morning to the water .

w/ adaptation And God said , Let there be clouds in the midst of the waters to divide the water
from the waters .

src Wathi uYehova uThixo kumfazi , Yintoni na le nto uyenzileyo ? Wathi umfazi ,
Inyoka indilukuhlile , ndadla ke .

ref And the LORD God said unto the woman , What is this that thou hast done ? And
the woman said , The serpent beguiled me , and I did eat .

no adaptation And the LORD God said unto the woman , What hast thou done this thing ? And
she said , I have eaten the wife , and did eat .

w/ adaptation And the LORD God said unto the woman , What hast thou done ? And the woman
said , I have eaten , and did eat .

Table 4: Sample translations comparing unadapted and adapted output. Notably poor translations are highlighted in red bold,
whereas notably good translations are highlighted in blue italics.

Metric Unadapted Adapted

Unigram Match % 53.9 54.1
Bigram Match % 28.4 28.5
Trigram Match % 16.7 16.7
4-gram Match % 10.5 10.6
Brevity Penalty 1.000 1.000

Table 5: Investigation of the constituent features of our
BLEU scores for Xhosa→English translations.

4.3 Baselines

We focus on comparing the performance of neu-
ral models, as this work extends NMT for low-
resource contexts.

The first neural model against which we evalu-
ate our approach is the standard encoder-decoder
architecture with recurrent units. The encoder
units are bidirectional LSTMs (Schuster and Pali-
wal, 1997) while the decoder unit incorporates an
LSTM (Hochreiter and Schmidhuber, 1997) with
dot product attention (Luong et al., 2015). The
model was trained with a word batch size of 1024,
with source and target embedding layer size 256

and hidden layer size 512. The initial learning rate
was set to 0.0001 with a decay factor of 0.9. We
impose a dropout rate (Srivastava et al., 2014) of
0.1 and use the Adam optimizer (Kingma and Ba,
2015).

The second baseline is a Transformer architec-
ture. Both the encoder and decoder have two sub-
layers employing multi-head attention. The num-
ber of heads in this mechanism is 4. Other pa-
rameters are kept constant from the LSTM model.
As the transformer model outperforms the LSTM
(see Table 3), we use it as the base of our adapted
model.

5 Results and Evaluation

Table 3 contains all BLEU scores for our un-
adapted and adapted models. While it may seem
beneficial in theory to have αT be less than αA, we
find empirically that having similar αT and αA val-
ues results in better BLEU scores. The base trans-
former trained with a learning rate αT of 0.0001
performs more poorly compared to that with an αT
of .0005. We therefore focus primarily on models
where αT = 0.0005. Both of these trends could be
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because we are “adapting” on a subset of the data
on which we train.

The percentage of n-gram matches (unigram to
4-gram) is higher for the adapted model than the
other neural approaches; see Table 5. This sug-
gests that we match more lexical content to the ref-
erence translations; this causes increased fluency
and semantic similarity. Indeed, our model nar-
rows the lexical matching gap between the base-
line transformer and the phrase-based system. This
leads to a slight increase in BLEU scores for the
generated translations.

Sample translations may be found in Table 4;
these were chosen randomly from the output trans-
lations. Note that the example translations from
the adapted model tend to be more fluent than the
translations from the unadapted model due to not
including as many non-sequitur tokens.

The adequacy of the adapted translations also
seems to be slightly better (or at least no worse):
the only non-matching lexical translation in the
first sample (clouds, as opposed to the refer-
ence firmament) is semantically close to the ref-
erence. Compare to the unadapted model’s sen-
tence, whose second clause is semantically unac-
ceptable and bears little resemblance to the refer-
ence translation’s intended semantic value. Sim-
ilarly, in the second sentence, the adapted model
has a similar non-sequitur translation for the high-
lighted clause, although the adapted model’s trans-
lation omits more non-sequitur words to produce
a more fluent translation without losing as much
adequacy as the unadapted model’s translation.

5.1 Qualitative Sentence Similarity Metric
Evaluation

To investigate what types of sentences are re-
trieved by our similarity metrics from Section 3.2,
we run a script which retrieves the most simi-
lar training sentences (per-metric) for a randomly
chosen test sentence in English. The most simi-
lar sentences per-metric, as well as their similar-
ity/distance scores, are shown in Table 6. Note that
this sentence similarity process is run for only the
source language, Xhosa, and that this set of similar
sentences in English is retrieved solely to demon-
strate what types of sentences these similarity met-
rics choose in general.

Notably, precision and recall sometimes result
in different similar sentences for the same n-gram
orders. Unigram precision and unigram recall re-

trieve largely distinct sentences with very differ-
ent scores, though there is often overlap: unigram
recall, bigram precision, and bigram recall return
the same sentence as most similar. Trigram pre-
cision and recall return similar sentences that are
distinct from the previous n-gram orders; the pre-
cision and recall sentences are the same in this
case, but not always. Thus, using different n-gram
orders—and precision as well as recall within each
n-gram order—can feasibly return different simi-
lar sentences. We thus keep all of these similarity
metrics in our similar-sentence subset.

Cosine similarity retrieves a sentence which has
a similar general tone to the test sentence, as well
as a similar topic (the story of creation), but other-
wise the n-grams are quite different. This seems
to be beneficial, for it demonstrates that we re-
trieve sentences which do not necessarily have the
same words as the sentence on which we perform
inference, but which have commonalities with re-
spect to some supralinguistic or semantic fea-
ture(s). This trend also holds for other sentences
in the test set for which we retrieved similar sen-
tences, so it does generally seem to return related
sentences.

Levenshtein distance, in contrast, does not seem
to return a useful similar sentence in this exam-
ple. There are few n-gram or morphemic matches
in common between the test and similar sentences,
and the meaning of the retrieved sentence bears lit-
tle resemblance to that of the test sentence. In gen-
eral, the Levenshtein distance seems useful in re-
trieving similar sentences with different inflections
of the same words primarily when there exists an-
other sentence with similar unigrams in the same
order as the test sentence (i.e., it works primarily
when two sentences exist that are already very lex-
ically similar). In the future, it would perhaps it
would be more beneficial to run Levenshtein dis-
tance on subwords after performing a BPE opera-
tion, rather than on characters. As this metric only
comprises a small fraction of the similar-sentence
subset on which we adapt, it should be inconse-
quential if some sentences are not particularly rel-
evant from this metric. If they are relevant, how-
ever, it will be quite beneficial, so we keep these
sentences in our similar-sentence adaptation set re-
gardless.

We observe that sometimes, a sentence with
zero or negligible score is also returned by one
of the metrics. As an extension, thresholding the
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test sentence Behold , this is the joy of his way , and out of the earth shall others
grow .

levenshtein distance And the evening and the morning were the third day . 54
unigram precision And God said , Let the earth bring forth grass , the herb yielding

seed , and the fruit tree yielding fruit after his kind , whose seed
is in itself , upon the earth : and it was so .

0.8421

unigram recall And the earth was without form , and void ; and darkness was
upon the face of the deep . And the Spirit of God moved upon the
face of the waters .

0.455

bigram precision And the earth was without form , and void ; and darkness was
upon the face of the deep . And the Spirit of God moved upon the
face of the waters .

0.222

bigram recall And the earth was without form , and void ; and darkness was
upon the face of the deep . And the Spirit of God moved upon the
face of the waters .

0.125

trigram precision And he shewed me a pure river of water of life , clear as crystal ,
proceeding out of the throne of God and of the Lamb .

0.059

trigram recall And he shewed me a pure river of water of life , clear as crystal ,
proceeding out of the throne of God and of the Lamb .

0.038

cosine similarity And God said , Let there be light : and there was light . 0.397

Table 6: This table features the most similar sentence retrieved from the training set per similarity metric for an arbitrary test
sentence. Note that Levenshtein distance is a distance metric and not a similarity metric, so we retrieve the minimum-distance
sentence as opposed to the highest-similarity sentence.

score for each metric when retrieving similar sen-
tences might boost performance since it will only
return higher quality matches.

6 Conclusion

We propose an architecture-independent approach
to give neural models a better chance of leverag-
ing limited parallel data in low-resource contexts.
The model produced by adapting the low-resource
NMT model per-sentence generates translations
with slightly higher adequacy and seemingly im-
proved fluency; BLEU scores are similar, though
in this case slightly higher after adaptation. We
note in particular that tuning both the training-
time and adaptation-time learning rates is crucial;
extensions could therefore test different values in
a grid search for linguistically diverse language
pairs.

Future work could also refine the similar-
sentence adaptation subset and threshold sentences
according to some interpolated metric based on all
similarity metrics. The flexibility of our approach
means that it is easy to integrate other similar al-
gorithms as new similarity metrics. In particular,
bilateral multi-perspective matching (Wang et al.,
2017) at the sentence level could be of interest.

Another possible extension is to look at subword-
level matching criteria for the retrieval component
of our approach. One could also study the relative
performance of this approach for synthetic vs. an-
alytic languages with different neural model base
architectures before adaptation.
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 Abstract 

We describe corpora for the LORELEI 
(Low Resource Languages for Emergent 
Incidents) Program, whose goal is to 
build human language technologies to 
provide situational awareness during 
emergent incidents, with a particular fo-
cus on low resource languages. Incident 
Language packs are used for system de-
velopment and testing in machine transla-
tion, entity disambiguation and linking, 
and the “situation frame” task, which re-
quires aggregation of information about 
the emergent incident. Incident lan-
guages, as well as the incidents them-
selves, remain unknown until the evalua-
tion begins, and no labeled training data 
is provided; systems developers must 
rapidly adapt technology for the incident 
language and return initial results within 
24 hours. Given this surprise language 
evaluation scenario, Representative Lan-
guage packs are designed to support re-
search into cross-language projection and 
language universals rather than to pro-
vide training data. They contain large 
volumes of monolingual and parallel text, 
basic annotations, lexical resources and 
simple NLP tools for 23 languages se-
lected for typological diversity and cov-
erage. We discuss the creation of the 
LORELEI language packs with a special 
focus on resources for machine transla-
tion, as well as techniques for maintain-
ing consistency across the language 
packs. 

                                                
 © 2019 The authors. This article is licensed under a Crea-
tive Commons 4.0 license, no derivative works, attribution, 
CCBY-ND. 

1 Introduction 

The DARPA (Defense Advanced Research Pro-
jects Agency) LORELEI Program aims to im-
prove the performance of human language tech-
nologies capable of providing situational aware-
ness in the context of a specific natural disaster 
or other emergent incident, with a particular fo-
cus on low resource languages for which existing 
natural language processing (NLP) technology 
including machine translation is insufficient to 
support the use case. Systems are required to 
process information about topics, entities, rela-
tions and sentiment, where both the incident lan-
guage(s) and the incident type(s) remain un-
known until the evaluation starts, and where ini-
tial system output is due in just 24 hours. 

Specialized data is crucial to achieving these 
ambitious goals. Linguistic Data Consortium 
(LDC) has created two types of linguistic re-
sources to support training, development and 
evaluation of machine translation (MT) and other 
language technologies for LORELEI: Incident 
Language (IL) packs and Representative Lan-
guage (RL) packs. Incident Language packs are 
designed for LORELEI system development and 
testing. Systems are evaluated against a human 
gold standard reference for three tasks: machine 
translation, entity disambiguation and linking, 
and “situation frame”, which requires aggrega-
tion of basic information about the needs and 
issues resulting from the emergent incident. MT 
output is also subject to human assessment to 
gauge its utility for of the situation frame task.  

Along with a blind test set, Incident Language 
packs include a small “rapid adaptation” training 
set containing the type of found data that might 
be discoverable for a low resource language at 
the outset of an incident. We have created Inci-
dent Language packs in seven languages to date, 
with two more currently in progress to support 
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the final LORELEI program evaluation in sum-
mer 2019. The IL languages appear in Table 1. 

 
Kinyarwanda Uyghur 
Oromo Uzbek 
Sinhala IL11 (undisclosed) 
Tigrinya IL12 (undisclosed) 
Ukrainian  

Table 1: LORELEI Incident Languages 
 
Representative Language packs contain re-

sources in 20 languages that have been selected 
to provide broad typological coverage, with lan-
guages ranging from higher resourced (Spanish) 
to very low resourced (Akan). Partial language 
packs exist for three additional languages. Be-
cause evaluation languages remain unknown to 
system developers until the start of the test peri-
od, RL packs are designed to support research 
into utilization of language universals and pro-
jection from related-language resources, rather 
than serving as training data tailored to particular 
evaluation tasks in a pre-specified language. 
Each RL pack contains large volumes of mono-
lingual and parallel text, along with smaller 
amounts of manual entity annotation and linking, 
light semantic role labeling, document-level la-
beling of situational needs and issues, as well as 
a lexicon and basic tools such as tokenizers and 
sentence segmenters, plus a grammatical sketch 
for the language. Some RL packs include sup-
plemental morphological or syntactic resources. 
Every RL pack also shares a common set of Eng-
lish documents translated into the RL; when this 
set is combined across all RLs it comprises a 21-
way parallel corpus. The RL languages appear in 
Table 2. 

 
Akan (Twi) Swahili 
Amharic Tagalog 
Arabic Tamil 
Bengali Thai 
Farsi Vietnamese 
Hindi Wolof 
Hungarian Yoruba 
Indonesian Zulu 
Mandarin English (partial) 
Russian Hausa (partial) 
Somali Turkish (partial) 
Spanish  

Table 2: LORELEI Representative Languages 
 
In the sections that follow we discuss the pro-

cess used to create the LORELEI language 

packs, with a particular focus on resources to 
support machine translation research. We also 
discuss strategies for maintaining compatibility 
and consistency in data collection, translation 
and annotation efforts across all LORELEI lan-
guages. 

2 Monolingual Test, Parallel Text and 
Lexicons 

LORELEI RL and IL language packs contain a 
number of components specifically designed to 
support machine translation research, including 
large volumes of monolingual and parallel or 
comparable text as well as rich lexical resources. 

2.1 Monolingual Text  

Both Representative and Incident Language 
Packs contain large volumes of monolingual text, 
primarily focusing on data in the LORELEI do-
main of emergent situations like natural disasters, 
and spanning a range of genres from formal news 
to informal social media, blogs and discussion 
forums to reference materials like Wikipedia. 
The minimum target for monolingual text in the 
RLs was 2 million words; actual data yields 
ranged from over 1.25 billion words on the high 
end (Russian) to 600,000 words on the low end 
(Wolof, the only language to fall below the min-
imum target). IL minimum targets were lower, 
and final data volumes ranged from 3 million 
words (Oromo) to 27 million words (Uyghur). 
Reaching the minimum data volume targets for 
ILs proved to be a particular challenge, especial-
ly for some genres; this was exacerbated by the 
need for the IL test sets to be primarily com-
prised of documents about the particular test in-
cident(s). We relied heavily on IL native speakers 
to use creative search techniques to find test in-
cident data, and often needed to stretch the 
boundaries of traditional genre definitions to sat-
isfy minimum IL data volume targets.  

The data collection process involved seeding 
the corpus with documents known to be in the 
LORELEI domain generally (for RLs) or about 
the particular test incident(s) (for ILs). Native 
speakers for each language searched the web for 
suitable sources in their language, selecting par-
ticular documents with incident- or domain-
relevant topics as well as full websites that con-
tain large volumes of appropriate general content 
for that language. Incident keywords were also 
used to identify additional in-domain documents 
for each language. Each website or document 
selected for inclusion in the corpus was then har-
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vested using an extension of LDC’s web collec-
tion infrastructure first developed in the DARPA 
BOLT Program (Garland et. al. 2012). Harvested 
text was tokenized and sentence-segmented using 
LORELEI tools designed for cross-language 
consistency, supplemented with existing open 
source tools where necessary, and encoding was 
standardized to UTF-8. The Google CLD2 lan-
guage detector was used to filter out harvested 
text not in the target language. CLD2 perfor-
mance varied considerably by language and gen-
re; moreover, data for many languages contained 
some degree of code switching and orthographic 
variation. Therefore, automatic language ID was 
intended to locate pervasive problems with a data 
source, rather than detect every case of non-
target text in the corpus. Given this, documents 
subject to manual translation and annotation re-
ceived an additional manual audit pass to verify 
language, content and domain relevance.  

All collected sources were also reviewed for 
Intellectual Property Rights issues prior to distri-
bution, and where necessary language packs in-
clude pointers to the original data rather than 
downloaded/processed data. Language packs 
include utilities for corpus users to download and 
process such data, to ensure that they end up with 
the same versions of the data LDC used through-
out our data pipeline. 

2.2 Parallel and Comparable Text  

Representative Language packs contain a mini-
mum of 1 million words of parallel text: 900,000 
words of RL source data translated into English, 
and a common set of 100,000 words translated 
from English into every RL. The 900,000 word 
set was drawn from the monolingual text collec-
tion for each language, and was designed to con-
tain roughly equal proportions of data from for-
mal news sources and from informal genres like 
blogs and social media, though the actual distri-
bution varied by language. The common set of 
100,000 English words translated into every RL 
contained four components: approximately 50% 
general English news documents, 25% LORE-
LEI-domain English news documents, with the 
remaining 25% consisting of a phrasebook and 
elicitation corpus originally developed for the 
REFLEX (Research on English and Foreign 
Language Exploitation) Program and subse-
quently updated for LORELEI (Alvarez et al., 
2006). Because the same 100,000-word English 
set was translated into all 20 RLs, the result is a 
21-way parallel corpus spanning a broad range of 
language families and typologies.  

We used three methods to produce parallel text 
for the Representative Languages: 1) scraping 
parallel text from the web; 2) obtaining transla-
tions through crowdsourcing; and 3) obtaining 
translations from translation vendors. This com-
bination of methods resulted in translations of 
varying quality and quantity across languages, 
but the goal was always the same: to produce 
sentence-aligned content-accurate translations.  

Wherever possible translation targets were met 
by scraping existing parallel text from the web. 
In addition to harvesting parallel text sources 
identified by native speakers, we used BITS (Ma 
and Liberman, 1999) to locate additional sources 
of parallel text from the web. BITS scans a list of 
potential parallel websites, downloads content 
from those websites and uses translation lexicons 
constructed for LORELEI to perform language 
ID on the individual webpages and identify any 
that are translations of one another. The docu-
ment pairs are then sentence aligned using 
Champollion (Ma, 2006), which calculates simi-
larity scores between tokenized segments from 
both languages to reach the optimal alignment.  

When found parallel text was insufficient to 
meet data volume targets, we turned to 
crowdsourcing, using two platforms: Amazon 
Mechanical Turk (https://www.mturk.com/) and 
CrowdTrans (https://crowdtrans.com/), a plat-
form first developed under LORELEI. Initial 
crowdsourcing efforts focused on translation of 
English news sources into RLs, with good yields 
for Spanish, Russian and Arabic. Subsequent ef-
forts were limited to languages with very large 
pools of crowd workers, namely Hindi and 
Benglai, and focused on RL-into-English data. 
Translation proceeded one segment at a time in 
order to maintain accurate sentence alignment 
across languages. Segments resulting in at least 3 
crowd translations were also subject to a 
crowdsourced best-to-worst ranking task for ad-
ditional quality control. Within the CrowdTrans 
platform we also used native speaker Community 
Managers to vet workers before translation to 
improve the overall quality. 

When the combined yield from crowdsourcing 
and found parallel text did not satisfy the target 
data volume for a given language, we relied on 
experienced LDC translation vendors who trans-
lated whole documents, maintaining sentence-to-
sentence correspondence across the language 
pairs. Unsurprisingly, we relied most heavily on 
translation vendors for the lowest-resourced lan-
guages, where there was very little existing par-
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allel text on the web and where there were too 
few workers to make crowdsourcing viable.  

Taken together, the LORELEI Representative 
Language packs provide nearly 42 million words 
of parallel text, of which 68% came from found 
data, 5% from crowdsourcing and 27% from 
translation vendors. Figure 1 shows the relative 
use of each method across the Representative 
Languages. Note that for some languages like 
Chinese and Arabic, existing high quality vendor 
translations were already available from prior 
DARPA language programs, so very little new 
translation was produced using any method.  

 

 
Figure 1: Translation Methods for LORELEI 

Representative Languages 
 
Incident Language packs include up to 75,000 

words of IL data with high quality (one-way, 
two-way or four-way) manual English transla-
tions for system evaluation. They were designed 
to include an additional 300,000 words of found 
parallel text for rapid system adaptation into the 
IL; ideally at least some of this adaptation data is 
relevant to the evaluation incident or at least rel-
evant to the LORELEI domain. When compared 
with the Representative Languages, LORELEI 
ILs are very low resource, and in many cases 
sufficient volumes of parallel text simply do not 
exist on the web to satisfy the 300,000 word tar-
get. In these cases we provided much larger vol-
umes of comparable text instead. To produce IL 
comparable text we harvested large volumes of 
data in both the IL and English, including multi-
lingual data from the same website where possi-
ble. We created multilingual clusters following 
Kutuzov et al. (2016), with document vectors 
obtained using the method described in Arora et 
al (2017). The resulting clusters were then aug-
mented by assigning individual Incident Lan-
guage documents to English-only clusters whose 
centroid was maximally similar to the IL docu-
ment. Native speakers reviewed the results to 
prune, merge and split clusters as needed to im-
prove the overall quality. 

2.3 Lexicons  

Each Representative Language pack includes a 
lexicon encompassing an inventory of at least 
10,000 headwords/lemmas with part-of-speech, 
English gloss, and optionally (where appropriate 
and available) morphological information. The 
lexicon is comprised of found resources like 
existing online dictionaries, etc., with some 
manual effort by native speakers to create new 
entries as needed to ensure adequate coverage, 
focusing effort on high frequency tokens missing 
from the found resources.  

For several languages, extensive morphologi-
cal information is included in a separate word-
forms table indexed to the entries in the lexicon. 
For Arabic, morphological information comes 
from the Penn Arabic TreeBank (Kulick, et al., 
2010); for Amharic, Farsi, Hungarian, Russian, 
Somali, Spanish and Yoruba, morphological in-
formation comes from the Unimorph Project (Ki-
rov, et al., 2018).  

For Incident Languages, a custom lexicon is 
not created, but pointers to available online mon-
olingual and bilingual dictionaries are provided, 
and where terms of use permit redistribution, the 
dictionaries are included in the corpus. ILs also 
include other found grammatical resources like 
gazetteers, grammars and primers. 

3 Annotation Resources 
In addition to monolingual and parallel text, 
LORELEI Language Packs contain several types 
of manual annotation. 

3.1 Entity Annotation 

LORELEI Language Packs include three kinds 
of entity annotation resources: Simple Named 
Entity, Full Entity, and Entity Linking. In Simple 
Named Entity (SNE) annotation, text is labeled 
for names of persons, organizations, locations/ 
facilities, and geopolitical entities. Full Entity 
(FE) annotation adds nominal and pronominal 
mentions of the same types, as well as titles for 
person entities (such as job titles); it also adds 
document-level entity coreference. In Entity 
Linking, named entity mentions are linked to a 
reference knowledge base developed for 
LORELEI based on existing external resources. 
A total of 75,000 words per representative 
language was labeled for SNE, while an 
additional 25,000 words was labeled for FE and 
Entity Linking. Incident Language Pack test sets 
were also labeled for SNE and EDL. 
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3.2 Semantic Annotation 

Representative Language Packs contain two 
semantic annotation types developed to support 
LORELEI research and evaluation: Simple 
Semantic Annotation (SSA) and Situation Frame 
(SF). Both SSA and SF label basic information 
relevant to humanitarian aid and disaster relief 
scenarios. Situation Frame annotation directly 
corresponds to the LORELEI SF evaluation task, 
with a focus on the kind of information that 
monolingual English-speaking mission planners 
might require in order to direct a response to an 
incident as it unfolds. For each document 
annotators identify the kinds of needs that exist 
in each location, as well as issues such as civil 
unrest that might affect the provision of 
humanitarian assistance, along with the entities 
involved in the incident. Annotations are at the 
document level and do not involve extracting 
specific text extents to justify each Situation 
Frame. Each annotated frame also includes 
information about the status, scope, and severity 
of the needs and issues, as well as sentiment or 
emotion expressed toward them. SSA represents 
a more general approach to semantic annotation, 
labeling basic information about physical events 
and disaster-relevant situations, their 
participants, and their locations, with annotations 
tied to specific text extents in the data. SF 
appears in both RL and IL packs, while SSA 
appears only in RL packs. 

3.3 Morphosyntactic Annotation 

Two types of morphological and syntactic an-
notation appear in the Representative Language 
Packs. A 10,000-word subset of the data labeled 
for both Full Entity and Simple Semantic Anno-
tation is further annotated to identify maximal, 
non-overlapping Noun Phrases (NPs). Annota-
tors follow surface syntactic structure, applying 
constituency tests to determine where to mark 
NPs. After the first 10 RLs were created, a pro-
grammatic decision was made to put more anno-
tation effort toward entity and Situation Frame 
annotation, and so NP annotation was not added 
to the remaining RLs. 

Morphological segmentation was also per-
formed for nine languages; these languages were 
selected to include a variety of morphological 
features including robust case marking systems 
and noun class systems, the use of infixes, cir-
cumfixes, reduplication, etc. The nine languages 
selected were Akan, Hindi, Hungarian, Indone-
sian, Russian, Spanish, Swahili, Tagalog, and 

Tamil. For each of these languages, 2000 tokens 
were segmented at morpheme boundaries, along 
with markup to indicate substitution (as in 
give/gave in English). 

3.4 Parallel Annotation Set 

As noted above, all Representative Language 
packs share a common set of documents translat-
ed from English into the RL. From this common 
set, a smaller 2000-word set was selected for 
parallel annotation in both the original English 
and the RL translation. This means that the same 
translated-from-English document set has been 
annotated in English and in each of 20 RLs, for 
all of the following tasks: Simple Named Entity, 
Full Entity, Entity Linking, Simple Semantic An-
notation, and Situation Frame. This data has also 
been labeled for Noun Phrase Chunking in the 10 
RL languages where that task was completed. 

4 Grammatical Sketches and Tools 

Beyond monolingual text, parallel text and 
annotations, Representative Language Packs also 
include grammatical sketches focusing on 
paradigms and basic grammatical descriptions 
intended to convey practical information about 
how to work with the language, rather than deep 
theoretical discussions or nuanced explication of 
exceptional cases. Sketches for all languages 
follow a single template, and include basic 
information about the language (classification, 
ISO code, word order, etc.), orthography 
(characters, variation, word boundaries, etc.), 
encoding (Unicode chart, etc.), morphology, 
syntax, and specialized subgrammars for 
personal names, locations, and numbers, as well 
as information about variation and references to 
in-depth grammars. IL packs do not include a 
customs grammatical sketch, but they do include 
pointers to grammatical resources about the IL, 
in the Incident Language and/or in English. 
    LORELEI RL packs also include basic NLP 
tools, intended to provide baseline-level 
performance rather than state-of-the-art. These 
tools include a transliterator for languages 
written in non-Roman scripts, tokenizers, 
sentence segmenters, and named entity taggers. 
For languages with whitespace-delimited words, 
we create a custom tokenizer that operates on a 
series of regular expressions that dictate how to 
tokenize while preserving web-text artifacts such 
as hashtags and URLs as single tokens.  For 
languages that do not use whitespace at word 
boundaries, we rely on existing widely-used 
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tokenizers. Sentence segmentation is performed 
using an implementation of the Punkt algorithm 
based on the version found in NLTK (Kiss et. al.  
2006). The named entity tagger is a custom 
conditional random field-based named entity 
tagger for each RL, trained on the named entity 
annotations described above. 

5 Evaluation Resources for Machine 
Translation 

The primary machine translation evaluation for 
LORELEI relies on one-way, two-way or four-
way gold standard manual translation of an 
incident-focused test set for each IL. This test 
data is supplemented by two additional MT 
evaluation resources: Assessment and HyTER.   

5.1 Assessment of MT Output for the Situa-
tion Frame Task 

Although manual annotation of Situation Frames 
did not involve selecting a segment of text to 
justify each frame, LORELEI systems were 
required to output a single segment that justified 
both the frame type (e.g. need for food) and its 
place (e.g. Hela). These justification segments 
were subject to manual assessment for both the 
quality of the MT output and the utility of the 
selected segment for providing situational 
awareness within the context of the Situation 
Frame task. For all cases where the LORELEI 
system produced a Situation Frame that matched 
a gold standard reference Situation Frame on the 
same document, assessors reviewed that frame’s 
justification segment across several dimensions. 
First, assessors were asked whether the MT for 
the selected justification segment was 
sufficiently intelligible to make subsequent 
assessment decisions, or if additional document 
context and/or the manual translation was 
required. The assessor then determined whether 
the situation frame type was justified by this 
segment, and if so, whether the place was also 
justified. If the segment was insufficient to 
justify either type or place, the assessor was 
shown the human translation for the segment and 
asked the same questions. A justification segment 
like “People starving in Hela” would be judged 
as being sufficiently intelligible and as justifying 
both the type and the place; while a justification 
segment like “Food supply it run short” would 
be assessed as intelligible and as justifying need 
but not place.  

5.2 HyTER Annotation  

To provide additional resources for diagnostic 
MT scoring in LORELEI, LDC produced a set of 
data annotated for HyTER. HyTER (Hybrid 
Translation Edit Rate) is an annotation approach 
that results in an exponential number of possible 
translations for a given sentence, thus producing 
large reference networks for translation evalua-
tion (Dreyer and Marcu, 2012). We produced 
HyTER annotation for 645 English gold standard 
reference translation segments selected from the 
Uyghur Incident Language test set. One of the 
four available references was selected as the pri-
mary input reference for each segment. For each 
primary segment we performed two independent 
HyTER annotation passes, followed by a quality 
control pass on each segment. This effort yielded 
nearly 1.2x1015 unique meaning equivalents from 
the original 645 reference segments, with a me-
dian of 350,000 meaning equivalents per seg-
ment. 

6 Maintaining Cross-Language Con-
sistency 

The research that underlies LORELEI system 
development relies in part on cross-lingual trans-
fer approaches, as well as exploitation of lan-
guage universals. As such, it is important for the 
RL language packs to be uniform and consistent 
in their design and implementation. At the same 
time, the RLs were selected specifically for their 
typological diversity. To achieve maximum com-
patibility across language packs while respecting 
the specific properties of each individual lan-
guage, we adopted a number of strategies. 

At the most basic level, the structure and core 
components for all language packs are the same, 
with consistent documentation and file formats 
across all corpora. All data collection and annota-
tion efforts utilized a central database, enabling 
consistent handling of the data pipeline. We also 
used the same tools across all languages for data 
pre-processing wherever possible. For instance, 
all whitespace-delimited languages share a single 
tokenizer, whose rules were intentionally kept 
simple and were largely punctuation-based in 
order to increase uniformity across languages. 
While language-specific extensions to the rule 
set were possible, they were kept to the bare min-
imum. 

We also used a shared inventory of tagsets and 
annotation labels across languages. For instance, 
Part of Speech tags in all RL lexicons are based 
on the 12 universal POS tags defined in Petrov et 
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al. (2012), and all languages share the same enti-
ty and situation frame types and type definitions. 
Concepts shared across different annotation tasks 
utilized shared definitions and approaches. For 
instance, several LORELEI annotation tasks rely 
on annotators marking the extent of some phe-
nomenon (like a named entity), so rules for se-
lecting extents were defined in a uniform way 
across tasks and languages. All annotation is to-
ken-based rather than character-based; since to-
kens are defined using shared rules across all 
languages, this further reducing language-
specific variation resulting from low-level anno-
tation decisions.  

To further enhance consistency in annotation, 
we developed template-based language-
independent annotation guidelines which were 
then customized for each of the RL and IL lan-
guages as needed. We used the same policies 
across all languages for how to make decisions in 
the case of necessary language-specific exten-
sions to the default approach. To achieve this, we 
first identified key questions about language fea-
tures that could influence annotation, for in-
stance, whether a language has possessive com-
pound noun construction (e.g. Arabic idafa). 
Grammatical sketches for every language de-
scribed whether the language possessed any of 
these annotation-relevant features, and if so how 
the phenomenon was realized in that language. 
The annotation guidelines template then provided 
a “menu” of options for how to localize the 
guidelines: if language has feature A, invoke sec-
tion 3.6; if language has feature B, invoke sec-
tion 4.8, and so on. This approach ensured con-
sistency across languages within a task since lan-
guages with the same features get the same anno-
tation treatment. It also ensured consistency in 
annotation approaches across tasks. Grammatical 
sketches themselves also follow the same tem-
plate for all languages. 

Finally, prior to data distribution, all language 
packs – both Representative and Incident – were 
subject to independent quality review by an ex-
ternal team including native speaker linguists. 
Among other factors, the independent QC team 
reviewed data for conformity to the pre-
established language universal annotation poli-
cies and template-based guidelines.  

7 Conclusion 

Taken as a whole, the LORELEI Representative 
and Incident Language Packs represent a rich 
new resource for machine translation and natural 

language technology development in a low 
resource language setting. The Representative 
Language packs provide coverage of 23 
typologically diverse languages, including some 
very low resource languages for which existing 
corpora are scarce. Beyond providing new data 
for these particular languages, the breadth of data 
and annotation types and the consistency of data 
components, corpus creation methods and 
annotation/translation approaches across the 
language packs is designed to support new 
research directions in the use of language 
universals and cross-language transfer. For MT 
research in particular the 23-way parallel text 
corpus represents a valuable new resource. The 
Incident Language Packs provide carefully 
curated test sets with gold standard translations 
and annotations for system development and 
testing. To date we have distributed 
representative language packs in 20 languages, as 
well as partial Representative Language Packs in 
three additional languages, to LORELEI 
performers. We have created seven Incident 
Language Packs; two additional Incident 
Language Packs are in progress to support the 
final LORELEI evaluation in 2019. LORELEI 
Representative and Incident Language Packs for 
all languages will begin to appear in the LDC 
Catalog in Fall 2019, making these resources 
broadly available to the research community at 
large. 
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Abstract

Multimodal machine translation is the task
of translating from a source text into the
target language using information from
other modalities. Existing multimodal
datasets have been restricted to only highly
resourced languages. In addition to that,
these datasets were collected by manual
translation of English descriptions from
the Flickr30K dataset. In this work, we
introduce MMDravi, a Multilingual Multi-
modal dataset for under-resourced Dravid-
ian languages. It comprises of 30,000 sen-
tences which were created utilizing several
machine translation outputs. Using data
from MMDravi and a phonetic transcrip-
tion of the corpus, we build an Multilingual
Multimodal Neural Machine Translation
system (MMNMT) for closely related Dra-
vidian languages to take advantage of mul-
tilingual corpus and other modalities. We
evaluate our translations generated by the
proposed approach with human-annotated
evaluation dataset in terms of BLEU, ME-
TEOR, and TER metrics. Relying on
multilingual corpora, phonetic transcrip-
tion, and image features, our approach im-
proves the translation quality for the under-
resourced languages.

1 Introduction

The development of a Multilingual Multimodal
Neural Machine Translation (MMNMT) system
requires multilingual parallel corpora and images

© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

which are aligned with the parallel sentences for
training. The largest existing dataset contain-
ing captions, images, and translations for English,
German, French and Czech is the WMT shared
task Multi30K dataset which is derived from the
Flickr30k dataset (Plummer et al., 2015; Plummer
et al., 2017). Typically this data is manually cre-
ated with the help of bilingual annotators (Elliott et
al., 2016), however, for many languages, such re-
sources are not available. In those cases, machine
translation can be a useful tool for the quick ex-
pansion to new languages by producing candidate
translation (Dutta Chowdhury et al., 2018). In or-
der to reduce the amount of time, we pose transla-
tion as a post-editing task. We automatically trans-
lated the English sentences from the WMT cor-
pus using a pre-trained general domain Statistical
Machine Translation (SMT) and Neural Machine
Translation (NMT).

Multilingual NMT models (Firat et al., 2016)
have been shown to increase the translation qual-
ity for under-resourced languages. Closely related
Dravidian languages such as Tamil (ISO-639-1:
ta), Kannada (ISO-639-1: kn), and Malayalam
(ISO-639-1: ml) exhibit a large overlap in their
vocabulary and strong syntactic and lexical simi-
larities. Dravidian languages are a family of lan-
guages spoken primarily in the southern part of
India and spread over South Asia and are con-
sidered as under-resourced languages. However,
the scripts used to write these languages are dif-
ferent and they differ in their morphology. Re-
cently Chakravarthi et al. (2019) have shown that
phonetic transcription of a corpus into Latin script
improves the multilingual NMT performance for
under-resourced Dravidian languages.

In this paper, we propose applying Multilingual
Multimodal NMT for translating between closely
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related Dravidian languages and English. We cre-
ated multimodal data using SMT and NMT meth-
ods, trained on a general domain corpus for under-
resourced languages. Combining multilingual and
multimodal data along with a phonetic transcrip-
tion of the corpus improves translation perfor-
mance for closely related Dravidian languages is
shown in the results.

2 Related Work

To capture rich information from multimodal con-
tent available on the Web, especially images with
descriptions in English was explored in the con-
tent of NMT (Specia et al., 2016a) in the WMT
shared task. The WMT shared task also pro-
vided resources for other popular languages Ger-
man, Czech and French (Elliott et al., 2017).
Most of those data were expensive, for example,
English-German corpus was created by Elliott et
al. (2016), and cost e23,000 for data collection
(e0.06 per word). Such resources are not available
for under-resourced languages. Recent work by
(Dutta Chowdhury et al., 2018), carried out experi-
ments by utilizing synthetic data for Hindi-English
language pair. In contrast, we created MMDravi as
a translation post-editing task by utilizing transla-
tions of the English sentences associated with im-
ages using SMT and NMT trained on general do-
main data.

The shared task on Multimodal NMT (MNMT)
was introduced by Specia et al. (2016b) to generate
image descriptions for a target language, given an
image and/or a description in the source language.
In previous works on MNMT, the researchers uti-
lized visual context by involving both NMT and
Image Description Generation (IDG) features that
explicitly uses an encoder-decoder (Cho et al.,
2014). However, the encoder-decoder architecture
encodes the source sentence into a fixed-length
vector. To overcome this drawback (Bahdanau et
al., 2015) introduced attention mechanism to fo-
cus on parts of the source sentence. The work by
Calixto and Liu (2017), carried out different ex-
periments to incorporate visual features into NMT
by projecting an image feature vector as words
into the source sentence, using the image to ini-
tialize the encoder hidden state, and using im-
age features to initialize the decoder hidden state.
In Calixto et al. (2017), the author incorporated
features through a separate encoder and doubly-
attentive attention of the decoder to depend on the

image feature. This allowed them to predict the
next word and showed that the image feature im-
proved the translation quality. Although all these
approaches have demonstrated the possibility of
MNMT, they rely on manually collected corpora
but under-resourced languages do not have such
resources. Our work follows the doubly-attentive
model (Calixto et al., 2017) with MMDravi data
for the multilingual model by phonetic transcrip-
tion.

In Ha et al. (2016) and Johnson et al. (2017), the
authors have demonstrated that multilingual NMT
improves translation quality. For this, they created
multilingual NMT without changing the architec-
ture by introducing special tokens at the beginning
of the source sentence indicating the source lan-
guage and target language as shown in Figure 1.
We follow this by introducing special tokens in
the source sentence to indicate the target language.
Phonetic transcription to Latin script and the In-
ternational Phonetic Alphabet (IPA) was studied
by (Chakravarthi et al., 2019) and showed that
Latin script outperforms IPA for the Multilingual
NMT of Dravidian languages. We propose to com-
bine multilingual, phonetic transcription and mul-
timodal content to improve the translation qual-
ity of under-resourced Dravidian languages. Our
contribution is to use the closely related languages
from the Dravidian language family to exploit the
similar syntax and semantic structures by phonetic
transcription of the corpora into Latin script along
with image feature to improve the translation qual-
ity.

3 Background

3.1 Dravidian Languages

Dravidian languages have individual writing
scripts and have been assigned a unique block in
the Unicode computing industry standard. The
similarity of these languages is that they are all
written from left to right, consist of sequences
of simple or complex characters and follow an
alpha-syllabic writing system in which the individ-
ual symbols are syllables (Bhanuprasad and Sven-
son, 2008). The languages also have different sets
of vowels and consonants. Vowels and conso-
nants are atomic but when they are combined with
each other they form consonant ligatures. Dravid-
ian languages such as Tamil do not represent dif-
ferences between aspirated and unaspirated stops,
while other Dravidian languages such as Kannada
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and Malayalam have a large number of loan words
from Indo-Aryan languages and support a large
number of compound characters resulting from the
combination of two consonants symbols (Kumar et
al., 2015).

3.2 Phonetic Transcription

Phonetic transcription is the use of phonetic sym-
bols such as IPA or non-native script. As the Dra-
vidian languages under study are written in dif-
ferent scripts, they must be converted to some
common representation before training the MM-
NMT to take advantage of closely related language
resources. Phonetic transcription to Latin script
and the International Phonetic Alphabet (IPA) was
studied by (Chakravarthi et al., 2019) and showed
that Latin script outperforms IPA for the Multi-
lingual NMT Dravidian languages. The improve-
ments in translation performance were shown in
terms of the BLEU (Papineni et al., 2002) met-
ric. We used the Indic-trans library by Bhat et al.
(2015) for phonetic transcription of corpora into
the Latin script, which brings all the languages
into a single representation by a phoneme match-
ing algorithm. The same library was used to back-
transliterate from Latin script to the corresponding
Dravidian language to evaluate the translation per-
formance.

3.3 Neural Machine Translation

Neural Machine Translation is a sequence-to-
sequence approach (Sutskever et al., 2014) us-
ing an encoder-decoder architecture with an atten-
tion mechanism (Bahdanau et al., 2015). Given
a source sentence X=x1, x2, x3,...xn and target
sentence Y =y1, y2, y3,...yn the bidirectional en-
coder transforms the source sentence into annota-
tion vectors C=h1, h2, h3,...hn. At each time step
t, the source context vector ct is computed based
on the annotation vector and the decoder’s previ-
ous hidden state st−1. The decoder generates one
target word at a time by computing the probabil-
ity of P (yt = k|y<t, ct) given a hidden state st as
follows

P (yt = k|y<t, ct)
∝ exp(L0tanh(Lsst+

LwEy[yt−1] + Lcct)) (1)

The L0,Ls,LW and Lc are transformation matri-
ces.

The attention model calculates ct as the
weighted sum of the source side context vectors:

ct =
N∑

i=1

αsrct,i hi (2)

αsrct,i =
exp (esrct,i )∑N
j=1 exp (e

src
t,j )

(3)

αsrct,i is the normalized alignment matrix be-
tween each source annotation vector hi and word
yt to be emitted at a time step t. Expected align-
ment esrct,i between each source annotation vector
hi and the target word yt is computed using the
following formula:

esrct,i = (V src
a )T tanh(U srca s

′
t +W src

a hi) (4)

V src
a , U srca and W src

a are model parameters.

3.4 Multimodal Neural Machine Translation

The Multimodal NMT (MNMT) (Calixto et al.,
2017) model is an extension of the encoder-
decoder framework, by incorporating visual in-
formation. To incorporate the visual features ex-
tracted from the pre-trained model the authors have
integrated another attention mechanism to the de-
coder. The doubly-attentive decoder Recurrent
Neural Network is conditioned on the previous
hidden state, previously emitted word, source sen-
tence and the image via attention mechanism (Cal-
ixto et al., 2017). In the original attention-based
NMT model described in Section 3.3, a single en-
coder for the source sentence, a single decoder for
the target sentence and the attention mechanism
are conditioned on the source sentence. MNMT
integrates two separate attention mechanism over
the source language and visual features associated
with the source and target sentence. The decoder
generates a target word by computing a new prob-
ability P (yt = k|y<t, C,A) given a hidden state
st, the previously emitted word y<t, and the two
context vectors ct from encoder of source sentence
and it from image features.

P (yt = k|y<t, C,A)
∝ exp(L0tanh(Lsst+

LwEy[yt−1] + Lcsct + Lciit)) (5)

L0, Ls, Lw, Ey, Lcs,and Lci are projection matri-
ces. The mechanism in MNMT is similar to NMT
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Figure 1: Example of sentences with special tokens to indicate the source and target languages.

with an attention model, except for the source sen-
tence and previous hidden state, it also takes the
context vector a from the image features using a
double attention layer to calculate the current hid-
den state. The doubly-attentive model calculates
the time-dependent vector it as follows:

it = βt

L∑

l=1

αimgt,l al (6)

Where,
βt = σ(Wβst−1 + bβ) (7)

The expected alignment vector of image is given
by

αimgt,l =
exp (eimgt,l )

∑L
j=1 exp (e

img
t,j )

(8)

eimgt,l = (V img
a )T tanh(U imga s

′
t +W img

a al) (9)

V img
a , U imga and W img

a are model parameters.

Corpus Statistics
Lang pair sent s-tokens t-tokens

En-Ta 0.8M 6.4M 13.3M
En-Kn 0.5M 2.6M 4.5M
En-Ml 1.4M 16.7M 23.5M

Table 1: Statistics of the parallel corpora used to train the
general domain translation systems. sent: Number of sen-
tences, s-tokens: Number of source tokens, and t-tokens:
Number of target tokens.

4 Experimental Setup

4.1 Data

The images required for our work were collected
from Flicker by Plummer et al. (2015). The

BLEU Score
Lang pair SMT NMT

En-Ta 30.29 35.52
En-Kn 28.81 26.86
En-Ml 36.73 38.56

Table 2: Results of general domain SMT and NMT transla-
tion systems on general domain evaluation set

Multi30K dataset contains parallel corpora for En-
glish and German. There were two types of multi-
lingual annotations released by Multi30K dataset
(Elliott et al., 2016). The first one is an En-
glish description for each image and its German
translation. The second is a corpus of five in-
dependently collected English and German de-
scription pairs for each image. Synthetic data or
back-transliterated data have been widely used to
improve the performance of NMT and MNMT.
To produce a target side description of an im-
age, we create a general domain SMT and NMT
for English-Tamil, English-Kannada, and English-
Malayalam pairs. We collected the general do-
main parallel corpora for the Dravidian languages
from the OPUS website (Tiedemann and Nygaard,
2004) and (Chakravarthi et al., 2018). The corpus
statistics are shown in Table 1. The corpus is tok-
enized and standardized to lowercase. The general
domain SMT was created with Moses (Koehn et
al., 2007) while the NMT system was trained with
OpenNMT (Klein et al., 2017). After tokenization,
we fed the parallel corpora to Moses and Open-
NMT. Preprocessed files are then used to train the
models. We used the default OpenNMT parame-
ters for training, i.e. 2 layers LSTM with 500 hid-
den units for both, the encoder and decoder.

The SMT and NMT system results on general
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Figure 2: Example of sentence and image with candidate
translation to choose.

domain evaluation set are shown in Table 2. The
development and test set of the multimodal corpus
was collected with the help of volunteer annota-
tors. To reduce the annotation time, we posed the
translation task of the development and test set as a
post-editing task. We provided the candidate trans-
lation of the English sentence from SMT, NMT,
and an option to choose the best translation or pro-
vide an original translation. Eighteen annotators
participated in this annotation process, with dif-
ferent backgrounds, they all are native speakers of
the language that they annotated. The data for the
Malayalam language was collected from three dif-
ferent native speakers. Ten Tamil native speakers
participated in creating data for the Tamil language
and five Kannada native speakers annotated for
the Kannada language. Since voluntary annotators
are scarce and annotate little data, each sentence
was annotated by only one annotator. We then se-
lected the system that performed better based on
the choice of annotators. We designed an annota-
tion tool to meet the objective of method. We de-
cided to use Google Forms to collect the data from
the voluntary annotator’s. An example is shown
in Figure 2. We chose NMT and used the gen-
eral domain NMT to post-edit the translation for
the training set of MMDravi.

For our tasks, all descriptions in English were
converted to lowercase and tokenized, while we

Table 3: Results are expressed in BLEU score: Baseline is
Multimodal NMT, MMNMT is trained on native script, and
MMNMT-T is trained utilizing phonetic transcription.

BLEUscore
Lang pair Baseline MMNMT MMNMT-T

En-Ta 50.2 51.0 52.3
En-Ml 35.6 36.0 36.5
En-Kn 44.5 45.1 45.9
Ta-En 45.2 47.4 48.9
Ml-En 34.3 36.2 37.6
Kn-En 50.0 50.2 50.8

did not have to bother about the case correction for
Dravidian languages (as they do not have cases).
We tokenized the Dravidian language using the
OpenNMT tokenizer with segment alphabet op-
tions for Tamil, Kannada, and Malayalam. For
the sub-word level representation, we chose the
10,000 most frequent units to train the BPE (Sen-
nrich et al., 2016) model. We used this model
for the sub-word level segmentation for the train-
ing, development, and evaluation set. We trained
the MMNMT model to translate from English into
Dravidian languages as well as from Dravidian
languages into English. Visual features were ex-
tracted from publicly available pre-trained CNN’s.
Specifically, we extract spatial image features us-
ing the VGG-19 network (Simonyan and Zisser-
man, 2014). In our experiment, we pass all the im-
ages in our dataset through the pre-trained VGG-
19 layered network to extract global information
and use them in a separate visual attention mecha-
nism as described in Calixto et al. (2017).

4.2 Multilingual Multimodal Neural Machine
Translation

Since we translate between closely related lan-
guages and English, we set up the translation set-
ting in two scenarios, 1) One-to-Many and 2)
Many-to-One.

4.2.1 One-to-Many Approach

In this setting, we create a model to translate
from English into Tamil, Malayalam, and Kan-
nada. The source language sentence was replicated
three times for the three languages with a token in-
dicating target language. Figure 1 shows the ex-
ample of sentences.

LoResMT 2019 Dublin, Aug. 19-23, 2019 | p. 60



src a black dog runs on green grass with a toy 

in his mouth .

ref ஒரு கருப்பு நாய் வாயில் ஒரு

ப ாம்மையுடன் ச்மை புல்லில்

ஓடுகிறது.

MMNMT ஒரு கருப்பு நாய் வாயில் ஒரு

ப ாம்மையுடன் ச்மை புல் மீதுஇய

ங்கும் .

MMNMT

-T

ஒரு கருப்பு நாய் வாயில் ஒரு

ப ாம்மையுடன் ச்மை புல் மீது ஓடுகிறத.

Figure 3: Example showing improvement of translation quality and readability of the translation over baseline model. Errors
are shown in red color.

src a woman and two men , that are dressed 

professionally, are having a discussion.

ref ஒரு பெண் மற்றும்இரண்டுஆண்கள், 

ப ொழில்முறை உறையணிந்து, ஒரு

விவொ த்தில் உ்ளொர்கள்.

MMNMT ஒரு பெண் , மற்றும்இருஆண்கள்

professionally ஆயத் ம்ெண்ணி , ஒரு

விவொ த்திறை வவண்டிவ ொம் .

MMNMT

-T

ஒரு பெண் மற்றும்இரண்டுஆண்கள், 

professional உறையணிந்து, ஒரு

விவொ த்தில் உ்ளொர.

Figure 4: Example showing translation with accurate transfer of important information. Errors are shown in red color.

4.2.2 Many-to-One Approach

In the many-to-one MMNMT system, we cre-
ate a model to translate from Tamil, Malayalam,
and Kannada (Dravidian languages) to English.
We replicated the English sentence three times for
three languages on the target side of the corpus.
We then train the MNMT system with a visual fea-
ture for individual language level with the MM-
Dravi data. We compared the results with the MM-
NMT for one-to-many and many-to-one models.

4.3 Results

We applied the baseline bilingual Multimodal
NMT systems with respect to the MMDravi data
created from the Multi30k dataset. Then we
trained our MMNMT and MMNMT-T (phonetic
transcription of corpus) for English into Dravidian
languages and vice versa. Results are presented in
BLEU (Papineni et al., 2002) (BiLingual Evalua-
tion Understudy), which measures the n-gram pre-
cision with respect to the evaluation set.

Table 3 provides the BLUE scores for the MM-
NMT model. We observed that the translation
performance of MMNMT is higher compared to

the Bilingual Multimodal NMT model in BLEU.
Translation from Dravidian to English has the
highest improvement in terms of BLEU Score.
Our experiments show that the MMNMT system
compared with the bilingual system has an im-
provement in several language directions, which
are likely gained from phonetic transcription, im-
age features, and transfer of parameters from dif-
ferent languages.

The results show that for MMNMT with phonet-
ically transcribed corpora, helps more in Dravidian
to English than English to Dravidian. An explana-
tion for this is that in the dataset, each source sen-
tence has three targets, which encourages the lan-
guage model to improve the translation results. In
Table 3, we compare the BLEU scores with a base-
line approach and our method. In order to evaluate
the effectiveness of our proposed model, we have
explored MMNMT trained on original scripts and
MMNMT trained on a single script. Our empirical
results show that the best result is achieved when
we phonetically transcribed the corpus and brought
it to a single script for both English to Dravidian
and Dravidian to English translation tasks.
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Figure 3 shows the examples of where the MM-
NMT model improves the translation quality and
readability of the translation over the baseline
model. The results given by the human evalu-
ation confirm the results observed in evaluation
BLEU metric. The second example for English-
Tamil translation of MMNMT system outperform-
ing the baseline is shown in Figure 4. The first
example showns an almost perfect translation ob-
tained with the MMNMT system for English to
Tamil. In the second example, translation obtained
with the MMNMT system is acceptable with the
accurate transfer of important information (Cough-
lin, 2003). This suggests the synthetic data with
our MMNMT model can be used in an under-
resourced language setting to improve the transla-
tion quality.

5 Conclusion

We introduced a new dataset, named MMDravi
and proposed a MMNMT method for closely re-
lated Dravidian languages to overcome the re-
source issues. Compared to the baseline ap-
proach, the results show that our approach can im-
prove translation quality, especially for Dravidian
languages. Our evaluation, using phonetic tran-
scription, multilingual and multimodal NMT, has
shown that the proposed MMNMT-T outperforms
the existing approach of multimodal, multilingual
in low-resource neural machine translation across
all the language pairs considered. We plan to re-
lease multilingual translations as an addition to
Flickr30k set, and explore the effect of the qual-
ity of this synthetic data in our future work.
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Abstract

In this paper, we describe our machine
translation systems submitted to LoResMT
2019 Shared Task. Systems were devel-
oped for Bhojpuri, Magahi, Sindhi, Lat-
vian ⇐⇒ (English). This paper outlines
preprocessing , configuration of the sub-
mitted systems and the results produced
using the same.

1 Introduction

The task of Machine Translation aims to obtain
valid translation of text of one language to another.
Data driven MT system uses parallel sentences (i.e,
xth sentences in two languages show same mean-
ing). For the data driven system to learn transla-
tion, it requires sufficient amount of parallel text
(bi-text) (Turchi et al., 2008), which is not always
easy to get. Scarcity of parallel text can hinder data
driven systems ability to give decent translations
(Koehn and Knowles, 2017).

For languages like Bhojpuri, Sindhi and Maghai
which are primarily spoken in northern India by
around 50 million, 1.6 million, 12 million people
respectively1 resources are scarce to obtain a de-
cent machine translation system. As for Latvian,
which is spoken by roughly 1.75 million people
primarily in Latvia and is one of the official lan-
guages of the EU2. In LoResMT 2019, we par-
ticipated as team A3-108 and trained 24 systems
for English to (Bhojpuri, Magahi, Sindhi, Latvian)
and vice-versa with 3 systems for each direction.

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1http://www.censusindia.gov.in/2011Census/Language-
2011/Statement-1.pdf
2https://www.ethnologue.com/18/language/lav/

2 Data

Parallel and monolingual corpora for Bhojpuri,
Magahi and Sindhi received for the shared task.
Monolingual data for English and Latvian were
taken from Goldhahn et al (2012). We included
training data to the monolingual corpus of each
language for decent language model. Statistics of
parallel and monolingual text are presented in Ta-
ble 1 and 2 respectively.

Language Pair Train Dev Test
eng-bho 28999 500 250
eng-mag 3710 500 250
eng-sin 29014 500 250
eng-lav 54000 1000 500

Table 1: English-low resources languages (eng-English, bho-
Bhojpuri, mag-Magahi, sin-Sindhi and lav-Latvian corpus)
split statistics. Number indicates number of parallel sen-
tences.

Language # of sentences
bho 78999
mag 19027
sin 102345
lav 2053998
eng 2410767

Table 2: We concatenate training data with monolingual data
for (eng-English, bho-Bhojpuri, mag-Magahi, sin-Sindhi and
lav-Latvian corpus).

3 System Description

We utilize both Statistical Machine Translation
(SMT) and Neural Machine Translation (NMT)
with attention for our systems. Following subsec-
tions describe steps involving preprocessing and
training configurations for NMT and SMT.
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3.1 Preprocessing
Following are the preprocessing steps for both
SMT and NMT.

• Tokenization: We use IndicNLP Toolkit3 to
tokenize Bhojpuri, Maghai and Sindhi (train,
dev, test and monolingual) as a first step. For
English and Latvian, we utilize default Moses
toolkit4(Koehn et al., 2007) tokenizer to ob-
tain clean tokenized text.

• Also, for English, we keep letter case as it is
to capture syntactic importance e.g. The is at
start of sentence would roughly be the deter-
minant of subject unlike the in the middle of
a sentence and to help translate Named entity.

3.2 Training configuration for Neural
Machine Translation

NMT make use of neural networks to learn to gen-
erate most likely text sequence as output given in-
put text sequence(Sutskever et al., 2014; Bahdanau
et al., 2014). Recent work in machine translation
make use of self attention(Vaswani et al., 2017) to
achieve State of Art results for resource rich lan-
guage pairs. Due to low resource settings (Koehn
and Knowles, 2017), we avoid the use of trans-
former and explore sequence to sequence with at-
tention architecture (Bahdanau et al., 2014) for
our NMT based systems. We make use of Nema-
tus toolkit5(Sennrich et al., 2017) to carry out our
NN based experiments for all 8 directions (English
⇐⇒ Bhojpuri, English ⇐⇒ Magahi, English
⇐⇒ Sindhi and English ⇐⇒ Latvian).

In Table 3, Columns show total number of
unique words with minimum count (mc) 2 and 1
in training text for respective language pairs (L1-
L2). One can observe that there is a significant
increase in unique count between mc>=2 and
mc>=1. Hence, vocabulary size increases signif-
icantly which affects learning due in low resource
settings (because almost half of the vocab has fre-
quency 1). Therefore, we explore Byte Pair En-
coding (BPE) (Sennrich et al., 2015) to handle rare
words effectively.

Following are hyper-parameters we use in our
NMT systems and rest were default as mentioned
in Nematus,

• BPE Merge Operations: 5000
3http://anoopkunchukuttan.github.io/indic nlp library/
4https://github.com/mosessmt/mosesdecoder
5https://github.com/EdinburghNLP/nematus

• Hidden Layer Dimension of LSTM: 200

• Loss: cross entropy

• Optimizer: Adam

• Beam Size (During Training): 4

• Beam Size (During Testing): 10

• Size of Embedding Layer for Method1-a: 50

• Size of Embedding Layer for Method2-a:
200

Also, we train two systems in each direc-
tion English<>(Bhojpuri, Magahi, Sindhi, Lat-
vian) by keeping dimension of embedding layer
to 50 and 200 respectively. We use Adam Opti-
mizer(Kingma and Ba, 2014) with cross entropy
loss across all systems.

Language
Pair

L1 - L2

# of unique words
mc>=2 mc >=1
L1 L2 L1 L2

eng-bho 6710 8790 12684 19754
eng-mag 2946 3355 5650 6504
eng-sin 6726 7651 12127 15689
eng-lav 16145 32248 27896 60376

Table 3: Number of Unique words in training data for lan-
guage pairs (eng-English, bho-Bhojpuri, mag-Magahi, sin-
Sindhi and lav-Latvian ), with minimum count (mc) >=2 and
>=1 .

3.3 Training configuration for Statistical
Machine Translation

Phrase Based Statistical Machine Translation (PB-
SMT) is a statistical approach which uses co-
occurrence of word sequences across parallel text
to learn translation probabilities. SMT utilizes
aforementioned probabilities and language model
to generate translation text given an input text
(Koehn et al., 2003). We make use of Moses
toolkit (Koehn et al., 2007) for this paradigm.
We also use GIZA++ (Och and Ney, 2003) to
find alignments between parallel text and grow-
diag-final-and method (Koehn et al., 2003) to ex-
tract aligned phrases. We utilize KenLM (Ken-
neth Heafield, 2011) to train a trigram model with
kneser ney smoothing on monolingual corpus of
all languages and MERT (Och, 2003) is used for
tuning the trained models (named as Method3-b
in results).
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Experiment BLEU Precision Recall F-Measure
Bho2Eng-Method1-a 10.12 16.27 15.46 15.85
Bho2Eng-Method2-a 12.09 18.72 17.67 18.18
Bho2Eng-Method3-b 17.03 22.28 22.43 22.35
Eng2Bho-Method1-a 6.19 12.52 11.59 12.04
Eng2Bho-Method2-a 10.5 18.11 15.34 16.61
Eng2Bho-Method3-b 10.69 16.74 17.07 16.9
Eng2Lav-Method1-a 17.06 26.74 21.05 23.56
Eng2Lav-Method2-a 28.46 33.71 32.19 32.93
Eng2Lav-Method3-b 33.78 37.75 38.55 38.15
Eng2Mag-Method1-a 1.63 8.66 5.95 7.05
Eng2Mag-Method2-a 1.83 9.13 5.09 6.54
Eng2Mag-Method3-b 9.37 16.21 17.06 16.62
Eng2Sin-Method1-a 17.43 22.2 22.91 22.55
Eng2Sin-Method2-a 25.17 30.09 29.09 29.58
Eng2Sin-Method3-b 37.58 40.4 40.52 40.46
Lav2Eng-Method1-a 31.79 38.45 35.11 36.7
Lav2Eng-Method2-a 37.27 42.68 40.42 41.52
Lav2Eng-Method3-b 43.6 46.86 47.59 47.22
Mag2Eng-Method1-a 1.86 8.58 6.37 7.31
Mag2Eng-Method2-a 3.03 10.28 6.67 8.09
Mag2Eng-Method3-b 9.71 16.55 17.15 16.84
Sin2Eng-Method1-a 19.11 25.54 24.01 24.75
Sin2Eng-Method2-a 26.68 32.38 30.81 31.58
Sin2Eng-Method3-b 31.32 36.06 35.86 35.96

Table 4: Performace of translation systems in terms of BLEU score, Precision, Recall and F-Measure

4 Result

Table 4 shows performance of 24 systems in terms
of BLEU (Papineni et al., 2002) score, Precision,
Recall and F-Measure. First column (Experiment
field) shows the language direction and method
used. From the table 4, we can see that for each
language direction we report three different exper-
iments(1,2 for NMT and 3 for SMT) as described
in Section-3.

From the experiments, We observe that SMT is
consistently outperforming NMT in low resource
settings (Table 4).

• hyperparameters of network along with men-
tion of method 1 and 2

• mention of method 3 in smt
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Abstract 

Low resource languages face a major chal-
lenge in developing machine translation sys-
tems due to unavailability of accurate and 
parallel datasets with a large corpus size. In 
the present work, Factored Neural machine 
Translation Systems have been developed for 
the following bidirectional language pairs: 
English & Bhojpuri, English & Magahi, Eng-
lish & Sindhi along with the uni-directional 
language pair English - Latvian. Both the 
lemma and Part of Speech (PoS) tags are in-
cluded as factors to the surface-level English 
words. No factoring has been done on the 
low resource language side. The submitted 
systems have been developed with the paral-
lel datasets provided and no additional paral-
lel or monolingual data have been included. 
All the seven systems have been evaluated by 
the LoResMT 2019 organizers in terms of 
BLEU score, Precision, Recall and F-meas-
ure evaluation metrics.  It is observed that 
better evaluation scores have been obtained 
in those MT systems in which English is the 
target language. The reason behind this is 
that the incorporation of lemma and pos tags 
factors for English words has improved the 
vocabulary coverage and has also helped in 
generalization. It is expected that incorpora-
tion of linguistic factors on the low resource 
language words would have improved the 
evaluation scores of the MT systems involv-
ing those languages on the target side. 

1 Introduction 

Data driven machine translation systems do not 
_________________________ 
© 2019 The authors. This article is licensed under a 
Creative Commons 4.0 licence, no derivative works, 
attribution, CCBY-ND. 

perform well involving Low Resource (LowRes 
languages since less parallel data are publicly 
available for these languages. However, limited 
monolingual data along with language analysis 
tools with acceptable performance measures are 
available for such languages. Incidentally, a large 
number of people use such low resource lan-
guages. 

Neural machine translation (NMT) systems are 
the current state-of-the-art systems as the transla-
tion accuracy of such systems is very high for lan-
guages with large amount of training corpora be-
ing available publicly. Current NMT Systems that 
deal with LowRes languages (Guzman et. al., 
2019; AMTA, 2018) are based on unsupervised 
neural machine translation, semi-supervised neu-
ral machine translation, pretraining methods lev-
eraging monolingual data and multilingual neural 
machine translation among others. 

Meanwhile, research work on Factored NMT 
systems (Koehn and Knowles, 2017; Garcıa-
Martınez et. al. 2016; Senrich and Haddow, 2016) 
have evolved over the years. The factored NMT 
architecture has played a significant role in in-
creasing the vocabulary coverage over standard 
NMT systems. The syntactic and semantic infor-
mation from the language is useful to generalize 
the neural models being learnt from the parallel 
corpora. The number of unknown words also de-
creases in Factored NMT systems. 

In the present work, the idea of using factored 
neural machine translation has been explored in 
the 7 machine translation systems. The parallel 
corpus has been augmented to include factors like 
Lemma (using Porter Stemmer) and PoS tags (us-
ing TnT Tagger) for English words. No factoring 
has been done on the low resource language side. 
After factoring is done, the training dataset has 
been tokenized and byte pair encoding has been 
implemented, thereafter. 
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2 Related Works  

The major research areas in low resource MT 
systems are described in (Guzman et. al., 2019; 
AMTA, 2018). One major area of research is to 
effectively use available monolingual data. It 
includes semi-supervised methods relying on 
backtranslation, integration of a language model 
into the decoder extending to unsupervised 
approaches that use monolingual data both for 
learning good language models and for creating 
artificial parallel data.  

Another primary area of research is to work on 
a weakly supervised learning setup in which 
original parallel training corpus is augmented with 
comparable corpora. NMT systems for low 
resource languages have been developed in 
(Guzman et. al., 2019; AMTA, 2018)  in four 
learning settings, semi-supervised in which 
monolingual data is utilized on the target side, 
weakly supervised setting in which noisy 
comparable corpora is used, fully unsupervised 
setting in which only monolingual data on both 
the source and the target sides are used to train the 
model and the supervised model in which only 
parallel corpus is used during training.  

The vocabulary coverage increases 
significantly in factored neural architecture 
(Koehn and Knowles, 2017; Garcıa-Martınez et. 
al.. 2016; Senrich and Haddow, 2016) while 
decreasing the number of unknown words. The 
linguistic decomposition of the words in terms of 
factors like lemma, PoS tags and other 
grammatical information can be applied on the 
source or on the target side or on both the sides.   

According to the literature survey factored 
NMT system has not yet been applied to MT 
system development in Low Resource languages. 

3 Factored Neural Machine Translation 
System 

The following language pairs have been 
considered for development of Factored Neural 
Machine Translation systems: 
1) English to Bhojpuri 
2) Bhojpuri to English 
3) English to Magahi 
4) Magahi to English 
5) English to Sindhi 
6) Sindhi to English 
7) English to Latvian 

Only the provided corpora has been used for 
translation in all cases. The English side of the 
parallel corpora has been factored with the lemma 

and Part-of-Speech(PoS) tag of the surface word 
in all the 7 language pairs. The English lemma has 
been obtained using the Porter Stemmer (Porter, 
1980). The TnT tagger has been used to obtain the 
PoS tags of English words (Brants, 2000). An 
example is as follows: the factor information of 
the surface word 'When' is obtained and 
augmented as 'When|when|WRB', where ‘when’ 
is the lemma and ‘WRB’ or ‘Wh-adverb’ is the 
PoS tag for the surface-level English word 
‘When’. No factoring has been done for the low 
resource language (Bhojpuri, Magahi, Sindhi, 
Latvian) side of the parallel corpora. Then the 
model for byte pair encoding (BPE) is trained with 
the training corpus on the source and target sides 
for all the language pairs. The vocabulary for byte 
pair encoding (BPE) is constructed with 32000 
vocabulary size. Pre-tokenization has not been 
done as sentencepiece1 tool has been used which 
does not always require pre-tokenization. The 
source and the target sides of the parallel corpora 
are then encoded using the model constructed by 
sentencepiece1. These datasets are used for 
training the neural model for translation. The 
parameters for training the neural model for 
translation for each of the language pairs are: 
i)   Drop-out rate = 0.3 
ii) 2 layered unidirectional recurrent neural 
network with Long Short Term Memory (LSTM) 
as the recurrent unit 
iii) Batch size = 128 and 500 hidden units 
iv)  14000 training steps 
v)   Beam search as inference mode with a beam 
width of 5 and a length penalty weight and a 
coverage penalty weight of 0.4 each. 
After the model is trained, the test dataset on the 
source side of the language pair is used to obtain 
the output dataset on the target side of the 
language pair. Once testing is done, the data is 
again decoded by sentencepiece1 using the trained 
BPE model before. Thus, Method1 is achieved for 
language pairs where the low resource language is 
on the target side. When English is on the target 
side of the language pair, the generated dataset is 
subjected to post-processing to remove the 
factored information of lemma and PoS tag in it. 
This is referred to as Method1 for language pairs 
where English is on the target side. Method2 is a 
slight modification of Method1 where the space 
before punctuations ('.',',',',':',':',''','"' and '!') are 
removed in case of language pairs where English 
is on the target side. For 3 low resource languages, 
________________________ 

1https://github.com/google/sentencepiece 
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Bhojpuri, Magahi, and Sindhi, the spaced before 

certain punctuation marks ('।' and '!') are removed 
in order to study the impact of the punctuations on  
the BLEU scores. This is called Method2 for 
language pairs where the low-resource languages 
Bhojpuri, Sindhi and Magahi are on the target 
side.  

4 System Evaluation Results 

The results for the 7 language pairs have been il-
lustrated in this section. It has been observed that 
Method 1 and Method 2 are leading to the same 
BLEU score, precision, recall and F-measure 
scores. It implies that the removal of the space 
character before certain punctuation marks do not 
have any effect on the Bleu score. Hence, the 
method column in the subsequent result tables 
have not been mentioned. The result of the Best 
Team for the specific language pair has been in-
cluded. Since, no details are available about the 
specific method used by the Best team, no direct 
comparison has been made.  
 

Team BLEU 
score 

Preci-
sion 

Re-
call 

F- 
meas-
ure 

My 
Team 

(L19T6) 

6.83 11.73 11.59 11.6 

Best 
Team 

(L19T2) 

10.69  16.74 17.07 16.9 

Table 1: English-Bhojpuri FNMT System Results 
 

The BLEU score for English-Bhojpuri lan-
guage pair has been the second best among all the 
submissions. The Bleu score of the submitted sys-
tem is 36% below the Best Team Score.  

 
The Bhojpuri to English language pair also ex-

hibits a good performance in the BLEU score. It 
is observed that higher Bleu scores are obtained 
with English as the target language. The Bleu 
score of the submitted system is 21% less than the 
Best Team Score. The precision score is only 6.5% 
less than that of the Best Team. 
 
 
 

Team BLEU 
score 

Preci-
sion 

Re-
call 

F-meas-
ure 

My Team 

(L19T6) 

13.39 20.84 17.41 18.99 

Best 
Team 
(L19T2) 

17.03 22.28 22.43 22.35 

Table 2: Bhojpuri-English FNMT System Results 
 

The Bleu score for English-Sindhi submitted 
system is 59% lower than the Best Team System 
score, as shown in Table 3. 

 
Team BLEU 

score 
Preci-
sion 

Re-
call 

F-
meas
ure 

My Team 

(L19T6) 

15.34 21.02 20.26 20.6
3 

Best Team 
(L19T2) 

37.58 40.4 40.52 40.4
6 

Table 3: English-Sindhi FNMT System Results 
 

Team BLEU 
score 

Preci-
sion 

Re-
call 

F-
meas
ure 

My Team 

(L19T6) 

26.2 33.24 29.5
4 

31.2
8 

Best Team 
(L19T2) 

31.32 36.06 35.8
6 

35.9
6 

Table 4:Sindhi-English FNMT System Results 
 

The Sindhi to English language pair also exhib-
its a good performance in the BLEU score. It is 
observed that higher Bleu scores are obtained with 
English as the target language. The Bleu score of 
L19T6 is 16% less than the Best Team Score. 
 
Team BLEU 

score 
Preci-
sion 

Re-
call 

F- 
meas-
ure 

My Team 

(L19T6) 

9.02 12.01 15.43 13.41 

Best Team 

(L19T1) 

48.88 51.09 51.19 51.14 

Table 5:English-Latvian FNMT System Results 

LoResMT 2019 Dublin, Aug. 19-23, 2019 | p. 70



 
The Bleu score for English-Latvian submitted 

system is 82% lower than the Best Team System 
score. It demonstrates that simply using the paral-
lel corpus in the MT system does not always pro-
vide better result. 

 
Team BLEU 

score 
Preci-
sion 

Re-
call 

F- 
meas-
ure 

My Team 

(L19T6) 

0.24 5.82 3.48 4.36 

Best Team 

(L19T2) 

9.37 16.21 17.06 16.62 

Table 6: English-Magahi FNMT System Results 
 
The performance of the English-Magahi is 

worse as the Bleu score of the submitted system is 
97% below the Best Team score. However, the F-
measure of the submitted system is 74% below the 
Best Team score. Thus, there is a better correlation 
with human judgment.  

 
Team BLEU 

score 
Preci-
sion 

Re-
call 

F- 
meas-
ure 

My 
Team 

(L19T6) 

0.13 3.91 2.5 3.05 

Best 
Team 

(L19T2) 

9.71 16.55 17.15 16.84 

Table 7:Magahi-English FNMT System Results 
 

The performance of the Magahi - English is 
similarly worse as the Bleu score of the submitted 
system is 98% below the Best Team score. How-
ever, the F-measure of the submitted system is 
82% below the Best Team score. Thus the corre-
lation with human judgment is comparatively 
higher. 

5     Conclusion 

Factored Neural Machine Translation systems 
have been developed for the following Bidirec-
tional language pairs: English & Bhojpuri, Eng-
lish & Sindhi, English & Magahi and English-Lat-
vian. All the languages except English are Low 

Resource languages in which accurate and parallel 
datasets with larger corpus size are not available. 
Both the lemma and POS tags are included as fac-
tors on the English words while no factoring has 
been done on the low resource language side. The 
submitted systems have been developed only with 
the parallel corpus provided. Analysis of the sys-
tem evaluation results demonstrate that inclusion 
of the lemma and PoS tags as factors on the Eng-
lish target side improves the Bleu score than when 
English is on the source side. The translation qual-
ity for English-Bhojpuri and Bhojpuri-English 
language pairs is very good, without using any ad-
ditional dataset and by using a standard neural ar-
chitecture of a 2 layered un-directional recurrent 
neural network, to learn the language model for 
translation. The lower values of the Bleu scores 
for the submitted systems English-Latvian, Eng-
lish - Magahi and Magahi-English demonstrate 
that using the parallel corpus only in developing 
the FNMT system does not improve the system 
evaluation scores.  

References 

Francisco Guzman et. al.. 2019. Two New Evaluation 
Data-Sets for Low-Resource Machine Translation: 
Nepali–English and Sinhala–English. 
arXiv:1902.01382v1 [cs.CL]. 

AMTA. 2018. Workshop on Technologies for MT of 
Low Resource Languages (LoResMT 2018). The 
13th Conference of the Association for Machine 
Translation in the Americas. 

Phillip Koehn and Rebecca Knowles. 2017. Six 
Challenges for Neural Machine Translation, In 
Proceedings of the First Workshop on Neural 
Machine Translation, Vancouver, Canada, August 4,  
28-39. 

Mercedes Garcıa-Martınez et. al.. 2016. Factored 
Neural Machine Translation Architectures, In 
Proceedings of IWSLT 2016. 

Rico Sennrich and Barry Haddow. 2016.  Linguistic 
Input Features Improve Neural Machine 
Translation, In Proceedings of the First Conference 
on Machine Translation, Volume 1: Research 
Papers, Berlin, Germany, August 11-12, 83-91. 

Thorsten Brants. 2000. TnT - A Statistical Part-of-
Speech Tagger, In Proceedings of the sixth 
conference on Applied natural language processing,  
224-231. 

Porter, M. 1980. An algorithm for suffix stripping. Pro-
gram (14.3): 130-137. 

 

LoResMT 2019 Dublin, Aug. 19-23, 2019 | p. 71



JHU LoResMT 2019 Shared Task System Description

Paul McNamee
Johns Hopkins University

Human Language Technology Center of Excellence
810 Wyman Park Dr., Baltimore, Maryland 21211 USA

mcnamee@jhu.edu

Abstract

We describe the JHU submission to the
LoResMT 2019 shared task, which in-
volved translating between Bhojpuri, Lat-
vian, Magahi, and Sindhi, to and from
English. JHU submitted runs for all
eight language pairs. Baseline runs us-
ing phrase-based statistical machine trans-
lation (SMT) and neural machine transla-
tion (NMT) were produced. We also sub-
mitted neural runs that made use of back-
translation and ensembling. Preliminary
results suggest that system performance
is reasonable given the limited amount of
training data.

1 Introduction

JHU submitted runs for each of the eight language
pairs in the shared task. A goal of our participa-
tion was to compare baseline SMT and NMT sys-
tems in low resource conditions. For the most part
we used homogenous processing for our runs in-
volving different language pairs. However, our pri-
mary interest was exploring translation to English,
and we paid more attention and submitted more
runs for those conditions. Also, there was so little
data for Magahi, that using different hyperparame-
ters seemed well-motivated. We used monolingual
English data in some of our submissions, but did
not make use of the monolingual data provided in
other languages. Our team code was L19T5.

2 Data

The amount of provided parallel data, by language,
is shown in Table 1. Note, the provided Sindhi data
c© 2019 The authors. This article is licensed under a Creative

Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

Pair Train Tune Test
bho–eng 28,999 500 250
lav–eng 54,000 1,000 500

mag–eng 3,710 500 250
sin–eng 29,014 500 250

Table 1: Number of parallel sentences used for each language
pair, by partition. Test sets with English as the source lan-
guage had the same size, except for eng–sin which had a test
set of 249 sentences.

was marked as “sin”, however the ISO-639-3 code
for Sindhi is “snd”. We use “sin” throughout for
consistency with the shared task.

3 Models

In this section we describe the methods used to
produce submissions to the task. Where English
was the source language we used a SMT baseline
to produce one submission, and we used NMT to
both produce a submission and to translate 100,000
English sentences to the source language for sub-
sequent use in backtranslation experiments. Char-
acteristics of the submissions are shown in Table 2
and Table 3.

3.1 SMT Baseline

A phrase-based SMT system, Apache Joshua (Post
et al., 2015), was used for Condition A1 and for
Condition C2. Sentences were tokenized using the
Moses tokenizer and lower-cased (when appropri-
ate). Sentences longer than 75 tokens in length
were ignored during training. KenLM (Heafield,
2011) was used to train 4–gram language models
using the target side of training bitext. When trans-
lating to English, a larger language model based on

1Provided corpora only
2Use of publicly available corpora
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Run Cond Type Aux. LM BPE units Chkpt freq
L19T5-bho2eng-pbmt-a A SMT – – –
L19T5-bho2eng-pbmtlm-a C SMT Yes – –
L19T5-bho2eng-xform-a A NMT – 10,000 4,000
L19T5-bho2eng-xformbt-a C NMT – 15,000 4,000
L19T5-lav2eng-pbmt-a A SMT – – –
L19T5-lav2eng-pbmtlm-a C SMT Yes – –
L19T5-lav2eng-xform-a A NMT – 10,000 4,000
L19T5-lav2eng-xformbt-a C NMT – 15,000 4,000
L19T5-mag2eng-pbmt-a A SMT – – –
L19T5-mag2eng-pbmtlm-a C SMT Yes – –
L19T5-mag2eng-xform-a A NMT – 2,500 2,000
L19T5-mag2eng-xformbt-a C NMT – 15,000 4,000
L19T5-sin2eng-pbmt-a A SMT – – –
L19T5-sin2eng-pbmtlm-a C SMT Yes – –
L19T5-sin2eng-xform-a A NMT – 10,000 4,000
L19T5-sin2eng-xformbt-a C NMT – 15,000 4,000

Table 2: Characteristics of submitted runs with English as the target language. Note, the runs labelled “xformbt-a” were named
in error — they were in fact Condition C runs.

Run Cond Type Aux. LM BPE units Chkpt freq
L19T5-eng2bho-pbmt-a A SMT – – –
L19T5-eng2bho-xform-a A NMT – 10,000 4,000
L19T5-eng2lav-pbmt-a A SMT – – –
L19T5-eng2lav-xform-a A NMT – 10,000 4,000
L19T5-eng2mag-pbmt-a A SMT – – –
L19T5-eng2mag-xform-a A NMT – 2,500 2,000
L19T5-eng2sin-pbmt-a A SMT – – –
L19T5-eng2sin-xform-a A NMT – 10,000 4,000

Table 3: Characteristics of submitted runs with English as the source language.
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a 5% sample of English Gigaword 5th edition3 was
also used (10.5 million sentences, 229 million to-
kens).

In Condition C, no additional bitext was utilized
in any of the language pairs, however, a larger
target-side language model was used for models
translating to English.

3.2 NMT Baseline

The second system we employed was Sockeye
(Hieber et al., 2017), a sequence-to-sequence
transduction model based on the Apache MXNet
library. Sockeye supports CNNs, RNNs, and
Transformer models. For the LoResMT shared
task we used transformer models (Vaswani et al.,
2017). The models used 4 stacked layers in the en-
coder and decoder, an embedding and model size
of 512, a feed-forward hidden layer size of 1024
units, and 8 self-attention heads. Training was
done with a batch size of 4,096 words, a check-
point frequency of either 2,000 or 4,000, and an
initial learning rate of 0.0002. The optimizer was
Adam. Training continued until validation per-
plexity failed to improve for 10 consecutive check-
points, or until the maximal number of epochs
(100) was reached. Initial models were trained for
Condition A in both translation directions for all
four low resource languages. Text was tokenized
by the Moses tokenizer, lowercased, and then BPE
was applied using 2,500 to 15,000 BPE units (Sen-
nrich et al., 2016), depending on the language and
condition.

The four NMT runs for the English-to-X pairs
were based on training a single model in each lan-
guage. However, four independently trained mod-
els with different random initializations were used
to create ensemble decodes in the X-to-English
pairs. Sockeye provides support for ensemble de-
coding by combining output layer probabilities
from separate training instances.

3.3 NMT with Backtranslation

In Condition C we again used no additional bitext,
however, these neural runs used 100,000 sentences
randomly drawn from our English Gigaword sub-
sample to create synthetic bitext using backtrans-
lation with an English-to-X model used for Condi-
tion A. These machine-produced translations were
then used with the provided bitext to build X-
to-English models, and inference was again per-

3LDC2011T07

formed using an ensemble of four separate models.
Our interest was in seeing whether backtranslation
would provide gains in very low resource settings.

4 Results and Discussion

All of our runs with English as the source language
were Condition A (i.e., provided data only). Re-
sults for these runs are shown in Table 4. We ob-
serve that phrase-based MT outperformed neural
MT in all four low-resource scenarios, which is
not too surprising given the limited amount of pro-
vided training data (refer to Table 1).

Pair SMT NMT
eng–bho 3.01 1.00
eng–lav 23.24 13.22

eng–mag 5.66 1.74
eng–sin 7.72 3.08

Table 4: Baseline SMT (pbmt) and NMT (xform) runs where
English was the source language. All runs are Condition A.

Results with English as the target language are
shown in Table 5.

Pair SMT SMT+LM NMT NMT+BT
bho–eng 14.20 0.14 15.19 13.05
lav–eng 36.93 1.24 34.54 35.48

mag–eng 5.64 0.32 4.32 1.37
sin–eng 24.55 0.11 28.85 23.10

Table 5: Runs for four conditions when English was the tar-
get language: SMT Baseline (A), SMT w/ auxiliary LM (C),
NMT Baseline (A), and NMT using backtranslation (C).

With English as the target language, the results
are mixed. SMT outperforms in two of four lan-
guages, and NMT is better in the other two. The
SMT runs that used an auxiliary language model
failed utterly — the results appear so poor, that it
seems possible that an error was made during pro-
cessing.

We observe notably higher scores in Latvian,
which makes sense as it is the language pair with
the greatest amount of training bitext (54,000 sen-
tences). However, Sindhi and Bhojpuri have train-
ing sets of comparable size, yet Sindhi has appre-
ciably higher scores.

Our recipe for backtranslation failed in three of
four cases. Only in the highest resource language
(i.e., Latvian) did we find higher BLEU scores
in our NMT models when backtranslating English
text.
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5 Conclusion

We created baseline SMT and NMT systems for
the LoResMT 2019 shared task, and our submitted
runs appeared to perform relatively well based on
the preliminary results released by the task orga-
nizers. While language model augmentation failed
to improve SMT performance for as yet undeter-
mined reasons, use of backtranslation was success-
ful in the highest resource language setting. In
general, the statistical models outperformed the
neural models in these low resource settings, a
finding consistent with other reports in the litera-
ture (Koehn and Knowles, 2017).
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