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Abstract

This paper presents a method of Chinese named entity (NE) identification using a
class-based language model (LM). Our NE identification concentrates on three
types of NEs, namely, personal names (PERs), location names (LOCs) and
organization names (ORGs). Each type of NE is defined as a class. Our language
model consists of two sub-models: (1) a set of entity models, each of which
estimates the generative probability of a Chinese character string given an NE class;
and (2) a contextual model, which estimates the generative probability of a class
sequence. The class-based LM thus provides a statistical framework for
incorporating Chinese word segmentation and NE identification in a unified way.
This paper also describes methods for identifying nested NEs and NE abbreviations.
Evaluation based on a test data with broad coverage shows that the proposed model

achieves the performance of state-of-the-art Chinese NE identification systems.

Keywords: Named entity identification, class-based language model, contextual
model, entity model

1. Introduction

Named Entity (NE) identification is the problem of detecting entity names in documents and
then classifying them into corresponding categories. This is an important step in many natural
language processing applications, such as information extraction (IE), question answering
(QA), and machine translation (MT). A lot of researches have been carried out on English NE
identification. As a result, some systems have been widely applied in practice. On the other
hand, Chinese NE identification is a different task because in Chinese, there is no space to

mark the boundaries of words and no clear definition of words. In addition, Chinese NE
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identification is intertwined with word segmentation. Traditional approaches to Chinese NE
identification usually employ two separate steps, namely, word segmentation and NE
identification. As a result, errors in word segmentation will lead to errors in NE identification.
Moreover, the identification of NE abbreviations and nested NEs has not yet been investigated
thoroughly in previous works. For example, nested locations in organization names have not

been discussed at the Message Understanding Conference (MUC).

In this paper, we present a method of Chinese NE identification using a class-based LM,
in which the definitions of classes are extended in comparison with our previous work [Sun,
Gao et al., 2002]. The model consists of two sub-models: (1) a set of entity models, each of
which estimates the generative probability of a Chinese character string given an NE class;
and (2) a contextual model which estimates the generative probability of a class sequence. Our
model thus provides a statistical framework for incorporating Chinese word segmentation and
NE identification in a unified way. In the paper, we shall also describe our methods for

identifying nested NEs and NE abbreviations.

The rest of this paper is organized as follows: Section 2 briefly discusses related work.
Section 3 presents in detail the class-based LM for Chinese NE identification. Section 4
discusses our methods of identifying NE abbreviations. Section 5 reports experimental results.

Section 6 presents conclusions and future work.

2. Related Work

Traditionally, the approaches to NE identification have been rule-based. They attempt to
perform matching against a sequence of words in much the same way that a general regular
expression matcher does. Some of these systems are, FACILE [Black et al., 1998], IsoQuest's
NetOwl [Krupha and Hausman, 1998], the LTG system [Mikheev et al., 1998], the NTU
system [Chen et al., 1998], LaSIE [Humphreys et al., 1998], the Oki system [Fukumoto et al.,
1998], and the Proteus system [Grishman, 1995]. However, the rule-based approaches are

neither robust nor portable.

Recently, research on NE identification has focused on machine learning approaches,
including the hidden Markov model [Bikel et al., 1999; Miller et al., 1998; Gotoh and Renals,
2000; Sun et al., 2002; Zhou and Su, 2002], maximum entropy model [Borthwick, 1999],
decision tree [Sekine ef al., 1998], transformation-based learning [Brill, 1995; Aberdeen et al.,
1995; Black and Vasilakopoulos, 2002], boosting [Collins, 2002; Carreras et al., 2002;
Tsukamoto et al., 2002; Wu et al., 2002], the voted perceptron [Collins, 2002], conditional
Markov model [Jansche, 2002], support vector machine [McNamee and Mayfield, 2002;
Takeuchi and Collier, 2002], memory-based learning [Sang, 2002] and learning approaches
stacking [Florian, 2002]. Some systems, especially those for English NE identification, have
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been applied to practical applications.

When it comes to the Chinese language, however, NE identification systems still cannot
achieve satisfactory performance. Some representative systems include those developed in
[Sun et al., 1994; Chen and Lee, 1994; Chen et al., 1998; Yu et al., 1998; Zhang, 2001; Sun et
al.,2002].

We will mainly introduce two systems, namely, the rule-based NTU system for Chinese
[Chen et al., 1998] and the machine learning based BBN system [Bikel ef al., 1999], because

these are representative of the two different approaches.

Generally speaking, the NTU system employs the rule-based method. It utilizes different
types of information and models, including character conditions, statistic information, titles,
punctuation marks, organization and location keywords, speech-act and locative verbs, cache
model and n-gram model. Different kinds of NEs employ different rules. For example, one

rule for identifying organization names is as follows:
OrganizationName — CountryName OrganizationNameKeyword

U

S Embassy

NEs are identified in the following steps: (1) segment text into a sequence of tokens; (2)
identify named persons; (3) identify named organizations; (4) identify named locations; and (5)

use an n-gram model to identity named organizations/locations.

The BBN model [Bikel et al., 1999], a variant of Hidden Markov Model (HMM), views
NE identification as a classification problem and assigns to every word either one of the
desired NE classes or the label NOT-A-NAME, meaning “none of the desired class”. The
HMM has a bigram LM of each NE class and other text. Another characteristic is that every
word is a two-element vector consisting of the word itself and the word-feature. Given the
model, the generation of words and name-classes is performed in three steps: (1) select a
name-class; (2) generate the first word inside that name-class; (3) generate all the subsequent

words inside the current name-class.

There have been relatively fewer attempts to deal with NE abbreviations [Chen, 1996;
Sproat et al., 2001]. These researches mainly investigated the recovery of acronyms and

non-standard words.

In this paper, we present a method of Chinese NE identification using a class-based LM.

We also describe our methods of identifying nested NEs and NE abbreviations.

3. Class-based LM Approach to NE Identification

A word-based n-gram LM is a stochastic model which predicts a word given the previous n-1
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words by estimating the conditional probability P(w,/w;...w,;). A class-based LM extends the

word-based LM by defining similar words as a class. It has been demonstrated to be a more

effective way of dealing with the data-sparseness problem. In this study, the class-based LM is

applied to integrate Chinese word segmentation and NE identification in a unified framework.

In this section, we first gives definitions of classes. Then, we describe the elements of the

class-based LM, parameter estimation, and how we apply the model to NE identification.

Table 1. Definitions of Classes

Class Explanation/Intuition Examples
FN foreign names in transliteration 4 #f #7 “Clinton’
PERI Chinese personal name consisting only 7%2/ A4 ‘Premier Zhou’
of a surname
PER PER2 Chinese personal name consisting of a = W ‘Li Peng’
surname and a one-character given name
PER3 | Chinese personal name consisting of a 5 K 2 ‘Zhou Enlai’
surname and a two-character given name
PABB | Abbreviation of a personal name VS ‘Enlai’
LOCW? Whole name of a location J°Hr jJ;  ‘Beijing City’
LABB Abbreviation of a location name M1 £ =X “Sino-Japan relation’
ORG Organization name J5H AT A5
‘Beijing University of
Posts&Telecommunications’
PT A personal title in context (-1~1) of PER | 7/ 4/ ‘Premier Zhou’
PV Speech-act verb in context (-2~2) of PER ﬁ/ PE! j,fﬂ
‘Premier Zhou points out’
LK Location keyword in a location name IH ]
OK Organization keyword in an organization | /& Alif7 *5~
name
DT Data and time expression 2002 7 10 %/
NU Numerical expression 12/4 5%
BOS Beginning of a sentence
EOS End of a sentence

% In the step of identifying PERs and LOCs, the classes LOCW and LABB are modeled in context ; in
the step of identifying ORGs, the two classes are united into one class, LOC.
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3.1 Word Classes

In this study, each kind of NE is defined as a class in our model. In practice, in order to
represent different constructions for each kind of NE, we further divide each class into
sub-classes. The detailed definitions of the classes are shown in Table 1. In addition, each

word in a lexicon is defined as a class.
For each NE type (PER, LOC, and ORG), we define 6 tags to mark the position of the

current character (word) in the entity name as shown in Table 2.

Table 2. Position Tags in NEs

Tag  Explanation Tagin PER  Tagin LOC  Tagin ORG
Beginning of the NE PB LB OB
End of the NE PE LE OE
First character (or word) in the NE PF LF OF

Medial character (or word) in the

I ) o ] PI LI 0]}
NE, neither initial nor final

L Last character (or word) in the NE PL LL OL

S Single character (or word) PS LS OS

3.2 Class-based LM for Chinese NE identification

Given a Chinese character sequence § =8 s, in which NEs are to be identified, the
identification of PERs and LOCs is the problem of find the optimal class sequence
é]”’ = ¢, ¢, (m<n) that maximizes the conditional probability P (C /" | §") . This
idea can be expressed by Equation (1), which gives the basic form of the class-based LM:

A

C/" =arg max P(C/"18/")
C

()
=arg max P(C/")xP(S/'IC") .
C

The class-based LM consists of two components: the contextual model P (C ") and the
entity model P (S 1 C /") . The contextual model estimates the generative probability of a
class. The probability P (C,") can be approximated using trigram probability as shown in
Equation (2):
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m

PC")y=]] P(c,lc,ye,) )

i=1

The entity model P (S, |C/") estimates the generative probability of a Chinese

character sequence given an NE class, as shown in Equation (3):

P(S"1C™)
=P(s;--s,1c;--c,)
= P([Sl .“sclfend ].“[s('mfstart .”sn]lcl Cm) (3)

m
= H P([scjf.v/arl .“Scjfend ] I Cj)

By combining the contextual model and the entity models as in Equation (1), we obtain a
statistical framework that incorporates the entity features and contextual features. The
following is an example used to show how the contextual model and entity models are
integrated: * //*/ I BAELELZS [1Jrg% g1 E - We presume that the correct result is

vl ?i BLE AL 7 H 7 pE °
PER PT
Zhou Enlai  Prime Minister is our great  premier

The computation of the joint probability of the two events (the input sentence and the hidden

class sequence) is shown in the following equation:

P(PER | BOS ) x P(PER 3| PER ) x P(JABK | PER 3)

x P(PT | BOS ,PER ) x P(aF1 | PT)

x P(& | PER ,PT ) x P(FAT | PT ,22&) x P(H) | 2 ,3&AT)

x POIF VAT B0 x PCRVER 17 ) x PG LT BB ) x P(EOS | B o)

where P (&K | PER 3) will be described in Section 3.3.1. It should be noted that the
computations of the generative probability of the two occurrences of Elf! are different. The
first one is generated as the class PT, whereas the second is generated as the common word [l
L

In Section 3.3, we will describe the entity models in detail, and in Section 3.4, we will

present our model estimation approach.

3.3 Entity Models

In order to discriminate among the first, medial and last character in an NE, we design the
entity models in such a way that the character (or word) position is utilized. For each kind of

NE, different entity models are adopted as described below.
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3.3.1 Person Model
For the class PER (including FN, PER1, PER2, and PER3), the entity model is a

character-based trigram model. The modeling of PER3 is described in the following example.

Figure 1. The generation of the sequence s, s, s; given the PER3 class.

As shown in Figure 1, the generative probability of the Chinese character sequence given the
PER3 class is computed as follows:
P(s,s,5;1c= PER3)
= P(PF | PER3,PB)x P(s, | PER 3,PB ,PF)
x P(PI | PER 3,PF ,s,)x P(s, | PER 3,s,,PI)
x P(PL | PER 3,PI ,s,)x P(s,| PER 3,s,,PL) 4)
x P(PE | PER 3,PL ,s;)

For example, the generative probability of rﬁ] {13k Zhou Enlai’ can be expressed as
P(JHJEK | PER 3)
— P(PF | PER 3,PB)x P(J# | PER 3,PB , PF )
x P(PI | PER 3,PF ,J)x P(J& | PER 3,J#,PI)
x P(PL | PER3,PI ,J8\)x P(}k | PER 3,/8 ,PL)
x P(PE | PER 3,PL k)

The FN, PER1, and PER2 are modeled in similar ways. Each class of FN, PER1, PER2,
and PER3 corresponds to an entity model for a kind of personal names. But in the contextual

model, the four classes correspond to one class (PER).

3.3.2 Location Model

For the class LOCW, the entity model is a word-based trigram model. If the last word in the
candidate location name is a location keyword, it can be generalized as class LK, which is also
modeled in the form of a unigram. For example, the generative probability of J™HiTf|

‘Beijing City’ in the location model can be expressed as:
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PALHET I LOCW )

= P(LF | LOCW ,LB)x P(dt% | LOCW ,LB,LF)

x P(LL 1 LOCW ,LF (b5 )x P(LK 1 LOCW ,db&% ,LL)x P(Tli | LK)
x P(LE | LOCW ,LL,LK)

3.3.3 Organization Model

For the class ORG, the entity model is a class-based trigram model. Personal names and
location names nested in ORG are generalized as classes PER and LOC, respectively. Thus,
we can identify nested personal names and location names using the class-based model. The
organization keyword in the ORG is also generalized as the OK class, which is modeled in the

form of a unigram.

3.3.4 Other Models

It is obvious that personal titles and special verbs are important clues for identifying personal
names (e.g., [Chen et al., 1998]). In our study, personal titles and special verbs are adopted to
help identify personal names by constructing a unigram model of PT and a unigram model

of PV. Accordingly, the generative probability of a specific personal title w; can be computed

as
P(w,1c=PT) (5)
and that of a specific speech-act verb w; can be computed as
P(w, lc=PV) (6)

We can also build unigram models for classes LK and OK in similar ways, respectively.

In addition, if ¢ is a word that does not belong to the above defined classes, the

generative probability is as follows:

P(scfstart “'Scfend |C) = 1 (7)

where the Chinese character sequence S,

cestart *Se_eng 1S @ single word.

3.4 Model Estimation

As discussed in Section 3.2, there are two probabilities to be estimated, p(C /") and
P(S;/ 1C/") . Both of them are estimated using maximum likelihood estimation (MLE)

based on the training data, which are obtained by tagging the NEs in the text using the parser
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NLPWin®. Smoothing the MLE is essential to avoid zero probability for events that were not
observed in the training data. We apply the standard techniques, in which more specific
models are smoothed with progressively less specific models. The details of the back-off

smoothing method we use are described in [Gao et al., 2001].

In what follows, we will describe our model estimation approach. We will assume that a
sample training data set has one sentence: “ ﬁ/ RS pd ELELZS [T 4% p1 GEL = The
corresponding annotated training data® are as follows:

B K p B F T R s
PER PT

3.4.1 Contextual Model Estimation

We extract training data for the contextual model by replacing the names in the above example
with corresponding class tags, i.e., PER PT L /"] p7 7+ giF/ - . The contextual model
parameters are computed by using MLE together with back-off smoothing.

3.4.2 Entity Model Estimation
We can also obtain the training data of each entity model. For example, the PER3 list we
obtained from the above example has one instance, %/ A7 % . The corresponding training

data for PER3, where position tags are introduced, are as follows:

PB PF /%}/Pl KU PL % PE.

The model parameters of PER3 are computed using MLE and back-off smoothing. We can

also estimate other entity models in a similar way.

3.5 Decoder

The NE identification procedure is as follows: (1) identify PERs and LOCs; (2) identify ORGs
based on the output of identifying PERs and LOCs. Thus, the PERs and LOCs nested in ORGs
can be identified. Since the steps involved in identifying PERs and LOCs, and those involved
in identifying ORGs are similar, we will only describe the former in the following.

Generally speaking, the decoding process consists of three steps: lexical word candidate

generation, NE candidate generation, and Viterbi search. A few heuristics and NE grammars,

shown in Figure 2, are used to reduce the search space when NE candidates are generated.

3 The NLPWin system is a natural language processing system developed by Microsoft Research.
* The PV and PT are not tagged in the training data parsed by NLPWin. They are then labeled using
rule-based methods.
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Figure 2. The grammar of PER, LOC and ORG candidates.

SN: Chinese surname; GN1: first character of a Chinese given name; GN2: second character of a

Chinese given name; FNC: character of a foreign name; CW: Chinese word; LK: location keyword;

LABB: abbreviation of a location name; OK: organization keyword; OABB: abbreviation of an
organization name.

Given a sequence of Chinese characters, the decoding process is as follows:

Step 1:

Step 2:

Lexical word candidate generation. All possible word segmentations are generated
according to a Chinese lexicon containing 120,050 entries. The lexicon, in which each
entry does not contain the NE tags even if it is a PER, LOC or ORG, is only used for

segmentation.

NE candidate generation. NE candidates are generated in two steps: (1) candidates are
generated according to NE grammars; (2) each candidate is assigned a probability by
using the corresponding entity model. Two kinds of heuristic information, namely,
internal information and contextual information, are used for a more effective search.
The internal information, which is used as an NE candidate trigger, includes: (1) a
Chinese family name list, containing 373 entries (e.g., rﬁj ‘Zhou’, % ‘Li’); 2) a
transliterated name character list, containing 618 characters (e.g., {f ‘shi’, ﬂfw ‘dun’).
The contextual information used for computing the generative probability includes: (1)
a list of personal title, containing 219 entries (e.g., plZE! ‘premier’); (2) a list of
speech-act verbs, containing 9191 entries (e.g., ?’F'IH'. ‘point out’); (3) the left and
right words of the PER.
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Step 3:

Viterbi Search. Viterbi search is used to select the hypothesis with the highest
probability as the best output, from which PERs and LOCs can be obtained.

For the identification of ORGs, the organization keyword list (containing 1,355 entries)

is utilized both to generate candidates and to compute generative probabilities.

4. Identification of Chinese NE Abbreviations

NEs with the same meaning, which often occur more than once in a document, are likely to
appear in different expressions. For example, the entity names “J*fi -5 (Peking university)
and “J*A” (an abbreviation of “J*Hi %) might occur in different sentences in the same
document. In this case, the whole name may be identified correctly, whereas its abbreviation
may not be. NE abbreviations account for about 10 percent of Chinese NEs. Therefore,
identifying NE abbreviations is essential for improving the performance of Chinese NE
identification. To the best of our knowledge, there has been no systematic study on this topic
up to now. In this study, we applied the language model method to the task. We adopted the
language model because the identification of NE abbreviations can be easily incorporated into
the class-based LM framework described in Section 3. Furthermore, doing so lessens the labor
required to develop rules for NE abbreviations. After a whole NE name has been identified,
the procedure for identifying NE abbreviations is as follows: (1) generate all the candidates of
NE abbreviations according to the corresponding generation pattern; (2) assign to each one a
generative probability (or score) by using the corresponding model; (3) store the candidates in

the lattice for Viterbi search.

In Sections 4.1 to 4.3, we will describe the abbreviation models applied to abbreviations

of personal names, location names, and organization names, respectively.

4.1 Modeling Chinese PER Abbreviation®

Suppose that the whole name of PER s;s,5; has been identified; we generate two kinds of
abbreviation candidates of personal names: s; and s,s3, The corresponding generative
probabilities of these two types of candidates given PER abbreviation are computed by
linearly interpolating the cache unigram model (puicacre($;)) and the static entity model
(Pstaric(8ilsi.1, si2)) as shown in Equation (8):

P(s, | PER abbr)

= Ax P (s;,|PER)+(1-A)x P,

unicache

®)
(s;18;_,,8,_,;PER)

tatic

> At present, the abbreviations of transliterated personal names are not modeled.
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where A € [0, ] is the interpolation weight determined on the development data set. The
s, ,sPER) is estimated from the training data of PER, and
(s; | PER) is estimated from the cache belonging to the PER class. At any given

probability P__ ..
P

unicache

(s; sy,
time during the NE identification task, the cache for a specific class contains NEs that have
been identified as belonging to that class. After the abbreviation candidates are generated, they

are stored in the lattice for search.

4.2 Modeling LOC Abbreviations
The LOC abbreviation (LABB) entity model is a unigram model: P(sl|c = LABB). The

procedure of identifying location abbreviations can be described as follows: (1) generate
LABB candidates according to the list of location abbreviations; (2) determine whether the
candidates are LABB or not based on the contextual model. For example, the generative
probability P(f[1}1{ %) for the sequence [[If!=<+F ‘Sino-Japan relations’ is computed as
follows:

POPHIXF )

= P(LABB | BOS )x P('/" | LABB )x P( LABB | BOS ,LABB )x P(/7|LABB )

x P( X% | LABB ,LABB )x P( EOS | LABB , X% )

4.3 Empirical Modeling of ORG Abbreviations

When an organization name A = w;w;...wy is recognized, all the abbreviation candidates of

the organization are generated according to the patterns shown in Table 3.

Table 3. Generation Patterns® of Organization Abbreviations

Condition Generation Pattern Examples Remark
511821 50 RFT A% — 5 s;; denotes the
N=2 . ... Jjth character of the

S11821. . SN1 o VN o e S S S ith word of A

N=2 and w;isnot  w; ‘?%ir’ A - ‘?%Eif

a location name

N=3 and w;isnot w; AR 2 _FIJ — gl w; denotes the ith

a location name wiw, A Bl Fhrqm o ‘F[J — FHI Fﬂp‘l word of A

N=3 and w;is a W, = B9 I — B

location name

® Because abbreviation formation is complex, these patterns cannot cover all cases. E.g., FlIE/7 RIS
BN FJ abbreviated as H 17 IiEI is not covered by our patterns.
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Since there are no training data for the ORG abbreviation model, it is impossible to
estimate the model parameters. We then utilize linguistic knowledge of abbreviation
generation and construct a score function for the ORG abbreviation candidates. The score
function is defined such that the resulting scores of the ORG abbreviation candidates are
comparable to other NE candidates whose parameters (probabilities) are assigned using the

probabilistic models described in Section 3.3.

The following is an example used to explain how a score is assigned. Suppose that J*Hi
flfFT%" ‘Beijing University of Posts & Telecommunications’ has been identified as an
ORG in the previous part in the text, and that one of the ORG abbreviation candidates is .
The generative probability of J=Hifif1%" (P(7 Hifif7*510RG)) in the ORG model
and that of =i} P(Jf1Contextual Model) in the contextual model can be computed.
We calculate the score of ”*Elﬂ in the organization abbreviation model (denoted as Score(/ “f/ﬂ’
|ORG abbr) ) as

axP( LA AORG)+(1—a ) x P( L HE| contextual Model ) ,

where « is set to be 0.5. In addition, according to intuition, the score of ;l“*EI[S in the
organization abbreviation model is larger than the probability of J*{if in the contextual
model given that J=HI{iffT™-5" has been identified as an ORG, i.e.,

Score( JLHE | ORG abbr)> P( JEHf | Contextual Model) .

Accordingly, a maximum function is used. Figures 3.1 and 3.2 show the state transition in

the lattice of the input sequence (e.g., °IY).

/4

O :@ oIl

t-1 t t+1 t+2 t-1 t t+71 4
Figure 3.1. State transition in the Figure 3.2. State transition in the
lattice without the identification of lattice with the identification of ORG
ORG abbreviations. abbreviations.

To sum up, given an identified organization name A = w;w;...wy, the score of a candidate



14 Jian Sun et al.

abbreviation J IN (where N is the number of words (or characters)) is calculated as follows:

Score(J" 1 ORG abbr)

)
=max(P(J," | Contextual Model), axP(ww, ---w, |ORG)+(1—a)x P(J}" | Contextual Model))

where & is setto be 0.5. After the abbreviation candidates are generated, they will be added

into the lattice for search.
5. Experiments

5.1 Evaluation Measures
We conducted evaluations in terms of the precision (P) and recall (R):

number  of correcily  identified  NE
number  of identified NE (10)

P =

_ number  of correctly identified NE
number  of all NE an

There is one difference between Multilingual Entity Task (MET) evaluation and our

evaluation. Nested NEs are evaluated in our system, whereas they are not in MET.

5.2 Data Sets

5.2.1 Training Data

The training corpus was taken from the People’s Daily [year 1997 and year 1998]. The
annotated training data set, parsed using NLPWin, contained 1,152,676 sentences (90,427k
bytes). The training data set contained noises for two reasons. First, the NE guidelines used by
NLPWin are slightly different from the ones we used. For example, in our output’ of NLPWin,
:[“‘ﬁlﬂj (Beijing City) was tagged as <LOC>]*i</LOC> ﬂJ, while :[“:Fhﬂj was tagged as
LOC according to our guidelines. Second, there were errors in the parsing results. Therefore,
we utilized 18 rules to correct the data. One of these rules is LN LocationKeyword — LN,
which denotes that a location name and an adjacent location keyword are united into a location
name. The following table shows some differences between parsing results and correct

annotations according to our guidelines:

7 In fact, NLPWin has many output settings.
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Table 4. NLPWin parsing results and correct annotations according to our guidelines.

Examples Corresponding English Parsing results Correct annotations
according to our guidelines
L8 Secretary-General Jiang ~ <PER>{" pi-{iis/</PER> <PER>}" </PER> 1Vl
T iE Xiao Xu <PER>’| {#<PER> ‘| <PER>{#<PER>
PN Sichuan Province <LOC>[Y[|</LOC> & <LOC>P¥|| #</LOC>
%ﬂfﬁf Xinhua News Agency <LOC>§9%4fﬁj</LOC> <0RG>¥HF T-</ORG>
Kﬁ [l The United Nations <LOC>‘§3*{F/~‘[ El</LOC>  <ORG>HX ﬁ‘, [=l</ORG>
il Ministry of Sanitation il <ORG>2'%  #[i</ORG>
The statistics of the training data are shown in Table 5.
Table 5. Statistics of the Training Data.
Entity Number of Word Tokens
Year 1997 Year 1998
PERI 2,459 1,863
Person PER2 48,404 46,141
PER3 126,384 115,057
FN 81,885 82,474
Locations (whole names) 376,126 354317
Abbreviations of Locations 21,304 17,412
Organizations 122,288 125,711
Personal Titles 67,537 59,879
Speech-act Verbs 87,602 83,930
Location Keywords 49,767 53,469
Organization Keywords 115,447 117423

5.2.2 Test Data

We developed a large open test data based on our guidelines®. As shown in Table 6, the data

set, which was balanced in terms of domain, style and time, contained approximately half a

million Chinese characters. The test set contained 11,844 sentences, 49.84% of which contain

at least one NE

token.

% One difference between our guidelines and those of MET is that nested persons and location names in

organizations are tagged according to our guidelines.
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Table 6. Statistics’ of the Test Data.
Number of NE Tokens Data Size

ID Domain
PER LOC ORG (Byte)

1 Army 65 203 30 19k
2 Computer 62 160 134 59k
3 Culture 549 672 81 138k
4 Economy 154 824 354 108k
5 Entertainment 665 617 143 104k
6  Literature 458 715 131 96k
7  Nation 450 1195 251 101k
8  People 1134 913 400 116k
9  Politics 510 1147 214 122k
10 Science 148 206 81 60k
11 Sports 733 1194 623 114k

Total 4928 7846 2442 1037k

Note that the open-test data set was much larger than the MET test data set (the numbers
of PERs, LOCs, and ORGs were 174, 750, and 377, respectively). The numbers of
abbreviations of PERs, LOCs, and ORGs in the open-test data set were 367, 729, and 475,

respectively.

5.3 Baseline NLPWin Performance

We conducted a baseline experiment, which consisted of two steps: parsing the test data using
NLPWin; correcting the errors according to the rules. The performance achieved is shown in
Table 7.

Table 7. Baseline NLPWin Performance.

NE P (%) R (%)
PER 61.05 75.26
LOC 78.14 71.57
ORG 68.29 31.50
Total 70.07 66.08

? The statistics reported here are slightly different from those reported earlier (Sun, Gao, et al., 2002)
because we checked the accuracy and consistency of the test data again for our experiments.
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5.4 Experimental Results

In order to investigate the contribution of the unified framework, heuristic information and the
identification of NE abbreviations, the following experiments were conducted using our NE

identification system:

(1) Experiments 1, 2 and 3 examined the contribution of the heuristics and unified

framework.

(2) Experiments 4, 5 and 6 tested the performance of the system using our method of

NE abbreviations identification.

(3) Experiment 7 compared the performance of identifying whole NEs and that of
identifying NE abbreviations.

5.4.1 Experiments 1, 2 and 3: The contribution of the heuristics and unified framework

Experiment 1 was performed to examine the performance of a basic class-based model, in
which no heuristic information was employed in the decoder in the unified framework.
Experiment 2 examined the performance of a traditional method, which consisted of two
separate steps: segmenting the sentence and recognizing NEs. In the segmentation step, we
searched for the word with the maximal length in the lexicon to split the input character
string'’. Heuristic information was employed in this experiment. Experiment 3 investigated
the performance of the unified framework, where the unified framework and heuristic

information were adopted.

A comparison of the results of Experiment 1 and Experiment 3, which aims to show the
contribution of heuristic information, is shown in Table 8. A comparison of the results of
Experiment 2 and Experiment 3, which aims to show the contribution of the unified method, is

shown in Table 9.

Table 8. Results of Experiment 1 and Experiment 3

P (%) R (%)
NE .
Exp.1 Exp.3 Exp.1 Exp.3
PER 66.52 81.24 77.82 83.66
LOC 88.08 86.89 77.80 78.65
ORG 37.12 75.90 45.58 4758
All Three 7042 83.57 72.63 75.29

19 Every Chinese character in the input string, which can be seen as a single character word, is also
added into the segmentation lattice. We save the minimal length segmentation in the lattice so that the
character-based model (for PER) can be applied.

""" Exp.1 means the results of Experiment 1 and so on
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Table 9. Results of Experiment 2 and Experiment 3

P (%) R (%)
NE
Exp.2 Exp.3 Exp.2 Exp.3
PER 80.17 81.24 82.22 83.66
LOC 86.33 86.89 78.20 78.65
ORG 73.46 75.90 46.60 47.58
All Three 82.61 83.57 7443 75.29

From Table 8, we observed that after the introduction of heuristic information, the
precision of PER increased from 66.52% to 81.24%, that of ORG from 37.12% to 75.90%. We
also noticed that the recall of PER from 77.82% to 83.66%, that of ORG from 45.58% to
47.58%. Therefore, the heuristic information was an important knowledge resource for

recognizing NEs.

From Table 9, we find that the precision and recall of PER, LOC and ORG all improved
as a result of the combining word segmentation with NE identification. For instance, the
precision of PER increased from 80.17% to 81.24%, and the recall from 82.22% to 83.66%.
Therefore, we can conclude that the unified framework for NE identification was a more

effective method.

5.4.2 Experiments 4, 5 and 6: Performance achieved when modeling abbreviations of
personal, location and organization names

In order to examine the performance of our methods of identifying NE abbreviations,
Experiments 4, 5 and 6 were conducted. Experiment 4 examined the effectiveness of modeling
the abbreviations of personal names. Experiment 5 incorporated modeling of the abbreviations
of location names based on Experiment 4, and Experiment 6 integrated modeling of the
abbreviations of organization names based on Experiment 5. The results are shown in Table
10.

Table 10. Results of Experiments 3,4,5 and 6.

NE P (%) R (%)

Exp3 Exp4 Exp5 Exp.6 | Exp3 Exp4 Exp5 Exp6
PER 8124 79.64 7977 79.78 | 83.66 8931 8931  89.29
LOC 86.89 87.04 8576 86.02 | 78.65 78.61 8491 8487
ORG 7590 7597 7595 7679 | 4758 4950 47771 59.75
All 8357 8295 8252 8259 | 7529 77.08 8036  82.27
Three
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It can be seen that the recall of PER, LOC and ORG showed distinct improvement. For
example, the recalls increased from 83.66%, 78.65%, 47.68% to 89.31%, 84.91%, 59.75%,
respectively. However, we also find that the precision of PER and LOC decreased a little
(PER: from 81.24% to 79.78%; LOC: from 86.89% to 86.02%). The reason was that the
precision of identifying NE abbreviations was lower than that of identifying whole NE names
in general. It is difficult to decide whether a Chinese character is an NE, a single Chinese
character, or a part of an ordinary word. For example, the Chinese character “[/I” can be an
abbreviation of LOC (H I5! ‘China’), a single Chinese character, or a part of a word (e.g., HI
"] ‘in the middle of’). Although the precisions decreased a little, on the whole, we can
conclude that the performance of NE identification improved after the models of NE

abbreviations were constructed.

5.4.3 Experiment 7: Comparing the performance of identifying whole NEs and NE
abbreviations

In order to compare the performance of identifying whole NE names with that of identifying
NE abbreviations in more detail, we show results in Table 11. We can observe that the
performance (precision and recall) of identifying NE abbreviations was about 10% lower than

that of identifying whole NE names, in general.

Table 11. Results of identifying whole NEs and NE abbreviations.

NE NE Abbreviations Whole NEs
P(%) R(%) P(%) R(%)
PER 61.72 78.20 81.45 90.18
LOC 67.96 71.88 88.02 86.20
ORG 78.03 65.05 76.46 58.46
All Three 68.63 71.29 84.28 83.53

5.4.4 Summary of Experiments

Figures 4 and 5 give a brief summary of the experiments in different settings.
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Figure 4. Precision in different settings. Figure 5. Recall in different settings.

. Results of NLPWin parsing. 2. Results of the baseline class-based model.

. Performance of the segmentation-identification separate method.

. Performance of integrating heuristic information and adopting the unified framework.
. Performance of modeling for the abbreviations of personal names.

. Performance of modeling for the abbreviations of location names.
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. Performance of modeling for the abbreviations of organization names

From these two figures, we can see that: (1) the results of the baseline class-based LM
are better than those of NLPWin; (2) the distinct improvement was achieved by employing
heuristic information; (3) the precision and recall rates improved when we adopted the unified
framework; (4) modeling for NE abbreviations distinctly improved the recall of all NEs (as

shown in Figure 5) with only a trivial decrease in precision.

5.5 Error Analysis

We classify the errors of the system into two types: Error 1 (a boundary error) and Error 2 (a
class tag error) as shown in Figure 6. The distribution of these two kinds of errors is shown in
Table 12.
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Table 12. Distribution of two kinds of errors.

Class Tag
Correct
NE Error 1 (%) Error 2 (%)
Correet indary PER 87.71 12.29
Error
LOC 96.86 3.14
Error
ORG 97.73 2.27
W Errorz
All Three 93.14 6.86

Figure 6. Two kinds of errors.

From Table 12, we observe that boundary errors accounted for a large percentage of these

two kinds of errors in Chinese NE identification. The errors of three kinds of NEs will be

further shown in Sections 5.5.1,5.5.2, and 5.5.3. For some errors, the solutions are given. We

also indicate some cases that could not be perfectly handled in our method.

5.5.1 PER Errors

The major PER'? errors are shown in Table 13:

Table 13. PER Errors
Cases Identified results Standard Transliteration/Translation
a. Personal names that 7 ¥ R Li Youwei
contain content word i iyl Gao Feng
b. Location names that AP [ P Ho Chi Minh City
have nested personal name
c. Japanese names B 2 (el Tengjing
I el Meizi
d. Aliases of personal LN LN Dongdong
names g Wi Jiaojiao
e. Transliterated personal ~ [2 T fu s Pt a2 Ajax
names and transliterated R R Michigan

location names that cannot

be distinguished

We will try to deal with some ot above errors in our tuture work. Case (b) can be handled

12 PER LOC

o
Q

R
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by adopting a nested model; Case (c) can be dealt with by constructing a model of Japanese

names. Cases (a), (d), and (e) can only be partially dealt with by refining the contextual model

in our framework. However, our current method does not provide a sound solution for Case

(d), namely, aliases of personal names.

5.5.2 LOC Errors

LOC errors are shown in Table 14.

Table 14. LOC Errors
Cases Identified results  Standard Transliteration/Translation
a. Part of a sequence in Y ﬂ JT]’) %Y il Kl Suburb of Shenzhen City

LOC and the right context < =4 i
that can be combined into a

I F

Buji River side

word a ] = % £l | = b5 Hepu county
b. Some abbreviations, H (HA) H Japan
which are common content | [ [ China
HE (HTED
words < Hongkong
(A H

One reason for the errors in Case (a) was that there were noises of this kind in the training data.

As for Case (b), the model of the abbreviations of location name can identify many

abbreviations. However, there were a few errors of identification because location

abbreviations may be common words, e.g., “H 1,

5.5.3 ORG Errors

ORG errors are shown in Table 15.

Table 15. ORG Errors

Cases Identified results Standard Transliteration/Translation

a. Organization 2 2 [ g\’gﬁlﬁ[ﬁ[ﬂ* The UN Peacekeeping Missions
names that
contain other 2 JER The UN Refugee Office
organizaiton

& |¥’? ;,?Jr| | Py 1jjr| |¥,? e TJF| Branch office of the Xinhua

names J‘I s S ﬁ S EA News Agency in Macao

b. ORGs that JU—PA AN August 1st Team
contain

numbers, dates 4 Ju— ﬁ[
or English
characters 2 Ol ==l

N HK P e

[2 0 et s i 2 1

N H K& 0

691th Regiment
Twentieth Century Fox

NHK Research Center
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Case (a) can be partly handled by refining the model of organization names. However, our
system may fail to handle an instance like “igﬂr T JRT] J7 R because it does not have
enough information to detect the right boundary of the organization name. In addition, our

class-based LM cannot successfully deal with Case (b) at present.

In addition, although the language model method was adopted to identify the
abbreviations of organization names, there were still some abbreviations of organization
names that were not identified. One reason is that some abbreviations are not covered in the
above patterns. The other reason is that the score function in Equation 9 is just an empirical

formula and needs to be improved.

5.6 Evaluation with MET?2 Data

We also evaluated our system (nested NEs were not numbered in this case) using the MET2
test data and compared the performance achieved with that of two public systems'® (the NTU
system and KRDL system). As shown in Table 16, our system outperformed the NTU system.
Our system was also better than the KRDL system for PERs, but the performance for LOCs
and ORGs was worse than that of the KRDL system. The possible reasons are: (1) Our NE
definitions are slightly different from those of MET2. (2) The model is estimated using a
general domain corpus, which is quite different from the domain of MET2 data. (3) An NE

dictionary is not utilized in our system.

Table 16. Results using MET2 Data.

Kent Ridge
NE Our System NTU Results Digital Labs Results
(KRDL)
P(%) R (%) P (%) R (%) P (%) R (%)
PER 77.51 93.10 74 91 66 92
LOC 86.52 87.20 69 78 89 91
ORG 88.75 77.25 85 78 89 88

6. Conclusions & Future work

We have presented a method of Chinese NE identification using a class-based language model,
which consists of two sub-models: a set of entity models and a contextual model. Our method

provides a unified framework, in which it is easy to incorporate Chinese word segmentation

13 Available at

http://www.itl.nist.gov/iad/894.02/related_projects/muc/proceedings/ne_chinese_score_report.html.
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and NE identification. As has been demonstrated, our unified method performs better than
traditional methods. We have also presented our method of identifying NE abbreviations. The
language model method has several advantages over rule-based ones. First, it can integrate the
identification of NE abbreviations into the class-based LM. Secondly, it reduces the labor of
developing rules for NE abbreviations. In addition, we have also employed a two-level ORG

model so that the nested entities in organization names can be identified.

The achieved precision rates of PER, LOC, ORG on the test data were 79.78%, 86.02%,
and 76.79%, respectively, and the achieved recall rates were 89.29%, 84.87%, and 59.75%,

respectively.

There are several possible directions of future research. First, since we use a parser to
annotate the training set, parsing errors will be an obstacle to further improvement. Therefore,
we need to find an effective way to correct the mistakes and perform necessary automatic
correction. Secondly, a more delicate model of ORG will be investigated to characterize the
features of all kinds of organizations. Thirdly, the current method only utilizes the features in
the currently processed sentence, not the global information in the text. For example, suppose
that the same NE (e.g., #1&13%) occurs twice in different sentences in a document. It is
possible that the NE will be tagged PER in one sentence but not recognized in the other. This
raises a question as to how to construct a model of global information. Furthermore, the model

of organization name abbreviations also needs to be improved.
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Abstract

This paper presents a stochastic model to tackle the problem of Chinese named
entity recognition. In this research, we unify component tokens of named entity and
their contexts into a generalized role set, which is like part-of-speech (POS). The
probabilities of role emission and transition are acquired after machine learning on
a role-labeled data set, which is transformed from a hand-corrected corpus after
word segmentation and POS tagging are performed. Given an original string, role
Viterbi tagging is employed on tokens segmented in the initial process. Then
named entities are identified and classified through maximum matching on the best
role sequence. In addition, named entity recognition using role model is
incorporated along with the unified class-based bigram model for word
segmentation. Thus, named entity candidates can be further selected in the final

process of Chinese lexical analysis. Various evaluations conducted using one
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month of news from the People’s Daily and MET-2 data set demonstrate that the
role modeled can achieve competitive performance in Chinese named entity
recognition. We then survey the relationship between named entity recognition and
Chinese lexical analysis via experiments on a 1,105,611-word corpus using
comparative cases. It was found that: on one hand, Chinese named entity
recognition substantially contributes to the performance of lexical analysis; on the
other hand, the subsequent process of word segmentation greatly improves the
precision of Chinese named entity recognition. We have applied the role model to
named entity identification in our Chinese lexical analysis system, ICTCLAS,
which is free software and available at the Open Platform of Chinese NLP
(www.nlp.org.cn). ICTCLAS ranked first with 97.58% in word segmentation

precision in a recent official evaluation, which was held by the National 973

Fundamental Research Program of China.

Keywords: Chinese named entity recognition, word segmentation, role model,
ICTCLAS

1. Introduction

Named entities (NE) are broadly distributed in original texts from many domains, especially

9

politics, sports, and economics. NE can answer for us many questions like “who”, “where”,
“when”, “what”, “how much”, and “how long”. NE recognition (NER) is an essential process
widely required in natural language understanding and many other text-based applications,

such as question answering, information retrieval, and information extraction.

NER is also an important subtask of the Multilingual Entity Task (MET), which was
established in the spring of 1996 and run in conjunction with the Message Understanding
Conference (MUC). The entities defined in MET are divided into three categories: entities
[organizations (ORG), persons (PER), locations (LOC)], times (dates and times), and
quantities (monetary values and percentages) [N.A.Chinchor, 1998]. As for NE in Chinese, we
further divide PER into two sub-classes: Chinese PER and transliterated PER on the basis of
their distinct features. Similarly, LOC is split into Chinese LOC and transliterated LOC. In
this work, we only focus on those more difficult but commonly used categories: PER, LOC
and ORG. Other NE such as times (TIME) and quantities (QUAN), in a border sense, can be

recognized simply via finite state automata.

Chinese NER has not been researched intensively till now, while English NER has
received much attention. Because of the inherent difference between the two languages,
Chinese NER is more complicated and difficult. Approaches that are successfully applied in
English cannot be simply extended to cope with the problems of Chinese NER. Unlike

Western languages such as English and Spanish, there are no delimiters to mark word
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boundaries and no explicit definitions of words in Chinese. Generally speaking, Chinese NER
has two sub-tasks: locating the string of NE and identifying its category. NER is an
intermediate step in Chinese word segmentation, and token sequences greatly influence the
process of NER. Take “# 3 [~ " {=” (pronunciation: “sun jia zheng zai gong zuo™) as an
example. “¥|% ~(Sun Jia-Zheng) in “¥} % [~/7+/~ {¥” (Sun Jia-Zheng is working) can be
recognized as a Chinese PER, and “#}%” is also an ORG in “¥}%/1~7/~ {%/"(The Sun
family is working). Here, “¥} % -7+ contains some ambiguous cases: “¥} % 7-"(Sun
Jia-Zheng, a PER name), “¥ % (the Sun family, an ORG name), and “[~7:" (just now, a
common word). Such problems are caused by Chinese character strings without word
segmentation, and they are hard to solve in the process of NER. Sun et al. [2002] points out

that “Chinese NE identification and word segmentation are interactional in nature.”

In this paper, we present a unified statistical approach, namely, a role model, to
recognize Chinese NE. Here, roles are defined as some special token classes, including an NE
component and its neighboring and remote contexts. The probabilities of role emission and
transition in the NER model are trained on modified corpus, whose tags are converted from
POS to roles according to the definition. To some extent, roles are POS-like tags. As in POS
tagging, we can tag the global optimal role sequence to obtain tokens using the Viterbi
algorithm. NE candidates can be recognized through pattern matching on the role sequence,
not the original string or token sequence. NE candidates with credible probability are,
furthermore, added into a class-based bigram model for Chinese word segmentation. In the
generalized frame, any out-of-vocabulary NE is handled in the same way as known words
listed in the segmentation lexicon. And improper NE candidates are eliminated if they fail in
compete with other words, while correctly recognized NE are further confirmed in comparison
with other cases. Thus, Chinese word segmentation improves the precision of NER. Moreover,
NER using the role model optimizes the segmentation result, especially in unknown words
identification. A survey on the relationship between NER and word segmentation supports this
conclusion. NER evaluation was conducted on a large corpus from MET-2 and the People’s
Daily. The precisions of PER, LOC, ORG on the 1,105,611-word news corpus were 94.90%,
79.75% and 76.06%, respectively; and the recall rate were is 95.88%, 95.23% and 89.76%,

respectively.

This paper is organized as follows: Section 2 overviews problems in Chinese NER, and
the next section details our approach using the role model. The class-based segmentation
model integrated with NE candidates is described in Section 4. Section 5 presents a
comparison between the role model and previous works. An NER evaluation and survey of

segmentation and NER is reported in Section 6. The last section gives our conclusions.
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2. Problems in Chinese NER

NE appear frequently in real texts. After surveying a Chinese news corpus with 7,198,387
words from the People’s Daily (Jan.1-Jun.30, 1998), we found that the percentage of NE was
10.58%. The distributions of various NE is given in Table 1.

Table 1. Distributions of NE in a Chinese news corpus from the People’s Daily
(Jan.1-Jun.30, 1998).

NE Frequency Percentage in NE (%) | Percentage in corpus (%)
Chinese PER 97,522 12.49 1.35
Transliterated PER 24219 3.10 0.34
PER 121,741 15.59 1.69
Chinese LOC 157,083 20.11 2.18
Transliterated LOC 27921 3.57 0.39
LOC 185,004 23.69 2.57
ORG 78,689 10.07 1.09
TIME 127,545 16.33 1.77
QUAN 268,063 3443 372
Total 781,042 100.00 10.85

As mentioned above, Chinese sentences are made up of character strings, not word
sequences. A single sentence often has many different tokenizations. In order to reduce the
complexity and be more specific, it would be better to conduct NER on tokens after word
segmentation rather than on an original sentence. However, word segmentation cannot achieve
good performance without unknown word detection in the process of NER. Due to this a
problem, Chinese NER has special difficulties.

113

Firstly, an NE component may be a known word inside the vocabulary; such as “=
[=”(kingdom) in the PER “= [SI2&” (Wang Guo-Wei) or “F<Jt”(to associate) in the ORG “]™
PP [11”(Beijing Legend Group). It's difficult to make decisions between common words
and parts of NE. As far as we know, this has not been considered previously. Thus, NE

containing known words are very likely to be missed in the final recognition results.

The second problem is ambiguity, and it is almost impossible to be solved only in NER.
Ambiguities in NER can be categorized into segmentation and classification ambiguities. “#]
% 1~ [’ (pronunciation: “sun jia zheng zai gong zuo”), presented in the Introduction, has
segmentation ambiguity: “¥}3 ~/7+”(Sun Jia-Zheng is at ...) and “*}3%/[~7+” (The Sun
family is doing something). Classification ambiguity means that an NE may be have one more
class even if its position in the string is properly located. For instance, in the sentence rE [t
EIU’J]?“T flUkL75(The characteristic of Lv Liang is poverty), it is not difficult to detect the NE “If |
¥2”(Lv Liang). However, we cannot judge whether this NE is a Chinese PER name or a

Chinese LOC name while considering the single sentence without any additional information,
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Moreover, NE tends to stick to its neighboring contexts. There are also two types: head
components of NE binding with their left neighboring tokens and those tail binding with their
right tokens. This greatly increases the complexity of Chinese NER and word segmentation. In
Figure 1, ‘T‘Jfﬁu " (Netanyahu) in “Th ﬁ@‘[ﬂ*ﬂ‘j%u T4 (pronunciation: “ke lin dun
dui nei ta ni ya hu shuo”) is a transliterated PER. However its left token “¥f”(to) sticks to the
head component “[*|”(Inside) and forms a common word “>*f[*|”(to one’s own side) ;
similarly, the tail component “FF[EJ”(to) and right neighbor “#2”(to say) become a common word,
“ﬁ‘ﬂ*}fﬁ” (nonsense). Therefore, the most possible segmentation result would not be “J ﬁﬂjﬂ/
%j‘/[LjfﬁF‘J T’F‘FJ/*)Q”(Clinton said to Netanyahu) but “J ﬁﬂfﬂi/ﬁ‘ [LJ/EFA' F‘Jf’/ﬁ‘ﬂ*ﬁf”(Clinton
points to his own side and Tanya talks nonsense.), and then not “[‘JfﬁF J T’Fr[EJ”(Netanyahu) but
“fﬁuf"’(Tanya) would be recognized as a PER. We can draw the conclusion that such a
problem not only reduces the recall rate of Chinese NER, but also influences the segmentation
of normal neighboring words like “*}”(to) and “#2”(to say). Appendix I provides more

Chinese PER cases that were extracted from our corpus.

R ra R

~<

1. Words within a solid square are tokens.

2. “{‘j%FJT'FTEJ”(Netanyahu) inside the dashed ellipse is a PER, and its head and tail

stick to their neighbouring tokens.

3. Role model for Chinese NER

Considering the problems encountered in NER, we will introduce a role model to unify all
possible NE and sentences. Our motivation is to classify similar tokens into some role
categories according to their linguistic features, to assign a corresponding role to each token

automatically, and to then perform NER based on the role sequence.

3.1 What Are Roles Like?

Given a sentence like “Ffli » yT{¥E N2 rﬁf’?ﬂ‘ BRI iTa IIEL/E}K/'@HD'%’;F?”(KOW
Quan said that President Jiang Ze-Min had invited President Bush while visiting the USA), the
tokenization result without considering NER would be “7"/fL/1%/ » N7 E /N /2 FP“J/—L‘, F [/
%;/,EIF—J"EWJ/[F|J/T”/H/,|L(L§?1/I‘§ H',/’J'/iﬁ"ﬂfi??”(shown in Figure 2a). Here “+“fL”(Kong Quan) and
“Y73%# 2 ”(Jiang Ze-Min) are Chinese PERs, while “3_”(USA) is an LOC and “T“ (f”(Bush) is
a transliterated PER.
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A EE R E R A A T T e

Figure 2a: Token sequence without detecting Chinese NE, which is in bold type
and italics.

(Kong Quan said that President Jiang Ze-Min had invited President Bush while visiting the
USA).

When we consider the generation of NE, we find that different tokens play different roles
in sentences. Here, the term “role” is referred to a generalized class of tokens with similar
functions in forming a NE and its context. For instance, “’%T” (pronunciation: “zeng”) and
“gi (pronunciation: “zhang”) can both act as common Chinese surnames, while both “#”(to
speak) and “= ’F‘J ”(chairman) may be right neighboring tokens following PER names.

Relevant roles for the above example are explained in Figure 2b.

Tokens Role played in the token sequence

7 {pronunciation: “kong ); Surname of Chinese NER
i ( pronunciation: “jiang”)

Given name with a single Hanzi (Chinese
character)

L (pronunciation: “quan”)

¥ (pronunciation: “ze” Head character of 2-Hanzi given name
J(pronunciation: “min” Tail character of 2-Hanzi given name
T1(pronunciation: “bu”); .

I H(p L .,,) Component of transliterated PER

[t (pronunciation: “shi’)

12 (say); = i (chairman); 1 (president)

Right neighboring token following PER

> (comma); [fij(toward)

Left neighboring token in front of PER

F(USA)

Component of LOC

W (visit)

Left neighboring token in front of LOC

'8l (period)

Right neighboring token following LOC

ey

£ ¥ (this year); 2 H(put forward); 1’
(have); 3 ifi(invite)

Remote context, which distance is more than
one word. from NE

Figure 2b: Relevant roles of various tokens in
TSRS NTHEIN/Z A/—L‘,E"/?B/%‘;/EIF—J"ﬂ/[ﬁj/f“/ﬁ/,]E;L/éi“/f‘s? ATEE iﬁ”

(Kong Quan said that Presi
USA).

ent Jiang Ze-Min had invited President Bush while visiting the

If NE is identified in a sentence, it is easy to extract the roles listed above through simple
analysis on NE and other tokens. On the other hand, if we get the role sequence, can NE be
identified properly? The answer to this question is clearly yes. Take a token-role segment like
“3=/ Surname §l/Given-name i/context > /context " /Surname ¥ /first component of
given-name “J/second component of given-name = ’F‘J/context” as an example. If we either

“j‘r‘ ”

know that (pronunciation: “jiang”) is a surname while “J¥ ”(pronunciation: “ze”) and “=J”
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[T
’

(pronunciation: “min”’) are components of the given name, or if we know that

“ ?“J”(Chairman) are its left and right neighbours, then ‘“V7 1% =J”(Jiang Ze-Min) can be

identified as a PER. Similarly, “+“§{”(Kong Quan) and “ﬂj [t ”(Bush) can be recognized as
[5="an 1}

PERs , and at the same time, “Z_"(an abbreviation of USA in Chinese) can be picked up as an
LOC..

(comma) and

In other words, the NER problem can be solved with the correct role sequence on tokens,
and many intricate character strings can be avoided. However, the question when applying the
role model to NER is: “How can we define roles and assign roles to the tokens

automatically?”

3.2 What Roles Are Defined?

To some extent, a role is POS-like, and a role set can be viewed as a token tag collection.
However, a POS tag is defined according to the part-of-speech of a word, while a role is
defined based purely on linguistic features from the point of view of the NER. Similarly, like a
POS tag, a role is a collection of similar tokens, and a token has one or more roles. In the
Chinese PER role set shown in Table 2a, the role SS includes almost 900 single-Hanzi
(Chinese character) surnames and 60 double-Hanzi surnames. Meanwhile, the token
“ﬁﬁ”(pronunciation “ceng” or “zeng”) can play role SS in the sequence “ﬁf’/?[f/']\i[ﬁ”’(Ms.
Zeng Fei) play role GS in “icl 5 /‘?[/"ﬂ/ 7,{c_f:,'?’(Reporter Tang Shi-Ceng), play role NF in “Fﬁﬂ%‘i}
B ﬁZFDl%t*EITE I#4”(Hu Jin-Tao has surveyed Xi Bai Po), and also play some other roles.

If the size of a role set is too large, NER will suffer severely from the problem of data
sparseness. Therefore, we do not attempt to set up a general role set for all NE categories. In
order to reduce complexity, we build a specific role model using its own role set for each NE
category. In another words, we apply the role model to PER, LOC, and ORG, respectively.
Their role models are customized and trained individually. Finally, different recognized NE is
all added into our unified class-based segmentation frame, which selects the global optimal

result among all possible candidates.

The role set for Chinese PER, Chinese LOC, ORG, transliterated PER, and transliterated
LOC are defined in Table 2a, Table 2b, Table 2c, Table 2d, and Table 2e, respectively.
Considering the possible segmentation ambiguity mentioned in Section 2, we introduce some
special roles, such as LH and TR, in Chinese PER. Such roles indicate that the token should be
split into two halves before NER. Such a policy can improve NER recall. The process will be

demonstrated in detail in the following section.

For the sake of clarity and to avoid loss of generality, we will focus our discussion
mainly on Chinese PER entities. The problems and techniques discussed below are applicable

to other entities.
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Table 2a. Role set for Chinese PER.

Hua-Ping Zhang et al.

NI Neighboring token in front of NE

Roles Significance Examples

SS Surname. LIS (Ouyang Xiu)

GH Head component of 2-character 3y ﬁj\ /%% (Mr. Zhang Hua-Ping)
given name

GT Tail component of 2-character §1/(=/ 7% % (Mr. Zhang Hua-Ping)
given name - H — ) & s
Given name with a single Chinese G o] .

GS character FI/—QLQ [ (Ms. Zeng Fei)

PR Prefix in the name #HIV([(0ld Liu) ~ 7//% (Little Li)

SU =/ F 1(President Wang) / < (Ms Zeng)

FEF R %

(Come to Yu Hong-Yang’s house)

NF Neighboring token following NE

P B T
(Photographed by Huang Wen from the
Xinhua News Agency)

NB Tokens between two NE.

jﬂl fJ/ﬁ/_{/ﬁ‘/ﬁg/ﬁ Jais
E tor Shao Jun- Lm and Ji Dao-Qin said)

Words formed by its left neighbor

If)_r/ﬂ Jh"J/E/é'/ Jij/ 1

listed above.

LH and head of NE. (Current chair is He Lu-Li.) * “is He” in
Chinese forms word “why”
. . 25T ETE
Words formed by tail of NE and its | = ' '—— )
TR voras Tormed by tail o andts (Gong Xue-Ping and other leaders) * “Ping
right neighbor. . o -~
and other” forms the word “equality
Words formed by surname and GH | = S%€& (Wang Guo-Wei) * “Wang Guo ™ in
WH .. ; . ”
(List in item 2) Chinese forms word “kingdom
WS Words formed by a surname and E1"EGao Feng) *“Gao Feng” in Chinese
GS (List in item 3) forms the word “high ridge”
e E _ *“ _ 9 3
WG Words formed by GH and GT 9 #7— Y/ {Zhang Zhao Yar‘z‘g.) . Zhao”Yang n
Chinese forms the term “rising sun
RC Remote context, except for roles 2L A A EEZEINVE [ /(The whole

nation memorialized Mr. Deng Xiao-Ping)

Table 2b. Role set for Chinese LOC.

Roles Significance Examples

LH Location head component /117" 1=/ (Shi He Zi Village)

LM Location middle component T1/Jf7/~ | =/ (Shi He Zi Village)

LT Location tail component ©1/if'/= 7=/ (Shi He Zi Village)

su Y /[7(Hai Dian district)

NI Neighboring token in front of NE 251 Y11= came to Zong Guan

Garden.)

NF Neighboring token following NE

R Y S S
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VAT AT B FHAEAR(Liu Jia village and

above.

NB Tokens bet two NE
okeens between two Xia An village are neighboring villages.)
RC Remote context, except roles listed | ¥/fFl/5!/RL/Z5/ 49 #%(Bo Yang county  is

my home)

Table 2¢. Role set for ORG.

listed above.

Roles Significance Examples
IS E*J I 7+
TO Tail component of ORG H e / jfﬁ/L/u/(Chma Central
Broadcasting Station)
EYRE/Aa T j
00 Other component of ORG IR - / %/F. § 1/(China Central
Broadcasting Station)
NI Neighboring token in front of NE ralea /g L NV VA 77 FLT’E']/(M China
Central Broadcasting Station)
NF Neighboring token following NE NS }r 1/ £L/=17 1 p9(China Central TV
Station is run by the state)
[V 58/ AT R FTHRT 1 /(China
B | Tok E. J ! !
N okens between two N Central Broadcastinfg Station and CCTV)
RC Remote context, except for the roles | 1998 -/ 1] -V =1( At the forthcoming of the

year of 199é)

Table 2d. Role set for transliterated PER.

Roles Significance Examples
TH Heading component of St f VB8 IE - JE R fi (“ni” in “Nicolas Cage™)
transliterated PER
™ Middle component of transliterated | , SIFIFHET - 1Y (“colas ca” in “Nicolas
PER [
Cage”)
T Tail component of transliterated
PER T g S 7 (“ge” in “Nicolas Cage”)
NI Neighboring token in front of NE = PJ/ NIF7 J/ I/ /il (meet)
NF Neighboring token following NE SR - S ’F}]'i/ # =7 (figure)
NB Tokens between two NE. EVRY LRy 1 [/fg_/F {yE/< 2 (and)
=Ty NENE / P AVE /@Hﬁ [EE (TR
is a tail component of a transliterated PER,
TS Tokens needed split and “Gao” or “highly” is a neighboring token;
77 or “Ti Gao” forms a common word:
“enhance”.)
RC Remote context, except for the roles | EN/EVE /) [/f;_/ A7 adversity)/ X3/
listed above. (couple)
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Table 2e. Role set for Transliterated LOC.

Roles Significance Examples
TH Heading component of /&%ﬂ | “v( “Ka” in Kabul)
transliterated LOC
™ Middle component of transliterated P?,’f//f‘ ’( “Bu” in Kabul)
LOC
TT Tail component of transliterated P},’ﬂ | “(“1” in Kabul)
LOC
NI Neighboring token in front of NE FIEE (arrive ) [& 7)Y
NF Neighboring token following NE I& 17~ 22~ (locate)

NB Tokens between two NE. &7~ Al and) I 5

3.3 Role corpus

Since a role is self-defined and very different from a POS or other tag set, there is no special
corpus that meets our requirement. How can we prepare the role corpus and extract role
statistical information from it? Our strategy is to modify an available corpus by converting the

POS tags to roles automatically.

We use a six-month news corpus from the People’s Daily. It was all manually checked
after word segmentation and POS tagging were performed. The work was done at the Institute
of Computational Linguistics, Peking University (PKU). It is a high-quality corpus and widely
used for Chinese language processing. The POS standard used in the corpus is defined in PKU,
and we call it the PKU-POS set. Figure 3a shows a segment of our corpus labelled PKU-POS.
Though PKU-POS is refined, it is implicit and not large enough for Chinese NER. In Figure
3a, the Chinese PER “?L{ #=f[1”(Huang Zhen-Zhong) is split into the surname“?j ”(Huang) and
given name“#?H 1”(Zhen-Zhong), but both of them are assigned the same tag, “nr”. In addition,
there are no tags to distinguish transliterated PERs or LOCs from Chinese ones. Moreover,
some NE abbreviations are not tagged with the right NE category, but with an abbreviation
label, “j”. Here, ‘“JE&”(abbreviation for “i"éiﬁ ” or “Huai He River”) is a Chinese LOC and

should be tagged with the location label “ns”.

Based on the PKU-POS, we made some modifications and added some finer labels for
Chinese NE. Then, we built up our own modified POS set called ICTPOS (Institute of
Computing Technology, part-of-speech set). In ICTPOS, we used the label “nf” to tag a
surname and the label “nl” to tag a given name. In addition, we also separated each
transliterated PER and transliterated LOC from each “nr” (PER) and “ns”’(LOC), and tagged
them with “tr” and “ts”, respectively. In the final step, we replaced each ambiguous label “j”
with its NE category. Besides the NE changes, labels for different punctuations were added,
too. The final version of ICTPOS contains 99 POS tags, and it is more useful for the NER task.
Also, the modified corpus with ICTPOS labels is better in terms of quality after hand
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correcting. Figure 3b shows the equivalent segment with ICTPOS.

Next, we converted our corpus labelled with ICTPOS into a role corpus. The conversion

procedure included the following steps:
(1) Extract the sequence of words and their POS.

(2) According to the POS, locate the particular NE category under consideration. Here,

we only locate words labelled ‘nf” or ‘nl” when considering Chinese PER.

(3) Convert the POS of the NE’s components, their neighbours, and remote contexts

into corresponding roles in that role set of the particular category.

Figures 3c and 3d show the corresponding training data after label conversion from
ICTPOS tags to roles of Chinese PER and Chinese LOC, respectively. What we should point
out is that the PER role corpus is totally different from the LOC corpus and other ones. For
instance, the first pronoun word “7% Tﬁ/”(this newspaper) in the PER role corpus is just a
remote context, while it is a left neighboring context before “t&f:1ft”(Feng Pu) when LOC roles
are applied. Though we use the same symbol “NI” to tag NE left neighboring tokens in both
Figures 3c and 3d, it has different meanings. The first is for Chinese PER left tokens, and the
other is for LOC. In a word, each NE category has its own role definition, its own training

corpus, and its own role parameters though they all make use of the role model.

19980101-02-009-002/m  #4f/r dtfims 150 1F ftm BEm Fmr $2
Hime ~/w Fimr $&Emre {5y o /w FrF /e fuu Fifm o [IMId ﬁ,f,:lzp[ﬁj
N odwe T/m Eliq ¥EF/ms Bk FTm /w N/p &G ERe
im N2y 5N BRIV 0w F‘]U‘@E/V LAY ﬁﬁlu/n 40%m I+
£ 2 lwe JEIR/ns iF",/v 9/Ng 37— /m ﬁ?f&/n F”I}?C/v o [w

Figure 3a: A segment of a corpus labeled with PKU-POS.

(Translation: 19980101-02-009-002 Jan. 1, reporters Huang Zhen-Zhong and Bai Jian-Feng
from Feng Pu reporting: Since the bell for the New Year just rang, good news spread over the
thousands miles Huai He river. The pollution source from industry near the Huai River
achieved the standard with reducing pollution by over 40%. The first step in Huai River
decontamination has been accomplished.)
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19980101-02-009-002/m 4 fg/r Sfims 150 1Fe Fim w¥/m Funf
P=fliml ~/we Fimf  $[i&/ml HEN o we FrF o g Fihimo [N F&J?
fofv > /we T/m Eliq Y&F/Mms Bk Fitn o /we iﬁ/p €&/Mms T '/n
NSRRI I G VA S A = T A A I A el ﬁ]fﬁ"/n 4 0 %/m
Il HE s fwe ?%iﬁ‘/ns iF",/v J5/Ng 37— /m |!,J§f£z“/n f,%/v o /we

Figure 3b: The segment from our corpus labeled with our modified POS.

19980101-02-009-002/RC ~ ##F/RC  IFEEYRC 1 F[/RC 1 FI/RC FIRC ¥
NI F1/SS $/GH/GT ~/NM [I/SS $J/GH #%/GT H3H/NF :/RC #r
#/RC [URC HIF/RC MIMJRC {HEF/RC - /RC /RC EI/RC JEf/RC
fE%k/RC FHPWRC :/RC IJ/RC JERC = IMRC JEHYFRC Y HU/RC =
/RC PHTRC +/RC fjlif/RC {559RC [jifit/RC 4 0%/RC [']/RC +/RC
JE]F/RC 3f/RC {5/RC 31~ RCFIRC FH#RC - RC

Figure 3c: The corresponding corpus labeled with Chinese PER roles.

19980101-02-009-002/RC 4 /NI #§/LH H/LT 1E[/NF 1[!/RC Ft/RC il
HRC FIRC PZ[URC ~/RC [IRC $/RC FH/RC /RC FrF/RC Y
RC HIAURC HIMIURC JE/RC > /RC ~/RC EUNI J&/LH JF/LT &%

/NF  #i%WRC :/RC IJNI YE/LH ~ F/NF J5%4F/RC Y JURC  H54#/RC
PATRC > /RC [j[I#/RC T5HYRC [[if/RC 4 0%/RC [|1/RC /NI &
/LHIR/LT 3G/NF - 5RC 2~ RC(HIEIRC FH/RC « IRC

Figure 3d: The corresponding corpus labeled with Chinese LOC roles.

3.4 Role tagging using the Viterbi Algorithm
Next, we prepared the role set and role corpus. Then, we could return to the key problem
described in Section 3.1. That is: Given a token sequence, how can we tag a proper role
sequence automatically?

Similar to POS tagging, we use the Viterbi algorithm [Rabiner and Juang, 1989] to select
a global optimal role result from all the role sequences. The methodology and its calculation
are given below:

Suppose that T is the token sequence after tokenization, R is the role sequence for T, and
R” is the best choice with the maximum probability. That is,

T=(t;,t2, ... ;tm),

R=(ry, rp, ... , ), m>0,

R’=arg max P(RIT) El
R



Chinese Named Entity Recognition Using Role Model 41

According to the Bayes' Theorem, we can get
P(RIT)=P(R)P(TIR)/P(T) E2

For a particular token sequence, P(T) is a constant. Therefore, we can get E3 based on E1
and E2:

'=arg max P(R)P(TIR) -

R
We may consider T as the observation sequence and R as the state sequence hidden

behind the observation. Next we use the Hidden Markov Model [Rabiner and Juang, 1986] to
tackle a typical problem:
m

P(R) P(TIR)= [] p(¢t; | ;) p(rj 11;_1) . where r, is the beginning of a sentence;
i=ly

argmax [1pG i) p(rilr—1) E4
i=1
For convenience, we often use the negative log probability instead of the proper form.
That is,

m
'=argmin Y{-Inp(@t; 1r;)—Inp(rj 1r;_1)} E5
R i=1

Finally, role tagging is done by as solving E5 using Viterbi algorithm.

Next, we will use the sentence “Eﬁilr‘j Z7F| 7 (Zhang Hua-Ping is waiting for you) to
explain the global optimal selection process. After tokenization is performed using any
approach, the most probable token sequence will be “dk/ ir’ [ =T F# /7. Here,
“Z»( pronunciation “ping”) is separated from the PER name “%{Lﬁ"‘ﬂ\ ” (Zhang Hua-Ping) and
forms a token “7 Z™(equality) while it sticks to “Z™( pronunciation “deng”). In Figure 4,
we illustrate the process of role tagging with Viterbi selection on tokens sequence “H&/{;~/=

S7/%,/%. Here, the best role result R” is “J/SS H"/GH I =YTR %,/RC /RC” based on
Vitebi selection.

-logP(SSISS)
(41:/88.2.972 ] 71556 .75] 5:/N1.9.71
\ J
= =7LH,28.29
J</GH.8.53 [F/GH.5.16

/GT9.11

{FIGT3.61 \ #/NI1,5.88

[ i]"’/GS,4.98]

JK/NF,10.18 j [lf‘/NF,lO.SS]

Z/TR,9.28

t HTWG31.23 | A=
#/RC.65.22 j

5//NF,10.18

%{i/NI,S]O]

I ZE/RC,12.86 >‘ D
¢ //RC,65.60

)

$/RC,7.82 ] i]"’/RC,Bl .56]

Figure 4: Role selection using the Viterbi algorithm.

END
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Notes:
1. The data shown in each square are organized as follows: Token #; /role r;, -logP(¢; | r;).
2. The value on the directed edges in the figure is —logP(r; | 7;.;). Here, we do not paint all
the possible edges for simplicity.

3. The double-edged squares are the best choices after Viterbi selection.

3.5 Training the Role model
In E5, p(t, Ir;) is the emission probability of token #; given its role r;, while p(r; | r,_;)
is the role transitive probability from the previous role r;; to the current one r;. They are
estimated with maximum likelihood as follows:
p(t, | 1) =<C(tr)IC(r) E6
, where C(t;, ;) is the count of token ¢, with role r;, and C(r;) is the count of role r;;
p(r; 1 r,_) =C(ri.,r)/C(riy) E7
, where C(r;.1,r;) is the count of role r;.; followed by role r;.
C(t;, i), C(r;) and C(ri,r;) can be easily calculated based on our roles corpus during the
process of role model training. In Figure 3c, C(“?L{”,SS), C(“F17.,8S), C(SS) ,C(NI, SS) and
C(NM,SS) are 1,1,2,1 and 1, respectively.

3.6 The probability that an NE is recognized correctly

A recognized NE may be correct or incorrect. The result is uncertain and it is essential to
quantify the uncertainty with a reliable probability measure. The probability that an NE is
recognized correctly is the essential basis for our further processing, such as improving the
performance of NER by filtering some results with lower probability. Suppose N is the NE,
and that its type is T. N consists of the token sequence (#; t;y; .... ti1x), and its roles are (r;
Vivg «oee Vigk)- Tl];en, we can estimate thl? possibility as follows:

PINIT)= [T p(tit jlrit j)x IT p(ritjlrit j—1) E8

j=0 j=1

For the previous Chinese PER “4f ”(Zhang Hua-Ping), we can compute P(%{iﬁ”j

IChinese PER) using the following equation:

P(%{U{’Z" IChinese PER):p(SSINI)Xp(%ﬁUSS)xp(GHISS)xp(if’lGH)xp(GTIGH)xp(j‘ IGT).

3.7 The Work Flow of Chinese NER

After the role model is trained, Chinese NE can be recognized in an original sentence through

the steps listed below:
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(1) Tokenization on a sentence. In our work, we use a tokenization method called the
“Model of Chinese Word Rough Segmentation Based on N-Shortest-Paths Method”
[Zhang and Liu, 2002]. It aims to produce the top N results as required and to enhance

the recall rates of right tokens.

(2) Tag token sequences with roles using the Viterbi algorithm. Get the role sequence R’

with the maximum possibility.

3) In R?, split the tokens whose roles are “LH” or “TR”. These roles indicate that the

internal components stick to their contexts. Suppose R is the final role sequence.

(4) NE recognized after maximum matching on R* with the particular NE templates.

Templates of Chinese PER are shown in Table 3.
(5) Computing the possibilities of NE candidates using formula E8.

Table 3. Chinese PER Templates
No Roles Templates Examples

T 2 [ A E $6/SS £/SS /GH 2
1| SS+SS+GH+ GT RS 2 F/SS (RISS JYGH F/GT
Council chair Fan Xu Li-tai)

3/SS J-l"/GH I /GT A2 /*

2 SS+ GH+ GT
TR (Mr. Zhang Hua-Ping)

oy 3 3. /%
3 SS+ GS }I/SS ?f:f/GS F./
Zeng fei expressed...)
FR/SS FIF/WG
4 SS +WG (Zhang Zhao-Yang; Zhao-yang is a common word

meaning “morning sun” in English)

LEIWG [IE] T Fi e
5 WG (Bao-Yu went back to Yi-Xiang yard, Bao-Yu is a
common word meaning “Jade” in English)

©/GH 2 /GT A% /*

6 GH+ GT (Mr. Hua-Ping)

) e s Y B -
7 PR+ SS /PR ¥[/SS(OId Liu); ‘['/PR % /SS(Little Li)

Note: “*” in the examples indicates any role.

Rramc-Y

We will continue our demonstration with the previous example “%{iﬁ"j\ I 0 After
Viterbi tagging, its optimal role sequence R” is “3k/SS H"/GH I Z/TR %#,/RC %//RC”. The
role “RC” forces us to split the token “7 =™(equality) into two parts: “ ”(pronunciation:
“ping”) and “Z™(etc.). Then, the modified role result R* will be “3/SS ﬁ"/GH I /GT Z/NF
#/RC /RC”. Through maximum pattern matching using the Chinese PER patterns listed in
Table 3, we find that the second template “SS+ GH+ GT” can be applied. Therefore, the token

sequence “3%/SS i{’/GH I /GT” is located, and the string “%{iﬁ"ﬂ‘ ” is recognized as a common
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Chinese PER name.

4. Class-based Segmentation Model Integrated into NER

In section 3-2, we emphasized that each NE category uses an independent role model. Each
NE candidate is the global optimum result in its role model. However, it has not competed
with other models, and all the different models have not been combined together. One problem
is as follows: If a word is recognized as a location name by the LOC role model, and as an
ORG, PER or even a common word by another, which one should we choose in the end?
Another problem is as follows: Although Chinese NER using role models can achieve higher
recall rates than previous approaches (the recall rate of Chinese PER is nearly 100%), the
precision result is not satisfactory because some NE candidates are common words or belong

to other categories.

Here, we use a class-based word segmentation model that is integrated into NER. In the
generalized segmentation frame, NE candidates from various role models can compete with

common words and themselves.

Given a word w;, a word class ¢; is defined as shown in Figure 5a. Suppose ILEXI is the
lexicon size; then, the size of the word classes is ILEXI+9. In Figure 5b, we show the

corresponding class sample based on Figure 3b.

oW if w; is listed in the segmentation lexicon;
Chinese PER if w; is an unlisted” Chinese PER;
Transliterated PER if w; is an unlisted transliterated PER;
Chinese LOC if w; is an unlisted Chinese LOC;
TIME if w; is an unlisted time expression;

Cci= QUAN if w; is an unlisted numeric expression;

STR if w; is an unlisted symbol string;
BEG if w; is beginning of a sentence
END if w; is ending of a sentence

\. OTHER otherwise.

* . . . .
“unlisted” means outside the segmentation lexicon.

Figure 5a: Class Definition of word w;
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[QUAN] # ﬁf/:/r [Chinese LOC] [TIME] [TIME] [t/n ic"¥/n [Chinese PER] - /we
[Chinese PER] {[3pi/v  :/we ¥r&F/t vy Hifi/m  [MI9)/d ﬁ&:’zp{ﬁj/v v /we T
/m El/q [Chinese LOC] {£3k/v Fiyn :/we Jij/p [Chinese LOC] ~ :l'/n
BEYRM Yy SN EEVY 0 Twe F][JJ’?#/V NEE A ﬁﬁlf?ﬁ/n [QUAN]/m
'l =/f > /we [Chinese LOC] iF']/v j%/Ng 37— /m #ﬁf@z‘/n f[%/v o /we

Figure 5b: The corresponding class corpus.

Let W be the word sequence, let C be its class sequence, and let W* be the segmentation
result with the maximum likelihood. Then, we can get a class-based word segmentation model
integrated into unknown Chinese NE. That is,

W =arg max P(W)
w
=arg max P(W/C)P(C).
w

After introducing a class-based bigram model, we can get
m
W' = argmax []p'(w;lcj)p(cjlci—1) . where ¢ is the begin of a sentence E9
ww,.w, =l
Based on the class definition, we can compute p’(w;/c;) using the following formula:

estimated using ES8; if w; is an unknown Chinese NE

p’(wilc;) =
1;  otherwise

Another factor p(ci/c;.;) in E9 indicates the transitive probability from one class to
another. It can be extracted from corpus as shown in Figure 5b. The training of word classes is

similar that of role models, thus we skip the detail.

If there are no unknown Chinese NE, the class approach will back off to a word-based
language model. All in all, the class-based approach is an extension of the word-based
language model. One difference is that class-based segmentation covers unknown NE besides
common words. With this strategy, it not only the segmentation performance, but also the
precision of Chinese NER is improved. For the sentence “Jkf~ 7%, % shown in Figure 6,
both “%J;{lr” and “%{iﬁ"j\ ” can be identified as Chinese PERs. It is very difficult to make
decision between the two candidates solely in NER. In our work, we do not attempt to make
such a choice in a earlier step; we add the two possible NE candidates to the class-based
segmentation model. When the ambiguous candidates compete with each other in the unified
frame, the segmentation result “%{iif’:“\ JE7E /15 will defeat “%‘{iif/:"‘ Z/F, /1 because of its

much higher probability.
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PEE 1)

p (7#IPER) p’ (I IPER)

Figure 6:Demonstration of segmentation on “%zj‘ﬁ %% using the
class-based approach.

Note: “ﬁ{iiri" ”(Zhang Hua-Ping) and “%J;{if”’ are NE candidates from role models.
5. Comparison with Previous Works

Since MET came into existence, NER has received increasing attention, especially in research
on written and spoken English. Some systems have been put into practice. The approaches
tend to involve statistics mixed with rules, such as the hidden Markov model (HMM), the
expectation maximum, transformation-based learning, etc. [Zhou and Su, 2002; Bikel ef al.
1997; Borthwick et al. 1999 ]. Besides making use of a corpus with labels, Andrei et al. [1999]
proposed another statistical method without Gazetteers.

Historically, much work has been done on Chinese NER, but the research is still in its
early stages. Previous solutions can be broadly categorized into rule-based approaches [Luo,
2001; Ji, 2001; Song, 1993; Tan, 1999], statistics-based ones [Zhang et al. 2002; Sun et al.
2002; Sun, 1993] and approaches that are a combination of both [Ye, 2002, Lv et al. 2001].
Compared with our approach using the role model, previous works have some disadvantages.
First of all, many researchers used handcrafted rules, which are mostly summarized by
linguists through painful study on large corpuses and huge NE libraries [Luo, 2001]. This is
time-consuming, expensive and inflexible. The NE categories are diverse, and the number of
words for each category is huge. With the rapid development of the Internet, this situation is
becoming more and more serious. Therefore, it is very difficult to summarize simple yet
thorough rules for NE components and contexts. However, in the role model, the mapping
from roles to entities is done based on by simple rules. Secondly, the recognition process in
previous approaches could not be activated until some “indicator” tokens were scanned in. For
instance, possible surnames or titles often trigger personal name recognition on the following
2 or more characters. In the case of place name recognition, postfixes such as “%!”(county)
and “ ﬂ | “(city) activate recognition on previous characters. Furthermore, this trigger
mechanism cannot resolve the ambiguity. For example, the unknown word “7#f[[” (Fang

Lin Shan) may be a personal name, “*/#f|/[”(Fang Linshan), or a place name, “*#f/
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['] ”(Fanglin Mountain). What’s more, previous approaches tended to work only on
monosyllabic tokens, which are obvious fragments after tokenization [Luo, 2001; Lv et al.
2001]. This risks losing those NE that lack explicit features. On the other hand, the role
model tries to select possible NE candidates based on the whole token sequence and then
select the most promising ones using Viterbi tagging. Last but not least, to the best of our
knowledge, some statistical works only focus on the frequency of characters or tokens in NE
and their common contexts. Thus, it is harder to compute a reliable probability for a
recognized NE. Unlike the role-based approach, previous works could not satisfy other

requirements, such as NE candidate filtering and statistical lexical analysis.

In one sense, BBN' s name finder IdentiFinder [F. Kubala ez al. 1998] is very close to our
role model. Both the role model and IdentiFinder extract NE using a hidden Markov Model,
which is also trained on a corpus. In addition, the authors claim that it can perform NER in
multilingual languages, including Chinese. Now, we will explain how IdentiFinder and the

role model differ.

(1) IdentiFinder uses general name-classes, which include all kinds of NE and
Not-A-Names, while we build a different instance for each NE category with the
same role model. As explained in Section 3, a general name-class will suffer from
data sparseness. The role model does not require a large-scale corpus because we
can transform the same corpuses into different role corpus, from which role

probabilities can be extracted.

(2) IdentiFinder is applied to token sequences, but Chinese sentences are made up of
character strings. It is impossible to apply the name-class HMM to Chinese original
texts. Even if it is applied after tokenization, there is no more consideration on
unification between tokenization and NER. Here, tokenization becomes an

independent preprocessing step for Chinese NER.

(3) The name-classes used in IdentiFinder seem too simple for Chinese, a complicated
language. IdentiFinder has only 10 classes: PER, ORG, five other named entities,
Not-A-Name, start-of-sentences and end-of sentence. However, just for PER
recognition, we use 16 roles to differentiate various tokens, such as component, left
and right neighboring contexts and other helpful ones. Actually, they boost the
recall rate of Chinese NER.

All in all, IdentiFinder have the similar motivation as we described here, and it
successfully solves the problem of English NER. Nevertheless, much work must still be done

to extend its approach to Chinese NER.
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6. Experiments and Discussion

6.1 Evaluation Metric

As is commonly done, we conducted experiments on precision (P), recall (R) and the
F-measure (F). The last term, F, is defined as a weighted combination of precision and recall.
That is,

p= nhumber of correctly recognized NE E10

number of recognized NE
number of correctly recognized NE

R= Ell
number of all NE
l:=R><P><(1+,b’2) E12
R+Pxp2

In E12, B is the relative weight of precision and recall. Here, Supposed that precision and

recall are equally weighted, and we assign 1 to 3, namely F-1 value.

In order to compare with other evaluation results, we only provide the result of
PER(including Chinese PER and transliterated PER) and LOC (including Chinese LOC and
transliterated LOC) although Chinese NE and transliterated ones are recognized with the

different instances of role model.

6.2 Training Data Set

As far as we known, the traditional evaluation approach is to prepare a collection of sentences
that include some special NE and to then perform NER on the collection. Those sentences that
do not contain specific NE are not considered. In our experiments, we used a realistic corpus
and did no filtering. The precision rates we obtained may be lower than but closer to the

realistic linguistic environment than those obtained in previous tests.

We used the news corpus from January as the test data with 1,105,611 words and used
the other five months as the training set. The ratio between the training and testing data was
about 5:1. The testing corpus was obtained from the homepage of the Institute of

Computational Linguistics at www.icl.pku.edu.cn at no cost since it was for non-commercial

use. In the training of the role model, we did not used any heuristic information (such as the
length of name, the particular features of characters used, etc.) or special NE libraries, such as

person name collections or location suffix collections. It was purely a statistical process.

6.3 NER Evaluation Experiments

In a broad sense, automatic recognition of known Chinese NE depends more on the lexicon

than on the NER approach. If the size of the NE collection in the segmentation lexicon is large
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enough, Chinese NER will back to the problems of word segmentation and disambiguation.
Undoubtedly, it is easier than a pure NER. Therefore, evaluation of unlisted NE, which is
outside the lexicon, can reflect the actual performance of NER method. It approach will be
more objective, informative and useful. Here, we will report our results both for unlisted and
listed NE. In order to evaluate the function of class-based segmentation, we also give some
contrast testing. We conducted the five NER evaluation experiments listed in Table 4.

Table 4. Different evaluation experiments.

ID Testing Set Unlisted” NE or listed ones? Class-based segmentation
applied?
Expl | PKU corpus Considering only unlisted NE No
Exp2 | PKU corpus Both No
Exp3 | PKU corpus Considering only unlisted NE Yes
Exp4 | PKU corpus Both Yes
Exp5 | MET2 testing data Considering only unlisted NE Yes

" “Unlisted” means outside the segmentation lexicon

The PKU corpus is January 1998 news from the People’s Daily.

6.3.1 Expl: individual NER conducted on unlisted names using a specific

role model

Expl includes 3 sub-experiments: personal name recognition with the PER role model, LOC

recognition with its own model, and ORG. In Expl, we evaluate the performance only on

unlisted NE. The performance achieved is reported in Table 5.

Table 5. Performance achieved in Expl.

NE Total Num | Recognized Correct P (%) R (%) F (%)
PER 17,051 29,991 15,880 56.85 93.13 70.61
LOC 4,903 12,711 3,538 27.83 72.16 51.84
ORG 9,065 9,832 6,125 62.30 67.58 64.83

6.3.2 Exp2: Individual NER conducted on all names using a specific role

model

The only differences between Expl and Exp2 were that Exp2 ignored the segmentation

lexicon, and that the performance in Exp2 is evaluated on both unlisted and listed NE.
Comparing Table 5 and Table 6, we find that the NER results were better when listed NE were

added. We can also draw the conclusion that location items in the lexicon contribute more to

LOC recognition than to the LOC role model.
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Table 6. Performance achieved in Exp2.

NE Total Num | Recognized Correct P (%) R (%) F (%)
PER 19,556 32,406 18915 58.37 96.72 72.80
LOC 22 476 30,239 22,366 67.54 99.51 80.55
ORG 10,811 11,483 7,776 67.72 71.93 69.77

6.3.3 Exp3 and Exp4: Introducing Class-based Segmentation Model
Expl and Exp2 are conducted on PER, LOC and ORG candidates with their individual role

models. They were not integrated into a complete frame. In Exp3 and Exp4, we used the
class-based segmentation model to further filter all the NE candidates. As we explained in the
Section 4, common words and recognized NE from various role models could be added to the
class-based segmentation model. After they competed with each other, either the optimal
segmentation or the NER result would be selected. From Table 7, it can be concluded that the

word segmentation model greatly improved the performance of Chinese NER.

We also found an interesting phenomenon in that unlisted PER recognition was a little
better than recognition of all personal names. The main reason was that unlisted PER
recognition could achieve a good recall rate, but some listed PERs could not be recalled
because of ambiguity. For instance, “J71¥ 2 = §i...” (Jiang Ze-Min proposed ..) would
produce the wrong tokenization result “J7 /3%/>d = /9K while the role model failed because
“Y73¥ ”(Jiang Ze-Min) was listed in the segmentation lexicon. On the other hand, if ‘77 ¥
2”(Jiang Ze-Min) was not listed in the core lexicon, then “> =" (democracy) would be
tagged with role “TR”, and the token would be split before recognition. We provide more

examples in Appendix II.

Table 7. Performance achieved in Exp3 and Exp4.

NE Unlisted NE in Exp3 All NE in Exp4
P (%) R (%) F (%) P (%) R (%) F (%)
PER 95.18 96.50 95.84 9549 95.66 95.57
LOC 71.83 74.67 73.23 92.64 95.38 93.99
ORG 66.06 81.76 73.08 75.83 88.39 81.63

6.3.4 Exp5: Evaluation of the MET?2 Data

We conducted an evaluation experiment, Exp5, on the MET2 test data. The results for unlisted
NE are shown in Table 8. Compared with the PKU standard, the MET2 data have some slight
differences in terms of NE definitions. For example, in the PKU corpus, “¥#r{;~ 7" (Xinhua
News Agency) is not treated as an ORG but as an abbreviation. “Jf1H: " B /< Fff[1-=”(Jiu
Quan Satellite Emission Center) is viewed as an LOC in MET-2, but as an ORG according to

our definition. Therefore, the performance of NER for MET2 was not as good as that for the
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PKU corpus.
Table 8. Performance achieved in Exp 5.
NE Total Recognized Correct P (%) R (%) F (%)
Num
PER 162 231 150 64.94 92.59 76.34
LOC 751 882 661 74.94 88.02 80.96
ORG 378 366 313 85.52 82.80 84.14

6.4 A survey of on the relationship between NER and Chinese lexical
analysis

A good tokenization or lexical analysis approach provides a specific basis for role tagging;

meanwhile, correctly recognized NE will modify the token sequence and improve the

performance of the Chinese lexical analyser.

Next, we will survey the relationship between NER and Chinese lexical analysis based

on a group of contrast experiments. On a 4MB news corpus, we conducted four experiments:

1) BASE: Chinese lexical analysis without any NER;

2) +PER: Adding the PER role model to BASE;
3) +LOC: Adding the LOC role model to +PER;
4) +ORG: Adding the ORG role model to +LOC.

Table 9. A survey of on the relationship between NER and Chinese lexical analysis.

CASE | PERF-1 (%) | LOCF-1 (%) | ORGF-1(%) | SEG | TAGI(%) TAG2(%)
BASE 27.86 83.67 51.13 96.55 93.92 91.72
+PER 95.40 83.84 53.14 97.96 95.34 93.09
+LOC 95.50 85.50 52.76 98.05 95.44 93.18
+ORG 95.57 93.99 81.63 98.38 95.76 93.52
Note:
1) PER F-1: F-1 rate of PER recognition;
LOC F-1: F-1 rate of LOC recognition;
ORG F-1: F-1 rate of ORG recognition;
2) SEG=#of correctly segmented words/ #of words;
3) TAG 1=#of correctly tagged 24-tag POS/#of words;
4) TAG2=#of correctly tagged 48-tag finer POS/#of words.

Table 9 shows the performance achieved in the four experiments. Based on these results,

we draw the following conclusions:

Firstly, each role model contributes to Chinese lexical analysis. For instance, SEG
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increases from 96.55% to 97.96% after the PER role model is added. If all the role models are
integrated, [ICTCLAS achieves 98.38% SEG, 95.76% TAG1, and 93.52% TAG2.

Secondly, the preceding role model benefits from the succeeding one. We can find that
after ORGs are recognized, Org F-1 increase by 25.91%; furthermore, the performance of PER
and LOC also improve. It can be inferred that the ORG role model not only solves its own
problem, but also helps exclude improper PER or LOC candidates in the segmentation model.
Similarly, the LOC model aids PER recognition, too. Take “¥[J’/} iy~ ffiﬁ’;*”(The water in Liu
village is sweet) as an example, here, “¥[J'F ”(Liu village) is very likely to be incorrectly
recognized as a personal name. However, it will be recognized as a location name after

HMM is added for location recognition.

6.2 Official evaluation of our lexical analyser ICTCLAS

We have developed our Chinese lexical analyser ICTCLAS (Institute of Computing
Technology, Chinese Lexical Analysis System). ICTCLAS applies the role model to recognize
unlisted NE names. We also integrate class-based word segmentation into the whole
ICTCLAS frame. The full source code and documents of ICTCLAS are available at no cost
for non-commercial use. Researchers and technical users are welcome to download ICTCLAS
from the Open Platform of Chinese NLP (www.nlp.org.cn).

On July 6, 2002, ICTCLAS participated in the official evaluation, which was held by the
National 973 Fundamental Research Program in China. The testing set consisted of 800KB of
original news from six different domains. ICTCLAS achieved 97.58% in segmentation
precision and ranked at the top. This proved that ICTCLAS is one of the best lexical
analysers, and we are convinced that the role model is suitable for Chinese NER. Detailed

information about the evaluation is given in Table 10.

Table 10. Official evaluation results for ICTCLAS.

Domain Words SEG TAG1 RTAG
Sport 33,348 97.01% 86.77% 89.31%
International 59,683 97.51% 88.55% 90.78%
Literature 20,524 96.40% 87.47% 90.59%
Law 14,668 98.44% 85.26% 86.59%
Theoretic 55,225 98.12% 87.29% 88.91%
Economics 24,765 97.80% 86.25% 88.16%
Total: 208,213 97.58% 87.32% 89.42%

Note:

1) RTAG=TAG1/SEG*100%

2) The results related to POS are not comparable because our tag set is greatly

different from their definition.
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6.5 Discussion

Our approach is merely corpus-based. It is well known that, in any usual corpus, NE is
sparsely distributed. If we depend solely on the corpus, the problem of sparseness inevitably
be encountered. But by fine-tuning our system, we can alleviate this problem through some

modifications described below:

Firstly, lexical knowledge from linguists can be incorporated into the system. This does
not mean that we fall back to rule-based approaches. We just need some general and heuristic
rules about NE formation to reduce some errors. As for Chinese PER recognition, there are
several strict restrictions, such as the length of names and the order of surnames and given

names.

Secondly, we can produce one more tokenization result. In this way, we can improve the
recall rate at the expense of the precision rate. Precision can be improved in the class-based
segmentation model. In this work, we only use the best tokenization result. We have tried
rough word segmentation based on the N-Shortest-Paths method [Zhang and Liu, 2002]. When
the top 3 token sequences are considered, the recall and precision of NER in ICTCLAS can be

significantly enhanced.

Lastly, we can add some huge NE libraries besides the corpus. As is well known, it is
easier and cheaper to get a personal name library or other special NE libraries than a
segmented and tagged corpus. We can extract more precise component roles from NE libraries

and then merge these data into the contextual roles obtained from the original corpus.

7. Conclusion

The main contributions of this study are as follows:

(1) We have propose the use of self-defined roles based on to linguistic features in
named entity recognition. The roles consist of NE components, their neighboring
tokens and remote contexts. Then, NER can be performed more easily on role

sequences than on original character strings or token sequences.

(2) Different roles are integrated into a unified model, which is trained through an
HMM. With emission and transitive probabilities, the global optimal role sequence

is tagged through Viterbi selection.

(3) A class-based bigram word segmentation model has been presented. The
segmentation frame can adopt common words and NE candidates from different
role models. Then, the final segmentation result can be selected following
competition among possible choices. Therefore, promising NE candidates can be

reserved and others filtered out.

(4) Lastly, we have surveyed the relationship between Chinese NER and lexical
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analysis. It has been shown that the role model can enhance the performance of
lexical analysis after NE are successfully recalled, while class-based word

segmentation can improve the NER precision rate.

We have conducted various experiments to evaluate the performance of Chinese NER on
the PKU corpus and MET-2 data. F-1 measurement of recognizing PER, LOC, ORG on the
1,105,611-word PKU corpus were 95.57%, 93.99%, and 81.63%, respectively.

In our future work, we will build a finely tuned role model by adding more linguistic
knowledge into the role set, more tokenization results as further candidates, and more heuristic

information for NE filtering.
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Appendices
Appendix I. Cases that head or tail of Chinese PER binds with the neighboring tokens

(Cases illustrated with the format: Known words: left neighbor/Chinese PER/right neighbor)

W (wave length) @ o /Bﬁf 3% (Chen Chang-Bo)/ L. "y * (grow up)

19°( Chang’An: an olden city of China) : £ 4 (chairman)/% - [f;(An Shi-Wei)/ %3
(present)

I K (long) : K+ (director general)/+ ¥ (Zhang Sun)/ /i ?ﬁ(introduce)

7% (long hair) © £ +(chairman)/$ [+ (Qian Wei-Chang)//< (deliver)

117 (the Changjiang River) @ [% 1 (dean){~ 1% ZF(Jiang Ze—Hui)/fF',H i(point out)
I 7] (surname: “Zhang Sun”) : [/} (captain)/¥| Z+(Sun Wen)/ '\’Jﬁfj(in front of goal)
{ifﬁ(one's strong suit) : %+ (director general)/fgl‘[‘*iﬁ‘?(Xiang Huai-Cheng)/[~(‘s)
% % (over birth) : ﬂl(and)/Vﬂ%ﬁ%(Deng Ying-Chao)/% ﬁl](before one's death)
[t (state) * o /] [f:(Xiao Chen)/#¢(say)

WﬁB(ChengDu: a city of China) @ /& &A% (Tong Zhi-Cheng)/ﬁB(all)

%Y (become) : ¥ A (elect)/F = 55 (Li Yu-Cheng)/ '~ (become)

7= (deliberately ) © > /#i .55 (Tong Zhi-Ch)/-=[[I(in one’s heart)

¥IZ (primary) : = T&“J(chairman)/ﬁr fi#/(Dong Yin-Chu)/% (etc)

A (kindly) : HIEUBJ[%?(general)/‘f\ Bl 24 (Taishi Ci)/#I(and)

Z[IFf (on time) ©  Z[J(go to)/f & #¥(Shi Chuan-Xiang)/# {* (old partner)

% (master) © 7t (at)/ & #.(Zhao Xiao-Dong)/% (home)

[ }‘%f’[ (discipline) : Jf {*{1]*(Hebei team)/ﬁ’[ Hli(Zhang Zhong)/

*F I(dialogue) © *f(toward)/[ I = 3#(Bai Xiao-yan)/Z %! (kidnap)

4 {F{j(direction) © /V[iFh Tt (Deng Pu-Fang)/{f’[J(toward)

f,!,'Jf (expert) : & Z[|(hand in)/i# f,!,'J(Zhang Hong-Gao)/= (keep)

A P (sunshine) : - /753 4 (Su Hong-Guang)/F| [ 1 (understand)

A= (energy of light) © > /7415 (Su Hong-Guang)/fj-(can)

E'ﬁﬂ(capital) o [SIEEN(Qiu Er-Guo)/ﬁT(all)

[ (thank to) ©  jL#Y (president)/¥]|-}<4+ (Liu Yong-Hao)/7: (at)

% ""|(the gate of a house) : ~F (everybody)/" |¥ 7t (Men Wen-Yuan)/{= (occupy)
% pli(family tree) : 3 (home)/pL! "} (Shi De-Cai)/~ % (household)

{7 (be still living and in good health) : /¥ {@(Chu Shi-Jian)/ 7% (at)
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Hfl(always) @ ¥ (Hou Lao)/kL(is)

H jl(master) : ¥ (Xu Lao)/ plfL(always)

Fipl1(in woods) : Z5 (thrive)/% & #F(Li Qing-Lin)/f[ 14 (Chinese Communist)
fHi(say directly) @ = é’ﬂ(editor in chief)/ ’ﬁj fH[(Zhou Ming)/ 3 (say)
E(equality) © = ﬁj(chairman)/ 27 (Wu Xiu-Ping)/= (etc)

" Hl(gentle) : {F[j(toward)/ ‘|2 (Xiao-Ping)/#{!(and)

i (parallel) : {F[j(toward)/ /] (Xiao-Ping)/ = f(salute)

P HI(modesty) © & %" #4(Wu Xue-Qian)/F(and)

ﬁfﬁ,@(future) : ﬁfj(front)/iﬁiggﬁ(Cheng Zeng-Qiang)/ (

ﬁfjfjx(preexistence) DRRSL ﬁfj(Wei Guang-Qian)/ = J(body)

iﬁ ' (pay respects to) : iﬁ (invite)/4" & ®E(An Jin-Peng)/3 {f§(winter vacation)
FURLGD © o /f1#FE) (Lv He-Ruo)/£L(is)

Ffﬂ rﬁ] (“Shang” dynasty and “Zhou” dynasty) : ’F"I FZ?J (Taiwan trader)/ rﬁ] EAS ’”ﬁ (Zhou
Rong-Shun)/ % (mister)

& Jif(be born with) : = [= (director)/ ff?ﬂ 4 (Xu Yin-Sheng)/fif:(toward)
4 3k (be born with) : 7 (toward)/ FE [ % (Lv Jian-Sheng)/3 #%(toward)
Ul ¥ (person with marshal’s ability) : /¥[]’[[|(Liu Shuai)/} (just)

“J< F(aquatic) : /% 4 7J<(Li Chang-Shui)/ = (take a post)

o IFI (why) - A'«’(Wei)/ffﬁl £l rTﬂ(He Lu-Li)/ -

P li(in the text) : = = (director)/[l:#=% (Chen Zhen-Wen)/[| I((middle)
?'ITF’T(west station) /< Zfl(see)/IKIA [ 1(Zhang Hai-Xi)/ ifﬁ‘,(stand)

% (theory) @ dEFrY (Pang Xin-Xue)/ i (say)

— Z(first class) @~ /Fﬁi‘—_’* (Lu Ding-Yi)/Z (etc)

‘“F",Jf'[l(mellowness) N /%&[F\[(Zhang Yi)/*!(and)

< 7 (never) : ﬂ] £1(accuse)/ 1)< (Zhong-Rong)/ | (no)

< (about) : F (has)/i':\ifﬁ(Guan Tian-Pei)/[i9(‘s)

=7t (far away) © £ K (chairman)/;¥ %7 (Qi Huai-Ruan)/ 7 (at)

T+ Fl(reasonable) : T (at)/ I (Li Qi)/ﬁj —?J fJ_'l (chief of staff)
Eﬁ*}ﬁ(ordinarily) 1 &4 (student)/== EFJ{(Mao Zhao)/ 1% (say)

T_—If,[h(quality goods) : (/4 75[~(Zhu Nai—Zheng)/Fﬁ[!,*'A < (note)

=7t (in process of) : ?“,ﬂ 4 (minister)/*] % 1—~(Sun Jia-Zheng)/ 7+ (at)

=}

[}

¥
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JHl(summation) : £ K (chairman)/ #/ (Zhu Mu-Zhi)/#(and)
fl1#I(counteract) : [ (academician)/ %\"ﬁ‘f [l 1(Wu Xian-Zhong)/#{!(and)
= dk(affirmation) : I = (owner)/9x3# 3, (Zhang Hong-Fang)/ ¥ (by)

"7 (offspring) : " (son)/¥| F’T?ﬁﬁ (Sun Zhan-Hai)/}:L(is)

Appendix II. Some error samples in ICTCLAS (Missing or error NE is italic and underlined)

1.

[LOC: *(dragon)/n__ T(defeat)/v _Z(town)/n] [LOC: &(rein_in)/v /E}W(Huang
village)/ns] = [=(village director)/n [PER: ¥/nf AL #f/nl J(Liang Guang-Lin)

Translation: Liang Guang-Lin, the village director of Long-Sheng town Le-Huang

village.

[ORG: YTEWEIHJ/HS fl1Z%/b  ~ 5k /1] (XiangTan city intermediate people’s court)nt
#(judge)/vn  [ORG: /fﬁ’?’(lake)/n A Y(South)/s] ¥ (according to)/p  21.6%/m
fu(of)/u  E=f](proportion)/n [ ¥ (compensate)/v [ORG:_y7/#/(He Nan)/ns 7
(just)/d ] 38 7+(380,000)/m 7t (Yuan)/q :/w [ORG. )7 (river)/n ’[Sé/ 7(South)/s) T
(don’t)/d [ﬁjﬁl(agree)/v »/w [f(but)/c [ORG: ﬁj’[;ﬂ/(HuNan)/ns Y (Fang)/nl ]
Jl(Ze)/nl i**=(consider)/v ™’ (ought)/v $¥(according to)/p 1k EH(law)/n Ft:
(judge)/vn  7i(transact)/v = ° /w

Translation: XiangTan intermediate people’s court sentence HuNan compensate HeNan
380,000 Yuan (21.6%), HeNan disgree while HuNan think it ought to judge by law.

[F[J (toward)/p fﬁ(stand)/v K )7(Chang Jiang river)ns 7 [#(Xiu-Chen)inr  (/w
*F,(right)/f Z(two)m ) /w Iﬂ?ﬁé(present)/v FHhE(silk flag)m  ° /w

Translation: Donate silk flag towards stationmaster Jiang Xiu-Chen (the second from
right)

}'ﬁ(according)/p [ORG: igﬂrﬁf(Xin Hua She)/nt [y fi(NanJing)/ns] 1 *|(Jan)/t
6 F'(6th)y/t [T (telegram)/n (/wf Y (Fan)/nf /?/‘(Chun)/nl 4 = (born)lv__J/
(power)/n_ )

Translation: According to the report of Xin-Hua She from NanJing, Jan, 6™ (Fan
Chun-Sheng, Yu Li)

“iA (fifty)/m ¥ (year)/q fjij(before)/f [Y(of)/u Gl Zhow)/nf “*V(Gong-Zhi)/nl
£ (and)/p éjﬂ(Hong Ran)nz > /w

Translation: The Zhou Gong and Hong Ran of fifty years ago

< 8 (Zi-Yi)nl W (look over)/v F (at)/u i (Meng)/nf [ = (De-Yuan)/nl
(leave)/v  [iu(of)/u ’FT%(a view of sb.'s back)/n > /w

Translation: Zi-Yi look over Meng De-Yuan’s fading view of back

Y% 't (Liu Jia Zhang)/ns Ff(village)/n f(of)/u =~ X (countrymen)/n 3 Hi ] ¥r
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(happiness after happiness)/1

Translation: The peasants in Liu-Jia-Zhang village enjoy happiness after happiness.
[#!(photo)/n  ~(is)/p M =(Da He Xiang)/ns 7*=4(Shui Xiang)/n fF/(village)/n
6 5(65)/m ¥ (age)q [y (of)/u ’F‘J Xi)/nr F! ’"W (Xing-Shun)/nr fﬁ Z(| (draw)/v
I=itfelt)/n

Translation: in the photo is Xi Xing-Shun, a 65 years man of Da-He Xiang Shui-Xiang

village, receiving the Rou felt.
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Abstract

Semantic lexicons are indispensable to research in lexical semantics and word
sense disambiguation (WSD). For the study of WSD for English text, researchers
have been using different kinds of lexicographic resources, including machine
readable dictionaries (MRDs), machine readable thesauri, and bilingual corpora. In
recent years, WordNet has become the most widely used resource for the study of
WSD and lexical semantics in general. This paper describes the Class-Based
Translation Model and its application in assigning translations to nominal senses in
WordNet in order to build a prototype Chinese WordNet. Experiments and
evaluations show that the proposed approach can potentially be adopted to speed

up the construction of WordNet for Chinese and other languages.

1. Introduction

WordNet has received widespread interest since its introduction in 1990 [Miller 1990]. As a
large-scale semantic lexical database, WordNet covers a large vocabulary, similar to a typical
college dictionary, but its information is organized differently. The synonymous word senses
are grouped into so-called synsets. Noun senses are further organized into a deep IS-A
hierarchy. The database also contains many semantic relations, including hypernyms,

hyponyms, holonyms, meronyms, etc. WordNet has been applied in a wide range of studies on
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such topics as word sense disambiguation [Towell and Voothees, 1998; Mihalcea and
Moldovan, 1999], information retrieval [Pasca and Harabagiu, 2001], and computer-assisted

language learning [Wible and Liu, 2001].

Thus, there is a universally shared interest in the construction of WordNet in different
languages. However, constructing a WordNet for a new language is a formidable task. To
exploit the resources of WordNet for other languages, researchers have begun to study ways of
speeding up the construction of WordNet for many European languages [Vossen, Diez-Orzas,
and Peters, 1997]. One of many ways to build a WordNet for a language other than English is
to associate WordNet senses with appropriate translations. Many researchers have proposed
using existing monolingual and bilingual Machine Readable Dictionaries (MRD) with an
emphasis on nouns [Daude, Padro & Rigau, 1999]. Very little study has been done on using
corpora or on covering other parts of speech, including adjectives, verbs, and adverbs. In this
paper, we describe a new method for automating the process of constructing Chinese WordNet.
The method was developed specifically for nouns and is capable of assigning Chinese

translations to some 20,000 nominal synsets in WordNet.

The rest of this paper is divided into four sections. The next section provides the
background on using a bilingual dictionary to build a Chinese WordNet and semantic
concordance. Section 3 describes a class-based translation model for assigning translations to
WordNet senses. Section 4 describes the experimental setup and results. A conclusion is

provided in Section 5 along with directions of future work.
2. From Bilingual MRD and Corpus to Bilingual Semantic Database

In this section, we describe the proposed method for automating the construction process of a
Chinese WordNet. We have experimented to find the simplest way of attaching an appropriate
translation to each WordNet sense under a Class-Based Translation Model. The translation
candidates are taken from a bilingual word list or Machine Readable Dictionaries (MRDs). We

will use an example to show the idea, and a formal description will follow in Section 3.

Table 1. Words in the same conceptual class that often share
common Chinese characters in their translations.

Code (set title) Hyponyms  Chinese translation
fish (aquatic vertebrate) carp i 2

fish (aquatic vertebrate) catfish i

fish (aquatic vertebrate) eel 8

complex (building) factory TR

complex (building) cannery TETH Tt
complex (building) mill il pn

speech (communication) discussion B A e am
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speech (communication) argument ErE e ]

speech (communication) debate Jeksh

Let us consider the example of assigning appropriate translations for the nominal senses
of “plant” in WordNet 1.7.1. The noun “plant” in WordNet has four senses:

1. plant, works, industrial plant (buildings for carrying on industrial labor);

2. plant, flora, plant life (a living organism lacking the power of locomotion);
3. plant (something planted secretly for discovery by another person);
4

plant (an actor situated in the audience whose acting is rehearsed but seems

spontaneous to the audience).

The following translations are listed for the noun “plant” in the Longman Dictionary of

Contemporary English (English-Chinese Edition) [Longman Group 1992]:
1. 1HY), 2. #ff, 3. 153, 4. TR 5. 4R A, and 6. FRATHE .

For words such as “plant” with multiple senses and translations, the question arises:
Which translation goes with which synset? We make the following observations that are

crucial to the solution of the problem:

1. Each nominal synset has a chain of hypernyms which give ever more general
concepts of the word sense. For instance, plant-1 is a building complex, which in
turn is a structure and so on and so forth, while plant-2 can be generalized as a life

form.

2. The hyponyms of a certain top concept in WordNet form a set of semantically

related word senses.

3. Semantically related senses tend to have surface realization in Chinese with shared

characters.

For instance, building complex spawns the hyponyms factory, mill, assembly plant,
cannery, foundry, maquiladora, etc., all of which realize in Chinese using the characters “fig”
or “T.J&.” Therefore, we can say that there is a high probability that senses which are direct or
indirect hyponyms of building complex share the Chinese characters “I.” and “[§” in their
Chinese translations. Therefore, it is clear that one can determine that plant-1, a hyponym of
building complex, should have “T.J§7” instead of “fE%¥7” as its translation. See Table 1 for
more examples. That intuition can be expanded into a systematic way of assigning the most
appropriate translation to a given word sense. Figure 1 shows how the method works for four

senses of plant.

In the following, we will consider the task of assigning the most appropriate translation
to plant-1, the first sense of the noun “plant.” First, the system looks up “plant” in the

Translation Table (T Table) for candidate translations of plant-1:
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(plant, TEYD), (plant, 1%%%), (plant, 5&H), (plant, TRR), (plant, &R N), (plant, FLATHE).

Next, the semantic class g to which plant-1 belongs is determined by consulting the
Semantic Class Table (SC Table). In this study we use some 1,145 top hypernyms & to
represent the class of word senses that are direct or transitive hyponyms of h. The path
designator of & in WordNet is used to represent the class. The hypernyms are chosen to
correspond roughly to the division of sets of words in the Longman Lexicon of Contemporary
English (LLOCE) [McArthur 1992]. Table 2 provides examples of classes related to plant and

their class codes.

Table 2. Words in four classes related to the noun plant.

English WN sense Class Code Words in the Class

Plant 1 N001004003030 factory, mill, assembly plant, ...
Plant 2 NO001001005 flora, plant life, ...

Plant 3 N001001015008 thought, idea, ...

Plant 4 N001001003001001 producer, supernatural, ...

Plant 4 N001003001002001 announcer, COnceiver, ...

For instance, plant-1 belongs to the class g represented by the WordNet synset (structure,
construction):
g =N001004003030.
Subsequently, the system evaluates the probabilities of each translation conditioned on

the semantic class g:
P(“tE%7” | N0O01004003030),
P(“#%25” 1 N001004003030),
P(“3%f#” | N0O01004003030),
P(“TJ#%” | N001004003030),
P“AI&# A 1 N001004003030),
P iiE 1 N001004003030).

These probabilities are not evaluated directly. The system takes apart the characters in a
translation and looks up P(u | g ), the probabilities for each translation character # conditioned
on g:

P(“fZ” I N001004003030) = 0.000025,
P(“¢7” | N001004003030) = 0.000025,
P(“#” I N001004003030) = 0.00278,
P(“23” IN001004003030) = 0.00278,
P(“3%” I N001004003030) = 0.00306,
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P(“ff§” | N001004003030) = 0.00075,
P(“1_” 1 N001004003030) = 0.00711,
P(“Ji%” | N001004003030) = 0.01689,
P(“/AJ” IN001004003030) = 0.00152,
P(“4%” I N001004003030) = 0.00152,
P(“ A\’ IN001004003030) = 0.00152,
P(“%” IN001004003030) = 0.00152,
P(“#Y” | N001004003030) = 0.00152,
P(“fg I N001004003030) = 0.00152.

Note that to deal with lookup failure, a smoothing probability is given (0.000025, derived
using the Good-Turing method). By using a statistical estimate based on simple linear
interpolation, we can get

P(“LRL | plant-1) = P (“LJEZ” | N001004003030)

Q

1 1
E P(“1” IN001004003030) + 5 P(“Fz” 1 N001004003030)

1
5 (0.0178+0.0073) = 0.0124.

Similarly, we have
P(“tH%7” 1 N001004003030) = 0.0013,
P(“##%25” I N001004003030) = 0.0023,
P(“3%f#” I N001004003030) = 0.0028,
P(“AI4% A" 1 N001004003030) = 0.0014,
P(“YiE | N001004003030) = 0.0001.

Finally, by choosing the translation with the highest probabilistic value for g, we can get
an entry for Chinese WordNet (CWN Table):

(plant, T_Jig, n, 1, “buildings for carrying on industrial labor”)

After we get the correct translation of plant-1 and many other word senses in g, we will
be able to re-estimate the class-based translation probability for g and produce a new CT Table.
However, the reader may wonder how we can get the initial CT Table. This dilemma can be
resolved by adopting an iterative algorithm that establishes an initial CT Table and makes

revision until the values in the CT Table converge. More details will be provided in Section 3.
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T Table SC Table CT Table l
English |Chinese | |English |WN Translation
Word Word Word  |Sense POS|Class Code Class Character Prob.
plant E¥ plant 1 n N001004003030 N001004003030 |45 0.0178
plant HEs plant |2 n  |N001001005 N001004003030 | 0.0174
plant a ] plant 3 n N001001015008 N001004003030 |A 0.0088
plant T plant 4 n N001001003001001 N001004003030 |T. 0.0073
plant A& A | [plant |4 n  [N001003001002001
plant ) N001001005 L] 0.0161
N001001005 = 0.0161
Translation Semantic Class Table Class Translation Table
Table
BST Table CWN Table
English|Sense Chinese English|Sense Chinese
Prob.
Word |No. POS Word 1o Word |No. POS Word
plant |1 n [T 0.0124 plant |1 n |TH
plant |1 n |5tF 0.0028 —>p |plant |2 n [EY
plant |1 n |28 0.0023
plant |1 n |[NGA [0.0014 |
plant |1 n |tEY 0.0013
plant |1 n FREIHE 0.0001
Bilingual Semantic Translation Table Bilingual WordNet

Fig. 1 Using CBTM to build Chinese WordNet. This example shows how the first
sense of plant receives an appropriate translation via the Class-Based
Translation Model and how the model can be trained iteratively.

3. The Class-Based Translation Model

In this section, we will formally describe the proposed class-based translation model, how it
can be trained, and how it can be applied to the task of assigning appropriate translations to
different word senses. Given Ej, the kth sense of an English word E in the WordNet, the
probability of its Chinese translation is denoted as P( C | Ey). Therefore, the best Chinese
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translation C" is

C"(E,)=arg max P(C|E,) (h

CeT (E)
)

where 7(X) is the set of Chinese translations of sense X listed in a bilingual dictionary.
Based on our observation that semantically related senses tend to be realized in Chinese
using shared Chinese characters, we tie together the probability functions of translation words
in the same semantic class and use the class-based probability as an approximation. Thus, we
have
P(CIE,)=P(Clg) 2

where g = g(E\) is the semantic class containing E.

The probability of P(Clg) can be estimated using the Expectation and Maximization

Algorithm as follows:

(Initialization) P(C | E, )= 1 ,m=I1T(E)and C € T(E); 3)
m
D> P(C,IE)I(C=C)I(E, €g)
(Maximization) P(C|g) =24 , )
> P(C1E)I(E, €g)
E ki

where C; = the ith translation of Ey in T(Ey) ,

I(x) = 1 if x is true and O otherwise;

(Expectation) P(C I E, )=P(Clg), 5)
where g = g (Ey) is the class that contains F ;
(Normalization) P(C|E, )= LlEk) ) (6)
> P(DIE,)
DeT (E,)

In order to avoid the problem of data sparseness, P(Clg) is estimated indirectly via the
unigrams and bigrams in C. We also weigh the contribution of each unigram and bigram to
avoid the domination of a particular character in the semantic class. Therefore, we rewrite
Equations 4 and 5 as follows:

1
o > ZI(Ek e g (u=u)P(u;|E,)
(Maximization) Po(ulg)= LEid , (4a)

> il(Ek € g)P(u, 1E,)

E ki, j

where u;; = the jth unigram of the ith translation in T(Ey) ,

m = the number of characters in the ith translation in T(E\),
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> L IE €I =b)Pb, B
P, (blg)=""0 . ’
> (B e )Py IEy)

Ekijm—

(4b)

where  b;; = the jth overlapping bigram of the ith translation in T(Ey);

(Expectation) P(CIE)=P(Clg)= i P (ulg) (unigram), (52)
i=1 m
~ X Puui1g) R P(Bi18) (4higram), (5b)
P](ClEk)_P(C|g)—IZ:l: om *Z 2(m —1)

where u; is a unigram, b; is an on overlapping bigram of C, and m is the

number of characters in C .

For instance, assume that we have the first sense trunk-1 of the word frunk in WordNet
and the translations in LDOCE as follows:

trunk-1 (the main stem of a tree; usually covered with bark; the bole is usually the part

that is commercially useful for lumber),

Translations of trunk — KE7FH, KIKF, FiEp, and & .

Initially, the probabilities of each translation for frunk-1 are as follows:
P( KEZFE |trunk-1)=1/4, P( KKXFE | trunk-1) = 1/4,
P( B8 | trunk-1) = 1/4, P( 25 |trunk-1)=1/4.

Table 3 shows the words in the semantic class N0O01004001018013014 (stalk, stem),
containing trunk-1 and relevant translations. Following Equations 4a and 4b, we took the
unigrams and overlapping bigrams from these translations to calculate the probability of
unigram and bigram translations for (stalk, stem). Although initially irrelevant translations
such as bulb-Z& &I (light bulb) can not be excluded, after one iteration of the maximization
step, the noise is suppressed substantially, and the top ranking translations shown in Tables 4
and 5 seem to be the “genus” terms of the class. For instance, the top ranking unigrams for
N001004001018013014 include ¥ (stem), & (branch), f§& (branch), fR (stump) ff (tree)
B2 (trunk) etc. Similarly, the top ranking bigrams include EK%EE (bulb), % (branch), fj]
& (willow branch), and f5f# (trunk). All indicate the general concepts of the class.

With the unigram translation probability P( u | g), one can apply Equations 5a and 6 to

proceed with the Expectation Step and calculate the probability of each translation candidate

for a word sense as shown in Example 1:
Example 1.

P (f8f5¢ 1 trunk-1)=1/2*(P(1{IN00 10040010 18013014)+P(¥41 N001004001018013014))
=1/2*%(0.0145+0.0103) = 0.0124,
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P (% Eltrunk-1) =1/2*(P(%IN001004001018013014)+P(& IN001004001018013014 ))
=1/2%* (0.00054+0.00054) = 0.00054,

P (K Fltrunk-1) =1/3*(P(XIN001004001018013014)+P(FZIN001004001018013014 )
+ P(F5 IN001004001018013014)) ,
=1/3*(0.0074+0.00036+0.00072) = 0.00283,
P (KA FErunk-1) =1/3*(P(XIN001004001018013014)+P(<IN001004001018013014 )
+ P(F8 1 N001004001018013014))
=1/3*(0.0074 + 0.00043 + 0.00072) = 0.00285
P ( g | trunk-1) = 0.0124/(0.0124+0.00054+0.00283+0.00285) = 0.665950591,
P( 5 |trunk-1)=0.0124/(0.0124+0.00054+0.00283+0.00285) = 0.0290010741,
P ( KEZ#E | trunk-1)=0.0124/(0.0124+0.00054+0.00283+0.00285) = 0.1519871106,
P ( KAFE | trunk-1) = 0.0124/(0.0124+0.00054+0.00283+0.00285) = 0.1530612245.

Using simple linear interpolation of translation unigrams and bigrams (Equation 5b), the
probability of each translation candidate for a word sense can be calculated as shown in

Example 2:
Example 2.

P( fE | trunk-1)=1/2* {1/2 * (P( 1§ | N001004001018013014 )
+P( ¢ 1N001004001018013014 ) )
+P( fE: 1 N001004001018013014 ) }

=1/2%(0.0124 + 0.0145) = 0.01345,

P 25 |trunk-1)=1/2* {1/2 * (P( & IN001004001018013014 )
+P( £ 1N001004001018013014 ) )
+P( % £ 1N001004001018013014 ) }

= 1/2 * (0.00054 + 0.00107) = 0.000805,

P KFZES | trunk-1) =172 % {1/3 * (P( & |N001004001018013014 )
+P( FZ 1N001004001018013014 ))
+P( f§ IN001004001018013014 )}
+1/2 % (P( A fZ 1N001004001018013014 )
+P( B2 1N001004001018013014 ) ) }

=1/2 *(0.00283 + 0.00054) = 0.001685,

Pi( RAHE | trunk-1)=1/2 % {1/3 * (P( & 1N001004001018013014 )
+P( 72 1N001004001018013014 ))
+P( %5 1N001004001018013014 ) }
+1/2 % (P( A7% 1N001004001018013014 )
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+P( 7XF5 | N001004001018013014 ) ) }
= 1/2 * (0.00285 + 0.00054) = 0.001695
P (ffslerunk-1) = 0.01345/(0.01345+0.000805+0.001685+0.001695)= 0.76268783669,
P (% Eltrunk-1) = 0.000805/(0.01345+0.000805+0.001685+0.001695)

=0.045647859371,
P (K 758 trunk-1) = 0.001685/(0.01345+0.000805+0.001685+0.001695)
=0.095548624894,
P (KA<HGtrunk-1) = 0.001695/(0.01345+0.000805+0.001685+0.001695)
=0.096115679047.
Table 3. Words and their translations in the semantic class
NO01004001018013014
English E WN sense k G(E ) Chinese Translation
Beanstalk 1 N001004001018013014 =5 %£
Bole NO001004001018013014 f5fis:
Branch N001004001018013014 43k
Branch N001004001018013014 =3FH
Branch NO001004001018013014 f&H%
Brier N001004001018013014 Fijifs
Bulb N001004001018013014 ERE R
Bulb N001004001018013014 EE¥E

Cutting N001004001018013014 Eijs§
Cutting N001004001018013014 #f%
Stick NO001004001018013014 /[MsfE;
Stick N001004001018013014 i3
Stem N001004001018013014 5% 2

2

2

2

2

2

1

1

Cane 2 N001004001018013014 (%
2

2

2

2

2

Stem 2 N001004001018013014 &g

Table 4. Probabilities of each unigram for the semantic class
containing trunk-1, etc.

Unigram (u) Semantic Class Code (g) P(ulg)
% NO001004001018013014 0.0706
53 NO001004001018013014 0.0274
=2 NO001004001018013014 0.0216
& N001004001018013014 0.0162
1ot N001004001018013014 0.0145

i N001004001018013014 0.0134
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B N001004001018013014 0.0103
i N001004001018013014 0.0080

Table 5. Probabilities of each bigram for the semantic class containing trunk-1, etc.

Bigram (b) Semantic Class Code (g) P(blg)
B N001004001018013014 0.0287
& N001004001018013014 0.0269
folEg N001004001018013014 0.0145
TRy N001004001018013014 0.0144

ik N001004001018013014 00134

Both examples show that the class-based translation model produces reasonable
probabilistic values. The examples also show that for trunk-1, the linear interpolation method
gives a higher probabilistic value for the correct translation “f§{#%” than the unigram-based
approach does (0.76268783669 vs. 0.665950591). In this case, linear interpolation is a better
parameter estimation scheme. Our experiments showed, in general, that combining both

unigrams and bigrams does lead to better overall performance.
4. Experiments

We carried out two experiments to see how well CBTM can be applied to assign appropriate
translations to nominal senses in WordNet. In the first experiment, the translation probability
was estimated using Chinese character unigrams, while in the second experiment, both

unigrams and bigrams were used. The linguistic resources used in the experiments included:

1.  WordNet 1.6: WordNet contains approximately 116,317 nominal word senses

organized into approximately 57,559 word meanings (synsets).

2. Longman English-Chinese Dictionary of Contemporary English (LDOCE
E-C): LDOCE is a learner’s dictionary with 55,000 entries. Each word sense
contains information, such as a definition, the part-of-speech, examples, and so on.
In our method, we take advantage of its wide coverage of frequently used senses
and corresponding Chinese translations. In the experiments, we tried to restrict the
translations to lexicalized words rather than descriptive phrases. We set a limit on
the length of a translation: nine Chinese characters or less. Many of the nominal
entries in WordNet are not covered by learner dictionaries; therefore, the
experiments focused on those senses for which Chinese translations are available in
LDOCE.

3. Longman Lexicon of Contemporary English (LLOCE): LLOCE is a bilingual
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taxonomy, which brings together words with related meanings and lists them in

topical/semantic classes with definitions, examples, and illustrations.

The three tables shown in Figure 1 were generated in the course of the experiments:

1.

The Translation Table has 44,726 entries and was easily constructed by
extracting Chinese translations from LDOCE E-C [Proctor 1988].

We obtained the Sense Class Table by finding the common hypernyms of sets

of words in LLOCE. 1,145 classes were used in the experiments.

The Class Translation Table was constructed using the EM algorithm based
on the T Table and SC Table. The CT Table contains 155,512 entries.

Table 6 shows the results of using CBTM and Equation 1 to find the best translations for

a word sense. We are concerned with the coverage of word senses in average text. In that

sense, the translation of plant-3 is incorrect, but this error is not very significant, since this

word sense is used infrequently. We chose the WordNet semantic concordance, SEMCOR, as

our testing corpus. There are 13,494 distinct nominal word senses in SEMCOR. After the

translation probability calculation step, our results covered 10,314 word senses in SEMCOR;

thus, the coverage rate was 76.43%.

Table 6. The results and appropriate translations for each sense of the English word.

English WN sense Chinese Translation Appropriate Chinese Translation
Plant 1 T T

Plant 2 Gk tEY)

Plant 3 RESIN FR AT

Plant 4 RECIN RECIN

Spur 1 E33) 3]

Spur 2 ) R, #t

Spur 4 R R

Spur 5 4R TR

Bank 1 R1T RIT

Bank 2 3154 O

Bank 3 JE J&, EEEAT
Scale 1 SLRUEEGERE SCEUAEAAE
Scale 2 ELfl PSR!

Scale 3 BBl ELfl

Scale 5 R T HYEZI: K7 5 HE T HIRZ I K7
Scale 6 = =1

To see how well the model assigns translations to WordNet senses appearing in average

text, we randomly selected 500 noun instances from SEMCOR as our test data. There were

410 distinct words. Only 75 words had a unique sense in WordNet. There were 77 words with



Building A Chinese WordNet Via Class-Based Translation Model 73

two senses in WordNet, while 70 words had three senses in WordNet, and so on. The average

degree of sense ambiguity was 4.2.

Table 7. The degree of ambiguity and number of words in the test data with different

degree of ambiguity.
Degree of ambiguity # of word types in the test
# of senses in WordNet data Examples
1 75 aptitude, controversy, regret
2 77 camera, fluid, saloon
3 70 drain, manner, triviality
4 51 confusion, fountain, lesson
5 35 isolation, pressure, spur
6 25 blood, creation, seat
7 28 column, growth, mind
8 9 contact, hall. program
9 7 body, company, track
10 8 bank, change, front
>10 25 control, corner, deaft

Among our 500 test data, 280 entries were the first sense, while 112 entries were the

second sense. Over half of the words had the meaning of the first sense. Therefore, the first

sense was most frequently used. Therefore, it was found to be more important to get the first

and the second senses right. We manually gave each word sense an appropriate Chinese

translation whenever one was available from LDOCE. From these translations, we found the

following:

1.

There were 491 word senses for which corresponding translations were available
from LDOCE.

There were 5 word senses for which no relevant translations could be found in
LDOCE due to the limited coverage of this learner’s dictionary. Those word
senses and relevant translations included assignment-2 (§#:%), marriage-3 (4§
1), snowball-1(4EERA%), prime-1('E %)), and program-7 (E{4H).

There were 4 words, that have no translations due to the particular cross-referencing
scheme of LDOCE. Under this scheme, some nouns in LDOCE are not directly
given a definition and translation, but rather a pointer to a more frequently used
spelling. For instance, “groom” is given a pointer to “BRIDEGROOM” rather than

the relevant definition and translation (“§rHE”).

In the first experiment, we started out by ranking the relevant translations for each noun

sense using the class-based translation model. If two translations had the same probabilistic

value, we gave them the same rank. For instance, Table 8 shows that the top 1 translation for
plant-1 was “ T Jig.”
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Table 8. The rank of each translation corresponding to each word sense. (plant-2, £
HIHE) and (plant-2, F21%) have the same probability and rank.

English Semantic class WN sense Chinese . Probability Rank
Translation

Plant N001004003030 (structure) 1 T 0.012372 1

Plant N001004003030 (structure) 1 e 0.002823 2

Plant N001004003030 (structure) 1 1Hezs 0.002270 3

Plant N001004003030 (structure) 1 NEEPN 0.001375 4

Plant N001004003030 (structure) 1 TEY 0.001278 5

Plant N001004003030 (structure) 1 FRAT 0.000130 6

Plant N001001005 (flora) 2 L=kY)| 0.016084 1

Plant N001001005 (flora) 2 s 0.002623 2

Plant N001001005 (flora) 2 T g 0.000874 3

Plant N001001005 (flora) 2 i 0.000525 4

Plant NO001001005 (flora) 2 TR 0.000525 4

Plant NO001001005 (flora) 2 REIN 0.000360 5

Table 9. The recall rate in the first experiment

The number of top-ranking Correct Entries Recall rate Recall rate

translations (Total entries =500) (unigram) (unigram+bigram)

Top 1 344 68.8% 70.2%

Top 2 408 81.6% 83.2%

Top 3 441 88.2% 89.0%

Top 4 449 89.8% 91.4%

Top 5 462 92.4% 93.2%

We used the same method to evaluate the recall rate in the second experiment, where
both unigrams and bigrams were used. The experimental results show a slight improvement

over the results obtained using only unigrams.

In these experiments, we estimated the translation probability based on unigrams and
bigrams. The evaluation results confirm our observation that we can exploit shared characters
in translations of semantically related senses to obtain relevant translations. We evaluated the
experimental results based on whether the Top 1 to Top 5 translations covered all appropriate
translations. If we selected the Top 1 translation in the first experiment as the most appropriate
translation, there were 344 correct entries, and the recall rate was 68.8%. The Top 2
translations covered 408 correct entries, and the recall rate was 81.6%. Table 9 shows the
recall rate with regard to the number of top-ranking translations used for the purpose of

evaluation.
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5. Conclusion

In this paper, a statistical class-based translation model for the semi-automatic construction of
a Chinese WordNet has been proposed. Our approach is based on selecting the appropriate
Chinese translation for each word sense in WordNet. We observe that a set of semantically
related words tend to share some Chinese characters in their Chinese translations. We propose
to rely on the knowledge base of a Class Based Translation Model derived from statistical
analysis of the relationship between semantic classes in WordNet and translations in the
bilingual version of the Longman Dictionary of Contemporary English (LDOCE). We carried
out two experiments that show that CBTM is effective in speeding up the construction of a
Chinese WordNet.

The first experiment was based on the translation probability of unigrams, and the second
was based on both unigrams and bigrams. Experimental results show that the method produces
a Chinese WordNet covering 76.43% of the nominal senses in SEMCOR, which implies that a
high percentage of the word senses can be effectively handled. Among our 500 testing cases,
the recall rate was around 70%, 80% and 90%, respectively, when the Top 1, Top 2, and Top 3
translations were evaluated. The recall rate when using both unigrams and bigrams was
slightly higher than that when using only unigrams. Our results can be used to assist the

manual editing of word sense translations.

A number of interesting future directions present themselves. First, obviously, there is
potential for combining two or more methods to get even better results in connecting WordNet
senses with translations. Second, although nouns are most important for information retrieval,
other parts of speech are important for other applications. We plan to extend the method to
verbs, adjectives and adverbs. Third, the translations in a machine readable dictionary are at
times not very well lexicalized. The translations in a bilingual corpus cauld be used to improve

the degree of lexicalization.
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Preparatory Work on Automatic Extraction of Bilingual

Multi-Word Units from Parallel Corpora

Boxing Chen’, Limin Du’

Abstract

Automatic extraction of bilingual Multi-Word Units is an important subject of
research in the automatic bilingual corpus alignment field. There are many cases of
single source words corresponding to target multi-word units. This paper presents
an algorithm for the automatic alignment of single source words and target
multi-word units from a sentence-aligned parallel spoken language corpus. On the
other hand, the output can be also used to extract bilingual multi-word units. The
problem with previous approaches is that the retrieval results mainly depend on the
identification of suitable Bi-grams to initiate the iterative process. To extract
multi-word units, this algorithm utilizes the normalized association score difference
of multi target words corresponding to the same single source word, and then
utilizes the average association score to align the single source words and target
multi-word units. The algorithm is based on the Local Bests algorithm
supplemented by two heuristic strategies: excluding words in a stop-list and

preferring longer multi-word units.

Key words: bilingual alignment; multiword unit; translation lexicon; average
association score; normalized association score difference;

1. Introduction

1.1 The Background of Automatic Extraction of Bilingual Multi-Word
Units

In the natural language processing field, which includes machine translation, machine
assistant translation, bilingual lexicon compilation, terminology, information retrieval, natural
language generation, second language teaching etc., the automatic extraction of bilingual

multi-word units (steady collocations, multi-word phrases, multi-word terms etc.) is an

*
Center for Speech Interaction Technology Research, Institute of Acoustics, Chinese Academy of Sciences
Address: 17 Zhongguancun Rd. Beijing 100080, China
E-mail: {chenbx , dulm}@iis.ac.cn
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important aspect of the automatic alignment of bilingual corpus technology. Since the 1980’s,
the technique of automatic alignment of a bilingual corpus has undergone great improvement;
and during the mid- and late-1990’s, many researchers began to research the automatic
construction of a bilingual translation lexicon [Fung 1995; Wu et al. 1995; Hiemstra 1996;
Melamed 1996 etc.] Their works have focused on the alignment of single words. At the same
time, the extraction of multi-word units in singular languages has been also studied. Church
utilized mutual information to evaluate the degree of association between two words [Church
1990]; hence, mutual information has played an important role in multi-word unit extraction
research, and it is used most often with this technology by means of a statistical method. Many
researchers [Smadja 1993; Nagao et al. 1994; Kita et al. 1994; Zhou et al. 1995; Shimohata et
al. 1997; Yamamoto et al. 1998] have utilized mutual information (or the transformation of
mutual information) as an important parameter to extract multi-word units. The shortcoming
of these methods is that low frequency multi-word units are easy to eliminate, and the output
of extraction mainly depends on the verification of suitable Bi-grams when the iterative

algorithm initiates.

Automatic extraction of bilingual multi-word units is based on the automatic extraction
of bilingual word and multi-word units in singular languages. Research in this field has also
proceeded [Smadja et al. 1996; Haruno et al. 1996; Melamed 1997 etc], but the problem with
this approach is that it relies on statistical methods more than the characteristics of the

language per se and is mainly limited to the extraction of noun phrases.

Because of the above problems and the fact that Chinese-English corpuses are commonly
small, we provide an algorithm that uses the average association score and normalized
association score difference. We also apply the Local Bests algorithm, stopword filtration and

longer unit preference methods to extract Chinese or English multi-word units.

1.2 The Object of Our Research

In research on the results produced by single-English-word to single-Chinese-word alignment,
we have found an interesting phenomenon: During the phase of Chinese word segmentation, if
the translation of an English word (“A”) comprises of several Chinese words (“BCD”), the
mutual information and the t-score for each “B-A, C-A, D-A” mapping are both very high and
close to each other. Thus, we can use the average association score and the normalized
association score difference to extract the translation equivalent pairs of single-English-word
to multiple-Chinese-word mappings.

For example, when names and professional terms are translated, “Patterson” is translated

” “q::l: ”
N

as “fillFi,” which includes three entries in a Chinese dictionary (“f, and “i#h”);

“Internet” is translated as “[K45®,” which includes three entries in a Chinese dictionary
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(“[A,” “4§,” and “M”). Furthermore, the same situation occurs with some non-professional
terms. For example, “my” is translated as “3 [ .” Also, the same rule applies to
Chinese-English translation. For example, “/A =AU~ is translated as “get funny,” and “Ji{
> as “get fresh.”

Therefore, the research presented in this paper is focused on single-source-word to
multi-target-word-unit alignment. The alignment of bilingual multi-word units will be the

focus of our future research.
2. Algorithm

The method we use to align single source words with target multi-word units from a parallel
corpus can be divided into the following steps (we use the mutual information and t-score as

the association score):
(1) Word segmentation:
We do word segmentation first because Chinese has no word delimiters.
(2) Calculating the co-occurrence frequency:

If a word pair appears once in an aligned bilingual sentence pair, one co-occurrence

is counted.
(3) Computing the association score of single word pairs:

We calculate the mutual information and t-score of the source words and their

co-occurrence target words.
(4) Calculating the average association score and normalized association score:

We calculate the average mutual information and normalized mutual information
difference, and the average t-score and normalized t-score difference of every
source word and its co-occurrence target words’ N-gram (N: 2-7, since most

phrases have of 2-6 words).
(5) The Local Bests algorithm:

We utilize the Local Bests algorithm to eliminate non-local best target multi-word

units.
(6) Stop-word list filtration:

Some words cannot be used as the first or the last word of a multi-word unit, so we

use the stop-word list to filter these multi-word units.
(7) Bigger association score preference:

After the above filtration, from among the remaining multi-word units, we choose

N items with the maximal average mutual information and average t-score as the



80 Boxing Chen and Limin Du

candidate target translation.
(8) Longer unit preference:

We extract multi-word units but not words, so if the longer word string C; entirely
contains another shorter word string C,, then string C, is taken as the translation of

the source word.
(9) Lexicon classification:

According to the above four parameters, we classify the lexicons into four levels of
translation lexicons.

We will use “Glasgow: #%$7 31 5F,” which appears in the corpus as shown in Figure 1, as
an example to explain the whole process.

[1.a)I'dlike to fly to Glasgow on the fifth of May.
(1) #3865 B 5 B kiHE .

[2.ay Can I take this train to Glasgow?

(20 FAILATEE TP S 8 f Hr SIS Y

Figure 1. Sentence Example.

The reasons why we choose “Glasgow” are: (1) the occurrence frequency of “Glasgow”
is quite low, only two times, which is easily ignored by the previous algorithm; (2) the
Chinese translation of “Glasgow” is unique, so the correct extraction of this lemma can prove
the accuracy of our algorithm; (3) “Glasgow” contains four single-character words, and it will
be found later that our algorithm is more effective with multi-word units made up of two
words, so here we use “Glasgow” to prove that our algorithm is also effective with multi-word

units made up of more than two words.

2.1 Chinese Word Segmentation

We used the “maximum probability word segmentation method” [Chen 1999] and The
Grammatical Knowledge-base of Contemporary Chinese published by Peking University [Yu
1998]. The idea behind this method is: first find out all the possible words in the input Chinese
string on a vocabulary basis and then find out all the possible segmentation paths, from which
we can find the best path (with the maximal probability) as the output. We randomly sampled
1000 sentences to check: if we did not take “un-listed words that are divided” as an error, then
the precision rate was 98.88%; but if it was being taken as an error, the precision rate was
88.74%. The unlisted words in DECC1.0 (Daily English-Chinese Corpus) were mainly the
Chinese translations of foreign personal names and place names. The main focus of our

research here was the aggregation of single Chinese characters that are produced through
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segmentation. The results of word segmentation are shown in Figure 2:

(3.ay I'd likke to fly to Glasgow on the fifth of Ivlay
(3wmFE E 5 A B H KIE & EF .
4.2y Can [ talkte this train to Glasgow 7

Awm¥E AL ER R FFEEZHE LT FE?

Figure 2. Word Segmentation Results.

2.2 Calculate the Co-occurrence Frequency

There were many translation sentence pairs in the corpus. For each possible word pair in these
translation sentence pairs, the higher the probability of appearance it had, the higher the
probability it had of being the correct translation word pair. We built a co-occurrence model to
count the number of appearances: it was counted as a co-occurrence each time the word pair
appears in a sentence pair. The reasons are as follows: First, the length of a sentence in spoken
language is usually shorter than that in a written language; for example, in the corpus
DECCI1.0, the average length of English sentences is 7.07 words, and the average length of
Chinese sentences is 6.87 words and expressions. Secondly, the corresponding sense units of
English-Chinese sentence pairs in spoken language are not always aligned in terms of position,
as shown in Figure 3.

if I can he

of _help .

m Fm RN OBE M OMA F R &F K.

Figure 3. Example of Word Alignment.

2.3 Calculate the Mutual Information and T-Score

Having calculated the word pair’s co-occurrence frequency and the frequency of every word,
we use formulas (1) and (2) to calculate the mutual information MI(S,T) and t-score
t(S,T) of any source word and its single target word. As for the association verifying score

[Fung 1995], the higher the t-score, the higher the degree of association between S and T:

Pr(S,T)

=log ——2" 2,
MI(S.T) OgPr(S)Pr(T)

(D
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Pr(S.T) - Pr(S) Pr(T)
JEPe(S.T)

Here, N is the total number of sentence pairs in the corpus, S is the source word, T is the

(S, T)~ (2)

target word, and Pr(.) is the probability of the source word or target word. For the “Glasgow”
example, the outcome of Formula (1) is shown in Figure 4, and the outcome of Formula (2) is

shown in Figure 5.

Glasgow: Glasgow:
o 3.004633 g 1413741
¥ 6.723600 ¥ 1412514
Fi: 6.AADR32 Fi: 1412419
ik A.087710 Hr: 1400519
FlZE: 5455188 kiE: 09977290
. 5.008900 FZE: 0005726
H: 4793780 . 0993322
H: 4636817 H: 0001719
Hr: 4637337 H: 0.900784
th: 3518246 P 0970340
F 2772455 . 0.0937402
AlA: 2451673 AllzA: 0.913851
1. 21944600 1. 0.888607
e 1.460433 . 0775485
M, 1339204 . 0767864
. 0.794340 : 0.737944
Figure 4. Mutual Information Score Figure 5. T-Score.

2.4 Calculate the Average Association Score and its Normalized Difference

The Average Association Score (AAS) is the average association score of the source word and
every word in the target language N-gram. It can measure the association degree between the
source language and target language. The Normalized Difference (ND) is the normalized
difference for the association score of the source word and every word in the target language
N-gram. It can measure the internal association of the target multiword units. Therefore, we
use the AAS and ND to build the association model of the single source word and target
multiword units. We compute the average mutual information, normalized mutual information
difference, average t-score, and normalized t-score difference of the consecutive Chinese word

string N-gram (N: 2-7), which co-occurs with “Glasgow.” Vintar’s research indicated that the
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length of 95% of English phrases and Slavic phrases is between 2-6 words [Vintar et al. 2001],
and from our experience, we can conclude that Chinese multiword units of more than 6 words
are also very rare. To reduce the complexity of calculation, we only consider multiword units
with 6 words or less. Suppose a Chinese word string C (chunk) is expressed by the following

symbols:

C=WW,.W,.W,. (3)

Then the formulae of AMI (Average Mutual Information), MID (Mutual Information
Difference), AT (Average T-score) and TD (T-score Difference) are as follows:

AMI (C,T)=%IZ"1:MI(W,.,T), (4)
MID(C,T):milMl(Wi,T)—AMI(C,T)l, (5)
AT(C,T):%iZn;t(WI.,T), (6)
TD(C,T):mglt(wi,T)—AT(C,T)l- (7)

Here, t(.) is the t-score, MI(.) is the mutual information, T is the target word. The results
obtained using formulae (4)-(7) are shown in Table 1. (There were 108 outputs from each
parameter; we chose only 16 that were connected with the correct answer “Glasgow” and

could be used to explain the algorithm.)

2.5 Local Bests Algorithm

Currently, the algorithms for extracting multiword units are mainly based on setting a global
threshold for some association score (mutual information, entropy, mutual expectation etc.),
and if only the association score of the checked word string is bigger or smaller than that
threshold, then the word string is considered to be a multiword unit. However, the threshold
method has many limitations because the threshold will change with the type of language, the
size of the corpus, and the difference of the selected association score, and because of the

threshold cannot be easily chosen.

The Local Bests algorithm [Silva et al. 1999] is a more robust, flexible and finely tuned
approach to the extraction of multiword units, which is based on the local context, rather than

on the use of global threshold methods. If a word string (n-gram) is a multiword unit, there



854 Boxing Chen and Limin Du

should be stronger internal association, and the association score will be high. Also, as a local
structure, a multiword unit can show the best association in a local context. Thus, when we
find the association score of a word string that is high in a local context, we may consider it as
a phrase. For example, there is a strong internal association within the Bi-gram <ice, cream>,
i.e., between the words ice and cream. On the other hand, one cannot say that there is a strong
internal association within the Bi-gram <the, in>. Therefore, let us suppose that there is a

function S(.) that can measure the internal association of each n-gram.

Let ) | be the set of all the (n-1)-grams contained in the N-gram word string C
(Chunk), and let Q
C. Suppose the bigger the association score S(.), the better the result. The Local Bests

.+1 be the set of all the (n+1)-grams containing this N-gram word string
algorithm can be described as follows:

Algorithm 1. Local Bests Algorithm

VxeQ, > VyeQ , if

(length(C) = 2 and S(C) > S(y)) or

(length(C) > 2 and S(x) < S(C) and S(C) > S(y))

then word string C is a multiword unit.

Here, S(.) is the internal association score of the Multi-Word Units, and length (C) is the

number of words included in C.

In our algorithm, it is better if AMI and AT are bigger, and if MID and TD are smaller;
every n-gram of the local best co-occurring with “Glasgow” is shown in boldface in Table 1.
As we can see in the table, the normalized mutual Information difference of “#% 3 i #F” is not
a global best score, but it is a local best score, so we may exclude this Multi-Word Unit if we
use the global threshold but not the local best algorithm.

Table 1. AMI, MID, AT and TD of Chinese N-gram (N=2~7) co-occurring with

“Glasgow.”

AT NIb AT ™
REE 3 B, d05T04 0, 045642 L. 205121 0, 172093
REET 3 £, d93680 0. 041673 L 274221 0, 144658
FES 0 i, (120555 0, 115452 1. JOETIS i, 117851
TEIREREE | 6. d2d602 0. 132251 L. 327354 0, 02930
E 3 fi. BEOGGEE 0. 004037 L. 412466 0. 00003
¥ Fo My 6. 010223 0. 162263 1. doEdad 0, DOETT
A. GOBE2E 0. 1439766 1. d0ETEE 0. D0a2E1
S [ £. 4 7dod1 0. 333360 1. ¥TE4 26 0, 18E555
B E. B53485 0. 179738 1. d0E440 0. 004230
| o B. 437201 0. 186402 1. A0EESS 0. 05062
B E. 162702 0, 421161 1. 2411E6 0, 22718
=i 4, T4EOTT 0, 416080 1, 175003 0, 202106
FiEa 5, MRERHG 0, 29664 1, 254142 0, 168322
F e o 5, 200781 0, FATEZT 1. 290736 0, 135398
FIEENT 5, TH1561 0, ZAB5TO 1, 715397 0, 114804
FiEENTA 5, 02440 0, B4E307 1, 219108 0, 208551
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There are still two main problems with using the Local Bests algorithm to extract
multiword units: (1) A fraction of the extracted multiword units are not correct, such as “[{]4%
ERK” and “¥% %3, with improper words at the beginning or the end of a multiword unit; the
same is true with English multiword units, such as “and, or” appearing at the beginning of a
multiword unit, and “the, may, if” at the end of a multiword unit. (2) For a source word,

several multiword units are extracted, but not all of them are correct translations.

We utilize a stop-word list to solve the first problem, and the methods based on the

association score best and longer unit preference are used to solve the second.

2.6 Stop-word List Filtration

A stop-word is a word that cannot be used at the beginning or the end of a multiword unit. By
analyzing the parts of speech and the characteristics of specific words arrangements, we
manually create four types of stop-word lists: non-beginning and non-ending Chinese words,

and non-beginning and non-ending English words. Samples of lists are shown in Table 2.

Table 2. Stopword List.

Stop-word List Coetent
HMon-begmning Chinese words cueanbifier 4, aoahary weord (89, modal word (28 ele 2407
words
Hon-ending Chinese w copjumebon (. FE), parl prepostion {40 #e |59 words
Hon-begmnmg English words part adwerb (nof), part conjunction (and orh s 13 wards
Mon-endng English words article (the), comunclion Cwhen), ane verb (owphi fo), part

oo (R et T8 words

Using the stop-word lists to filter multiword units, we can the first problem mentioned

above.

2.7 Association Score Best Filtration

The association score (mutual information and t-score) is a measure used to judge whether the
source word and the target multiword unit are translations of each other, so if a source word
corresponds to several target multiword units, then the target multiword unit with a higher
association score is more likely to be a translation of this source word. Then we can choose
from among the remaining multiword units after two filtrations and take N items with the
maximal average mutual information and average t-score as the candidate target translations.
According to the results of sample tests, after local bests filtration, the association score of the

correct target translation is usually among the best three scores, so we assume that N equals 3.
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2.8 Longer Units Preference

A short unit is more likely to be a word [Tanapong et al. 2000], but for the following reasons,
we apply the Longer Units Preference: (1) Our algorithm determines that the multiword units
of two words, especially the two words of the maximal association score with the source word,
have the higher average association score and the lower association score difference. For
example we can see that “#%$7” is better than “4#% 4 15 based on four parameters. (2) We
extract multiword units but not words, and if a longer word string has the local best result,
then this word string is a comparatively steady structure. Therefore, if a longer words string C,;
entirely contains another shorter word string C,, then string C is taken as the translation of the
source word. This method might choose Multi-Word Units that are longer than necessary, a
situation we call “translation units expansion,” but it is useful for the extraction of bilingual

Multi-Word Units, and it is can be used in the phase of bilingual Multi-Word Unit extraction.

2.9 Lexicon Classification

Thus, the work of extracting a multiword unit translation of every source word is basically
accomplished. There are four parameters used in the algorithm. The Average Association
Score can measure the association degree between the source language and target language.
The Normalized Difference can measure the internal association of the target multiword units.
If a pair of bilingual word strings can match more parameters after Local Best and N-bests
association score filtering, then it must have higher probability of being correct. Based on the
four parameters, four bilingual lexicons are constructed, and they can be subjected to the
merge application or intersection application according to different application requirements.
We calculate four outcome tables using Formulae (4), (5), (6) and (7), each of them based on a
certain measure. Then we pick translation word pairs from those four tables to form five
lexicons. The 1* level lexicon composed of word pairs which has appeared only once in the
tables; the 2™ level lexicon composed of word pairs which has appeared twice in the tables;
and the same rule applies to the 3™ and 4™ level lexicons. The higher level one word pair
belongs to, the more precision it has. The 0™ lexicon is a union of the other four lexicons; that
is, any word pairs that have appeared in the tables go into the 0™ lexicon. If a source word has
several target entries, we calculate the co-occurrence frequency of every entry with the source

word in the corpus and then normalize the probability of every entry.

3. Results and Analysis

3.1 Bilingual Corpus

The bilingual corpus we used was DECC1.0, which consists mostly of daily life dialogues,
including 14,974 aligned bilingual sentence pairs and a total of 1,039,183 bytes. In this corpus,
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there are 7,491 English word types and 7,344 Chinese word types.

3.2 Lexicon Evaluation

Taking English as the source language and Chinese as the target language, we provide an

example of the 4th level lexicon and the Oth level lexicon in Figures 6 and Figure 7.

Apolle: P B RART(L.O0) AF: FEERCLOD)
Copenhagen: SFARMSTR(L.00) Adam: IFZF0FEE(0.50)
Ervin: EL3(1.00) RSO
Canoeing: FIFEARFH1.00) Eve: JLSE#E(1.00)
Cardsharp: FTHERETF(1.00) Genffrey: AREREE(1.00)
crossing: HRAAAL0 667 Liverpool'ss FERBACL 0D
ZEREEC(0 333) moon: FIEEF S B0 50
fifty-fifty: AFF(1.00) B HIET(0.5m
three-thirty: =5 2F(1.00) sticky: RSEM(1.00)
usher: 5EEGI(1.0M wrestling FEFRIIRIE B 1.00)
Figure 6. 4" level lexicon. Figure 7. 0" level lexicon.

There is no uniform method for calculating the precision of translation lexicons, so we
take the following approach: the corpus is the measure — if and only if the lexicon entry has an
exact match in the corpus, it is taken as correct. For example, the meaning of “fifty-fifty” in the
English-Chinese dictionary is “*F43 >k [, ¥F3fHh, P43 — /3 Hh,” and in the corpus the
corresponding translation of “fifty-fifty” is “XJ2%.” so we consider that the translation
“fifty-fifty: ¥} in Figure 6 is correct, but in Figure 7, “Adam: W 34F1E & is considered
to be incorrect because in the corpus, the pair is “Adam: V.*4.” The recall rate is the number
of English words in each lexicon divided by the number of all the English words in the whole

corpus.

The F-measure is an important parameter for balancing precision and recall [Langlais et
al. 1998]. Table 3 shows the precision, recall and F-measure results of the English-Chinese,
Chinese-English 0~4 level lexicons. For lexicons that had more than 200 entries, we randomly
chose 200 entries from each of them; for those that had less than 200 entries, we used all the

entries for calculation:

F_n recall x precision ) (8)

recall + precision
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Table 3. Precision and recall results of all levels of lexicons.

i™ level lexicons precision (% ) Recall (%) F-measure

Oth E-C 41.394 98.63 0.583
1st E-C 23.535 84.22 0.368
2nd E-C 52.388 31.56 0.394
3rd E-C 78.323 5.18 0.097
4th E-C 94.900 1.36 0.027
Oth C-E 38.266 96.94 0.549
1st C-E 18.943 82.58 0.308
2nd C-E 47.564 29.92 0.367
3rd C-E 75.092 7.54 0.137
4th C-E 88.293 2.83 0.055

“E-C” lexicons take the single-English-word as the source language and the

multi-Chinese-word unit as the target language, and vice versa.

3.3 Analysis of the Result

By analyzing the precision and recall results, and the lemmas of all levels of lexicons, we

reached the following conclusions:

(1)

)

3)

There are many lemmas satisfying one qualification (viz. the Ist level lexicon).
Almost every English word and Chinese word and expression has at least one target
word string satisfying the local best and other qualifications, but the precision of the
1st level lexicon is very low. This shows that (1) depending on a single qualification
is not sufficient to construct a bilingual lexicon with high precision, and that (2) not

every source word has a corresponding target phrase.

Compared with the 1st level lexicon, the precision of the 2nd level lexicon is greatly
increased. According to the sketchy statistics, the two qualifications satisfied by
most of the correct portion of the 2nd level lexicon are mutual information and
t-score, which shows that for a certain parameter (mutual information or t-score),
simultaneously using the difference and average value can improve the results
greatly.

Compared with the 2nd level lexicon, the precision of the 3rd level lexicon is also
greatly increased and recall is decreased, which shows that after one parameter has
been satisfied, if a qualification of another parameter can be also satisfied, then the
translation is very likely to be correct. In similar works, many other researchers
needed to consider multiple parameters, and the selection of parameters was very
important. From early works on word alignment and our current work on phrase
extraction, we find that a combination of mutual information and t-score provides a

reliable measure.
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Only a little manual collation work is needed to make the 4th level lexicon practical.
The English-Chinese 4th level lexicon has only 98 lemmas, which, except for some
common phrases with high appearance frequency, are mainly personal names, place
names and specialized terms; and all of these terms have low appearance frequency,
many occurring only once. This shows that for the extraction of low frequency

phrases, our algorithm also is good.

The higher the lexicon’s level, the lower its recall rate. This shows that the cases of
single source words corresponding to a target word string are comparatively few.
On the other hand, it shows that our corpus is too small. If the corpus could be

increased, the result would be better.

There are cases of “translation unit expansion” in all levels of lexicons; for example,
in the 4th level lexicon for “Apollo:Filji &' % H ik 4T, “Apollo” corresponds to “if
%" but there is only one sentence pair in which “Apollo” appears in the whole
corpus (Figure 8). In addition, “Fi i % & HJik1T” exists as a sense unit, so
according to the longer units preference method, our algorithm selected [ i %7 &
H 4T . It should be made clear that, although “Apolio: B[y %' & H K47 is an
incorrect lemma, it provides a basis for constructing a translation lexicon in which
the source language and the target language are both multi-word phrases. Especially
in the Oth level lexicon, we can see that the two translations of “moon’ are “[i % %
& H” and “¥ FJK4T,” from which, using a certain algorithm, we can extract the
correct phrase “Apollo’s trip to the moon: %% & Hjig47T,” and this will be the

focus of our future research.

E: Is it possible to obtain any information about Apollo 's trip to the moon 7
CH AR TRLFXMMEF ZE R KT HHEHE DL

Figure 8 Sentence pair in a corpus with “Apollo.”

Another fact that affects the precision is that the corpus we used contains 171
bilingual proverbs, and such sentence pairs can rarely be translated word for word,

as demonstrated by the example shown in Figure 9.

E: ¥ou must reap what wou have sowe
o FLASL. HESE.

Figure 9. Bilingual proverb.
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4. Conclusion and Future Research

4.1 Conclusion

Because there are many cases of single source words corresponding to target multi-word units,
for example, English personal names and place names, we have provided an algorithm for the
automatic alignment of single source words and target multi-word units from a
sentence-aligned parallel spoken language corpus, which makes a translation lexicon more
practical. It will be of great help for machine translation, especially Chinese-English
translation. On the other hand, the outputs can also be used to extract bilingual multi-word

units. Compared with other similar researches, this algorithm differs in the following ways:

(1) It utilizes the normalized association score difference as the criterion for extracting

phrases.

(2) It simultaneously uses the Local Bests algorithm, stop-word filtration, and the

longer units preference method to extract phrases.

(3) Classify lexicon. Different levels of lexicons can be applied to obtain practical

translation lexicons or can be used as the basis for further research.

Mutual information has been used in many other similar researches, but these processes
are mainly based on algorithms of iterating the Bi-gram calculation, and the retrieval results
mostly depend on the identification of suitable Bi-grams for the initiation of the iterative
process. Errors can accumulate during the iteration process, thus greatly affecting the
precision of multi-word phrase extraction [Dias et al. 2000]. Our algorithm solves this
problem by calculating the normalized association score difference of the target words
corresponding to the same source word. The use of t-score increases the precision of the
phrase translation lexicon, and the classification of the lexicon reduces the number of the
incorrect entries in the high level lexicon effectively, which makes the translation lexicon

more practical.

4.2 Future Research Plan

Currently, “translation unit expansion” is a common problem, and we shall utilize the outcome

to extract bilingual multi-word units in our future research.
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Abstract

WordNet provides plenty of lexical meaning; therefore, it is very helpful in natural
language processing research. Each lexical meaning in Princeton WordNet is
presented in English. In this work, we attempt to use a bilingual dictionary as the
backbone to automatically map English WordNet to a Chinese form. However,
we encounter many barriers between the two different languages when we observe
the preliminary result for the linkage between English WordNet and the bilingual

dictionary. This mapping causes the Chinese translation of the English synonym
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collection (Synset) to correspond to unstructured Chinese compound words,
phrases, and even long string sentence instead of independent Chinese lexical
words. This phenomenon violates the aim of Chinese WordNet to take the lexical
word as the basic component. Therefore, this research will perform further

processing to study this phenomenon.

The objectives of this paper are as follows: First, we will discover core lexical
words and characteristic words from Chinese compound words. Next, those
lexical words will be expressed by means of conceptual representations. For the
core lexical words, we use grammar structure analysis to locate such words. For
characteristic words, we use sememes in HowNet to represent their lexical
meanings. Certainly, there exists a problem of ambiguity when Chinese lexical
words are translated into their lexical meanings. To resolve this problem, we use
lexical parts-of-speech and hypernyms of WordNet to reduce the lexical ambiguity.
We experimented on nouns, and the experimental results show that sense

disambiguation could achieve a 93.8% applicability rate and a 93.5% correct rate.

=

[y

i

HAAGES AT TTEER - BEE RS RV - A RCKAER IS - EL5EE
EEIFERE B - FRERE - EEREES - MERAEES T HRYEUZ 0 Bk it
#41 * GUM, CYC, ONTOS, MICROKOSMOS, EDR #1 WordNet [Gomez, 1998] ° =43
Fiedih - ZEARENRE O ALRELFEERRERERET  AEAE ARG E
FHVBET DT Xt & BB PR [E > ATRE AR 258 523 (% (Lexical Relation) » A FEFREME S
f#{%(Conceptual Relation)ZRHEHI| o {738 2643 FE 5 B » WordNet [Miller, 1990; Fellbaum,
199814 B B BV FE FH 25 [ » ELART B —TE A £ [Farreres, Rigau and Rodriguez, 1998] -
(RIE > B WordNet #fEHH > 1% - (EHEZHE AT ZHRBIR T - G2 SRR
[Gonzalo et al., 1998; Mandala, Tokunaga and Tanaka, 1998 ] - f#%25%lz%[Knight and Luk,
1994] » 324 Ak [Jing, 1998] - s2{5: 45722 Aslandogam et al., 199712 - WordNet AYZT)
53 IR SRR AR LEEEE@EHWK WordNet fUIEAE - 3 H AR/t EERA
BEHELT - B & S TEECNEE = 1Y EuroWordNet E48 52 5% [ Atserias ef al., 1997; Farreres,
Rigau, and Rodriguez, 1998] - 554} » REEERNA DL K2 H 2ERNASHY WordNet ZERE TS &0 E
f&fixiE{ T [Lee, Lee and Yun, 2000] -

WordNet £2{it T EEWEEMHEMEN - HILENEAE S EEAR AR AN E

Bfy - {HE A Princeton WordNet HY:EZ B MEFE I 2R » B 7 HEE WordNet ffrza
?E’J%E%f&%ﬁﬁﬁﬂqﬁﬁﬁﬁaf‘@@ » FRAFEE A A eE 5 B S TH AR HY & R
FTERE > AL RERFSE5C WordNet iV E ZEEREE5 /183 - (22 - EIRFIEHZ2 s
m@ij WordNet B3R BT AR Y45 1% - 53R 06 = MY 8 DU BEsE 7 By H

|
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REE GE R A A R 2L TH R IR - (1535 B #8585 (Synset) AT FEEHY S BlEE > &
EWBAEEEMEN T CE G - R EER-RRENET A RBIINY S -
RIL Kﬁﬁ%%ﬁ@fﬁ%f’ﬁﬁ WHIERIE - B AL AT > s s tp SRR b

GHEMLE (RSB AT E AN EE S HR R -
ZIKSIE’\JE*%EH%EI%%EI’JEPX@%%%{E@ZE BMeFR 0 FENTIES B FYIWNIE :
—IHTAE R E P X EEHE TR EERE LR 8 IE TERIE R oCGE i bRk
S ISR o aAl Y TR SRR AR B R R S o BT R R ETTEE IH A o A A
MEIRRE ~ F=H98, 2002]1VRESE R - Risala R ERE E VR EES - 35 P CEEER &
# o MG > RMBLES—HEEE  REESHEIEE LR - BT
FIETAE - B — P DEEEM e AFREL K - B4 TEPiﬁiﬁf’%ﬁ%%
RERAIE Sy B EENZEREN - PkeEB RN L BB T HREEEEEE >
Ah - #EiFE S WordNet [Y_ A7 B AR PR (R 1S -

RS BB HEIRGE  5 =  EE T—EE  SIANBRES T ES) R
BT L AR B U I 73 - BT RS BAE S N - MR R R AR A
Fife -

2. HHRAATE
2B R B R RSB R (B SR - B BT R

T A e EE]; H—F d1j#15 LI ¥ Gale, Church and Yarowsky, 1992; Yarowsky, 1992,
1995; Resnik, 1993; Dagan and Itai, 1994; Luk, 1995; Ng and Lee, 1996; Riloff and Jones,
1999] » #2 0] H H 1428 5 B [Guthrie et al., 1991; Slator, 1991; Li, Szpakowicz and Matwin,
1995; Chen and Chang, 1998, Yang and Ker, 2002] -

T SR E AR A R (TR B R
TR B DU Zeh &R R 2 AR KAV E B [Chang, Ker and Chen, 1998; Chen and
Chang, 1998; Chen and Lin, 2000; Chen, Lin and Lin, 2000; Dorr et al., 2000; Carpuat et al.,
2002; Wang, 2002] = Hr - f{fFr{E HAVE IR & B~ — » AHYZHE4S WordNet B[] 5w
ZA#K[Chen and Lin, 2000]> H K WordNet E HowNet #:{7¥ffE[Dorr et al., 2000; Carpuat
et al., 2002 ] - A AT LR — AP EE 7 SLEL P 7 BUB TS - SAHEEREE
&N [Chang, Ker and Chen, 1998; Chen and Chang, 1998] -

3. Bix

B > WFESRARNTHRER - MR - SEEESEAER > HEE
THERER—FEEANWHEREER - FoFEERatimig - seEngas
A L PR EETE 2 B S B 2 B AR R o U R E R R EE o DIT
e raa G R AER - WEHREMFTE SRS - DU BRSO E AR
ek O eR LB T T IR R A A s R R LA -
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3.1 &S bR HY WordNet 5t}

Fo 1 REFE WordNet Firai & iY'S s &R e FE I 2 OSCHMH BRI B » AR5 AT HIRT 22 2 APIA
R MR B THE ARV T &AM EER K WordNet HY[E] 2537 S 245 FIEE Ry
SCHIEE o R 1B HYEES BT > Hoh S — (AR S RS (R SR SR SO - R
—{EfE A2 E M WordNet HYEFE » M55 = (B iz B2 AL 48 S S S MR AT Y o 5
BsE - B AR TR, - TR DI TR FEBN P OGER - HEMH
—ESE S o B0 0 AT, - T RMERUIRRIG ) DUk TP L e B
BRAVER G b SR AR DA 2 R AT R ZORAE I Sy - (I - ARZER S SRR 20
LRI -

1 37 WordNet [5/Ze77 54 XENEZ DI T~

WordNet [5]Z£555% WordNet & 75 th SR

building, edifice a structure that has a roof and walls and stands | KB, K%, #EE
more or less permanently in one place L7l

beam, beam of light, light a column of light (as from a beacon) JEIR, 4R

beam, ray, ray of light, shaft,

shaft of light
clay, mud water soaked soil; soft wet earth JB, JREE, JBHE
autumn, fall the season when the leaves fall from the trees K, BK, Bk
single a base hit on which the batter stops safely at first |—&&27$T
base
tonsillectomy surgical removal of the palatine tonsils; commonly| kAR VI kxdlT -
performed along with adenoidectomy kS DI ER T
knight, horse a chessman in the shape of a horses head; can Va1

move two squares horizontally and one vertically

(or vice versa)

3.2 s F A B st H R R

£ WordNet 1 _E Az (RF T2 - £ —(EFEFRFARNERBAE LR EREEH
FHFEZRAVER - ERFEAHRNFOOE R AR D IEE 2 E Ay h oSG - 2
TSI o SO & Bl s CH AR - T H. - RIS 2o SO a7 e e
tk > AT SEIRELE b7 ARy O R R 2 I S R A SRR R T OO S e
dulEEg o FlA0 - & 2 SR G T RIIR IR ) KETERERISE] T RkR B
CUIBRG  WiEGE A o Fodr o T UIBRT ) Bl EFE SRR L ALE 2 P oCREE T Uk B




ARSI AFER - Fi
Ikl ) By fuLEEsE U o FRERIEIE AL

TPEE L F SRS
o FELL e SR B L P  HY _ (ir e  E

B, o~

3.3

F—&Z2f] ) o
CZAFT ) DR T PR

W GTRTL B P X HE 5 RS S A E

e  BES R O
AR AAS AR

| AT E

FRBERRVIERT 5 Frstey E2E

T

" OB

AL T
SRR 2 HYHARBT T - 40
a > EfE g R TR
SRRl CE 4 AP ECES

97

bR
Fifia

NGE S IR EIZ O AE - TEE/J\EEEP B8

2245 | WordNet [5] 2555 09 TR SCEREEFT 2 A HVERE - DUERR ] & EaR B 2 - 1KF
T S L A BB R L -
722 [FlZia B P SR R B ia 5 o
FlFHE |FERAEER R ENEE AirEEgE S AirEd
o EREE
testate, a person who makes a will BHE A mortal, individual, A
testator person, somebody,
soul, someone, human
screwball a pitch with reverse spin that  |#f14#% BR, A [pitch, delivery ek
curves toward the side of the  |#hi4E B
plate from which it was thrown
single a base hit on which the batter ~ |—#& ZZF]  |bingle, safety, base hit | 22T
stops safely at first base
tonsillectomy |surgical removal of the palatine |RHkER TR |ablation, cutting out,  |VIJER
tonsils; commonly performed  |{i§ excision, extirpation
along with adenoidectomy
plumbing, |the occupation of a plumber e ¥ craft, trade ke
plumbery (installing and repairing pipes
and fixtures for water or gas or
sewage in a building)
knight, horse |a chessman in the shape of a  |FE3EMH 5+ |chessman, chess piece |[fET

horses head; can move two
squares horizontally and one
vertically (or vice versa)

it BURESE Ry TR 2SR

3.3.1 EHFED

AU EASGERREE - AERAREE -

o

EEFEEANFENERT - A REEFE
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NERVERAEE - B2 - EMAZEHER—FY - Wit - kM EFERCTTTHEE - 40 &
119 [F] 5 55 £ {autumn, fall } AT FERY o SCBIRE TR, BOR, BRE, » KA S E
Fetk  FSEIRYEDE " timel5 ], autumnlfk ; (213 3 AR ) « 5391 » [E] 57 % {clay, mud}
Ay SRR, TRE, JBEE  HIIEMMR TS AR — B S E R stonel £ ¢
g3 3 P HVE L R e At - eI r DLE R C MHE B — RS L -

&3 H R A R AT IS EFE -

S REEE KIEIE S E R
K timelfREE ,autumnlFk
EN timel B, autumnlFk
k= timelH5F e, autumnlFk
EEE FlowerGrassI{£ &
e lights|¥¢

Se4g lights|¥¢

JE stonel 4

JeE stonel -1

JeHE stonel -1

3.3.2 Iz El sy

AR P GG RS —(E L RS ER > Bl T aat, BT HAE
i WA E R ST R4 % B A MBS E SR - W 4 B T 9% ) TIREEIRERTSR 5 | -
WA RE RS L S - BN > R 5 BIE W E TP S #EE & & WordNet [F] #5556
BB BIT - 3op - [FIF S (semicolon} i B S HYHST 5 A BLAI48 P B {symboll
FFR S 2 SR AR A S S Al A ] o ERIBE - FRAPTeT DA DL o SCBlEE T 53958 ) B2 L {symboll
FFRMES - B2 SBENEEE N EEES " BIE ) AlRTRE - thi® 4 KF 5
N2 1% » FeffTr 383 WordNet [5] 555 £E {aim, object, objective, target}Bd " HiZ | 1
HI4E T B R T E 25 B A 2R [EI AV TR SR B - Horp > B E 22 {purposel H HY M7 A AH [F] Y 9%
CEAgE ‘aim’ DL Kz ‘objective’ o [T B & 1E F= {tooll F§ B #weaponlE 25, $AImALtIZE 4],
$firing 5 2 } 7 [5] 55 9 A [F] Y 95 S Ga] B2 “target” © 5581 » 3% 6 At 2ERAY_EAirza &
Fo At BT DL &S 6 [F] $5 55 £2 {aim, object, objective, target}fy Ffirza>rEEE T HAY , B
{purposel B {9 L& P AIRE S TE 58 2AH[E - 436 BaiE R - AT DLHE [F] e 55 A 22
i %2 {aim, object, objective, target} Y TEREFIAE L2 By {purposel H Y} -
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4 7P, BT AR RIS E AT R

PGSR (MR E &R LA

VR InstitutePlacel¥3FfT, branchlsZ, commerciall 5 branch

PAN T symboll -5 semicolon

S purposel § H#Y aim, goal, objective
Hi= tooll 7 & #weaponlZLEs, SAImALE ], $firingl 5 & target

FS HNILL T TE B HEE B i R R EFE

WordNet FIZEFA4E | WordNet 2 S ERE
semicolon a punctuation mark (;) used to connect independent clauses; |435%

indicates a closer relation than does a period

butt, target an object set up for a marksman or archer to aim at H i
aim, object, the goal intended to be attained (and which is believed to be | &
objective, target attainable)

HK6 K5 A7 FEI ST LA RS

WordNet WordNet WordNet _F {1756 E £ A
EE=EES A iAGIEE: kS R ENEE
butt, target sports equipment  |equipment needed to participate ina  |Ba 5 ZEfE
particular sport
aim, object, end, goal the state of affairs that a plan is By, &4k
objective, target intended to achieve and that (when
achieved) terminates behavior intended
to achieve it

4. HEPE SRR UL EEETTA

B S A o A D E B A A A TRE AR - BP0 WA (P B e A
REA M - B BFRREE S TR T O s R B S R EO R E RN B EE
Pl B R B 4 - MR > IR E RN EEIR ZEE IR EERZER
REREE G2 THEEE - BRCAHVERE > TS F e By b SRR e G 8
H b7 2 hOCRERE A AR R - I ROV RZE TG R - DTS
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YRR Z O AR AR5 - FZ 1 Dice A #([Dice, 19451 {h B Wi (R ZENHELE > E1F
W s 20U AE DS - SPGB S ZE W, Wy B OESTEAR
Sim(W;, W)l/AF— s o

| L 2XIS(W ) A SW,) | (A=)
Sim (W 1.W 2) = ISWDI+1SW ,) |
S W s

SO+ TSGR WMRRGE R - FriSHYEERES
LSOOI FAREE SIVOHRIRE -

5. FEEFEBR ST

5.1 %‘j‘ﬂgjj‘/inxn

FEAETT > FfMTaiAms WordNet [F] 3555 42 il 0y o ORISR A 5 - S IE R HIGEAY 53R i
o B > WFIAIE RS BN B EEORAN T » R - UMM E RS Y
J i T FIEd s ST T % -

N —sZResE s MTRAE— E%ﬁ%ﬁ%lﬁi’i&ﬂ’]?ﬁ/i R Ry s iR & E’Jﬂ&
e - EEE = EREE - IRMEBEAREIREE & EFERHEEER - BF
(S LRIy hIE S 5 f - B R AR S AT EE A Hfrtﬁﬁ%ﬁﬂ%@ﬁﬁ*ﬁ[ﬁlﬂﬁﬂﬁﬁ

N o
G EIEIIJ

il WordNet H[EIFE:AE S UL EEETRIY n (8GRI S Wi, Wa, .,

1%%3& WiERIS A k [EARFEVEEE S Di D, ..., D WITERES Ey Foras
W; T & Dy T RIS G ST TP A SR & ﬁzﬂaﬁv ﬂa—ﬂ% S Bl B 3B TTR RS
TEFE Dy Iy S WURERE S » B CDEF(S) » WA TR -

CDEF (S)=arg max IS n g, jl, ¥V i=loon, j=1l. ki (A=)
i,

Hep no o [EFEEE S OERIY R SCEIE R
ki FEIFEEEE S HYSE (B OCERE R W R RS e R
Ey;  Foneg Wi fEE SR Dy T EIERSOGAERTVHIES -

5.2 HFER+

THFAILAFIF-ER B WordNet [E] 2250 8222 18 Hh SRR S E HEl RS HIER 774 - &
7 5 H T AE [E # R EE T 0 Hode o [H] 35 56 £2 {campaign, cause, crusade, drive, effort,
movement} 5 Fi{E  SCEEERE AL TAEE) , (FF W) B TOEE), (FB W,) - HE 8 [ HF|
sl TS | RIS A = (EEER > 43 AE | factl S50 functionlE ) politicsIBL |, (18
D) ~ TfactlZE{F exerciselff % sportfa & | (% D) DAK T factlZE{ AlterLocation|5
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ZEIE (T8 D) B s V58 R {ER —(E5 RS Dy By factlS 45 genericl
Gt o VU(EEE SRS AT B 2 #0557 ] Ry {campaign, drive, movement}, {athletics,
exercise, sports}, {motion, movement} P\ f {activity, maneuve} » T EL[E]FqE 58 2 AL L5y
Al Fs{campaign, drive, movement} » ZZ2E4 ~ {movement} DL f 2585 - HIL » F&FE&EE

{campaign, cause, crusade, drive, effort, movement} @&k Dy " factiZE{F functionl

JEE) politicslEL | [EEAYTTE - T 0] F[E 25 % {flank, wingME - 5E & T placel
5 edgel# militarylE | -

K7 1A R 2 RS AP T -

WordNet [5] & 545 WordNet & £ R EEE
{campaign, cause, crusade, a series of actions advancing a principle or iHE), JEH)
drive, effort, movement} tending toward a particular end

{flank, wing} the side of military or naval formation =

K8 K7 Z PRI EHIFT T Fe RAFEL 75

HROCEEIS | I T LS pIKEREE o

) {campaign, drive, movement) factlZ= 5 functionl) &, politicsIEX
{athletics, exercise, sports) factlZ= 5 exercisel#& 4, sport S &
{motion, movement} fact|ZE 15, AlterLocation|$ 22 [Ei (i1 B

JEEN {activity, maneuve} factlZE 1%, genericl 4Tl

= {wing} partlE R, Gartifactl A T4, wingl il
{flank, wing} placelit /5 edgeli& militaryl =
{wing} partlE 4, %obirdlZ, wing| %, *flyl 7R

S OEREGY o SRS T -
6. HEE

6.1 FEEHK

AR B o3 B o SO & A B H oo Ol B e PG S S B S R R R (B B 43 © 1R
SURERS Y > ABTFEER H IEHER (Correctness) K [t FI (Applicability) #E{ TE(5 - E%mﬁiﬁfj
REFD R HRE B A F F s B (2 EE Y 2 SR B R A 225 SR 0 T R EFT R 7Y
IEMERE 3 Ry UGS RV IEREEL R
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ARRSE DUE P S BRI S50 1.6 A WordNet B ETEE - HRHRERKER
o SCEIERIY 53753 (H a4 E a4 > SBLAERT 2 sb B g - Hdr 13628 {H
E A B XEREE RN T - EREEEP RN EEFEERAE 12231
& > (G4 E ZE A E R 22.8% - BEERAEERAOFE 9 AR - O X ERES 4
2 [F) F R S H B TRV B B MR E S Her0IE SRS D RHAE T RO RER
TAE -

#9 BB -

SR P SRR [E] P SR 53753
SRR R S R A A R R S SR 13628
OB B AR ey [F] s SR B 12231
O ERE 4 R % M s S [F) 3R] SR 1397

6.2 EUNEEMSER

6.2. 18 Bat w BAE R

FERER S et B EL ) - BTk SRR AR IV E R » 7 Ry B s B
e WIEE Y - FETAEZER - & RhERFRE > FEESEEREERENES -
& RelsiEaa e > AIRES S B 2 AUl E 2 SRS - BEREERAE 1397 A S EE
R R E T o A 546 {E[E F S T i E A B R A o NI - fERE R A
BB A 12777 FHAS - (EEN 2 EE R R E AT 13628 (HE &A% - AR
F5 93.8% (1% 10 FR) » Rys(has 2 IR (FEHELEZ 12777 FHEER PR
BRI 630 5 && N TEL¥H&RTA 589 S Ry (EME 2 HAE - IEREAR S 93.5% (FERAE 10) -

R 10 FARZETN BRI R

T TRE R A [ 2 13628
Ea sy v RN EIE RS 12777
e 93.8%
ATEEHERES 630
TEREHEE AR RS 589
TERER 93.5%

6.2.2 FERAERET BRI
HERRGER > M50 A L R R MR E AR RS RN T A T8
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1. A [E R R A R IR SR AR H R L R o 2. (RS e R E s S A
EIOVCEEE > 3. NERERYT ~ TG & B A LA s S -

ARICFTER 77 E D 3L A2 E B E R AR - B W ERAT[E — 2R 53R
Lo fET AREIEEZSEEE M B AL ETE - EEETILE 663 [EEZEAS
Y7 i A i 7 AR E 45 1Y 851 (][] sl BE kA5 77.9% -

&5 (ST R E S R A M E 0 T SRR - FRABRITHY T A A AT H
ErEITE FERE S o BT 11 —Fr 20V 25559 {pumpkin} } {Japanese plum, loquat}
Bl SIS o [F %5 S {pumpkin} BLEL U {ERE EME S | vegetablelgi % ; K " partl&)
4 Jovegetablelz 32 embryolfif Seatll, | 5 EF7EE H [E 56 & {pumpkin} > iff H. > & FI{EHE
SEZ AV BN P REZ YA o SHAh - FEs T AR JEE R BEEREER > EEEMA L
WA E 2% > 7 H IR R S 8 2P e Y S aE e 2 A (E] - #5225 5E 42 (Japanese
plum, loquat} ¥ fES T fruit /KR | 50 " treelfdf | - [ERZEE S EREATEIME -

HHE A EFE RN R AR R BRI & A R EAGE 2 > 120> " river bank |
81 "' money bank ; {EEIEEE G4y BIME AR EMGE S T ) & TER1T o HE >
F 118" & {E " tooll A *WhileAwaylFEe | & " birdl& | BIERAR ERVEREBESH
B EEEAEE Tkite | > BREER 0 RUBESE SR B E PR EN S - 8
REARHIHY -

S B W B s e A TEs e S

[ElFEAE  |WordNet JEF RERE | RNAEBE S | AT S
SR EE
{pumpkin} [|usually large pulpy deep-yellow |EFJI\ {pumpkin, vegetableli&i =i
round fruit of the squash family cushaw}
maturing in late summer or earl
& Y {pumpkin, partlEh {4,
autumn N
cushaw} %vegetablel Rz,
embryoliE,$eatllz,
{Japanese yellow olive-sized semitropical  |fEAE {loquat} fruitl 7K SR
plum, loquat} |fruit with a large free stone and 1 .
relatively little flesh; used for {loquat} treeifs:
Jjellies
{kite} any of several small graceful B {kite} toollH E.,
hawks of the family Accipitridae *WhileAwayl7F 6
having long pointed wings and
Bonep ° (kite) birdigs

feeding on insects and small
animals

it - PURNERSRE > FoRH E R A

He
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6.3 FEREERTLERER
TP & L TR ARG © 1F 30228 (HP SO &3 » PRI Skl
ST 12 FiT > DA RERR MRS (5 56.9% - HH M EF AR
WA o G 4 BRI DUE R AR BB RO FS - BB AR A
By 2 9B B P A (A 2120 58 S 55— (3 A 10481
5 5 MimERhPRR I LR F S 2L 9727 & (& 13) -

BEE © PTRE  ORm F R MR 6.2 IR A T RE R
T G 5756 [FZE R TR EERS - Wit 0 LES SRR BT 11430
MEFIEA S TEFRIR B 50.3% - RPibies R » Bl Eas okl BB 288
5 0 (A THEEHAEH 261 SR IERE M - ERER 2 00.6 % - BBRGELET 6.2 (it
ERERERTA  ERERRARER/) » B A P S & s L RE
HE Y e b o BB - RS ORI  EE M
M > REFTHRFREFA -

12 2H 0GR BB A < PR 557772 7R3 5 BAT -

il (R
2 3 4
HETE 22330 9742 4173
[EiESae = 19323 8994 3991

K13 S H57 TR B R o
EEf iRy

2 3 4
& 22330 9742 4173
SERPLEARMNE | fEHE 9729 3931 1482
il — 2120 599 240
I - 10481 790 207
HEgE= | 4422 299
& e | 1945
RS 56.4% 59.7% 64.5%
TERER 84.8% 75.2% 70.0%
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7. &3

AWFeIRH —ET % S ETtLEBEsE SR AT » DUk EALR s EERTT
i EFER T S EREAY WordNet [F]3E5a S B EAIGEMESE S - W H - Wt SUE &3k
HEERRATE - BB T RIS R - FERARAYDTIE BB 5 A0 (DU EL 3 Hh e 2 i
FEME > WRFEZEFERE - DR ERE -

6

AW FEIERSBIR & 4wt NSC 90-2213-E-031-005 5t & Z#Bh - L2 -
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