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Abstract
This paper presents the results of the
shared tasks from the 6th workshop on
Asian translation (WAT2019) including
Ja↔En, Ja↔Zh scientific paper transla-
tion subtasks, Ja↔En, Ja↔Ko, Ja↔En
patent translation subtasks, Hi↔En,
My↔En, Km↔En, Ta↔En mixed domain
subtasks, Ru↔Ja news commentary
translation task, and En→Hi multi-modal
translation task. For the WAT2019, 25
teams participated in the shared tasks.
We also received 10 research paper sub-
missions out of which 71 were accepted.
About 400 translation results were sub-
mitted to the automatic evaluation server,
and selected submissions were manually
evaluated.

1 Introduction
The Workshop on Asian Translation (WAT)
is an open evaluation campaign focusing on
Asian languages. Following the success of
the previous workshops WAT2014-WAT2018
(Nakazawa et al., 2014, 2015, 2016, 2017,
2018), WAT2019 brings together machine

1One paper was withdrawn post acceptance and
hence only 6 papers will be in the proceedings.

translation researchers and users to try, eval-
uate, share and discuss brand-new ideas for
machine translation. We have been working
toward practical use of machine translation
among all Asian countries.

For the 6th WAT, we adopted new trans-
lation subtasks with Khmer↔English and
Tamil↔English mixed domain corpora,2 Rus-
sian↔Japanese news commentary corpus and
English→Hindi multi-modal corpus3 in addi-
tion to most of the subtasks of WAT2018.

WAT is a unique workshop on Asian lan-
guage translation with the following charac-
teristics:

• Open innovation platform
Due to the fixed and open test data, we
can repeatedly evaluate translation sys-
tems on the same dataset over years.
WAT receives submissions at any time;
i.e., there is no submission deadline of
translation results w.r.t automatic eval-
uation of translation quality.

2http://lotus.kuee.kyoto-u.ac.jp/WAT/
my-en-data/

3https://ufal.mff.cuni.cz/hindi-visual-genome/
wat-2019-multimodal-task

http://lotus.kuee.kyoto-u.ac.jp/WAT/my-en-data/
http://lotus.kuee.kyoto-u.ac.jp/WAT/my-en-data/
https://ufal.mff.cuni.cz/hindi-visual-genome/wat-2019-multimodal-task
https://ufal.mff.cuni.cz/hindi-visual-genome/wat-2019-multimodal-task
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Lang Train Dev DevTest Test
JE 3,008,500 1,790 1,784 1,812
JC 672,315 2,090 2,148 2,107

Table 1: Statistics for ASPEC

• Domain and language pairs
WAT is the world’s first workshop that
targets scientific paper domain, and Chi-
nese↔Japanese and Korean↔Japanese
language pairs. In the future, we will
add more Asian languages such as Viet-
namese, Thai and so on.

• Evaluation method
Evaluation is done both automatically
and manually. Firstly, all submitted
translation results are automatically eval-
uated using three metrics: BLEU, RIBES
and AMFM. Among them, selected trans-
lation results are assessed by two kinds
of human evaluation: pairwise evaluation
and JPO adequacy evaluation.

2 Datasets

2.1 ASPEC
ASPEC was constructed by the Japan Science
and Technology Agency (JST) in collaboration
with the National Institute of Information and
Communications Technology (NICT). The
corpus consists of a Japanese-English sci-
entific paper abstract corpus (ASPEC-JE),
which is used for ja↔en subtasks, and a
Japanese-Chinese scientific paper excerpt cor-
pus (ASPEC-JC), which is used for ja↔zh
subtasks. The statistics for each corpus are
shown in Table 1.

2.1.1 ASPEC-JE
The training data for ASPEC-JE was con-
structed by NICT from approximately two
million Japanese-English scientific paper ab-
stracts owned by JST. The data is a compara-
ble corpus and sentence correspondences are
found automatically using the method from
Utiyama and Isahara (2007). Each sentence
pair is accompanied by a similarity score cal-
culated by the method and a field ID that indi-
cates a scientific field. The correspondence be-
tween field IDs and field names, along with the

Lang Train Dev DevTest Test-N
zh-ja 1,000,000 2,000 2,000 5,204
ko-ja 1,000,000 2,000 2,000 5,230
en-ja 1,000,000 2,000 2,000 5,668

Lang Test-N1 Test-N2 Test-N3 Test-EP
zh-ja 2,000 3,000 204 1,151
ko-ja 2,000 3,000 230 –
en-ja 2,000 3,000 668 –

Table 2: Statistics for JPC

frequency and occurrence ratios for the train-
ing data, are described in the README file
of ASPEC-JE.

The development, development-test and
test data were extracted from parallel sen-
tences from the Japanese-English paper ab-
stracts that exclude the sentences in the train-
ing data. Each dataset consists of 400 docu-
ments and contains sentences in each field at
the same rate. The document alignment was
conducted automatically and only documents
with a 1-to-1 alignment are included. It is
therefore possible to restore the original docu-
ments. The format is the same as the training
data except that there is no similarity score.

2.1.2 ASPEC-JC
ASPEC-JC is a parallel corpus consisting of
Japanese scientific papers, which come from
the literature database and electronic journal
site J-STAGE by JST, and their translation to
Chinese with permission from the necessary
academic associations. Abstracts and para-
graph units are selected from the body text
so as to contain the highest overall vocabulary
coverage.

The development, development-test and
test data are extracted at random from docu-
ments containing single paragraphs across the
entire corpus. Each set contains 400 para-
graphs (documents). There are no documents
sharing the same data across the training, de-
velopment, development-test and test sets.

2.2 JPC
JPO Patent Corpus (JPC) for the patent
tasks was constructed by the Japan Patent Of-
fice (JPO) in collaboration with NICT. The
corpus consists of Chinese-Japanese, Korean-
Japanese and English-Japanese patent de-
scriptions whose International Patent Classi-
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Disclosure Train Dev DevTest Test
Period Texts Items Texts Items Texts Items

2016-01-01 to 1,089,346 - - - - - -
2017-12-31 (614,817) - - - - - -
2018-01-01 to 314,649 1,153 2,845 1,114 2,900 1,153 2,129
2018-06-30 (218,495) (1,148) (2,650) (1,111) (2,671) (1,135) (1,763)

Table 3: Statistics for TDDC (The number of unique sentences)

fication (IPC) sections are chemistry, electric-
ity, mechanical engineering, and physics.

At WAT2019, the patent tasks has two sub-
tasks: normal subtask and expression pattern
subtask. Both subtasks use common train-
ing, development and development-test data
for each language pair. The normal subtask for
three language pairs uses four test data with
different characteristics:

• test-N: union of the following three sets;

• test-N1: patent documents from patent
families published between 2011 and
2013;

• test-N2: patent documents from patent
families published between 2016 and
2017; and

• test-N3: patent documents published be-
tween 2016 and 2017 where target sen-
tences are manually created by translat-
ing source sentences.

The expression pattern subtask for zh→ja pair
uses test-EP data. The test-EP data consists
of sentences annotated with expression pat-
tern categories: title of invention (TIT), ab-
stract (ABS), scope of claim (CLM) or descrip-
tion (DES). The corpus statistics are shown
in Table 2. Note that training, development,
development-test and test-N1 data are the
same as those used in WAT2017.

2.3 TDDC
Timely Disclosure Documents Corpus
(TDDC) was constructed by Japan Exchange
Group (JPX). The corpus was made by
aligning the sentences manually from past
Japanese and English timely disclosure docu-
ments in PDF format published by companies
listed on Tokyo Stock Exchange (TSE).
Timely Disclosure tasks focus on Japanese
to English translation of sentences extracted
from timely disclosure documents in order

to avoid mistranslations that would confuse
investors.

TSE is one of the largest capital markets
in the world that has over 3,600 companies
listed as of the end of 2018. Companies
are required to disclose material information
including financial statements, corporate ac-
tions, and corporate governance policies to
the public in a timely manner. These timely
disclosure documents form an important ba-
sis for investment decisions, containing im-
portant figures (e.g., sales, profits, significant
dates) and proper nouns (e.g., names of per-
sons, places, companies, business and prod-
uct). Since such information is critical for in-
vestors, mistranslations should be avoided and
translations should be of a high quality.

The corpus consists of Japanese-English
sentence pairs, document hashes, and sentence
hashes. A document hash is a hash of the Doc-
ument ID, which is a unique identifier of the
source document. A sentence hash is a hash of
the Document ID and the Sentence ID, which
is a unique identifier of the sentence in each
source document.

The corpus is partitioned into training, de-
velopment, development-test, and test data.
The training data is split into two (2) sets
of data from different periods. The first data
set was created based on documents disclosed
from January 1, 2016 to December 31, 2017,
and the second data set was based on docu-
ments from January 1, 2018 to June 30, 2018.
The development, development-test, and test
data set were extracted from timely disclosure
documents disclosed from January 1, 2018
to June 30, 2018, excluding documents that
were used to create the training data. The
documents for the period were randomly se-
lected, and the sentences were extracted from
each randomly selected, discrete document set
so that the sources extracted are not biased.
Therefore, the set of source documents for
training, development, development-test and
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Lang Train Dev DevTest Test
en-ja 200,000 2,000 2,000 2,000

Table 4: Statistics for JIJI Corpus

Lang Train Dev Test Mono
hi-en 1,492,827 520 2,507 –
hi-ja 152,692 1,566 2,000 –
hi – – – 45,075,279

Table 5: Statistics for IITB Corpus. “Mono” indi-
cates monolingual Hindi corpus.

test data are independent of each other. Fur-
thermore, each data set of the development,
development-test, and test is further split into
two (2) sets of data: sentences that end with a
Japanese period (。: U+3002) are classified as
’Texts’, which has various sentences, and oth-
ers are classified as ’Items’, which has many
duplicates and similar expressions. The statis-
tics for each corpus are shown in Table 3.

2.4 JIJI Corpus
JIJI Corpus was constructed by Jiji Press Ltd.
in collaboration with NICT. The corpus con-
sists of news text that comes from Jiji Press
news of various categories including politics,
economy, nation, business, markets, sports
and so on. The corpus is partitioned into
training, development, development-test and
test data, which consists of Japanese-English
sentence pairs. The statistics for each corpus
are shown in Table 4.

The sentence pairs in each data are identi-
fied in the same manner as that for ASPEC
using the method from (Utiyama and Isahara,
2007).

2.5 IITB Corpus
IIT Bombay English-Hindi Corpus contains
English-Hindi parallel corpus as well as mono-
lingual Hindi corpus collected from a variety
of sources and corpora. This corpus had been
developed at the Center for Indian Language
Technology, IIT Bombay over the years. The
corpus is used for mixed domain tasks hi↔en.
The statistics for the corpus are shown in Ta-
ble 5.

2.6 ALT and UCSY Corpus
The parallel data for Myanmar-English trans-
lation tasks at WAT2019 consists of two cor-

Corpus Train Dev Test
ALT 18,088 1,000 1,018
UCSY 204,539 – –
All 222,627 1,000 1,018

Table 6: Statistics for the data used in Myanmar-
English translation tasks

pora, the ALT corpus and UCSY corpus.

• The ALT corpus is one part from the
Asian Language Treebank (ALT) project
(Riza et al., 2016), consisting of twenty
thousand Myanmar-English parallel sen-
tences from news articles.

• The UCSY corpus (Yi Mon Shwe Sin and
Khin Mar Soe, 2018) is constructed by the
NLP Lab, University of Computer Stud-
ies, Yangon (UCSY), Myanmar. The cor-
pus consists of 200 thousand Myanmar-
English parallel sentences collected from
different domains, including news articles
and textbooks.

The ALT corpus has been manually seg-
mented into words (Ding et al., 2018, 2019),
and the UCSY corpus is unsegmented. A
script to tokenize the Myanmar data into writ-
ing units is released with the data. The auto-
matic evaluation of Myanmar translation re-
sults is based on the tokenized writing units,
regardless to the segmented words in the ALT
data. However, participants can make a use
of the segmentation in ALT data in their own
manner.

The detailed composition of training, de-
velopment, and test data of the Myanmar-
English translation tasks are listed in Table 6.
Notice that both of the corpora have been
modified from the data used in WAT2018.

2.7 ALT and ECCC Corpus
The parallel data for Khmer-English transla-
tion tasks at WAT2019 consists of two corpora,
the ALT corpus and ECCC corpus.

• The ALT corpus is one part from the
Asian Language Treebank (ALT) project
(Riza et al., 2016), consisting of twenty
thousand Khmer-English parallel sen-
tences from news articles.
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Corpus Train Dev Test
ALT 18,088 1,000 1,018
ECCC 104,660 – –
All 122,748 1,000 1,018

Table 7: Statistics for the data used in Khmer-
English translation tasks

• The ECCC corpus consists of 100 thou-
sand Khmer-English parallel sentences
extracted from document pairs of Khmer-
English bi-lingual records in Extraordi-
nary Chambers in the Court of Cam-
bodia, collected by National Institute of
Posts, Telecoms & ICT, Cambodia.

The ALT corpus has been manually seg-
mented into words (Ding et al., 2018), and the
ECCC corpus is unsegmented. A script to to-
kenize the Khmer data into writing units is re-
leased with with the data. The automatic eval-
uation of Khmer translation results is based on
the tokenized writing units, regardless to the
segmented words in the ALT data. However,
participants can make a use of the segmenta-
tion in ALT data in their own manner.

The detailed composition of training, devel-
opment, and test data of the Khmer-English
translation tasks are listed in Table 7.

2.8 Multi-Modal Task Corpus
For English→Hindi multi-modal translation
task we asked the participants to use the Hindi
Visual Genome corpus (HVG, Parida et al.,
2019a,b). The statistics of the corpus are given
in Table 8. One “item” in the original HVG
consists of an image with a rectangular region
highlighting a part of the image, the original
English caption of this region and the Hindi
reference translation. Depending on the track
(see 2.8.1 below), some of these item compo-
nents are available as the source and some
serve as the reference or play the role of a com-
peting candidate solution.

HVG Training, D-Test and E-Test sections
were accessible to the participants in advance.
The participants were explicitly instructed not
to consult E-Test in any way but strictly
speaking, they could have used the reference
translation (which would mean cheating from
the evaluation point of view). C-Test was pro-
vided only for the task itself: the source side

Tokens
Dataset Items English Hindi
Training Set 28,932 143,178 136,722
D-Test 998 4,922 4,695
E-Test (EV) 1,595 7,852 7,535
C-Test (CH) 1,400 8,185 8,665

Table 8: Data for the English→Hindi multi-modal
translation task. One item consists of source En-
glish sentence, target Hindi sentence, and a rectan-
gular region within an image. The total number of
English and Hindi tokens in the dataset also listed.
The abbreviations EV and CH are used in the of-
ficial task names in WAT scoring tables.

was distributed to task participants and the
target side was published only after output
submission deadline.

Note that the original Visual Genome suf-
fers from a considerable level of noise. Some
observed English grammar errors are illus-
trated in Figure 1. We also took the chance
and used our manual evaluation for validating
the quality of the captions given the picture,
see 8.4.1 below.

The multi-modal task includes three tracks
as illustrated in Figure 1:

2.8.1 Multi-Modal Task Tracks
1. Text-Only Translation (labeled “TEXT”

in WAT official tables): The participants
are asked to translate short English cap-
tions (text) into Hindi. No visual infor-
mation can be used. On the other hand,
additional text resources are permitted
(but they need to be specified in the cor-
responding system description paper).

2. Hindi Captioning (labeled “HI”): The
participants are asked to generate cap-
tions in Hindi for the given rectangular
region in an input image.

3. Multi-Modal Translation (labeled
“MM”): Given an image, a rectan-
gular region in it and an English caption
for the rectangular region, the partici-
pants are asked to translate the English
text into Hindi. Both textual and visual
information can be used.
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Text-Only MT Hindi Captioning Multi-Modal MT

Image –
Source Text the bird is stand on a tree

branch
– man stand on skateboard

System Output ȡचȟड़या एक पेड़ शाखा पर है लाल और सफेद ȡचǻ ĥकेटबोडă पर मनुĤय ĥटȬेप�ग
Gloss Bird on a branch of tree Red and white sign Man stepping on skateboard

Reference Solution पWी एक पेड़ कɏ शाखा पर खड़ा है सęकेत अंŎेजी और ȟवदेशी भाषा मȅ Ȣलखे
गये हȈ

आदमी ĥकेटबोडă पर खड़ा है

Gloss A bird standing on the
branch of a tree

A sign is written in English
and a foreign language

A man is standing on a
skateboard

Figure 1: An illustration of the three tracks of WAT 2019 Multi-Modal Task. Note the grammatical
errors in the English source. The correct sentences would be “The bird is standing on a tree branch.”
and “A man is standing on a skateboard.”

Dataset Sentences English Tamil
tokens tokens

train 166,871 3,913,541 2,727,174
test 2,000 47,144 32,847

development 1,000 23,353 16,376
total 169,871 3,984,038 2,776,397

Domain Sentences English Tamil
tokens tokens

bible 26,792 (15.77%) 703,838 373,082
cinema 30,242 (17.80%) 445,230 298,419
news 112,837 (66.43%) 2,834,970 2,104,896
total 169,871 3,984,038 2,776,397

Table 9: Data for the Tamil↔English task.

2.9 EnTam Corpus
For Tamil↔English translation task we asked
the participants to use the publicly available
EnTam mixed domain corpus4 (Ramasamy
et al., 2012). This corpus contains training,
development and test sentences mostly from
the news-domain. The other domains are
Bible and Cinema. The statistics of the corpus
are given in Table 9.

2.10 JaRuNC Corpus
For the Russian↔Japanese task we asked
participants to use the JaRuNC corpus5

(Imankulova et al., 2019) which belongs to the
news commentary domain. This dataset was
manually aligned and cleaned and is trilingual.
It can be used to evaluate Russian↔English

4http://ufal.mff.cuni.cz/~ramasamy/parallel/
html/

5https://github.com/aizhanti/JaRuNC

Lang.pair Partition #sent. #tokens #types

Ja↔Ru
train 12,356 341k / 229k 22k / 42k

development 486 16k / 11k 2.9k / 4.3k
test 600 22k / 15k 3.5k / 5.6k

Ja↔En
train 47,082 1.27M / 1.01M 48k / 55k

development 589 21k / 16k 3.5k / 3.8k
test 600 22k / 17k 3.5k / 3.8k

Ru↔En
train 82,072 1.61M / 1.83M 144k / 74k

development 313 7.8k / 8.4k 3.2k / 2.3k
test 600 15k / 17k 5.6k / 3.8k

Table 10: In-Domain data for the Russian–
Japanese task.

translation quality as well but this is beyond
the scope of this years sub-task. Refer to
Table 10 for the statistics of the in-domain
parallel corpora. In addition we encouraged
the participants to use out-of-domain parallel
corpora from various sources such as KFTT,6
JESC,7 TED,8 ASPEC,9 UN,10 Yandex11 and
Russian↔English news-commentary corpus.12

3 Baseline Systems

Human evaluations of most of WAT tasks were
conducted as pairwise comparisons between
the translation results for a specific baseline
system and translation results for each partic-

6http://www.phontron.com/kftt/
7https://datarepository.wolframcloud.com/

resources/Japanese-English-Subtitle-Corpus
8https://wit3.fbk.eu/
9http://lotus.kuee.kyoto-u.ac.jp/ASPEC/

10https://cms.unov.org/UNCorpus/
11https://translate.yandex.ru/corpus?lang=en
12http://lotus.kuee.kyoto-u.ac.jp/WAT/

News-Commentary/news-commentary-v14.en-ru.
filtered.tar.gz

http://ufal.mff.cuni.cz/~ramasamy/parallel/html/
http://ufal.mff.cuni.cz/~ramasamy/parallel/html/
https://github.com/aizhanti/JaRuNC
http://www.phontron.com/kftt/
https://datarepository.wolframcloud.com/resources/Japanese-English-Subtitle-Corpus
https://datarepository.wolframcloud.com/resources/Japanese-English-Subtitle-Corpus
https://wit3.fbk.eu/
http://lotus.kuee.kyoto-u.ac.jp/ASPEC/
https://cms.unov.org/UNCorpus/
https://translate.yandex.ru/corpus?lang=en
http://lotus.kuee.kyoto-u.ac.jp/WAT/News-Commentary/news-commentary-v14.en-ru.filtered.tar.gz
http://lotus.kuee.kyoto-u.ac.jp/WAT/News-Commentary/news-commentary-v14.en-ru.filtered.tar.gz
http://lotus.kuee.kyoto-u.ac.jp/WAT/News-Commentary/news-commentary-v14.en-ru.filtered.tar.gz
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ipant’s system. That is, the specific baseline
system was the standard for human evalua-
tion. At WAT 2019, we adopted a neural ma-
chine translation (NMT) with attention mech-
anism as a baseline system.

The NMT baseline systems consisted of
publicly available software, and the procedures
for building the systems and for translating us-
ing the systems were published on the WAT
web page.13 We also have SMT baseline sys-
tems for the tasks that started at WAT 2017 or
before 2017. The baseline systems are shown
in Tables 11, 12, and 13. SMT baseline sys-
tems are described in the WAT 2017 overview
paper (Nakazawa et al., 2017). The commer-
cial RBMT systems and the online translation
systems were operated by the organizers. We
note that these RBMT companies and online
translation companies did not submit them-
selves. Because our objective is not to compare
commercial RBMT systems or online trans-
lation systems from companies that did not
themselves participate, the system IDs of these
systems are anonymous in this paper.

3.1 Training Data
We used the following data for training the
NMT baseline systems.

• All of the training data for each task
were used for training except for the AS-
PEC Japanese–English task. For the AS-
PEC Japanese–English task, we only used
train-1.txt, which consists of one million
parallel sentence pairs with high similar-
ity scores.

• All of the development data for each task
was used for validation.

3.2 Tokenization
We used the following tools for tokenization.

3.2.1 For ASPEC, JPC, TDDC, JIJI, ALT,
UCSY, ECCC, and IITB

• Juman version 7.014 for Japanese segmen-
tation.

• Stanford Word Segmenter version 2014-
01-0415 (Chinese Penn Treebank (CTB)

13http://lotus.kuee.kyoto-u.ac.jp/WAT/
WAT2019/baseline/baselineSystems.html

14http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?
JUMAN

15http://nlp.stanford.edu/software/segmenter.
shtml
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Table 11: Baseline Systems I

http://lotus.kuee.kyoto-u.ac.jp/WAT/WAT2019/baseline/baselineSystems.html
http://lotus.kuee.kyoto-u.ac.jp/WAT/WAT2019/baseline/baselineSystems.html
http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN
http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN
http://nlp.stanford.edu/software/segmenter.shtml
http://nlp.stanford.edu/software/segmenter.shtml
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Table 12: Baseline Systems II
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Table 13: Baseline Systems III
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model) for Chinese segmentation.
• The Moses toolkit for English and Indone-

sian tokenization.
• Mecab-ko16 for Korean segmentation.
• Indic NLP Library17 for Indic language

segmentation.
• The tools included in the ALT corpus for

Myanmar and Khmer segmentation.
• subword-nmt18 for all languages.

When we built BPE-codes, we merged source
and target sentences and we used 100,000 for -
s option. We used 10 for vocabulary-threshold
when subword-nmt applied BPE.

3.2.2 For EnTam, News Commentary
• The Moses toolkit for English and Rus-

sian only for the News Commentary data.

• Mecab19 for Japanese segmentation.

• The EnTam corpus is not tokenized by
any external toolkits.

• Both corpora are further processed
by tensor2tensor’s internal pre/post-
processing which includes sub-word seg-
mentation.

3.2.3 For Multi-Modal Task
• Hindi Visual Genome comes untokenized

and we did not use or recommend any spe-
cific external tokenizer.

• The standard OpenNMT-py sub-word
segmentation was used for pre/post-
processing for the baseline system and
each participant used what they wanted.

3.3 Baseline NMT Methods

We used the following NMT with attention
for most of the tasks. We used Transformer
(Vaswani et al., 2017) (Tensor2Tensor)) for the
News Commentary and English↔Tamil tasks
and Transformer (OpenNMT-py) for the Mul-
timodal task.

16https://bitbucket.org/eunjeon/mecab-ko/
17https://bitbucket.org/anoopk/indic_nlp_library
18https://github.com/rsennrich/subword-nmt
19https://taku910.github.io/mecab/

3.3.1 NMT with Attention
We used OpenNMT (Klein et al., 2017) as the
implementation of the baseline NMT systems
of NMT with attention (System ID: NMT).
We used the following OpenNMT configura-
tion.

• encoder_type = brnn
• brnn_merge = concat
• src_seq_length = 150
• tgt_seq_length = 150
• src_vocab_size = 100000
• tgt_vocab_size = 100000
• src_words_min_frequency = 1
• tgt_words_min_frequency = 1

The default values were used for the other sys-
tem parameters.

3.3.2 Transformer (Tensor2Tensor)
For the News Commentary and En-
glish↔Tamil tasks, we used tensor2tensor’s20

implementation of the Transformer (Vaswani
et al., 2017) and use default hyperparameter
settings corresponding to the “base” model for
all baseline models. The baseline for the News
Commentary task is a multilingual model as
described in Imankulova et al. (2019) which
is trained using only the in-domain parallel
corpora. We use the token trick proposed by
(Johnson et al., 2017) to train the multilin-
gual model. As for the English↔Tamil task,
we train separate baseline models for each
translation direction with 32,000 separate
sub-word vocabularies.

3.3.3 Transformer (OpenNMT-py)
For the Multimodal task, we used the Trans-
former model (Vaswani et al., 2018) as imple-
mented in OpenNMT-py (Klein et al., 2017)
and used the “base” model with default pa-
rameters for the multi-modal task baseline.
We have generated the vocabulary of 32k sub-
word types jointly for both the source and tar-
get languages. The vocabulary is shared be-
tween the encoder and decoder.

4 Automatic Evaluation
4.1 Procedure for Calculating Automatic

Evaluation Score
We evaluated translation results by three met-
rics: BLEU (Papineni et al., 2002), RIBES

20https://github.com/tensorflow/tensor2tensor

https://bitbucket.org/eunjeon/mecab-ko/
https://bitbucket.org/anoopk/indic_nlp_library
https://github.com/rsennrich/subword-nmt
https://taku910.github.io/mecab/
https://github.com/tensorflow/tensor2tensor
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(Isozaki et al., 2010) and AMFM (Banchs
et al., 2015). BLEU scores were calculated
using multi-bleu.perl in the Moses toolkit
(Koehn et al., 2007). RIBES scores were
calculated using RIBES.py version 1.02.4.21

AMFM scores were calculated using scripts
created by the technical collaborators listed in
the WAT2019 web page.22 All scores for each
task were calculated using the corresponding
reference translations.

Before the calculation of the automatic
evaluation scores, the translation results
were tokenized or segmented with tokeniza-
tion/segmentation tools for each language.
For Japanese segmentation, we used three dif-
ferent tools: Juman version 7.0 (Kurohashi
et al., 1994), KyTea 0.4.6 (Neubig et al., 2011)
with full SVM model23 and MeCab 0.996
(Kudo, 2005) with IPA dictionary 2.7.0.24 For
Chinese segmentation, we used two different
tools: KyTea 0.4.6 with full SVM Model in
MSR model and Stanford Word Segmenter
(Tseng, 2005) version 2014-06-16 with Chi-
nese Penn Treebank (CTB) and Peking Uni-
versity (PKU) model.25 For Korean segmenta-
tion, we used mecab-ko.26 For Myanmar and
Khmer segmentations, we used myseg.py27

and kmseg.py28. For English and Russian to-
kenizations, we used tokenizer.perl29 in the
Moses toolkit. For Hindi and Tamil tokeniza-
tions, we used Indic NLP Library.30 The de-
tailed procedures for the automatic evaluation
are shown on the WAT2019 evaluation web
page.31

21http://www.kecl.ntt.co.jp/icl/lirg/ribes/index.
html

22lotus.kuee.kyoto-u.ac.jp/WAT/WAT2019/
23http://www.phontron.com/kytea/model.html
24http://code.google.com/p/mecab/downloads/

detail?name=mecab-ipadic-2.7.0-20070801.tar.gz
25http://nlp.stanford.edu/software/segmenter.

shtml
26https://bitbucket.org/eunjeon/mecab-ko/
27http://lotus.kuee.kyoto-u.ac.jp/WAT/

my-en-data/wat2019.my-en.zip
28http://lotus.kuee.kyoto-u.ac.jp/WAT/

km-en-data/km-en.zip
29https://github.com/moses-smt/mosesdecoder/

tree/RELEASE-2.1.1/scripts/tokenizer/tokenizer.perl
30https://bitbucket.org/anoopk/indic_nlp_library
31http://lotus.kuee.kyoto-u.ac.jp/WAT/

evaluation/index.html

4.2 Automatic Evaluation System
The automatic evaluation system receives
translation results by participants and auto-
matically gives evaluation scores to the up-
loaded results. As shown in Figure 2, the sys-
tem requires participants to provide the fol-
lowing information for each submission:

• Human Evaluation: whether or not they
submit the results for human evaluation;

• Publish the results of the evaluation:
whether or not they permit to pub-
lish automatic evaluation scores on the
WAT2019 web page.

• Task: the task you submit the results for;

• Used Other Resources: whether or not
they used additional resources; and

• Method: the type of the method including
SMT, RBMT, SMT and RBMT, EBMT,
NMT and Other.

Evaluation scores of translation results that
participants permit to be published are dis-
closed via the WAT2019 evaluation web page.
Participants can also submit the results for hu-
man evaluation using the same web interface.

This automatic evaluation system will re-
main available even after WAT2019. Anybody
can register an account for the system by the
procedures described in the registration web
page.32

4.3 Additional Automatic Scores in
Multi-Modal Task

For the multi-modal task, several additional
automatic metrics were run aside from the
WAT evaluation server, namely: BLEU (now
calculated by Moses scorer33), characTER
(Wang et al., 2016), chrF3 (Popović, 2015),
TER (Snover et al., 2006), WER, PER and
CDER (Leusch et al., 2006). Except for chrF3
and characTER, we ran Moses tokenizer34 on
the candidate and reference before scoring.
For all error metrics, i.e. metrics where better

32http://lotus.kuee.kyoto-u.ac.jp/WAT/
WAT2019/registration/index.html

33https://github.com/moses-smt/mosesdecoder/
blob/master/mert/evaluator.cpp

34https://github.com/moses-smt/mosesdecoder/
blob/master/scripts/tokenizer/tokenizer.perl

http://www.kecl.ntt.co.jp/icl/lirg/ribes/index.html
http://www.kecl.ntt.co.jp/icl/lirg/ribes/index.html
lotus.kuee.kyoto-u.ac.jp/WAT/WAT2019/
http://www.phontron.com/kytea/model.html
http://code.google.com/p/mecab/downloads/detail?name=mecab-ipadic-2.7.0-20070801.tar.gz
http://code.google.com/p/mecab/downloads/detail?name=mecab-ipadic-2.7.0-20070801.tar.gz
http://nlp.stanford.edu/software/segmenter.shtml
http://nlp.stanford.edu/software/segmenter.shtml
https://bitbucket.org/eunjeon/mecab-ko/
http://lotus.kuee.kyoto-u.ac.jp/WAT/my-en-data/wat2019.my-en.zip
http://lotus.kuee.kyoto-u.ac.jp/WAT/my-en-data/wat2019.my-en.zip
http://lotus.kuee.kyoto-u.ac.jp/WAT/km-en-data/km-en.zip
http://lotus.kuee.kyoto-u.ac.jp/WAT/km-en-data/km-en.zip
https://github.com/moses-smt/mosesdecoder/tree/RELEASE-2.1.1/scripts/tokenizer/tokenizer.perl
https://github.com/moses-smt/mosesdecoder/tree/RELEASE-2.1.1/scripts/tokenizer/tokenizer.perl
https://bitbucket.org/anoopk/indic_nlp_library
http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.html
http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.html
http://lotus.kuee.kyoto-u.ac.jp/WAT/WAT2019/registration/index.html
http://lotus.kuee.kyoto-u.ac.jp/WAT/WAT2019/registration/index.html
https://github.com/moses-smt/mosesdecoder/blob/master/mert/evaluator.cpp
https://github.com/moses-smt/mosesdecoder/blob/master/mert/evaluator.cpp
https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/tokenizer.perl
https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/tokenizer.perl
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WAT 
The Workshop on Asian Translation

Submission

SUBMISSION

Logged in as: ORGANIZER
Logout

Submission: 
Human
Evaluation:

human evaluation

Publish the
results of the
evaluation:

publish

Team Name: ORGANIZER

Task: en-ja

Submission
File:

選択されていませんファイルを選択

Used Other
Resources:

used other resources such as parallel corpora, monolingual corpora and
parallel dictionaries in addition to official corpora

Method: SMT

System
Description
(public):

100
characters
or less

System
Description
(private):

100
characters
or less

Submit

Guidelines for submission:

System requirements:
The latest versions of Chrome, Firefox, Internet Explorer and Safari are supported for this site.
Before you submit files, you need to enable JavaScript in your browser.

File format:
Submitted files should NOT be tokenized/segmented. Please check the automatic evaluation procedures.
Submitted files should be encoded in UTF-8 format.
Translated sentences in submitted files should have one sentence per line, corresponding to each test sentence. The number of lines in the submitted file and that of the
corresponding test file should be the same.

Tasks:
en-ja, ja-en, zh-ja, ja-zh indicate the scientific paper tasks with ASPEC.
HINDENen-hi, HINDENhi-en, HINDENja-hi, and HINDENhi-ja indicate the mixed domain tasks with IITB Corpus.
JIJIen-ja and JIJIja-en are the newswire tasks with JIJI Corpus.
RECIPE{ALL,TTL,STE,ING}en-ja and RECIPE{ALL,TTL,STE,ING}ja-en indicate the recipe tasks with Recipe Corpus.
ALTen-my and ALTmy-en indicate the mixed domain tasks with UCSY and ALT Corpus.
INDICen-{bn,hi,ml,ta,te,ur,si} and INDIC{bn,hi,ml,ta,te,ur,si}-en indicate the Indic languages multilingual tasks with Indic Languages Multilingual Parallel Corpus.
JPC{N,N1,N2,N3,EP}zh-ja ,JPC{N,N1,N2,N3}ja-zh, JPC{N,N1,N2,N3}ko-ja, JPC{N,N1,N2,N3}ja-ko, JPC{N,N1,N2,N3}en-ja, and JPC{N,N1,N2,N3}ja-en indicate the patent tasks
with JPO Patent Corpus. JPCN1{zh-ja,ja-zh,ko-ja,ja-ko,en-ja,ja-en} are the same tasks as JPC{zh-ja,ja-zh,ko-ja,ja-ko,en-ja,ja-en} in WAT2015-WAT2017. AMFM is not calculated
for JPC{N,N2,N3} tasks.

Human evaluation:
If you want to submit the file for human evaluation, check the box "Human Evaluation". Once you upload a file with checking "Human Evaluation" you cannot change the file used
for human evaluation.
When you submit the translation results for human evaluation, please check the checkbox of "Publish" too.
You can submit two files for human evaluation per task.
One of the files for human evaluation is recommended not to use other resources, but it is not compulsory.

Other:
Team Name, Task, Used Other Resources, Method, System Description (public) , Date and Time(JST), BLEU, RIBES and AMFM will be disclosed on the Evaluation Site when you
upload a file checking "Publish the results of the evaluation".
You can modify some fields of submitted data. Read "Guidelines for submitted data" at the bottom of this page.

Back to top

Figure 2: The interface for translation results submission

scores are lower, we reverse the score by tak-
ing 1− x and indicate this by prepending “n”
to the metric name. With this modification,
higher scores always indicate a better transla-
tion result. Also, we multiply all metric scores
by 100 for better readability.

5 Human Evaluation

In WAT2019, we conducted three kinds of
human evaluations: pairwise evaluation (Sec-
tion 5.1) and JPO adequacy evaluation (Sec-
tion 5.2) for text-only language pairs and a
pairwise variation of direct assessment (Sec-
tion 5.3) for the multi-modal task.
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5.1 Pairwise Evaluation
We conducted pairwise evaluation for partic-
ipants’ systems submitted for human evalua-
tion. The submitted translations were eval-
uated by a professional translation company
and Pairwise scores were given to the submis-
sions by comparing with baseline translations
(described in Section 3).

5.1.1 Sentence Selection and Evaluation
For the pairwise evaluation, we randomly se-
lected 400 sentences from the test set of each
task. We used the same sentences as the last
year for the continuous subtasks. Baseline and
submitted translations were shown to annota-
tors in random order with the input source
sentence. The annotators were asked to judge
which of the translations is better, or whether
they are on par.

5.1.2 Voting
To guarantee the quality of the evaluations,
each sentence is evaluated by 5 different anno-
tators and the final decision is made depending
on the 5 judgements. We define each judge-
ment ji(i = 1, · · · , 5) as:

ji =


1 if better than the baseline
−1 if worse than the baseline
0 if the quality is the same

The final decision D is defined as follows using
S =

∑
ji:

D =


win (S ≥ 2)
loss (S ≤ −2)
tie (otherwise)

5.1.3 Pairwise Score Calculation
Suppose that W is the number of wins com-
pared to the baseline, L is the number of losses
and T is the number of ties. The Pairwise
score can be calculated by the following for-
mula:

Pairwise = 100× W − L

W + L+ T

From the definition, the Pairwise score ranges
between -100 and 100.

5.1.4 Confidence Interval Estimation
There are several ways to estimate a confi-
dence interval. We chose to use bootstrap re-
sampling (Koehn, 2004) to estimate the 95%

5 All important information is transmitted cor-
rectly. (100%)

4 Almost all important information is transmit-
ted correctly. (80%–)

3 More than half of important information is
transmitted correctly. (50%–)

2 Some of important information is transmitted
correctly. (20%–)

1 Almost all important information is NOT
transmitted correctly. (–20%)

Table 14: The JPO adequacy criterion

confidence interval. The procedure is as fol-
lows:

1. randomly select 300 sentences from the
400 human evaluation sentences, and cal-
culate the Pairwise score of the selected
sentences

2. iterate the previous step 1000 times and
get 1000 Pairwise scores

3. sort the 1000 scores and estimate the 95%
confidence interval by discarding the top
25 scores and the bottom 25 scores

5.2 JPO Adequacy Evaluation
We conducted JPO adequacy evaluation for
the top two or three participants’ systems of
pairwise evalution for each subtask.35 The
evaluation was carried out by translation ex-
perts based on the JPO adequacy evaluation
criterion, which is originally defined by JPO
to assess the quality of translated patent doc-
uments.

5.2.1 Sentence Selection and Evaluation
For the JPO adequacy evaluation, the 200 test
sentences were randomly selected from the 400
test sentences used for the pairwise evaluation.
For each test sentence, input source sentence,
translation by participants’ system, and refer-
ence translation were shown to the annotators.
To guarantee the quality of the evaluation,
each sentence was evaluated by two annota-
tors. Note that the selected sentences are the
same as those used in the previous workshops
except for the new subtasks at WAT2019.

5.2.2 Evaluation Criterion
Table 14 shows the JPO adequacy criterion
from 5 to 1. The evaluation is performed

35The number of systems varies depending on the
subtasks.
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Figure 3: Manual evaluation of text-only transla-
tion in the multi-modal task.

subjectively. “Important information” repre-
sents the technical factors and their relation-
ships. The degree of importance of each ele-
ment is also considered to evaluate. The per-
centages in each grade are rough indications
for the transmission degree of the source sen-
tence meanings. The detailed criterion is de-
scribed in the JPO document (in Japanese).36

5.3 Manual Evaluation for the Multi-Modal
Task

The evaluations of the three tracks of the
multi-modal task follow the Direct Assessment
(DA, Graham et al., 2016) technique by ask-
ing annotators to assign a score from 0 to 100
to each candidate. The score is assigned using
a slider with no numeric feedback, the scale is
therefore effectively continuous. After a cer-
tain number of scored items, each of the an-
notators stabilizes in their predictions.

The collected DA scores can be either di-
rectly averaged for each system and track (de-
noted “Ave”), or first standardized per anno-
tator and then averaged (“Ave Z”). The stan-
dardization removes the effect of individual
differences in the range of scores assigned: the
scores are scaled so that the average score of
each annotator is 0 and the standard deviation
is 1.

Our evaluation differs from the basic DA in
the following respects: (1) we run the evalua-
tion bilingually, i.e. we require the annotators
to understand the source English sufficiently
to be able to assess the adequacy of the Hindi
translation, (2) we ask the annotators to score
two distinct segments at once, while the origi-
nal DA displays only one candidate at a time.

The main benefit of bilingual evaluation is
that the reference is not needed for the evalu-

36http://www.jpo.go.jp/shiryou/toushin/chousa/
tokkyohonyaku_hyouka.htm

Figure 4: Manual evaluation of multi-modal trans-
lation.

ation. Instead, the reference can be included
among other candidates and the manual eval-
uation allows us to directly compare the per-
formance of MT to human translators.

The dual judgment (scoring two candidates
at once) was added experimentally. The ad-
vantage is saving some of the annotators’ time
(they do not need to read the source or exam-
ine the picture again) and the chance to evalu-
ate candidates also in terms of direct pairwise
comparisons. In the history of WMT (Bojar
et al., 2016), 5-way relative ranking was used
for many years. With 5 candidates, the in-
dividual pairs may not be compared very pre-
cisely. With the single-candidate DA, pairwise
comparisons cannot be used as the basis for
system ranking. We believe that two candi-
dates on one screen could be a good balance.

For the full statistical soundness, the judg-
ments should be independent of each other.
This is not the case in our dual scoring, even
if we explicitly ask people to score the can-
didates independent of each other. The full
independence is however not assured even in
the original approach because annotators will
remember their past judgments. This year,
WMT even ran DA with document context
available to the annotators by scoring all seg-
ments from a given document one after an-
other in their natural order. We thus dare to
pretend independence of judgments when in-
terpreting DA scores.

http://www.jpo.go.jp/shiryou/toushin/chousa/tokkyohonyaku_hyouka.htm
http://www.jpo.go.jp/shiryou/toushin/chousa/tokkyohonyaku_hyouka.htm
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Figure 5: Manual evaluation of Hindi captioning.

The user interface for our annotation for
each of the tracks is illustrated in Figure 3,
Figure 4, and Figure 5.

In the “text-only” evaluation, one English
text (source) and two Hindi translations (can-
didate 1 and 2) are shown to the annotators.
In the “multi-modal” evaluation, the annota-
tors are shown both the image and the source
English text. The first question is to validate
if the source English text is a good caption for
the indicated area. For two translation can-
didates, the annotators are asked to indepen-
dently indicate to what extent the meaning is
preserved. The “Hindi captioning” evaluation
shows only the image and two Hindi candi-
dates. The annotators are reminded that the
two captions should be treated independently
and that each of them can consider a very dif-
ferent aspect of the region.

6 Participants

Table 15 shows the participants in WAT2019.
The table lists 25 organizations from various
countries, including Japan, India, Myanmar,
USA, Korea, China, France, and Switzerland.

About 400 translation results by 25 teams
were submitted for automatic evaluation and
about 30 translation results by 8 teams were
submitted for pairwise evaluation. We selected
about 50 translation results for JPO adequacy

evaluation. Table 16 shows tasks for which
each team submitted results by the deadline.

7 Evaluation Results
In this section, the evaluation results for
WAT2019 are reported from several perspec-
tives. Some of the results for both automatic
and human evaluations are also accessible at
the WAT2019 website.37

7.1 Official Evaluation Results
Figures 6, 7, 8 and 9 show the official evalu-
ation results of ASPEC subtasks, Figures 10,
11, 12, 13, 14 and 15 show those of JPC sub-
tasks, Figures 16 and 17 show those of JIJI
subtasks, Figures 18 and 19 show those of
NCPD subtasks, Figures 20 and 21 show those
of IITB subtasks, Figures 22, 23, 24 and 25
show those of ALT subtasks, Figures 26 and
27 show those of TDDC subtasks and Figures
28 and 29 show those of UFAL subtasks. Each
figure contains the JPO adequacy evaluation
result and evaluation summary of top systems.

The detailed automatic evaluation results
are shown in Appendix A. The detailed JPO
adequacy evaluation results for the selected
submissions are shown in Tables 17 and 18.
The weights for the weighted κ (Cohen, 1968)
is defined as |Evaluation1− Evaluation2|/4.

The automatic scores for the multi-modal
task along with the WAT evaluation server
BLEU scores are provided in Table 20. For
each of the test sets (E-Test and C-Test), the
scores are comparable across all the tracks
(text-only, captioning or multi-modal transla-
tion) because of the underlying set of reference
translations is the same. The scores for the
captioning task will be however very low be-
cause captions generated independently of the
English source caption are very likely to differ
from the reference translation.

For multi-modal task, Table 19 shows the
manual evaluation scores for all valid system
submissions. As mentioned above, we used
the reference translation as if it was one of
the competing systems, see the rows “Refer-
ence” in the table. The annotation was fully
anonymized, so the annotators had no chance
of knowing if they are scoring human transla-
tion or MT output.

37http://lotus.kuee.kyoto-u.ac.jp/WAT/
evaluation/

http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/
http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/
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Figure 6: Official evaluation results of aspec-ja-en.

Figure 7: Official evaluation results of aspec-en-ja.

Figure 8: Official evaluation results of aspec-ja-zh.
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Figure 9: Official evaluation results of aspec-zh-ja.

Figure 10: Official evaluation results of jpcn-ja-en.

Figure 11: Official evaluation results of jpcn-en-ja.
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Figure 12: Official evaluation results of jpcn-ja-zh.

Figure 13: Official evaluation results of jpcn-zh-ja.

Figure 14: Official evaluation results of jpcn-ja-ko.
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Figure 15: Official evaluation results of jpcn-ko-ja.

Figure 16: Official evaluation results of jiji-ja-en.

Figure 17: Official evaluation results of jiji-en-ja.
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Figure 18: Official evaluation results of ncpd-ja-ru.

Figure 19: Official evaluation results of ncpd-ru-ja.

Figure 20: Official evaluation results of iitb-en-hi.
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Figure 21: Official evaluation results of iitb-hi-en.

Figure 22: Official evaluation results of alt2-en-my.

Figure 23: Official evaluation results of alt2-my-en.
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Figure 24: Official evaluation results of alt2-en-km.

Figure 25: Official evaluation results of alt2-km-en.

Figure 26: Official evaluation results of tddc-itm-ja-en.
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Figure 27: Official evaluation results of tddc-txt-ja-en.

Figure 28: Official evaluation results of ufal-en-ta.

Figure 29: Official evaluation results of ufal-ta-en.
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Team ID Organization Country
TMU Tokyo Metropolitan University Japan
NICT NICT Japan
NTT NTT Corporation Japan
NICT-2 NICT Japan
NICT-4 NICT Japan
NICT-5 NICT Japan
UCSYNLP University of Computer Studies, Yangon Myanmar
UCSMNLP University of Computer Studies, Mandalay Myanmar
cvit IIIT Hyderabad India
srcb RICOH Software Research Center Beijing Co.,Ltd China
sarah Rakuten Institute of Technology Japan
683 National Institute of Technology Silchar India
KNU_Hyundai Kangwon National University Korea
NITSNLP National Institute of Technology Silchar India
ryan Kakao Brain Korea
PUP-IND Punjabi University Patiala India
FBAI Facebook AI Research USA
AISTAI National Institute of Advanced Industrial Science and Technology Japan
SYSTRAN SYSTRAN France
NHK-NES NHK & NHK Engineering System Japan
geoduck Microsoft Research USA
LTRC-MT IIIT Hyderabad India
ykkd The University of Tokyo Japan
IDIAP Idiap Research Institute Switzerland
NLPRL Indian Institute of Technology (BHU) Varanasi India

Table 15: List of participants in WAT2019

Team ID ASPEC JPC TDDC JIJI NCPD
EJ JE CJ JC EJ JE CJ JC Ko-J J-Ko JE EJ JE RJ JR

TMU ✓ ✓
NTT ✓ ✓ ✓
NICT-2 ✓ ✓ ✓
NICT-5 ✓ ✓ ✓
srcb ✓ ✓ ✓ ✓
sarah ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
KNU_Hyundai ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
ryan ✓ ✓ ✓ ✓ ✓ ✓
AISTAI ✓
SYSTRAN ✓ ✓
NHK-NES ✓ ✓
geoduck ✓
ykkd ✓

Team ID
Mixed-domain tasks Mutimodal task

ALT IITB UFAL (EnTam) EV/CH
EM ME E-Kh Kh-E EH HE ET TE EH

NICT ✓ ✓
NICT-4 ✓ ✓ ✓ ✓
NICT-5 ✓ ✓ ✓
UCSYNLP ✓ ✓
UCSMNLP ✓ ✓
cvit ✓ ✓ ✓ ✓
sarah ✓
683 ✓
NITSNLP ✓
PUP-IND ✓
FBAI ✓ ✓
LTRC-MT ✓
IDIAP ✓
NLPRL ✓ ✓

Table 16: Submissions for each task by each team. E, J, C, Ko, R, M, Kh, H, and T denote English,
Japanese, Chinese, Korean, Russian, Myanmar, Khmer, Hindi, and Tamil language, respectively.
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SYSTEM DATA Annotator A Annotator B all weighted
Subtask ID ID average varianceaverage varianceaverage κ κ

aspec-ja-en
KNU_Hyundai 3173 4.63 0.40 4.38 0.41 4.51 0.23 0.31

ntt 3225 4.62 0.39 4.34 0.42 4.49 0.26 0.32
NICT-2 3086 4.51 0.74 4.30 0.68 4.41 0.22 0.39

2018 best 2474 4.37 0.49 4.63 0.44 4.50 0.15 0.25

aspec-en-ja
ntt 3236 4.60 0.51 4.39 0.43 4.50 0.07 0.15
srcb 3212 4.54 0.62 4.32 0.52 4.43 0.17 0.31

NICT-2 3182 4.54 0.53 4.28 0.46 4.41 0.22 0.31
2018 best 2219 4.16 0.90 4.57 0.57 4.36 0.17 0.30

aspec-ja-zh
KNU_Hyundai 3170 4.44 0.47 4.29 0.85 4.36 0.15 0.15

srcb 3208 4.14 0.74 4.37 0.86 4.25 0.16 0.26
2018 best 2266 4.67 0.32 4.27 0.90 4.47 0.28 0.36

aspec-zh-ja
srcb 3210 4.80 0.24 4.46 0.61 4.63 0.27 0.31

KNU_Hyundai 3179 4.76 0.26 4.42 0.71 4.59 0.14 0.16
2018 best 2267 4.78 0.26 4.48 0.67 4.63 0.31 0.33

jpcn-ja-en
KNU_Hyundai 3188 4.73 0.40 4.83 0.22 4.78 0.36 0.46

sarah 2927 4.63 0.53 4.78 0.29 4.71 0.44 0.55
ryan 2962 4.62 0.50 4.77 0.27 4.70 0.33 0.38

jpcn-en-ja
KNU_Hyundai 3192 4.43 0.81 4.57 0.77 4.50 0.36 0.49

sarah 2926 4.38 0.83 4.40 0.98 4.39 0.35 0.51
ryan 2961 4.30 0.90 4.44 0.94 4.37 0.36 0.53

jpcn-ja-zh
KNU_Hyundai 3157 4.53 0.45 4.56 0.54 4.54 0.29 0.35

ryan 2948 4.43 0.49 4.41 0.74 4.42 0.29 0.39
sarah 2921 4.39 0.50 4.41 0.75 4.40 0.39 0.48

jpcn-zh-ja
KNU_Hyundai 3152 4.72 0.26 4.57 0.55 4.65 0.26 0.35

ryan 2949 4.42 0.58 4.42 0.81 4.42 0.35 0.48
sarah 2920 4.45 0.56 4.37 0.80 4.41 0.36 0.51

jpcn-ja-ko ryan 2850 4.82 0.27 4.73 0.34 4.77 0.56 0.65
sarah 2925 4.83 0.27 4.71 0.36 4.77 0.31 0.46

jpcn-ko-ja
sarah 2924 4.72 0.39 4.58 0.68 4.65 0.59 0.69

KNU_Hyundai 2998 4.70 0.35 4.59 0.58 4.65 0.68 0.76
ryan 2890 4.68 0.35 4.55 0.63 4.62 0.71 0.74

jiji-ja-en NHK-NES 2884 4.50 0.68 4.61 0.72 4.55 0.26 0.38
sarah 2793 3.27 1.13 3.73 1.39 3.50 0.23 0.39

jiji-en-ja NHK-NES 2886 4.04 1.02 4.18 1.37 4.11 0.21 0.42
sarah 2814 3.00 1.35 2.89 1.99 2.95 0.19 0.42

Table 17: JPO adequacy evaluation results in detail (1).
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SYSTEM DATA Annotator A Annotator B all weighted
Subtask ID ID average varianceaverage varianceaverage κ κ

ncpd-ja-ru
SYSTRAN 3076 2.65 2.56 2.62 2.12 2.64 0.26 0.47

NICT-5 3026 1.70 1.39 1.54 1.19 1.62 0.29 0.52
TMU 3095 1.32 0.65 1.23 0.57 1.28 0.30 0.43

ncpd-ru-ja
SYSTRAN 2912 2.23 2.16 2.42 1.99 2.32 0.24 0.48

NICT-5 3027 1.41 0.95 1.44 0.74 1.42 0.34 0.57
TMU 3097 1.21 0.50 1.29 0.65 1.25 0.36 0.56

iitb-en-hi cvit-mt 2680 3.94 1.02 3.58 0.82 3.76 0.53 0.58
2018 best 2362 3.58 2.71 3.40 2.52 3.49 0.52 0.74

iitb-hi-en
cvit-mt 2681 4.53 0.53 3.74 1.18 4.13 0.05 0.13
NICT-5 2865 4.26 0.90 3.39 1.48 3.83 0.10 0.22
LTRC 3119 3.92 0.91 2.94 1.15 3.43 0.05 0.16

2018 best 2381 2.96 2.55 2.96 2.52 2.96 0.48 0.76

alt2-en-my
fbai 3203 4.36 0.67 3.36 1.02 3.86 0.02 0.19

NICT 2818 2.74 1.34 2.71 1.25 2.73 0.97 0.98
NICT-4 2979 2.40 1.21 2.38 1.13 2.39 0.97 0.98

UCSYNLP 2858 1.05 0.05 1.06 0.06 1.06 0.59 0.59

alt2-my-en
fbai 3201 4.49 0.53 4.24 0.47 4.36 0.13 0.18

NICT 2816 3.88 0.78 4.03 0.46 3.96 0.07 0.18
NICT-4 2977 2.56 0.78 3.01 0.85 2.79 0.26 0.42

UCSYNLP 3252 1.25 0.27 1.34 0.22 1.30 0.62 0.60
alt2-en-km organizer 2898 2.54 1.54 3.00 1.19 2.77 0.24 0.49

NICT-4 2929 2.43 1.35 2.25 1.20 2.34 0.67 0.80
alt2-km-en organizer 2897 2.60 1.52 3.35 0.92 2.97 0.08 0.31

NICT-4 2915 2.91 1.33 2.73 1.25 2.82 0.61 0.76

tddc-itm-ja-en
ntt 3002 4.48 0.83 4.46 1.05 4.47 0.17 0.30

sarah 2807 4.52 0.77 4.40 1.04 4.46 0.29 0.47
NICT-2 3081 4.42 0.94 4.30 1.19 4.36 0.40 0.52

tddc-txt-ja-en
ntt 3005 4.34 0.65 4.58 0.65 4.46 0.16 0.27

NICT-2 3084 4.26 0.82 4.58 0.72 4.42 0.22 0.33
sarah 2808 4.20 0.83 4.49 0.87 4.34 0.26 0.39

geoduck 3200 4.07 0.99 4.17 1.64 4.12 0.30 0.48

ufal-en-ta
NLPRL018 3015 3.71 0.56 3.29 0.82 3.50 0.17 0.34

cvit-mt 2830 3.46 1.10 3.50 1.34 3.48 0.84 0.90
NICT-5 3046 3.15 0.92 3.19 1.16 3.17 0.62 0.74

ufal-ta-en
NICT-5 3054 3.88 0.46 3.75 0.90 3.81 0.39 0.48
cvit-mt 2833 3.58 0.89 3.70 1.19 3.64 0.75 0.83

NLPRL018 3014 3.67 0.47 3.31 0.91 3.49 0.10 0.22

Table 18: JPO adequacy evaluation results in detail (2).
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Team ID Data ID Ave Ave Z

EV
T

EX
T

IDIAP 2956 72.85 0.70
Reference 71.34 0.66
683 3285 68.89 0.57
683 3286 61.64 0.36
NITSNLP 3299 52.53 0.00

C
H

T
EX

T

Reference 79.23 0.94
IDIAP 3277 60.81 0.25
IDIAP 3267 60.17 0.25
683 3284 45.69 -0.28
683 3287 45.52 -0.24
NITSNLP 3300 28.48 -0.81

EV M
M

Reference 70.04 0.60
683 3271 69.17 0.61
PUP-IND 3296 62.42 0.35
PUP-IND 3295 60.22 0.28
NITSNLP 3288 58.98 0.25

C
H

M
M

Reference 75.96 0.76
683 3270 54.51 0.08
NITSNLP 3298 48.45 -0.20
PUP-IND 3281 48.06 -0.13
PUP-IND 3280 47.06 -0.17

EV H
I Reference 68.80 0.52

NITSNLP 3289 51.78 -0.05

C
H H
I Reference 72.60 0.61

NITSNLP 3297 44.46 -0.35
683 3304 26.54 -0.94

Table 19: Manual evaluation result for WAT Multi-Modal Tasks.

System Run BLEU chrF3 nCDER nCharacTER nPER nTER nWER BLEUw

EV
T

EX
T IDIAP 2956 52.18 58.81 62.18 57.95 69.32 56.87 55.07 41.32

683 3285 48.29 54.66 58.18 54.12 65.34 52.52 51.00 38.19
683 3286 33.47 40.37 45.36 00.11 50.54 43.11 42.13 25.34
NITSNLP 3299 30.05 34.49 41.36 ≀ 10.92 48.23 36.42 35.10 20.13

C
H

T
EX

T

IDIAP 3277 40.40 50.18 52.58 44.32 60.19 49.11 46.02 30.94
IDIAP 3267 39.08 49.30 51.78 41.72 59.49 48.42 45.51 30.34
683 3284 21.56 30.90 33.92 13.69 41.14 30.53 28.40 14.69
683 3287 21.50 30.27 ≀ 34.66 -65.00 38.98 ≀ 32.91 ≀ 31.47 ≀ 15.85
NITSNLP 3300 10.50 17.91 23.04 ≀ -60.87 28.05 20.87 19.90 5.56

EV M
M

683 3271 51.46 57.63 61.51 52.61 68.52 55.99 54.28 40.55
PUP-IND 3296 39.67 47.76 51.98 46.84 59.50 43.47 41.92 28.27
NITSNLP 3288 39.13 45.50 49.45 27.92 57.43 ≀ 43.91 ≀ 42.17 ≀ 28.45
PUP-IND 3295 38.50 45.35 ≀ 50.33 ≀ 41.40 ≀ 58.82 41.84 40.65 27.39

C
H

M
M

683 3270 28.62 37.86 41.60 20.10 48.64 38.38 36.44 20.37
NITSNLP 3298 19.68 27.99 31.84 -24.40 38.61 29.38 27.16 12.58
PUP-IND 3281 18.32 27.79 30.08 ≀ 19.63 ≀ 40.51 23.51 21.12 11.77
PUP-IND 3280 16.15 25.78 28.57 06.31 37.34 23.38 ≀ 21.28 10.19

EV H
I NITSNLP 3289 8.68 14.45 14.27 -15.81 22.51 06.85 06.19 2.59

C
H H
I NITSNLP 3297 2.28 8.88 8.00 -50.33 12.97 06.05 05.62 0.00

683 3304 1.07 8.63 6.65 -19.81 -32.82 -52.44 -52.59 0.00

Table 20: Multi-Modal Task automatic evaluation results. For each test set (EV and CH) and each track
(TEXT, MM and HI), we sort the entries by our BLEU scores. The symbol “≀” in subsequent columns
indicates fields where the other metric ranks candidates in a different order. BLEUw denotes the WAT
official BLEU scores.



27

7.2 Statistical Significance Testing of
Pairwise Evaluation between
Submissions

Table 21 shows the results of statistical signifi-
cance testing of aspec-ja-en subtasks, Table 22
shows that of JIJI subtasks, Table 23 shows
that of TDDC subtasks. ≫, ≫ and > mean
that the system in the row is better than the
system in the column at a significance level of
p < 0.01, 0.05 and 0.1 respectively. Testing
is also done by the bootstrap resampling as
follows:

1. randomly select 300 sentences from the
400 pairwise evaluation sentences, and
calculate the Pairwise scores on the se-
lected sentences for both systems

2. iterate the previous step 1000 times and
count the number of wins (W ), losses (L)
and ties (T )

3. calculate p = L
W+L

Inter-annotator Agreement
To assess the reliability of agreement between
the workers, we calculated the Fleiss’ κ (Fleiss
et al., 1971) values. The results are shown
in Table 24. We can see that the κ values
are larger for X→J translations than for J→X
translations. This may be because the major-
ity of the workers for these language pairs are
Japanese, and the evaluation of one’s mother
tongue is much easier than for other languages
in general. The κ values for Hindi languages
are relatively higt. This might be because the
overall translation quality of the Hindi lan-
guages are low, and the evaluators can eas-
ily distinguish better translations from worse
ones.

8 Findings
In this section, we will show findings of some
of the translation tasks.

8.1 TDDC
In the results of both the automatic evalua-
tion and the human evaluation, every system
translated most sentences correctly. Accord-
ing to the human evaluation of the subtasks of
’Items’ and ’Texts’, all evaluators rated more
than 70% of all the pairs at 4 or 5. Most of

these high-rated pairs consist of typical terms
and sentences from timely disclosure docu-
ments. This tasks focus on the accurate trans-
lation of figures, so the evaluation criteria con-
firmed there are no mistranslation in the typ-
ical sentences containing figures, such as unit
of money and dates.

However, uncommon sentences used in
timely disclosure documents tend to be mis-
translated. For example, uncommon proper
nouns tended to be omitted or mistranslated
to other meaning words, besides sentences
which has complex and uncommon structures,
generally long sentences, caused errors at de-
pendency of subordinate clauses.

In addition, some systems translated sen-
tences without subjects into sentences with
incorrect subjects. Japanese sentences often
omit subjects and objects, which would nor-
mally be included in English. For example, a
Japanese sentence, “当社普通株式 27,000 株
を上限とする。”(Common shares of the Com-
pany, limited to a maximum of 27,000 shares),
was translated to“(Unrelated company name)
common stocks up to 27,000 shares”.

Moreover, there are some incorrect modi-
fiers or determiners. In Japanese timely disclo-
sure documents, there are many variable prefix
for dates, such as“本”(this),“当”(this),“次”
(next), and“前”(last). Some systems trans-
lated sentences containing these words with
incorrect year. For example, a Japanese sen-
tence contains “当第 3 四半期連結会計期間
末”(the end of third quarter of this fiscal year)
was translated to“the end of the third quarter
of FY 2016”.

In summary, the causes of these mistransla-
tions are considered as follows:

• It is difficult for the systems to translate
long sentence and proper nouns which
TDDC does not contain.

• Some source sentences are unclear due to
lack of subjects and/or objects, so these
are not suitable for English translation.

• TDDC contains not semantically bal-
anced pairs and the systems might be af-
fected strongly by either of source pair
sentences.

On the other hand, some translations seem
to be fitted to sentences of TDDC which are
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NTT (3225) - ≫ ≫
KNU_Hyundai (3173) - ≫
NICT-2 (3086) >
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(3
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2)

NTT (3236) ≫ ≫ ≫ ≫
NICT-2 (3182) - ≫ ≫
srcb (3212) > ≫
AISTAI (3251) -

Table 21: Statistical significance testing of the aspec-ja-en (left) and aspec-en-ja (right) Pairwise scores.
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NHK-NES (2884) ≫ ≫ ≫
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sarah (2793) ≫
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NHK-NES (2886) ≫ ≫ ≫
NHK-NES (2885) ≫ ≫
sarah (2814) ≫

Table 22: Statistical significance testing of the jiji-ja-en (left) and jiji-en-ja (right) Pairwise scores.

sa
ra

h
(2

80
7)

N
T

T
(3

00
2)

N
IC

T
-2

(3
08

1)
sa

ra
h

(2
81

1)
ge

od
uc

k
(3

19
7)

ge
od

uc
k

(3
21

6)

ORGANIZER (3264) ≫ ≫ ≫ ≫ ≫ ≫
sarah (2807) ≫ ≫ ≫ ≫ ≫
NTT (3002) - ≫ ≫ ≫
NICT-2 (3081) ≫ ≫ ≫
sarah (2811) - ≫
geoduck (3197) ≫
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21

7)

ORGANIZER (3265) - ≫ ≫ ≫ ≫ ≫
NTT (3005) ≫ ≫ ≫ ≫ ≫
sarah (2808) - ≫ ≫ ≫
NICT-2 (3084) ≫ ≫ ≫
sarah (2812) ≫ ≫
geoduck (3200) ≫

Table 23: Statistical significance testing of the tddc-itm-ja-en (left) and tddc-txt-ja-en (right) Pairwise
scores.

freely and omitted redundant expressions, but
evaluators mark them as low scores, probably
because they are not literal translations. This
result implies that it is necessary to create an-
other evaluation criterion, which evaluates the
correctness of transmitting information to in-
vestors correctly.

8.2 English↔Tamil Task

We observed that most participants
used transfer learning techniques such
as fine-tuning and mixed fine-tuning for
Tamil→English translation leading to rea-
sonably high quality translations. However,
English→Tamil translation is still poor and

the main reason is the lack of helping parallel
corpora. We expect that utilization of large
in-domain monolingual corpora for back-
translation should help alleviate this problem.
We will provide such corpora for next year’s
task.

8.3 News Commentary Task

We only received 3 submissions for Rus-
sian↔Japanese translation and all submis-
sions leveraged multilingualism and multi-step
fine-tuning proposed by Imankulova et al.
(2019) and showed that carefully choosing cor-
pora and robust training can dramatically en-
hance the quality of NMT for language pairs
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aspec-ja-en
SYSTEM DATA κ
NTT 3225 0.157
NICT-2 3086 0.187
srcb 3205 0.220
KNU_Hyundai 3173 0.156
ave. 0.180

aspec-en-ja
SYSTEM DATA κ
NTT 3236 0.298
NICT-2 3182 0.319
srcb 3212 0.305
KNU_Hyundai 3172 0.302
AISTAI 3251 0.303
ave. 0.305

jiji-ja-en
SYSTEM DATA κ
sarah 2793 0.146
sarah 2813 0.158
NHK-NES 2883 0.273
NHK-NES 2884 0.159
ave. 0.184

jiji-en-ja
SYSTEM DATA κ
sarah 2814 0.357
sarah 2815 0.299
NHK-NES 2885 0.354
NHK-NES 2886 0.390
ave. 0.350

tddc-itm-ja-en
SYSTEM DATA κ
ORGANIZER 3264 0.382
NTT 3002 0.403
NICT-2 3081 0.423
sarah 2807 0.408
sarah 2811 0.391
geoduck 3197 0.404
geoduck 3216 0.493
ave. 0.415

tddc-txt-ja-en
SYSTEM DATA κ
ORGANIZER 3265 0.135
NTT 3005 0.163
NICT-2 3084 0.175
sarah 2808 0.163
sarah 2812 0.167
geoduck 3200 0.172
geoduck 3217 0.321
ave. 0.185

Table 24: The Fleiss’ kappa values for the pairwise evaluation results.

Source Good? C-Test E-Test
Yes 1586 (78.7 %) 1348 (66.9 %)
No 20 (1.0 %) 46 (2.3 %)
No Answer 410 (20.3 %) 622 (30.9 %)
Total 2016 (100.0 %) 2016 (100.0 %)

Table 25: Appropriateness of source English cap-
tions in the 4032 assessments collected for the
multi-modal track.

that have very small in-domain parallel cor-
pora. For next year’s task we expect more
submissions where participants will leverage
additional larger helping monolingual as well
as bilingual corpora.

8.4 Multi-Modal Task
8.4.1 Validation of Source English Captions
In the manual evaluation of multimodal track,
our annotators saw both the picture and the
source text (and the two scored candidates).
We took this opportunity to double check the
quality of the original HVG data. Prior to
scoring the candidates, we asked our annota-
tors to confirm that the source English text is
a good caption for the indicated region of the
image.

The results in Table 25 indicate that for a
surprisingly high number of items we did not

receive any answer. This confirms that even
non-anonymous annotators can easily provide
sloppy evaluations. It is possible that part of
these omissions can be attributed to our anno-
tation interface which was showing all items
on one page and relying on scrolling. Next
time, we will show only one annotation item
on each page and also consider highlighting
unanswered questions. Strictly requiring an
answer would not be always appropriate but
we need to ensure that annotators are aware
that they are skipping a question.

Luckily, the bad source captions are not a
frequent case, amounting to 1 or 2% of as-
sessed examples.

8.4.2 Relation to Human Translation
The bilingual style of evaluation of the multi-
modal task allowed us to evaluate the reference
translations as if they were yet another com-
peting MT system. Table 19 thus lists also the
“Reference”.

Across the tracks and test sets (EV vs. CH),
humans surpass MT candidates. One single
exception is IDIAP run 2956 winning in text-
only translation of the E-Test, but this is not
confirmed on the C-Test (CH). The score of
the anonymized system 683 on E-Test in multi-
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modal track (MM) has also almost reached hu-
man performance. These are not the first cases
of MT performing on par with humans and we
are happy to see this when targetting an In-
dian language.

8.4.3 Evaluating Captioning
While the automatic scores are comparable
across tasks, the Hindi-only captioning (“HI”)
must be considered separately. Without a
source sentence, both humans and machines
are very likely to come up with highly vary-
ing textual captions. The same image can be
described in many different aspects. All our
automatic metrics compare the candidate cap-
tion with the reference one generally on the
basis of the presence of the same character
sequences, words or n-grams. Candidates di-
verging from the reference will get a low score
regardless of their actual quality.

The automatic evaluation score for the
“Hindi caption” is very very low as compared
to other sub-tasks (“text-only” and “multi-
modal” translations) as can be seen in the Ta-
ble 20. Even the human annotators couldn’t
give any score for most of the segments sub-
mitted from the “Hindi caption” entries due
to the wrong caption generation.

9 Conclusion and Future Perspective
This paper summarizes the shared tasks of
WAT2019. We had 25 participants worldwide,
and collected a large number of useful submis-
sions for improving the current machine trans-
lation systems by analyzing the submissions
and identifying the issues.

For the next WAT workshop, we plan to
conduct document-level evaluation using the
new dataset with context for some translation
subtasks and we would like to consider how
to realize context-aware machine translation
in WAT. Also, we are planning to do extrinsic
evaluation of the translations.
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