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Abstract

Hate speech detection is vital for creating safe
online environments, as harmful content can
drive social polarization. This study explores
the impact of enriching text with intent and
group tags on machine performance and human
moderation workflows. For machine perfor-
mance, we enriched text with intent and group
tags to train hate speech classifiers. Intent tags
were the most effective, achieving state-of-the-
art F1-score improvements on the IHC, SBIC,
and DH datasets, respectively. Cross-dataset
evaluations further demonstrated the superior
generalization of intent-tagged models com-
pared to other pre-trained approaches. Then,
through a user study (N=100), we evaluated
seven moderation settings, including intent tags,
group tags, model probabilities, and random-
ized counterparts. Intent annotations signifi-
cantly improved the accuracy of the modera-
tors, allowing them to outperform machine clas-
sifiers by 12.9%. Moderators also rated intent
tags as the most useful explanation tool, with a
41% increase in perceived helpfulness over the
control group. Our findings demonstrate that
intent-based annotations enhance both machine
classification performance and human modera-
tion workflows.

1 Introduction

Warning: This paper contains content that may be
offensive or upsetting.

Social media platforms face persistent challenges
in moderating harmful content, such as hate speech,
which violates community guidelines and poses
significant risks to user safety. Although automated
systems are critical for detecting policy violations,
ambiguous cases and flagged content often require
human moderators to make final decisions (Leo
et al., 2023). Given the overwhelming volume of
content that requires review, improving the efficacy
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Figure 1: Input texts are processed by a named en-
tity recognition model (NER), pre-trained on LLM-
generated spans for intent and group detection. The
outputs are enriched with format adaptations, special
tokens, and nested entity handling. Enriched texts are
reviewed by both human moderators and classifiers.

of both human and machine moderation processes
is essential (Halevy et al., 2022).

Recent advances in hate speech detection have high-
lighted the potential of annotations to improve both
performance and model explainability (Calabrese
et al., 2022; Mosca et al., 2021; MacAvaney et al.,
2019). Annotations highlighting key elements of
hate speech, such as intent and group mentions,
offer a promising direction for improving detection
systems. However, their specific impact on ma-
chine classifiers and human moderation work-
flows remains underexplored. Addressing this
gap is essential to developing tools that are not
only effective but also interpretable for end-users.

To address this gap, we semantically enrich the
text with intent and group annotations to eval-
uate their impact on hate speech detection (see
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Figure 1). Using a cross-dataset evaluation, our
findings show that intent tags produce the most
significant improvement, achieving state-of-the-art
F1 score gains on the IHC (ElISherief et al., 2021),
SBIC (Vidgen et al., 2021) and DH (Sap et al.,
2020) datasets, respectively. These datasets, recog-
nized benchmarks in the field, address implicit hate,
social bias, and power implications in language and
dynamically generated hate speech content. Cross-
dataset evaluations further demonstrated the supe-
rior generalization of intent-tagged models com-
pared to other pre-trained approaches.

To further validate these findings, we conducted a
user study comparing seven experimental settings,
including configurations with intent tags, group
tags, model uncertainty, and randomized counter-
parts. The results show that intent annotations sig-
nificantly improve the accuracy of human modera-
tors, allowing them to outperform machine classi-
fiers by 12.9%. Moderators also perceived intent
tags as the most helpful source of explanation, with
a 41% increase in perceived help compared to the
control group. This work makes the following con-
tributions.

* We demonstrate that intent tags improve the
performance of machine classifiers, achieving
state-of-the-art results on benchmark datasets.

* We conducted a user study (N=100) showing
that intent annotations significantly enhance
human moderation accuracy and are perceived
as the most helpful explanation.

* We directly compare human and machine per-
formance, highlighting scenarios where mod-
erators augmented with enriched spans outper-
form automated systems.

* To support reproducibility and further re-
search, enriched datasets, code, and trained
models will be publicly available '.

The remainder of this paper is organized as fol-
lows. Section 2 reviews related work. Section 3
describes the study design. Section 4 describes the
methodology of the study. Section 5 presents the
results. Section 6 concludes with a summary of
contributions and future research directions.

'The model weights and the enriched datasets are available;
however, the links have not been included to comply with
the double-blind review process. We release the codes and

prompts in https://anonymous.4open.science/r/hate_
speech_enrichment-6A87/README . md

2 Related Work

The explainability to detect hate speech has been
studied (MacAvaney et al., 2019; Mosca et al.,
2021; Siddiqui et al., 2024; Sridhar and Yang, 2022;
Zhou et al., 2023; Yadav et al., 2024). Kim et al.
(2022a) introduced Masked Rationale Prediction
(MRP) to improve detection by predicting human
rationales, improving bias mitigation. Mittal and
Singh (2023) proposed explainable models such as
KTrain to improve the interpretability of classifiers.
Calabrese et al. (2024) investigated the usage of
tags for eXplainable Al (XAI), focusing primar-
ily on human-side evaluation with user validation
(N=25). Our study expands on this by incorporat-
ing a larger-scale assessment of human and ma-
chine moderators.

Open-source dataset initiatives such as PLEAD
(Calabrese et al., 2022) have provided intent anno-
tations. In contrast, ToxyGen (Hartvigsen et al.,
2022) addresses adversarial hate speech but lacks
the intent and group-span annotations essential for
subtle moderation. Wang et al. (2023) highlighted
the risks of misinterpreting explanations in mod-
eration, which we address by integrating specific
NER tags for intents and groups. Recent methods
such as ConPrompt’s contrastive learning approach
(Kim et al., 2023) and HARE’s LLM-based reason-
ing (Yang et al., 2023) achieve competitive results
in automated hate speech detection. Our work ex-
tends these approaches by enriching text with intent
and group tags and further differentiates them by
directly evaluating their effectiveness in improving
human moderation.

Beyond hate speech, explainability has been ex-
plored in other domains. In healthcare, prior work
applied explainable and active learning approaches
for document screening and evidence-based text
classification (Carvallo et al., 2020a,b, 2023b). In
education, explainable NLP techniques have sup-
ported moral discourse analysis and peer influ-
ence modeling (Alvarez et al., 2021; Alvarez et al.,
2023). In low-resource machine translation, ex-
plainability and data curation strategies were used
to support indigenous language processing (Pendas
et al., 2023; Carvallo et al., 2023a). Additionally,
recent work has proposed enriching hate speech
classification using named entity tags for identity
groups (Carvallo et al., 2024), and visualization
strategies leveraging attention weights in transform-
ers have also been explored for text classification
transparency (Parra et al., 2019).
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3 Study Design

This work aims to evaluate two key objectives.
First, we examine whether enriching text with tags,
such as intents or mentioned groups, improves the
performance of hate speech classifiers. Follow-
ing Rottger et al. (2021), we work with intent tags
that capture the motivations behind the statements,
including derogation, threats, hate crimes, com-
parisons, and animosity. In contrast, group tags
identify mentions of demographic or social groups,
ranging from neutral descriptors to pejorative terms
that denigrate or dehumanize 2. Second, we inves-
tigate whether these tags help human moderators
identify hate speech. This involves assessing the
usefulness of enriched text for distinguishing hate
from non-hate and determining which types of tags
most effectively support moderation along with
other variables, such as the model’s certainty.

4 Methodology
4.1 Model Implementation

Our study follows a two-stage pipeline for hate
speech detection, as illustrated in Figure 1. The
process integrates a text enrichment phase in which
the input text is annotated with tags.

In the first stage, GPT-40 generates intent and
group tags for the datasets (train partitions) based
on prompts that include annotation guidelines >.
Then, these tags were used to train ROBERTa-large-
based NER models (Liu et al., 2019). NER models
identify tags in text to create an enriched version
of each dataset. We define functions to adapt the
format and handle nested entities.

In the second stage, we fine-tune HateBERT mo-
dels (Caselli et al., 2021) using each enriched train
dataset as input. The complete process can be for-
malized as follows.

yi = hg(9(zi, fNER(Ti;ONER)); On) (1)
where x; is the original text input, fy g is the NER
model with parameters 6y pg trained on LLM-
generated tags, g is the enrichment function that
combines the original text with the identified tags,
and hyg is the HateBERT classifier with parameters
0, that produces the final classification g;.

The NER model identifies and inserts intent and
group tags into the text, enabling structured enrich-
ment for improved classifier training.

2A detailed list of the intents and groups considered in this
study can be reviewed in the appendices (see Table 4).

3We include the prompts and the annotation guideline used
with GPT-40 in the appendices (see Sections A.1 and B.1)

Text Moderation Control

@ Analyze and moderate text content for inappropriate language

Whats the best part of an ISIS joke? The Execution (threatening) @

Please rate how helpful these features were:
How helpful were the highlighted words and their tags in identifying hate speech? @

02 8 8 @ Very helpful

Not helpful

Your evaluation:

@ Hate Speech @

QO Not Hate Speech &

@

Figure 2: Interface of the text moderation control plat-
form used in the user study: (1) a task progress bar,
(2) a display of the text to be moderated, (3) a query
regarding the user’s perception of the utility of explana-
tions, (4) a star rating system to evaluate the helpfulness
of features, (5) options for classifying content as hate
speech or not, and (6) a Next task button.

Text 10 of 63

We evaluate the performance of our proposal
against several state-of-the-art models: ConPrompt
(Kim et al., 2023), fBERT (Sarkar et al., 2021),
BERT (Devlin et al., 2019), and text enriched
with offensive words of MUDES (Ranasinghe and
Zampieri, 2021) and PLEAD intents (Calabrese
et al., 2022). Our experiments were carried out on
three well-known hate speech benchmark datasets
considering the original partitions for train, valida-
tion, and testing: the Implicit Hate Corpus (IHC)
(ElSherief et al., 2021); DynaHate (DH) (Vidgen
et al., 2021); and SBIC (Social Bias Inference
Corpus-Hate) (Kim et al., 2022b) *.

4.2 User Study

This user study was designed to assess whether the
inclusion of NER-based explanations (e.g., intent
and group tags) improves moderation decisions
made by humans, complementing our evaluation of
their effect on machine learning models. In other
words, we aimed to test if these explanations serve
as helpful signals for both humans and machines,
enhancing accuracy, efficiency, and perceived util-
ity.

In the first stage of our user study, five senior mod-
erators independently selected and curated a repre-
sentative subset of the enriched IHC dataset.
After conducting curation without interference

“Data statistics are provided in the appendices (Table 3)
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among moderators, the samples that achieved
agreement from at least four out of the five moder-
ators were included in the study.

Subsequently, 100 moderators were recruited via
Clickworker, ensuring gender parity (male, female,
non-binary), age diversity (18-60), and representa-
tion from major English-speaking countries (e.g.,
USA, UK, Australia). These participants, all native
English speakers, were asked to assess the utility of
tags spanning different settings. Using a factorial
experimental design, each factor was isolated and
compared with a randomly generated baseline in
unifactorial experiments, with participants moder-
ating around 63 examples each. The study included
a highlighted group, intent, no highlights, random
intent highlights, random group highlights, model-
generated probabilities, and random probabilities,
all implemented through a web moderation tool .
Statistical differences in performance, time spent
and perceived usefulness between factors were an-
alyzed. As shown in Figure 2, the moderation tool
includes components that allow data collection for
the study.

5 Results
5.1

We evaluated the performance of hate speech clas-
sification models using F1 scores (mean and de-
viations) across five independent trials for each
setting. To assess the generalization of these mod-
els, we performed cross-dataset evaluations. In
each case, the model trained on a training partition
(antecedent of a transfer setting) was evaluated on
the corresponding testing partition (consequent of
a transfer setting), following a structured approach
to measure transfer learning.

As shown in Table 1, the results demonstrate that
intent tag enrichment consistently outperformed
other approaches. Intent-Tag surpassed the second
best performing method in 8 of 9 evaluation set-
tings, significantly improving cross-dataset tasks
such as IHC — DH (10.5%), DH — IHC (7.5%),
and DH — SBIC (8.2%). These results highlight
the effectiveness of providing explicit semantic con-
text through intent tags, enabling better generaliza-
tion to unseen hate speech contexts. An excep-
tion was observed within SBIC — SBIC, where
offensive word tags (MUDES-NER) slightly out-
performed intent tags, reflecting the dataset’s focus

Model Results

SDetails of the web moderation tool are included in the
appendices (see Section B.2)
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Model IHC — SBIC IHC — DH IHC — IHC
BERT 62.0+0.01 54.3+0.01 75.3£0.003
HateBERT 56.6+0.01 51.7+£0.003 72.9+0.004
fBERT 56.0+0.01 50.3+0.01 72.6+0.004
ConPrompt 67.0£0.02 60.0+0.01 76.0+£0.011
PLEAD-NER 76.3+0.01 56.5+0.01 76.4+0.003
MUDES-NER 58.8+0.01 53.2+0.003 76.8+0.004
Group-Tag 57.0+0.01 53.7+0.01 61.1+0.004
Intent-Tag 83.0+0.02* 73.0+0.01* 79.1+0.01*
Full-Tag 67.8+0.01 62.5+0.01 70.3+£0.003
Gain 6.7 10.5 2.3
Model SBIC — IHC | SBIC — DH | SBIC — SBIC
BERT 60.6+0.60 63.7+0.63 88.4+0.88
HateBERT 60.8+0.60 65.5+0.64 88.0+0.87
fBERT 58.2+0.58 64.2+0.63 88.0+0.88
ConPrompt 63.0+0.62 67.0£0.65 89.0+0.88
PLEAD-NER 65.8+0.60 65.0+£0.63 88.6+0.88
MUDES-NER 63.5+0.60 65.0+0.64 89.3+0.87
Group-Tag 60.6+0.58 60.6+0.63 83.1+0.88
Intent-Tag 70.3+£0.62* 70.5+0.65* 88.2+0.88
Full-Tag 65.9+0.60 65.3+0.63 83.2+0.88
Gain 4.4 35 -
Model DH — IHC DH — SBIC DH — DH
BERT 65.2+0.003 75.6+0.01 74.4+0.003
HateBERT 64.4+0.002 74.0+0.003 75.8+0.004
fBERT 64.6+0.004 75.2+0.004 76.0+£0.002
ConPrompt 66.0+0.002 76.0+0.003 77.0+£0.002
PLEAD-NER 65.8+0.003 74.2+0.01 76.6+0.003
MUDES-NER 65.5+0.003 75.7£0.004 78.1+0.004
Group-Tag 65.3+0.004 65.0+0.004 70.9+0.002
Intent-Tag 73.5+0.002* 84.2+0.003* 78.6+0.002*
Full-Tag 64.3+0.002 66.9+0.004 70.0+£0.003
Gain 7.5 8.2 0.7

Table 1: Performance comparison of different models

and text enrichment methods across datasets and evalu-
ation settings using F1 scores in testing partitions. The
symbol * indicates the statistically significant best result
compared to the former for each setting using a ¢-test.

on explicit hate speech. This difference was not
statistically significant.

5.2 User Study Results

. Human  Model Avg. Time! Confidence Highlight
Setting + . b
Accuracy' Accuracy (s) Rating  Rating
AT Confidence 0.71 0.70 31.78 3.08 -
Random AI Conf.  0.67 0.70 33.67 3.12 -
Highlight Group 0.68 0.64 34.12 - 3.46
Random Group 0.64 0.70 39.52 - 2.54
Highlight Intent 0.79 0.70 33.33 - 3.81
Random Intent 0.66 0.70 38.28 - 2.69
No Highlights 0.67 0.70 27.04 - -
p-value < .001 - < .001 0.99 < .001

Table 2: Performance across different visualization set-
tings for hate speech detection. Bold values indicate the
best performance compared to corresponding random
counterparts. T indicates significant differences between
settings (p < .001) using Welch’s ANOVA.

Table 2 presents human moderator performance

across settings. Model accuracy reflects classifier
correctness, while human accuracy measures user
performance. Highlight Rating (1-5) captures per-
ceived usefulness of highlighted words, Confidence
Rating (1-5) indicates perceived model certainty,
and Average Time is the time (in seconds) spent
per decision. Highlight Intent yielded the highest



human accuracy (79%), outperforming Random In-
tent (66%), No Highlights (67%), and the classifier
(70%). Highlight Group also improved accuracy
(68%) over Random Group (64%) and matched the
classifier (64%). Perceived usefulness aligned with
performance: Highlight Intent received the highest
rating (3.81), followed by Highlight Group (3.46),
both significantly above their random baselines
(2.69 and 2.54, respectively). Confidence ratings
were similar between Al Confidence (3.08) and
Random AI Confidence (3.12), suggesting users
could not reliably distinguish meaningful confi-
dence signals. In terms of speed, No Highlights
was fastest (27s), followed by Highlight Group
(30s) and Highlight Intent (33s), which had the best
performance despite the slight time increase. Over-
all, random highlights underperformed, emphasiz-
ing the importance of meaningful, span-based ex-
planations in supporting effective moderation.

6 Conclusions

This study demonstrated that the use of intent tags
significantly improves the detection of hate speech.
The evaluation in benchmark data confirmed that
intent tags boost classifier performance to the state
of the art. A user study showed that these tags
improve human accuracy and serve as valuable
explanation tools for the moderation of hate speech.
Future research could explore the extension of
these annotations to multilingual contexts to
broaden their effectiveness. In addition, efforts to
incorporate human curation of intent tags provided
by LLMs are essential to clarify the differences be-
tween human and Al data annotations. Evaluation
benchmarks for Spanish sentence representations
(Araujo et al., 2022), as well as lightweight Span-
ish language models such as ALBETO and Dis-
tilBETO (Cafiete et al., 2022), provide a promis-
ing foundation for expanding this work beyond
English-centric approaches. Furthermore, integrat-
ing entity-enriched hate speech detection into so-
cial network analysis pipelines—such as those en-
abled by toolkits like Tsundoku (Graells-Garrido
et al., 2025)—could support broader applications in
content moderation and network-level intervention
strategies.

7 Limitations

Although our approach demonstrates promising re-
sults, three main limitations should be declared.
First, our multistage approach (LLM — NER —

Enrichment — Classification) means that errors can
cascade through the system, with each stage poten-
tially introducing its own uncertainties that propa-
gate to subsequent steps. Second, while we used
the most recent version of GPT-40 © to generate text
spans, the rapid evolution of LLM means that the
quality and nature of the generated intent and group
tags could improve or change over time, potentially
requiring periodic revalidation and updates to main-
tain optimal performance. In this regard, this study
relies on the automatic annotations generated by
a single LLM. This model was chosen because it
has a prominent position on the LLM leaderboards
for language understanding tasks ’. However, it
is important to examine the impact of using other
LLMs on these results, determining whether the
study’s conclusions depend specifically on GPT-40
or are generalisable to other language models. Fi-
nally, another limitation lies in the fact that the user
study was conducted solely on a dataset curated
by moderators with annotations from IHC. This
means that the conclusions of the study are not nec-
essarily generalisable to other datasets such as DH
and SBIC. However, we chose to focus on a human
evaluation based on IHC because this dataset in-
cludes examples of both implicit and explicit hate
speech, which we considered to provide a broader
variety of hate speech examples compared to those
included in DH and SBIC.
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SUPPLEMENTARY MATERIALS
APPENDICES
A Ethical considerations

This study involved professional moderators
trained in the handling of hate speech, using posts
from public datasets. No personal or demographic
data were collected from the moderators to protect
their privacy. All annotations were anonymized
and no private user data was used. This ensures
confidentiality and aligns with ethical standards
while promoting transparency and reproducibility.
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All participants in the study voluntarily agreed to
participate, having been informed of the nature of
the study and the use of the data for research pur-
poses. Participants gave their informed consent.
A data collection protocol was approved by the
institutional ethics review board.

B Experimental Design

B.1 User Study Settings

This appendix provides a visual representation of
all the configurations employed in the user study,
illustrating the impact of various text annotations
on moderator decision-making. Each setting is
shown and described below to demonstrate how it
affects the hate speech moderation process:

* No Highlights: Serves as the baseline setting
where the text is presented without annota-
tion. This configuration is visualized in Fig-
ure 3a and is used to estimate moderator per-
formance without influence from additional
environments.

* Model Predicted Probability: Displays texts
with a model-generated probability score that
indicates the likelihood of the text being hate
speech. This setting, shown in Figure 3b, tests
the utility of an automated model’s certainty
to the moderator to decide.

¢ Intent Tags Highlight: Involves texts anno-
tated with tags that clarify the underlying in-
tents of statements, such as threats or deroga-
tion. Figure 3c shows this setting to determine
if identifying and visualizing intents can en-
hance moderation performance.

* Group Tags Highlight: Features texts high-
lighted with tags identifying group mentions
or offensive denominations. Figure 3d shows
an example of a highlighted group.

Additionally, control group settings utilize random
probability values between 0 and 1 and random
highlighted words, providing a comparative base-
line to assess the effectiveness of each setting. Fur-
thermore, the model utilized in the user study was
the hate speech classifier enriched with NER in-
tent tags on the IHC dataset along with the NER
to tag groups and intents, which showed the best
performance in the previous experiments (Table 1)
and was calibrated using a conformal prediction

method (Angelopoulos and Bates, 2023), ensur-
ing that the probabilities provided to users were
well-estimated.

Annotation Guidelines

The annotation guide used in this study provides
detailed instructions and criteria essential for ensur-
ing the consistency and reliability of hate speech
annotations. Following Réttger et al. (2021), the
annotation guidelines define intent tags that cap-
ture the motivations behind hate speech examples,
including derogation, threats, hate crimes, compar-
isons, and animosity. They also include group tags
that identify mentions of demographic or social
groups, ranging from neutral descriptors to pejo-
rative terms that denigrate or dehumanise. The
guidelines establish general annotation rules, as
well as specific rules for annotating groups, offen-
sive denominations, hate speech intents, and offen-
sive words. The general rules include inclusion and
exclusion criteria, with examples illustrating their
application.

The annotation guidelines were used to guide hu-
man moderators during the user study. Addition-
ally, the same guidelines were employed to define
the prompts used with GPT-40, which served as
the basis for annotating the datasets. The guide is
available at:

https://anonymous.4open.science/w/
hate-speech-annotation-F8DE/

B.2 Model settings

The training protocol adheres to established prac-
tices for reliability and reproducibility. Models are
fine-tuned for six epochs with a batch size of 8, and
a learning rate search is conducted over Se-6, le-5,
2e-5, 3e-5, Se-5, following Kim et al. (Kim et al.,
2022b). Macro F1 scores on test sets are reported,
averaging results across five fine-tuned models ini-
tialized with different random seeds (0, 1, 2, 3, 4).
All experiments were performed on an NVIDIA
A40 GPU, ensuring sufficient computational re-
sources for training and evaluation. Concerning
LLM used to generate named entity recognition
tags to enrich datasets for classification, we used
GPT-4o0-latest (2024-11-20).

C SOFTWARE

C.1 Source code

The source code related to Named Entity
Recognition (NER) training and Hate speech
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jews are now in full control : canadian man goes to jail for posting on white
nationalist.

Your evaluation:

@ Hate Speech @

O Not Hate Speech &

(a) No highlights

how about none. and stop that c***** g sham of legal immigration (animosity)
too!

Please rate how helpful these features were:

How helpful were the highlighted words and their tags in identifying hate speech?

b 4. 4. 4.4 4

Not helpful Very helpful

Your evaluation:

@ Hate Speech (s

(O Not Hate Speech &

(c) Highlighted Intent tags

Some people wish for world peace . Chris Rock wishes more white kids would
get shot .

Hate speech probability: 92.71% Hate Speech Detected

Please rate how helpful these features were:

How helpful was the Al confidence score (92.71%) in identifying hate speech?

Not helpful *

Very helpful

Your evaluation:

(O Hate Speech @s

(® Not Hate Speech &

(b) Model confidence without highlights

for more on white Man's (intersectional) disease see medical and historical
sources

Please rate how helpful these features were:

How helpful were the highlighted words and their tags in identifying hate speech?

Not helpful *

Very helpful

Your evaluation:

O Hate Speech s

@ Not Hate Speech &

(d) Highlighted group tags

Figure 3: Comparison of different text annotation settings in the text moderation platform: (a) No highlights, (b)
Model confidence without highlights, (c) Highlighted intent tags, and (d) Highlighted group tags.

classifier, including custom prompts de-
signed for identifying specific intents and
groups, is available in our project repository:
https://anonymous.4open.science/r/hate_

speech_enrichment-6A87/README. md

C.2 Web application

The user study was conducted using a web appli-
cation developed with ReactJS for a user-friendly
interface. The application was containerized with
Docker, ensuring consistent deployment and encap-
sulating all dependencies. It was hosted on an SSH
server, providing secure remote access to partici-
pants. All responses were securely stored on the
server hosting the Docker container, ensuring data
privacy and efficient collection.

D DATA

This section shows the datasets used for training
and evaluating the hate speech classification mod-
els. Table 3 presents the distribution of train, val-
idation, and test sets across the three benchmark
datasets utilized in this work.

Dataset Train Set Validation Set Test Set
IHC 11,199 3,733 3,734
SBIC 29,422 3,948 3,978
DH 33,006 4,125 4,124

Table 3: Statistics of the datasets used for model fine-
tuning and evaluation.

Table 4 presents the classification of hate speech
intents, group mentions, and offensive denomina-
tions, along with their respective definitions.
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Type Group Definition
Derogation Statements intended to belittle or demean.
Threat Expressions of intent to cause harm.

Hate Speech Intent Hate Crime Incitement to criminal acts motivated by hate.
Comparison Negative comparisons between groups.
Animosity General hostility toward a group.
Ethnicity Slurs or derogatory terms based on ethnicity.
Religion Offensive remarks targeting religious beliefs.
Gender Derogatory terms aimed at gender identity.

Offensive Denomination Sexual Orientation  Terms attacking sexual identity.
Disability Mocking or demeaning disabilities.
Working Class Insults based on socioeconomic status.
Ideological Group  Attacks on political or social ideologies.
Intersectional Combines multiple identity aspects.
Ethnicity Neutral or factual mentions of ethnicity.
Religion Neutral mentions of religious groups.
Gender Neutral mentions of gender groups.

Group Mention Sexual Orientation ~ Neutral mentions of sexual identity.
Disability References to disabilities.
Working Class Mentions of socioeconomic groups.
Ideological Group ~ Factual mentions of ideologies.
Intersectional Combines multiple identity aspects.

Table 4: Categories of hate speech intents and groups.
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