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Abstract

Online objectification of children can harm
their self-image and influence how others per-
ceive them. Objectifying comments may start
with a focus on appearance but also include
language that treats children as passive, decora-
tive, or lacking agency. On TikTok, algorithm-
driven visibility amplifies this focus on looks.
Drawing on objectification theory, we intro-
duce a Child Objectification Language Ty-
pology to automatically classify objectifying
comments. Our dataset consists of 562,508
comments from 9,090 videos across 482 Tik-
Tok accounts. We compare language mod-
els of different complexity, including an n-
gram-based model, ROBERTa, GPT-4, LIaMA,
and Mistral. On our training dataset of
6,000 manually labeled comments, we found
that RoBERTa performed best overall in de-
tecting appearance- and objectification-related
language. 10.35% of comments contained
appearance-related language, while 2.90% in-
cluded objectifying language. Videos with
school-aged girls received more appearance-
related comments compared to boys in that
age group, while videos with toddlers show
a slight increase in objectification-related com-
ments compared to other age groups. Neither
gender alone nor engagement metrics showed
significant effects. The findings raise concerns
about children’s digital exposure, emphasizing
the need for stricter policies to protect minors.

1 Introduction

Recent investigations have raised serious concerns
about children’s presence on social media. A New
York Times report uncovered a troubling trend on
Instagram: a “marketplace of girl influencers,” of-
ten managed by parents, that draws the attention of
individuals with exploitative intentions (Valentino-
DeVries and Keller, 2024). These findings un-
derscore the broader risks associated with chil-
dren’s online presence, including on platforms like
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TikTok, where short-form videos encourage en-
gagement from vast audiences. As of 2024, Tik-
Tok is estimated to have around 900 million users
(Statista, 2024), making it a major platform for
self-expression, creative content, and social en-
gagement. However, this visibility also exposes
children to harmful language, including targeted
harassment, inappropriate comments, and objec-
tification. Objectification, in this context, refers
to language that reduces a child to their physical
attributes rather than recognizing them as individu-
als with agency. This includes excessive focus on
appearance, comparisons to adult beauty standards,
and possessiveness (Glick and Fiske, 2018).

Discussions about children on social media of-
ten focus on access, i.e., whether they should
be allowed to participate and consume content
(Martinez Allué and Martin Cardaba, 2024). A
bigger challenge, however, is when children them-
selves become the content. Most often, this content
is shared by parents. 90% of parents in the United
States who regularly use social media have shared
content about their children online (Amon et al.,
2022). While some of these videos portray chil-
dren in everyday contexts, others—intentionally or
unintentionally—place a strong emphasis on their
physical appearance (Figure 1).

Existing studies on online harm, such as hate
speech detection and cyberbullying, have devel-
oped robust models for identifying harmful lan-

Figure 1: Anonymized examples of typical child video
content on TikTok.
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guage (Basile et al., 2019; Fortuna and Nunes,
2018; Zampieri et al., 2019). However, objectifica-
tion presents a distinct challenge: it often manifests
in subtle, seemingly positive, or ambiguous ways
that evade traditional detection methods. Objecti-
fying comments may not contain overt insults or
hate speech but instead fixate on a child’s physical
traits, compare them to adults, or sexualize their
appearance under the guise of admiration (Bernard
et al., 2018; Glick and Fiske, 2018). Prior work
on complex social phenomena in NLP shows that
theory-driven approaches improve both reliability
and interpretability (Davis, 2018; Kovécs et al.,
2021; Breazu et al., 2025; Hovy and Yang, 2021),
highlighting the need for a theory-grounded typol-
ogy that captures how objectification is expressed.

This work is centered around the research ques-
tions of how objectifying language manifests in
TikTok comments on children and what challenges
state-of-the-art natural language processing (NLP)
models face in detecting it:

(1) We introduce the Child Objectification Lan-
guage Typology. We implement and test this typol-
ogy on a dataset of 562,508 comments from 9,090
unique videos across 482 TikTok accounts. !

(2) We evaluate language models of different com-
plexity, identifying their strengths and limitations
in capturing implicit objectification in comments.

(3) We find that 10.35% of comments contain
appearance-related language, and 2.90% include
objectifying language. Videos featuring school-
aged girls receive more appearance-related com-
ments than those with boys.

2 Context and Measurement of Child
Objectification

Although inappropriate content involving minors
exists across many platforms, TikTok has faced par-
ticular criticism for facilitating the sexual exploita-
tion of children and adolescents (Polito et al., 2022).
Young users are often drawn to imitate trending
content, which can include sensual or provocative
dances or appearances in swimwear or underwear
(Suérez—Alvarez et al., 2023). In addition, studies
found that minors frequently receive sexually ex-
plicit comments and requests (Silva, 2019; Soriano-
Ayala et al., 2023). Engagement metrics, such as
likes, play a critical role in amplifying certain types

'All code is publicly available at https://github.com/
MiriamSchirmer/child-objectification.

of online discourse, including objectification. Con-
tent emphasizing physical appearance tends to re-
ceive higher engagement (Frederick et al., 2022;
Fardouly and Vartanian, 2016). Additionally, girls
and young women receive more appearance-based
comments than boys on social media (Déring and
Mohseni, 2019; Kim, 2021).

Most insights into the online exploitation of chil-
dren have come from investigative journalism by
major news outlets (Valentino-DeVries and Keller,
2024; Silva, 2019; Levine, 2022; Barry et al., 2021),
while scientific studies on the topic remain lim-
ited. Although broader analyses of children on
TikTok are beginning to emerge (Stephenson et al.,
2024), academic research has so far focused mainly
on qualitative reports and individual case stud-
ies (Khan and Bhattacharjee, 2022; Soriano-Ayala
et al., 2023). One exception is a recent study sug-
gesting that up to one fifth of videos on the platform
may feature children, though it does not analyze the
nature of this content in depth (Steel et al., 2025).
Large-scale quantitative research focused specifi-
cally on children is needed for a more systematic
investigation in this area.

2.1 Sharenting on Social Media

“Sharenting”, a term used to describe parents shar-

ing information about their children on social me-
dia, has become increasingly common in today’s
digital society (Cataldo et al., 2022; Verswijvel
et al., 2019). Sharenting includes a wide range
of activities, from posting photos and videos to
sharing personal stories and milestones, often intro-
ducing children to the online world from an early
age. While sharenting can help families stay con-
nected and celebrate meaningful moments, it also
raises important concerns about privacy, consent,
and the long-term impact of creating a digital foot-
print for children (Stephenson et al., 2024; Wal-
rave et al., 2022). The full extent of sharenting
remains unclear and differs across countries and
platforms. In a survey of 493 United-States-based
parents who regularly use social media, nearly 90%
reported sharing content about their children online
(Amon et al., 2022). This practice can infringe on
children’s right to privacy, especially since many
parents do not seek their child’s consent before
posting (Kopecky et al., 2020; Ni Bhroin et al.,
2022; Van den Abeele et al., 2024). The shared
content often includes sensitive information: for
instance, in a sample of Facebook posts from 168
parents, 90.5% mentioned their child’s first name,
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83.9% included birthdates, and 32.7% shared per-
sonal documents or videos (Brosch, 2016).

2.2 Measuring Objectifying Language
2.2.1 Objectification Theory

Theories of objectification have been widely ex-
plored in psychology, feminist studies, and media
research, describing how individuals are reduced
to their physical attributes rather than being recog-
nized as full persons. One central framework in
this area is Objectification Theory (Fredrickson and
Roberts, 1997). This theory conceptualizes objec-
tification as the process by which individuals are
perceived and treated primarily as bodies to be eval-
uated based on appearance. A key component of
this framework is self-objectification, which occurs
when individuals internalize an external observer’s
perspective, leading them to engage in body surveil-
lance and appearance-based self-evaluation. This
phenomenon has been linked to psychological con-
sequences such as increased body shame, anxiety,
and reduced cognitive performance, particularly in
social media contexts where visual presentation is
central (Moradi and Huang, 2008). In a related line
of research, Glick et al. (1997) introduced Ambiva-
lent Sexism Theory. This framework distinguishes
between hostile sexism, characterized by overtly
negative and demeaning attitudes, and benevolent
sexism, which manifests as seemingly positive but
ultimately restrictive perceptions that reinforce tra-
ditional gender roles. Similarly, The Fragmented
Body Theory (Bernard et al., 2012, 2018) highlights
how media representations frequently depict indi-
viduals as isolated body parts rather than whole per-
sons, reinforcing objectifying narratives and shap-
ing the way people perceive and describe others.

2.2.2 Natural Language Processing for
Objectification Detection

NLP models have been widely used to detect harm-
ful language online, including hate speech, cyber-
bullying, and toxicity (Schmidt and Wiegand, 2017;
Fortuna and Nunes, 2018). However, while hate
speech is often characterized by hostility, threats, or
dehumanization based on identity (Waseem et al.,
2017; Vidgen and Derczynski, 2020), objectifica-
tion can occur without overt negativity. Instead—
similar to misogynistic language (Nozza et al.,
2019; Samghabadi et al., 2020)—it can take the
form of seemingly positive or neutral language that
nonetheless reduces individuals to their appearance
or sexualizes them (Glick and Fiske, 2018).

Measuring objectifying language requires a
more refined approach that accounts for implicit
linguistic cues and context. Prior studies have ex-
plored dictionary-based methods and supervised
machine learning models to identify objectifica-
tion (Farrell et al., 2019; Sik et al., 2023). While
lexicon-based approaches provide a starting point,
they struggle with context sensitivity and often
lack the ability to distinguish between benign and
problematic uses of appearance-related language.
Supervised models, trained on manually labeled
data, can improve accuracy but are constrained by
the quality and representativeness of their training
datasets. Advances in the development of LLMs
have improved performance in capturing implicit
language features by learning contextual patterns
(Abdurahman et al., 2024; Ding et al., 2024). Still,
language models of all sizes face challenges in
distinguishing admiration from objectification, par-
ticularly when there is no obvious negativity (EISh-
erief et al., 2021; Li et al., 2024).

2.2.3 Child Objectification Language
Typology for Social Media

Applying traditional objectification theory to social
media comments directed at children is complex, as
these theories were primarily developed to analyze
the objectification of adult women. Regarding chil-
dren, objectification rarely involves obvious sexual-
ization; instead, it tends to appear in repeated focus
on physical appearance, exaggerated admiration,
and comparisons that reinforce external valuation.
Concepts like infantilization, central to adult objec-
tification, are less applicable here since childlike
traits are inherent. To address these gaps, we pro-
pose a Child Objectification Language Typology
(Table 1). This typology encompasses both explicit
and subtle forms of objectification in social media
discourse by distinguishing general appearance-
related remarks and specifically objectifying lan-
guage. It categorizes different forms of objectifying
language on social media, incorporating concepts
from objectification theory adaptable to children.
Sexualizing or age-inappropriate language applies
adult beauty norms to children, implying matu-
rity beyond their actual age or sexualizing physical
traits. Comparative and competitive appearance
commentary ranks children’s attractiveness, rein-
forcing social hierarchies and treating them as ob-
jects of comparison. Diminutive framing exagger-
ates cuteness, portraying children as fragile, doll-
like, or dependent rather than recognizing them as
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developing individuals. Possessive comments in-
clude language that implies ownership, entitlement,
or undue familiarity. Appearance-based language
includes comments that describe a child’s physical
features, clothing, or attractiveness. While these
comments are not necessarily objectifying, they
shift the focus to physical features and are thus
included as a baseline.

3 Scope and Research Questions

This study addresses how objectification manifests
in social media discourse, evaluating the effective-
ness of different language models in its detection.
To systematically analyze this child objectification,
we build on these research questions:

RQ1: What linguistic context characterizes how
children are discussed in TikTok comments, and
how do these patterns relate to objectification?

RQ2: How can we implement a typology to clas-
sify and analyze objectifying language in TikTok
comments, and how well do different language
models perform in this task?

RQ3: How are demographic factors (e.g., gender,
age) and metadata (e.g., likes, downloads) related
to the prevalence of objectifying language?

4 Methods

4.1 Video Collection and Annotation

As TikTok’s user guidelines prohibit individuals
under 13 from holding their own accounts (TikTok,
2024), this study does not examine accounts run di-
rectly by minors. Instead, we focused on accounts
that feature children under 13 but are managed by
adults—usually their parents. To create our dataset,
we began by identifying TikTok accounts with the
highest follower counts. To ensure a substantial
and representative sample of approximately 500
TikTok accounts, we initially screened 25,000 of
the most-followed accounts. We identified 825
accounts that regularly featured children and col-
lected the first 100 videos from each. Both the
videos and their comments were collected using
the Ensemble Data TikTok API between November
and December 2024.

A research team consisting of two postdoctoral
researchers and two research assistants then re-
viewed the collected videos (n = 82,500) to identify
those featuring a child under the age of 13. We
relied on visual cues (e.g., toddlers), and when
uncertain, we used any age information provided

in TikTok videos or profile descriptions. Given
the high volume of videos, we manually labeled a
subset of 12,000 videos and trained a neural net-
work classifier to detect children based on image
frames. Our model achieved an accuracy of 93%
(see Appendix, Section A.3 for details). We man-
ually reviewed the videos again during a final an-
notation stage and could thus correct misclassifi-
cations. To ensure meaningful representation, our
final dataset includes only accounts with at least 20
videos featuring children. In the final annotation
round, we annotated the child’s perceived gender,
categorizing each instance as female, male, or hav-
ing children of multiple genders present (mixed).
When there were no visual cues indicating gender,
we labeled the gender as other.> Age groups were
similarly coded as infant, toddler, or school-aged.

4.2 Comment Collection and Classification

For each video, we collected up to the first 300
comments, along with associated video metadata.
To ensure consistency and reliability in the analy-
sis, we included only English-language comments
based on TikTok’s metadata. Focusing on English
as the most widely used language on the platform
helped reduce linguistic variation and improved
the generalizability of our findings. The final
dataset includes 562,508 comments from 9,090
unique videos across 482 TikTok accounts (Table
2). These accounts are distributed across 21 coun-
tries (see Appendix, Section A.4 for details).

Topic Modeling. Addressing RQ1 on the linguis-
tic context of how children are discussed on Tik-
Tok, we first examined whether appearance-related
language was prevalent enough in our dataset to
justify applying our theoretically motivated typol-
ogy to TikTok comments. To investigate this, we
conducted topic modeling using BERTopic (Groo-
tendorst, 2022) to identify common topics. The
extracted topics were visualized using UMAP (Uni-
form Manifold Approximation and Projection).

Implementing the Objectification Typology. To
implement our Child Objectification Language Ty-
pology (RQ2), we developed two distinct classifiers
for both general appearance-related and specifically
objectifying comments according to the typology
(see Appendix, Figure A.1). For our training data,

*We acknowledge that gender identity is diverse. Our
use of visual cues or descriptions is based on conventional
perceptions and does not intend to exclude or invalidate non-
binary, genderqueer, or other gender identities.
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Examples

Category Definition

Objectification-Based

Language

Sexualizing or Age- Implies maturity beyond the child’s age or
Inappropriate Com- applies adult attractiveness standards.
ments

Comparative Comments
adults.

Diminutive Framing
smallness or cuteness.

Possessiveness
attachment to the child.

Ranks children’s attractiveness, reinforces
beauty standards, or compares them to

Uses baby-like descriptors that emphasize

Implies ownership, entitlement, or personal

“She’s gonna be a heartbreaker."
“She doesn’t look 12 at all!”

“She’s the prettiest one in this

group.”
“Such a strong little man."

“Aww, such a tiny baby doll!"
“She’s just a little angel!”

“She’s mine!"”
“Our little angel."

General Appearance-

Describes physical features, clothing, or at-

“I like her hair!"

Based Language tractiveness. These comments may not be “Where did you buy his shoes?"
objectifying per se, but can amplify objec-
tification through an emphasis on physical
attributes.
Table 1: Categories of child objectification in social media comments.
Group Videos Comments ment was expected. While not perfect, this level
Child Gender of agreement is comparable to tasks like implicit
Female 4280 (47.18%)  259.705 (46.17%) hate speech detection (Li et al., 2024; Matter et al.,
Male 3,346 (36.81%) 204,392 (36.34%) 2024).
Other 280 (3.08%) 12,677 (2.25%)
Mixed 1,145 (12.60%) 84,920 (15.10%) Model Selection. We implemented five classifi-
Child Age Group cation models, evaluating their suitability for de-
Infant 1766 (19.43%)  94.056 (16.72%) tecting objectification-related lapguage in TikTok
Toddler 3,000 (33.00%) 171,560 (30.50%) comments. Hyperparameter details for each model
School-aged 2,995 (32.95%) 207,777 (36.94%) are included in the Appendix, Section A.5. During
Mixed 1,300 (14.30%) 88,289 (15.70%) L L
training, we used a 5-fold cross validation and a
Total 9,090 (100.00%) 562,508 (100.00%) classification threshold of 0.5 for prediction. We

Table 2: Overview of the TikTok Children Dataset. Ab-
solute counts and percentages (in brackets) are provided
to show the distribution of videos and their correspond-
ing comments by child gender and age group. Mixed
refers to videos featuring children of different perceived
genders or age groups being featured in one video.

two postdoctoral researchers and one research assis-
tant labeled a sample of 6,000 comments according
to our typology. We calculated Fleiss’ Kappa for
inter-annotator agreement (Fleiss, 1971), yielding
moderate agreement with scores of k = .74 for
general appearance-based comments and x = .63
for the objectification category. After the initial
round of agreement checks, any ambiguous cases
were discussed within the research team, and fi-
nal labels were assigned collaboratively. Given the
inherently subjective nature of interpreting objecti-
fication in social media comments, some disagree-

evaluated each model using F1-score (binary), pre-
cision, recall, and AU-ROC.

N-Gram Neural Network Model. We imple-
mented a fully connected neural network (NN)
trained on n-gram representations, where n = [1, 2,
3]. In this model, the input text is transformed into
term frequency representations of n-grams, which
are then passed through dense feed-forward layers
with non-linear activations. This model balances
interpretability with expressive power, capturing
both lexical patterns and basic phrase structures
while remaining computationally efficient.

RoBERTza (finetuned). To incorporate deep con-
textual representations, we used RoBERTa (Liu
et al., 2019). We fine-tuned RoBERTa on our
dataset, optimizing key hyperparameters including
learning rate and batch size. ROBERTa’s strength
lies in its ability to capture subtle linguistic patterns
and implicit biases, making it useful for detecting
indirect forms of objectification in online discourse.
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Large Language Models (GPT-4, LLaMA 2,
and Mistral 7B). To evaluate the capabilities of
large-scale generative models, we included GPT-4
(OpenAl et al., 2024) via OpenAI’s API and open-
source models LLaMA 2 (Touvron et al., 2023) and
Mistral 7B (Jiang et al., 2023) in both zero-shot and
few-shot settings. These models process classifica-
tion as a text generation task, where we reframe ob-
jectification detection as a structured prompt-based
task. Each prompt included instructions to either
classify general appearance-related comments or
objectifying comments targeted towards children.
For the objectification classification task, we in-
cluded the categories of our typology in both zero-
and few-shot prompts (see Appendix, Section A.6).

4.3 Sociodemographic Characteristics and
User Engagement Indicators

To analyze the relationship between gender,
age, engagement metrics, and the prevalence of
appearance-related and objectification-related com-
ments (RQ3), we employed Ordinary Least Squares
(OLS) regression. We estimated separate models
for appearance-related and objectification-related
comments, using the predicted probabilities of each
comment (aggregated at the video level) as the de-
pendent variables. Independent variables included
gender, age group, and their interaction, along with
the number of downloads and total comments to
account for engagement.

5 Results

Answering RQ1 on language characteristics asso-
ciated with comments on TikTok videos featuring
children, we found that it is primarily shaped by
expressions of affection and cuteness, familial refer-
ences, aesthetic discussions, and engagement with
TikTok trends. Overall, this reflects language that
focuses on emotional reactions, social aspects, and
platform-driven interactions. Figure 2 shows the
semantic similarity among the 25 most frequent
topics, illustrating how different themes cluster to-
gether based on shared linguistic patterns in their
BERT-based embeddings. These embeddings were
projected into two dimensions using UMAP for
visualization (see Appendix, Section A.2 for de-
tails). Topics related to affection and cuteness,
such as those containing words like “cute” and
“baby,” are closely grouped, reflecting their frequent
co-occurrence in sentimental expressions. Family-
related topics, including mentions of “sis,” “sister,”

“momma,” and “dad,” form distinct clusters, high-
lighting the strong presence of familial framing in
comments. Aesthetic discussions are also promi-
nent, with words like “hair,” and “shoes” indicating
attention to fashion. The influence of TikTok cul-
ture is evident in words such as “tiktok(s)”.

holiday wishes

cute babies

birthday wishes

Figure 2: Top 25 topic clusters based on BERT embed-
dings of comments, reduced to two dimensions using
UMAP. Each point represents a comment, positioned
according to its semantic similarity to others. Point size
reflects the topic frequency.

5.1 Objectification Detection

Table 3 presents the performance of our classifica-
tion models in detecting general appearance-related
and objectification-related language in TikTok com-
ments (RQ2). For detecting general appearance-
related language, RoBERTa achieved the highest
F1-score (0.74), along with the top precision (0.62)
and AU-ROC (0.98) values. Mistral (few-shot)
reached the highest recall (0.97), but with very
low precision (0.09), indicating a high rate of false
positives and thus limited reliability. Among the
generative LL.Ms, GPT-4 (few-shot) performed
best with an F1-score of 0.51, slightly ahead of
the open-source models. The NGram Neural Net-
work performed comparably to GPT-4 (zero-shot),
achieving an F1-score of 0.46, suggesting that lexi-
cal patterns still play a notable role in identifying
appearance-related language. For objectification-
related language, overall model performance was
lower. Again, RoOBERTa achieved the best F1-score
(0.51) and led across most metrics. Among genera-
tive LLMs, LLaMA 3-7B (few-shot) showed rela-
tively stronger results, reaching an F1-score of 0.25,
surpassing GPT-4 and Mistral in this task. Overall,
RoBERTa was the top-performing model across
both classification tasks. Among open-source mod-
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Classifier General Appearance Objectification

LM Fl1 (bin.) Prec. Recall AU-ROC Fl1 (bin.) Prec. Recall AU-ROC
NGramNeuralNetwork 0.46 0.59 0.38 0.72 0.42 0.46 0.39 0.67
RoBERTa (finetuned)  0.74 0.62 091 0.98 0.51 0.63 044 0.97
OpenAl GPT-4 (zero-shot)  0.48 0.50 047 0.72 0.18 0.21 0.15 0.57
OpenAl GPT-4 (few-shot)  0.51 059 044 0.71 0.08 0.05 0.27 0.54
LLaMA 3-7B (zero-shot)  0.42 035 054 0.73 0.18 0.11 040 0.65
LLaMA 3-7B (few-shot)  0.45 040 0.52 0.73 0.25 0.17 047 0.69
Mistral-7B (zero-shot)  0.16 0.09 0.95 0.62 0.08 0.04 0.54 0.56
Mistral-7B (few-shot)  0.16 0.09 0.97 0.62 0.08 0.04 0.69 0.58

Table 3: Classification performance of the language models used in this work. We report Binary F1-Scores,
Precision, Recall, and AU-ROC. Bold values indicate the best-performing model for each metric.

els, LLaMA 3-7B (few-shot) offered the strongest
alternative for both appearance and objectification
detection. The NGram Neural Network performed
competitively with GPT-4, nearly matching its per-
formance on general appearance and outperforming
it in objectification detection. With few-shot set-
tings, most models showed modest gains over their
zero-shot counterparts. Only in one case, objectifi-
cation classification with GPT-4, the few-shot vari-
ant led to worse results. This might be explained
by the provided examples limiting the models’ flex-
ibility or introducing biases. For Mistral, F1 scores
were identical for both settings.

Error Analysis. A closer look at misclassified
comments revealed that context seems to be essen-
tial in determining whether a phrase is objectifying
in certain cases. One recurring example that all lan-
guage models misclassified is the phrase “my little
one”, which appeared in sentences with varying
interpretations. When used by a parent to refer to
their own child (e.g., “My little one also loves these
sweets!”), the phrase does not refer to the child in
the video and is thus not objectifying. However,
when the unrelated child in the video is referenced
(e.g., “She’s so precious, she’s my little one”), it
can imply a sense of symbolic possession, fitting
within the possessiveness category of objectifica-
tion. Another example that posed challenges were
comments that specifically contained sexualizing
language but were not directed at the child. The
comment “Mommy looks so sexy in that dress”,
for example, was classified as positive by all lan-
guage models, but not by the human annotators.
This comment does not qualify as child objectifica-
tion because the sexualizing language is directed
at an adult (the mother), not the child depicted
in the video. Although such comments may still
be inappropriate in the context of children’s con-

tent, they do not target the child and therefore fall
outside the scope of objectification as defined in
our study. This highlights the importance of tar-
get awareness in classification; models must not
only detect harmful or sexualizing language but
also correctly identify who it is directed at.

Objectification Prevalence. We used our fine-
tuned RoBERTa model as the best-performing
model to classify the full dataset of 562,508 com-
ments. Through this approach, we found a preva-
lence of 58,266 comments that were generally re-
lated to physical appearance (10.35%) and 16,351
comments that had an objectifying nature (2.90%).
On the video level (N = 9,090), each video received
an average of 6.41 appearance-related comments
and 1.80 objectifying comments.

Out of these comments, we looked at the top
10 most frequent words associated with appear-
ance and objectification (Figure 3) to better under-
stand the language used in classified comments. In
general appearance-related comments, “beautiful”
was the most frequently occurring word, followed
by “pretty,” “precious,” and “lovely”. Fashion-
related words, such as “shirt” and “dress" were
also among the top words. The expression “(s)he
looks" is usually followed by a descriptive adjective
like “cute". These terms primarily describe phys-
ical appearance and clothing, often in a positive
or admiring way, and suggests a strong emphasis
on aesthetics. Objectification-related comments,
in contrast, contained words such as “doll"”, “my
little,” “mouth,"” “fit," and “makeup”. These terms
reflect a shift in focus from general appearance to
specific body parts or implicit evaluations of attrac-
tiveness. “(s)he looks like" was usually followed
by a description of a famous person (e.g., “she
looks like mini Rihanna"). Words like “model” and
“fit" were usually used in a context that described
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General Appearance-Related Words

Objectification-Related Words

Figure 3: Frequency of appearance- (left) and
objectification-related (right) words found in comments.

the child as a future model or complimented the fit
of a garment, which suggests comparisons to adult
beauty standards. The prevalence of “kiss” and
“legs" indicates a more concerning focus on physical
features. The presence of possessive phrases such
as “my little" also aligns with objectification pat-
terns, as it implies a sense of ownership or control.

5.2 Sociodemographic Characteristics and
User Engagement Indicators

The regression models examined the relationship
between gender, age, engagement metrics (down-
loads and total comments), and the predicted like-
lihood of appearance-related and objectification-
related comments. We used RoBERTa-based pre-
dicted probabilities as dependent variables to re-
tain classifier uncertainty and avoid distortions
from binary thresholding. Results indicate that
videos featuring school-aged children received sig-
nificantly fewer appearance-related comments, es-
pecially when the child was male (5 = —0.029,
p = .001). For objectification-related comments,
videos with toddlers showed a slight but signifi-
cant increase (8 = 0.004, p = .046) compared to
other age groups, while videos with school-aged
boys received fewer such comments (5 = —0.012,
p < .001). Gender alone and engagement metrics
(downloads and comments) did not significantly
predict either type of comment (see Table 4).

6 Summary and Discussion

Overall, 10.35% of comments are related to physi-
cal appearance and 2.90% of comments are objecti-
fying based on our typology. These comments are
embedded in language that centers around beauty,
lifestyle, and expressions of cuteness and admira-
tion. ROBERTa consistently achieved the highest
F1-scores across both tasks. In contrast, gener-
ative LLMs struggled to match its performance.
For objectification classification, traditional fine-
tuned models appear to outperform large-scale gen-

erative approaches, possibly because the task re-
lies less on broad world knowledge and more on
recognizing subtle, context-dependent language
patterns. School-aged girls received significantly
more appearance-related comments than boys of
the same age, reflecting gendered patterns observed
in earlier studies on social media discourse (Sidani,
2023). This supports broader findings that girls and
women are frequently judged based on their ap-
pearance (Zurbriggen et al., 2007). Objectification-
related comments appeared slightly more often in
videos featuring toddlers than other age groups.

The patterns in TikTok comments raise seri-
ous concerns about children’s online safety. Lan-
guage that objectifies children might reinforce
harmful norms and subject children’s appearances
to scrutiny, impacting digital well-being and pri-
vacy. Exposure to such comments can increase
vulnerability among young users, highlighting the
need for stronger protections (Gerrard and Thorn-
ham, 2020; Gongane et al., 2022). Platforms must
enhance content moderation and improve Al de-
tection of inappropriate language. Raising aware-
ness about sharenting could also help reduce un-
intended exposure and exploitation (Polito et al.,
2022; Stephenson et al., 2024).

7 Limitations

Performance of Language Models in Classifica-
tion Tasks. Across all models, detecting objec-
tification remained challenging with low to mod-
erate F1-scores. However, the F1 scores obtained
are consistent with similar setups regarding, for
example, implicit hate speech (ElSherief et al.,
2021; Li et al., 2024), misogyny (Park and Lee,
2017; Zeinert et al., 2021), and trauma detection
(Schirmer et al., 2023, 2024a). The n-gram-based
approach performed competitively to LLMs, indi-
cating that simpler linguistic feature-based meth-
ods may have value in identifying objectification.
Few-shot prompting led to modest performance
improvements, which is consistent with prior re-
search on online harm (Agarwal et al., 2023; Nozza,
2021; Pan et al., 2024). However, GPT-4 performed
slightly worse in one few-shot setting, and Mis-
tral showed no difference between the two. Im-
provement through few-shot learning might thus de-
pend on model architecture and task details (Plaza-
del Arco et al., 2023). Finally, class imbalance
likely impacted performance, with objectifying
comments underrepresented in the data and models
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Appearance-Related

Objectification-Related

Variable

Coef (B) 95% C1 p Coef () 95% CI p
Intercept 0.133 [0.120, 0.145] <.001 0.027 [0.023, 0.030] <.001
Gender (Male) -0.005 [-0.021, 0.012] 557 0.002 [-0.003, 0.007] 479
Age (School) -0.053 [-0.066, -0.039] <.001 -0.002 [-0.006, 0.002] .383
Age (Toddler) -0.025 [-0.039, -0.011] .001 0.004 [0.000, 0.009] .046
Male x School -0.029 [-0.047, -0.011] .001 -0.012 [-0.017, -0.006] <.001
Male x Toddler -0.006 [-0.025, 0.013] .543 -0.004 [-0.011, 0.002] 163
Downloads -7.51e-08  [-5.96e-07, 4.45¢-07] 177 1.42¢-08  [-9.98e-08, 1.28e-07] .807
Comments 3.78¢-07  [-1.16e-06, 1.91e-06] 630  -1.50e-07 [-3.46e-07, 4.67e-08] 135
R2? 0.043 0.012
Adj. R2 0.042 0.011
Observations 7,025 7,025

Table 4: OLS regression results predicting appearance- and objectification-related comments with interaction terms.

CI = Confidence Interval.

biased toward the majority class (Buda et al., 2018).
Still, representing objectifying comments in their
real-world proportion is important for improving
model robustness.

Anneotation and Data. The subjectivity of anno-
tating objectification-related comments led to only
moderate agreement. Given these challenges, it
is unreasonable to expect perfect accuracy from
language models (Li et al., 2024). However, their
ability to detect nuanced patterns at scale may al-
low them to recognize implicit objectification more
consistently than rule-based approaches (Gligori¢
et al., 2024; Matter et al., 2024; Wang et al., 2024).
The dataset was collected from accounts with high
follower counts. Therefore, these videos are likely
to exhibit higher overall engagement. The observed
prevalence of such comments may not be represen-
tative of less visible or lower-engagement content
on the platform.

Gender and Metadata Differences. Engagement
metrics (i.e., the number of downloads and likes)
showed no significant association with appearance-
related or objectifying comments, suggesting that
while engagement may contribute to the visibility
of content (Kopecky et al., 2020; Schirmer et al.,
2024b), it is not a primary driver of objectifying
language. With overall low model fits and small
effect sizes for all predictors, the results must be
interpreted with caution. They likely capture only
a limited part of a more complex interplay involv-
ing platform norms, audience composition, and
broader social context.

Context and Real-World Implications. To
make these findings more generalizable, future

research should explore cross-platform compar-
isons (Horvat and Hargittai, 2021; Matassi and
Boczkowski, 2021). Given the psychological and
social implications of these findings, further work
is needed to assess the real-world impact of such
comments on children’s self-perception and dig-
ital well-being (Garmendia et al., 2022; Ouvrein
and Verswijvel, 2019). Additionally, expanding
the dataset with richer context, such as including
longer comment threads, structured vignettes, or
multimodal analysis, could improve model sensi-
tivity to implicit forms of objectification (Chistova
and Smirnov, 2022; Muti et al., 2022; Rehman
et al., 2025; Schirmer et al., 2025).
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A Appendix

A.1 Overview of Classification Pipeline

(Chasitior 15 N-gram Neural Network
General Appearance- .
(Simple Model)
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Figure 4: Overview of Classification Pipeline for Appearance-Based and Objectifying Comments

A.2 Topic Modeling Details

T1: Children & Parenting = babies, child, daughter, kids, little, baby, son
T2: Maternal Praise = mom, mother, mommy, mum, moms, amazing
T3: Dad Comments - dad, father, jail, prison, daddy
T4: Homes & Decoration = house, home, decorate, cozy, dream
T5: Motivational & Victory = earlyyy, victory, teamwork, cuties, rip
T6: TikTok Mentions = tiktok, tiktoker, youtube, account, deleted
T7: Name Mentions - —————— claire, ashley, destiny, davidwarner31
T8: Vague Concerns = —— concerned, frost, cracks, chaos, vibe
T9: Christmas & Holidays = —— merry, christmas, powells, jul, xmass
T10: Firsts & Surprises = —— first, panicked, yeeeeee, accident, slay
T11: Fan Reactions - e fan, biggest, huge, reply, hi
T12: GrowingUp = —— growing, fast, grown, grew, up
T13: Moms & Pride = — momma, mama, proud, accomplishments
T14: Exclamations & Chaos = — halo, crashing, solo, fresh, seee
T15: Hindi Video Praise = — banate, video, achi, banao, pasand
T16: Sisters & Siblings = sis, sister, siblings, sissy
T17: YouTube Fandom = videos, youtube, replay, guises
T18: Haircuts & Styles = haircut, hair, cut, short, shave
T19: Watching History = used, watch, watched, graduating
T20: Growing & Admiration = big, already, believe, shes, omg
T21: Music & Mocking = song, lyrics, mocks, classical
T22: Jobs & Admiration - job, rocket, smart, headband
T23: Greetings & Missing - missed, miss, welcome, tokyo
T24: Hindi Slang = aayo, goluuu, duble, sher
T25: Baby & Cuteness = baby, cute, luv, cutebabynice
T T T T T
0 500 1000 1500 2000

Topic Frequency

Figure 5: Top 25 meaningful topics with their corresponding representative words and frequency.

A.3 Video Classifier Details

After having collected the first 100 videos from accounts that generally featured children in some of
the videos, we had to decide if each single video actually contained a child. Due to the high number of
videos, we trained a neural network classifier to do this. Our training data set consisted of approximately
12,000 manually labeled videos that were split into a train and test set (80:20 ratio). We employed a
Multi-Layer Perceptron (MLP) classifier trained on video embeddings extracted using the CLIP model
(openai/clip-vit-base-patch32). The classifier consisted of an input layer matching the embedding
size, a hidden layer with ReLLU activation, a dropout layer to prevent overfitting, and an output layer
for binary classification. The final class label was determined using a softmax activation function. The
detailed model architecture and hyperparameters are provided in Table 5. For feature extraction, videos
were processed using CLIP. Each video was represented by a set of 12 evenly spaced frames, with each
frame passed through CLIP to obtain a 512-dimensional embedding. The mean embedding across all
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frames was computed to obtain a single feature vector per video, which served as input to the classifier.
The classifier was trained using supervised learning with a 5-fold cross-validation strategy. The Adam
optimizer was used with weight decay to improve generalization, and learning rate scheduling was applied
to adjust training dynamics. A batch size of 512 was used, and training was conducted for 20 epochs on a
GPU-enabled environment.

Parameter Value

Model Architecture MLP

Input Size 512 (CLIP embedding)
Hidden Size 256

Dropout Rate 0.5

Output Size 2 (Binary classification)
Activation Function ReLU

Optimizer Adam

Learning Rate 0.001

Weight Decay le-4

Loss Function Cross-Entropy Loss

Batch Size 512

Epochs 20

Learning Rate Scheduler ReduceLROnPlateau (patience = 3)
Cross-Validation 5-Fold

Validation Split 20%

Frames per Video 12

Feature Extractor CLIP (‘openai/clip-vit-base-patch32°)
Frame Aggregation Mean embedding

Table 5: Hyperparameter configuration of the MLP classifier.

A.4 Geographical Distribution of Accounts

The top five countries represented in the dataset are the United States, which account for a third of
all accounts (33.7%), followed by India with nearly nine percent (8.61%),? Indonesia with almost
eight percent (7.69%), Brazil with seven percent (7.14%), and Mexico with five percent (5.31%). This
distribution roughly aligns with TikTok’s global user base, with the largest TikTok user bases being in
Indonesia, the United States, and Brazil (Statista, 2025).
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Figure 6: Country distribution of accounts included in our dataset.

3India banned TikTok in 2020. Before the ban, it had nearly 200 million users, making it one of the platform’s largest markets
(Chow, 2025). The high share of accounts from India in this dataset may be due to accounts operating through VPNs and videos
that had been uploaded before the ban.
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A.5 Hyperparameter Details for Language Models

Model General Appearance Objectification
n_gram_range: [1, 2, 3] n_gram_range: [1, 2, 3]
hidden_dim: 128 hidden_dim: 128
dropout_rate: 0.4 dropout_rate: 0.3
NGramNN Ir: 0.001 Ir: 0.001
batch_size: 32 batch_size: 32
epochs: 10 epochs: 10
pretrained: roberta-base pretrained: roberta-base
total layers: 12 total layers: 12
trainable layers: 3 trainable layers: 3
RoBERTa (finetuned) dropout_rate: 0.3 dropout_rate: 0.3
Ir: 2.00e-05 Ir: 2.00e-05
epochs: 3 epochs: 3
OpenAl GPT-4 target_mode.lz gpt-4-turbo target_modellz gpt-4-turbo
temperature: 0.1 temperature: 0.1
. temperature: 0.1 temperature: 0.1
Mistral 7B max_tokens: 512 max_tokens: 512
LLaMA 3 temperature: 0.1 temperature: 0.1

max_tokens: 512 max_tokens: 512

Table 6: Hyperparameters for each model and task.

A.6 Prompts Used For LLM Comment Classification

General Appearance Comments (Zero-Shot)

Identify all comments that describe the physical appearance of the child in the video, including
those that consist only of emojis. The comments should specifically refer to the child shown and
include observations about their appearance. Only include comments that are positive or neutral in
tone. Ignore any comments that do not reference the child’s physical appearance or visual traits.
Include comments that can be used to describe appearance. Take note that these are TikTok comments,
so be aware of TikTok-specific language.

- 1 = Describes physical appearance or body parts or outfit-related things.

- @ = Does not describe physical appearance (e.g., behavior, voice, actions).

Comment: "comment”

Classification (ONLY return @ or 1):

General Appearance Comments (Few-Shot)

Identify all comments that describe the physical appearance of the child in the video, including
those that consist only of emojis. The comments should specifically refer to the child shown and
include observations about their appearance. Only include comments that are positive or neutral in
tone. Ignore any comments that do not reference the child’s physical appearance or visual traits.
Include comments that can be used to describe appearance. Take note that these are TikTok comments,
so be aware of TikTok-specific language.

= { Describes physical appearance or body parts or outfit-related things.

- @ = Does not describe physical appearance (e.g., behavior, voice, actions).

Examples:

- "She looks so cute” =+ 1

- "I keep wondering who he looks like. He looks like Harry Potter.” = 1

- "The way she says ball is so cute!” -+ 0@

Comment: "comment”

Classification (ONLY return @ or 1):
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Objectifying Comments (Zero-Shot)

Identify comments that describe the physical appearance of the child in the video, including those
consisting only of emojis. Focus on language that may be objectifying, overly personal, possessive,
diminishing, or otherwise inappropriate in tone. Take note that these are TikTok

sexualizing,
comments, so be aware of TikTok-specific language. Exclude comments that are unrelated to the child.

= Contains objectifying or inappropriate language.

-1
= Does not contain objectifying or inappropriate language.

-0
Comment: "comment”
Classification (ONLY return @ or 1):

Objectifying Comments (Few-Shot)

Identify comments that describe the physical appearance of the child in the video, including those

consisting only of emojis. Focus on language that may be objectifying, overly personal, possessive,
or otherwise inappropriate in tone. Take note that these are TikTok

sexualizing, diminishing,

comments, so be aware of TikTok-specific language. Exclude comments that are unrelated to the child.
- 1 = Contains objectifying or inappropriate language.

- @ = Does not contain objectifying or inappropriate language.

Examples:
- "What a cute little princess” = 1

- "I Love You SO SO Much, Can I Babysit?" =+ 1
- "She looks adorable today!"” =+ @

Comment: "comment”
Classification (ONLY return @ or 1):
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