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Abstract

The way we relay factual information and the
way we present deceptive information as truth
differs from the perspective of argumentation.
In this paper, we explore whether these differ-
ences can be exploited to detect deceptive po-
litical news in English. We do this by training
a model to detect different kinds of argumen-
tation in online news text. We use sentence
embeddings extracted from an argumentation
type classification model as features for a de-
ceptive news classifier. This deceptive news
classification model leverages the sequence of
argumentation types within an article to deter-
mine whether it is credible or deceptive. Our ap-
proach outperforms other state-of-the-art mod-
els while having lower variance. Finally, we
use the output of our argumentation model to
analyze the differences between credible and
deceptive news based on the distribution of ar-
gumentation types across the articles. Results
of this analysis indicate that credible political
news presents statements supported by a variety
of argumentation types, while deceptive news
relies on anecdotes and testimonial.

1 Introduction

The spread of disinformation has taken a toll on
public trust in news media (Lee, 2024). The effects
of this are reflected in social and political unrest,
such as the 2016, 2020, and 2024 United States
presidential elections (see Allcott and Gentzkow,
2017; Benkler et al., 2020; Arisoy Gedik, 2025,
respectively) and the COVID-19 pandemic (Rocha
et al., 2021). There is a widespread perception that
journalists have not only failed to shield the public
from disinformation, but have also contributed to
its spread by aligning themselves with bad actors
(Harrington et al., 2024). On top of that, there
is a belief that news media prioritizes profit over
veracity, treating it as some sort of advertisement
(Amazeen and Wojdynski, 2019).

Although disinformation takes many forms, we
focus on deception based on the definitions of
news media watchdog organizations, such as Me-
dia Bias/Fact Check.! These are often determined
based on political bias and on the amount of false
information, be it of the articles themselves or of
the outlets that publish them. We focus on polit-
ical news, as it has become a loci of public con-
cerns over the role that news media plays in global
politics and the influence disinformation has in it
(Benkler et al., 2020; Harrington et al., 2024).

Political persuasion and disinformation are
closely related (Gil de Ziiiga et al., 2025). We
assume that credible news aims to inform, while de-
ceptive news attempts to persuade readers in favour
of a certain viewpoint. We hypothesize that this
will be reflected in the argumentation within the
articles themselves. Our research questions are as
follows:

RQ1: Can argumentation features be used to de-
tect deceptive news?

RQ2: What insights can we acquire by comparing
argumentation types in credible and deceptive
news?

We implement a two-step approach to test this.
We start by training a BERT (Devlin et al., 2019)
model to identify argumentation types in English
news articles. We extract argumentation features
from this model and feed them to a Bi-LSTM
(Hochreiter and Schmidhuber, 1997) to identify
deceptive news. We go into more detail of our
architecture and related design choices in Section
3.

We report the results of our experiments in Sec-
tion 6. Our approach outperforms other models
from the literature, having less variance compared
to the other non-deterministic methods used in our

]https: //mediabiasfactcheck.com/methodology/
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experiments. We also show that feature-based mod-
els can outperform simple transformer baselines.

We do an analysis of the argumentation types
between credible and deceptive news in Section
7. We show that deceptive news tends to present
more anecdotes and testimonies, while credible
news tends to have more assumptions supported
through evidence.

2 Related Work

2.1 Misinformation and Deception Detection

Misinformation detection is a task that has arisen in
order to combat the influence of false or misleading
information. Oshikawa et al. (2020) note that, even
though it is often framed as a binary veracity clas-
sification, it has also been framed using scales of
truth (Rashkin et al., 2017; Wang, 2017) or through
political bias (Potthast et al., 2018).

Research from psychology has shown that liars
attempt to relieve the cognitive burden of decep-
tion by distancing themselves from their false state-
ments (Newman et al., 2003). Similar effects have
been reported when looking at “trolls” on social
media (Addawood et al., 2019). However, it is im-
portant to note that veracity can be complicated to
establish, which can lead to issues such as sampling
biases (Zhou et al., 2021).

Ruffo et al. (2023) note that a lot of terminol-
ogy in this area tends to have fuzzy or ambiguous
definitions. They argue that terms such as “fake
news” are often ill-defined, even in an academic
setting. They mention that this blurs the lines be-
tween misinformation detection and similar tasks,
such as automated fact-checking, propaganda, and
hyper-partisan bias detection.

Although automated fact-checking is a distinct
task that has been applied to various types of me-
dia,? it is also used in knowledge-based approaches
to detect misinformation. An example of this is
Kumar et al. (2025), who used factual statements
to form knowledge graphs to provide models with
updated contextually relevant information for fact-
checking.

Several other approaches have used features
within the text, such as syntactic (Huang et al.,
2020) or discourse features (Karimi and Tang,
2019) One such approach by Ghanem et al. (2021)
modelled emotional shifts throughout an article and

2See Thorne and Vlachos, 2018 for an overview of the task
up to 2018 or the yearly FEVER Workshop, organized since
2018: https://fever.ai/

employed the information as features for fake news
detection. Oshikawa et al. (2020) note that the
most commonly used content features tend to be
bag-of-words features, frequency of punctuation,
and psycholinguistic features from LIWC.?

Another common way to tackle misinformation
detection uses metadata, such as social media in-
teraction or web traffic. An example of this is a
study by Baly et al. (2018), which establishes a link
between news article reliability and publisher cred-
ibility by checking for the existence of a Wikipedia
page or Twitter account.

Credibility, partisanship, and misinformation
have also been investigated in prediction and de-
tection tasks. Rather than explicit fact-checking,
Potthast et al. (2018) argue that stylistic differences
in partisan news are sufficient to detect disinforma-
tion. Potthast et al. (2018) and Baly et al. (2019)
noted that hyper-partisan news articles across the
political spectrum are more similar to each other in
terms of style than to more balanced news.

Furthermore, the political orientation of a reader
can affect how believable or factual a piece of in-
formation is perceived to be. Landreville and and
(2019) note that if the political orientation of a news
outlet aligns with that of its reader, it is considered
to be more reliable. This is the case even if said
statements are opinions instead of facts. On the
other hand, Morris et al. (2020) point out that news
readers in the United States tend to consider a news
outlet more trustworthy if it is critical of the op-
posing political party. Even though this effect is
present across the whole political spectrum, they
note that it is stronger in conservative readers. Both
of these studies point out that these effects increase
the likelihood of believing disinformation as long
as it aligns with our political values or is critical to
those perceived to be opposing.

2.2 Argumentation Mining of News

Argumentation mining is a subfield of NLP that
studies argumentation, ranging from identifying
argumentative passages to analyzing argumenta-
tive structures and reasoning (Stede and Schneider,
2019; Lawrence and Reed, 2019). Argumentation
mining of news media has generally focused on
annotation of editorials and opinion pieces. Rocha
et al. (2022) created a dataset of opinion articles in
Portuguese annotated with argumentative discourse

3Linguistic Inquiry Word Count, originally introduced by
Pennebaker and Francis (1999).
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units,* argumentative components, and relations.
Another corpus created by Habernal and Gurevych
(2017) annotated user comments on news articles,
discussion forums, and blog posts related to contro-
versial issues in education. Similarly, Goudas et al.
(2014) collected documents in Greek from social
media (including news articles) and annotated them
to identify sentences containing argumentation and
whether they are claims or premises.

Several studies have bridged misinformation
and argument mining. Rhetorical structure the-
ory (RST) has been used to detect deceptive con-
tent (Vargas et al.,, 2022), while stance detec-
tion has close ties with argumentation mining
(Weinzierl and Harabagiu, 2024; Saha et al., 2024)
and has often been studied alongside news credibil-
ity (e.g.Kotonya and Toni, 2019 and the Fake News
Challenge’ shared task).

In this study, we use the Webis-16 dataset (Al-
Khatib et al., 2016). It consists of news editorials
annotated with argumentation types and informa-
tion for the argumentative role they play. The paper
that introduced the dataset used it to investigate
patterns in argumentation strategies across various
news topics. It has also been used by Ajjour et al.
(2017) to identify argumentative segments in writ-
ten news media.

2.3 Arguments and Persuasion in News and
Politics

In a study of news editorials, El Baff et al. (2018)
classified articles as challenging or reinforcing.
Challenging editorials make the reader rethink their
prior stance, while reinforcing editorials strengthen
their prior stance. They show in a later paper
(El Baff et al., 2020) that persuasive reinforcing
editorials often start and end with negative tone.
They also observe that persuasive articles often
start with an engaging hook and fortify arguments
with a ‘punchy’ closing. On the other hand, they
note that ineffective articles tend to feel inauthentic
and have positive tone in the article body.

Yu et al. (2021) focuses on the emotional aspect
of news articles. They show that persuasive arti-
cles leverage the reader’s emotions by using loaded
language and logical fallacies, such as straw-man
arguments and ad-hominem attacks.

Political speech in online news media often takes
the form of advertisement, mimicking the style

* Argumentative units are categorized according to the role
they play in argumentation.
Shttp://www.fakenewschallenge.org/

Type | Explanation

Anecdote

Provides evidence through ex-
amples or personal experi-
ences.

Assumption | Assumptions that need sup-
port to be accepted by the

reader.

Testimony | Provides evidence by quoting

a figure of authority.

Establishes shared knowl-
edge, presents statistics, or
does not add to the argument.

Other

Table 1: Argument types and their definitions.

and format of the platform on which it appears
(Amazeen and Wojdynski, 2019). Nelson et al.
(2021) show that readers are not very successful
at identifying this type of advertising. They also
note that, unlike commercial ads, regulations guid-
ing truth in advertising are typically not applied to
political content (Nelson et al., 2021). Given the
impact that news media has on society, this makes
for a powerful political tool (Konieczny, 2023).

3 Ouwur Approach

As we want to analyze whether the argumentative
structure of an article can be used to identify de-
ception, we perform a two-step process inspired by
Alhindi et al. (2021). This allows us to determine
whether our model learns from argumentation in
the text and provides us with information about the
types of argumentation in news articles, which we
analyze in Section 7. We use argumentation types
instead of argumentation roles (such as premise
and conclusion), as Al-Khatib et al. (2016) note
that the latter encode the strategy an author uses to
persuade readers.

We split the articles into an ordered set of sen-
tences and assign them an argumentation type with
BERT. We use four argumentation types: anecdote,
assumption, testimony, and other. Table 1 explains
the different argumentation types, while Section
4.1 details why these specific ones were chosen.
We use the final transformer layer from this model
to generate sentence embeddings, which are fed to
a Bi-LSTM model to classify news articles as cred-
ible or deceptive. The architecture of this process
is represented in Figure 1.
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Figure 1: Diagram of our proposed approach and its different components. The argumentation type classifier (on
top) assigns an argumentation type to each sentence. The deceptive news detection model (on the bottom) uses
sentence embeddings to determine whether an article is credible or deceptive. These embeddings are taken from the
frozen argumentation type model, represented in the diagram by a snowflake.

While decoder-only models® have been shown
to work well with argumentation (El Baff et al.,
2024), they have give mixed results in disinforma-
tion detection tasks (Hu et al., 2024; Su et al., 2024).
We do not use them for this study to avoid the in-
troduction of artifacts in any part of our pipeline.
We use BERT over similar but larger models to
avoid overfitting as our argumentation type dataset
is quite small. Exploratory experiments revealed
that BERT struggles with the least represented ar-
gument type (see Section 4.1). This issue is likely
to be more prominent in larger models.

van Dijk (1989) and Yarlott et al. (2018) note
that ordering is important for the argumentative
role of text in written news media. We chose a
Bi-LSTM for the deceptive news detection task, as
these models will intrinsically take into account the
ordering of the argumentation types.

We explain each model and how they are imple-
mented in more detail throughout the rest of this
section. The specific hyper-parameters used for our
experiments can be found in Appendix A.

Argumentation Type Classifier: We fine-tune
a BERT model’ on the argumentation type dataset.
This model is shown individual sentences and must
assign an argumentation type to each of them. We
use the output of the [CLS] token from the final
transformer layer for classification. As the latter
BERT layers typically learn task-specific features
(Rogers et al., 2020), we expect the final layer to en-
code argumentation-related features for the whole
sentence. This model is then frozen for the rest of
the experiments to prevent its weights from chang-
ing later on, thus making sure that it retains its

®Such as OpenAI’s GPT line of models.
7https://huggingface.co/google—ber’c/bert—bas
e-uncased

knowledge about argumentation types intact.

Deceptive News Classifier: Given a news arti-
cle, we split it into sentences. These sentences
are passed through the now-frozen argumentation
type classifier. We use the output of the final trans-
former layer corresponding to the [CLS] token as
a sentence embedding. These embeddings are then
fed to a Bi-LSTM model to determine whether the
article is credible or deceptive.

4 Datasets

In this section, we describe the different datasets
used in our two tasks. For the argumentation type
classification task, we use the Webis-Editorials-16
dataset (Section 4.1). For the deceptive news de-
tection task, we use two datasets: one with article-
level annotations (Section 4.2) and another with
source-level annotations (Section 4.3).

All three datasets contain news articles in En-
glish collected prior to 2020. Although the land-
scape of deceptive news and misinformation is
likely to have changed since these articles were
originally published, these datasets are still valu-
able as they only contain human-generated news.
Machine-generated mis- and disinformation is very
different from that generated by humans (Tewari
et al., 2021) and detecting it is another task in and
of itself (Beigi et al., 2024). Therefore, we choose
established datasets from before content produced
by generative language models flooded the web.

4.1 Webis-16 Dataset

The Webis-Editorials-16 dataset (or Webis-16 for
short) was originally introduced by Al-Khatib et al.
(2016). It consists of news editorials in English
from three established news sources. One hun-
dred editorials were selected for each of the three
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Class ‘ PolitiFact FakeNews-2018

Credible 131 8,117
Deceptive 242 14,962
Credible | 372 23,079

Table 2: Number of articles for each class after having
filtered the datasets for length.

publishers. The included texts were originally pub-
lished between December 2014 and January 2015
and were selected such that they would have a
length of at least 250 word and had at least five
comments. This dataset does not to distinguish be-
tween true and false statements, which is beneficial
for our task as it reduces the risk of introducing
artifacts into the deceptive news classification task.

Each token in the text was assigned one of eight
labels. Six of these labels correspond to argumen-
tation types, namely common ground, assumption,
testimony, statistics, anecdote, and other. The con-
tinuation label means that a token has the same
argumentation type as the next argumentation type
label that appears, thus forming spans of argumen-
tative units. Some tokens, such as punctuation,
are labelled as non-argumentative as they do not
form part of an argumentative unit, regardless of
surrounding tokens.

It is important to note that argumentative units
do not necessarily correspond to sentences. A sen-
tence may contain multiple clauses, each its own
argumentative unit. It is also possible for argumen-
tative units to span two or more sentences. This
poses a problem for our task. Although token-level
classification is useful for studying argumentative
units in the context of argumentation types, the dif-
ference in granularity can harm our downstream
task as it is document-level classification.

Because of this, we cast the argumentation type
labels so that each sentence has one and only one.
We do this in the following way: (i) continuation
labels take on the same label as the next argumen-
tation type label; (ii) sentences with more than
one argumentation type label are discarded; and
(ii1) if all tokens in a sentence not labelled non-
argumentative share an argumentation type label,
the whole sentence gets that label.

One issue that arose during exploratory analysis
was that models performed very well on the ma-
jority class, but very poorly on under-represented
classes. This was still the case when applying early

stopping and keeping the best performing check-
point. A model that severely under-performs on
one or more of the classes will not allow for good
analysis of the data. To get around this issue, we
collapsed some of the minority classes together.
The labels for assumption, anecdote, and testimony
were preserved, while common ground and statis-
tics were grouped into other. This resulted in better
performance of the deceptive news classifier and
allowed us to conduct a more accurate analysis of
argumentation in the articles. Appendix B goes
into more detail on how the number of labels was
chosen.

4.2 PolitiFact

FakeNewsNet, originally introduced by Shu et al.
(2020), contains the PolitiFact and GossipCop
datasets. They have article-level annotations ob-
tained from their name-sake fact-checking web-
sites.® The labels are binary and represent veri-
fiable truth. As our analysis focuses on political
news, only the PolitiFact dataset is used in our
approach. It originally contained 948 articles ac-
cessible through links provided by the authors to
preserve copyright. Unfortunately, many articles
are no longer retrievable due to broken links.

Article length has been shown to be a strong in-
dicator of deceptive news (Levi et al., 2019). We
filter the dataset to ensure both credible and de-
ceptive articles are within an range of 100 to 800
tokens. This helps make sure the model learns from
argumentative structure rather than length. Motiva-
tion for these bounds can be found in Appendix C.
The final number of articles after filtering can be
found in Table 2.

4.3 FakeNews-2018 Dataset

The FakeNews-2018 dataset, originally introduced
by Francis (2018), contains over 81,000 political
news articles in English collected from various
sources from the U.S., Canada, and the U.K. pub-
lished between 2013 and 2017. Articles are la-
belled as credible or deceptive based on the source,
according to the factuality and credibility scores
from Media Bias/Fact Check,” AllSides,'” and Ad-
Fontes Media'! to categorize sources as credible or
deceptive.

8https://www.politil""act.com/ and http://www.go
ssipcop.com/, now defunct.

9ht’cps: //mediabiasfactcheck.com/

Yhttps://www.allsides.com/

"https://adfontesmedia.com/
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Some sources labelled as deceptive in the dataset
are described as satire. Even though satirical news
differ from non-satirical news (Horne and Adali,
2017), research has shown it is challenging to dis-
tinguish satire from deceptive news (Horne and
Adali, 2017; Rubin et al., 2015). While satirical
news are meant to be entertainment, disinforma-
tion outlets often present themselves as satire to
protect themselves from legal consequences (Gol-
beck et al., 2018). Even when this is not the case,
satirical news has the potential to mislead readers
through its mimicry of actual news (Francis, 2024).

5 Baselines

We compare our argumentation type classifier
against a random classifier and a majority class
baseline. This is done to ensure the model is actu-
ally learning from the data and not simply assigning
labels arbitrarily. We focus on both general per-
formance and performance on the lowest scoring
label.

We compare our approach to three models: a
BERT classifier, an SVM using LIWC!? features,
and FakeFlow (Ghanem et al., 2021). We choose
BERT as it has been shown to perform well for a
variety of tasks and is simple to implement. Classi-
cal machine learning models using LIWC features
have been used successfully for deceptive news
detection in the past (e.g. Che et al., 2018; Pérez-
Rosas et al., 2018). We follow the implementation
of Horne and Adali (2017), using an SVM classifier
and the same feature selection process. The final
model used for comparison is FakeFlow, which
uses a CNN (Kim, 2014) to model article topics
and a Bi-GRU (Cho et al., 2014) to model emotions
in the text.

6 Results and Discussion

Throughout this section we present the quantitative
results of both the argumentation type and decep-
tive news classification tasks. Appendix D contains
additional tables with more detailed results from
our experiments.

Each experiment was run multiple times in order
to assess not only the performance of the mod-
els, but also their variance across runs. Only the
random seed was changed across runs, all other hy-
perparameters remained the same. We performed

12Linguistic Inquiry Word Count, originally introduced by
Pennebaker and Francis (1999).
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(a) Weighted F1 scores for the
PolitiFact dataset.

(b) Weighted F1 scores for the
FakeNews-2018 dataset.

Figure 2: Weighted F1 scores for the deceptive news
classification task. Our model (in red) outperforms the
other models on average.

five runs for each argumentation type classifica-
tion model. The deceptive news models were also
trained an additional five times for each, resulting
in a total of 25 runs. This allows us to assess the
variance of the deceptive news model not only in
terms of the training process but also of the repre-
sentations it was fed.

Argumentation Type Classifier: Our classifier
achieves an average weighted F1 score of 0.84,
which is significantly higher than those of the ran-
dom and majority baselines (0.56 and 0.61, respec-
tively). It is important to verify the F1 score of the
worst-performing label at this step. This is used in
analyzing the argumentation types of news articles
(see Section 7) and is the motivation for collapsing
some of the labels into a single one (see Section 4.1
and Appendix B). The lowest F1 score observed is
0.47 for the other class, which is a large improve-
ment over 0.04 for the same class using the random
baseline.

Deceptive News Classifier: As shown in Figure
2, using argumentation features outperforms the
other models. There is a noticeable improvement
over BERT and the SVM with LIWC features for
both datasets.

We notice different patterns when comparing our
model with FakeFlow. For the PolitiFact dataset,
both models show an overlap in performance. How-
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Figure 3: Distributions for the ratios of the argumentation types assumption and testimony in the FakeNews-2018
dataset. Deceptive news tends to make less assumptions and presents more testimonies.

ever, the three lower quartiles for FakeFlow are
lower than the higher three ones for the model
with argumentation features, meaning that the latter
performs better on average. When looking at the
FakeNews-2018 dataset, we notice that FakeFlow
performs much worse than on any of the other mod-
els. Previous research has shown that features of
deceptive news can be topic dependent, which may
explain why some models under-perform on spe-
cific deception detection datasets (Francis, 2024).

Overall, our approach showed a lower variance
in its performance when compared to the other
statistical models (i.e. BERT and FakeFlow). This
indicates it is more stable and less prone to the
effects of randomness, such as the chosen random
seed.

7 How Do People Argue in Deceptive
News?

Given an argumentation type label and an article,
we look at the fraction of sentences within the arti-
cle with that label. We then compare how these val-
ues are distributed in each deceptive news dataset
(see Figure 3). To ensure balanced sample sizes for
the analysis, we under-sample the most represented
class for each dataset.

We use a two-tailed Kolmogorov—Smirnov test
(Hodges, 1958) to determine whether the distribu-
tions for credible and deceptive news are different'>
and, if so, how much they differ. It is important to
note that all four distributions are related to each
other as the ratios for a given article must sum up
to one.'* Thus, we must apply a Bonferroni cor-
rection for n = 4. That means that we need a
p-value of 0.0125 instead of 0.05 to be able to re-

3Given that we are dealing with distributions of ratios, we
can safely assume that they are not normally distributed.

“This is because each of the sentences in an article must
have one and only one of the four argumentation type labels.

Label | PolitiFact FakeNews-2018
Anecdote 0.23 0.02
Assumption 0.10 0.10
Testimony 0.24 0.17
Other 0.27 0.15

Table 3: Values of the Kolmogorov—Smirnov test, de-
noting the largest difference in the cumulative distri-
bution functions. Statistically significant results are
highlighted. Due to the Bonferroni correction, we need
a p-value of 0.0125 to reject the null hypothesis.

ject the null hypothesis that the distributions for the
credible and deceptive news articles are the same.

The Kolmogorov—Smirnov statistic, shown in
Table 3, tells us the largest difference between the
two cumulative distribution functions. Excluding
anecdote in the FakeNews-2018 dataset and as-
sumption in PolitiFact, the results are statistically
significant and show a large difference.

We will go over the differences between the
distributions of the four labels, focusing on the
FakeNews-2018 dataset as we consider that these
distributions can give us potentially interesting in-
sights.

When looking at the distribution of the anecdote
argumentation type, we notice that anecdotes ap-
pear more often in articles labelled fake in the Poli-
tiFact dataset. Usage of anecdotes may be a strat-
egy used by deceptive news outlets to strengthen
arguments in lieu of factual evidence. Previous lit-
erature has also noted that more persuasive articles
use logical fallacies, such as arguments from anec-
dote, which leverage readers’ emotions (Yu et al.,
2021). Meanwhile the Komogorov-Smirnov statis-
tic shows that the difference on the FakeNews-2018
dataset is small and not statistically significant.

In general, the label assumption is the most
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evenly distributed across the articles, regardless
of the dataset or whether they are deceptive or not.
As we can see in Figure 3, assumptions are less rep-
resented in deceptive news in the FakeNews-2018
dataset.

The label assumption appears more often in ar-
ticles, regardless of whether they are deceptive or
not. In contrast, the other labels tend to represent
a small proportion of the sentences of an article.
This does not mean that there are no differences
between credible and deceptive news, as assump-
tions are less represented in deceptive news in the
FakeNews-2018 dataset (as shown in Figure 3).
Gelfert (2018) notes that the modern wave of dis-
information stems partly from conspiracy theories.
Conspiracy theorists avoid making explicit assump-
tions to avoid accountability for their claims, using
the excuse of “just asking questions” (Egelhofer
and Lecheler, 2019). As mentioned previously, the
difference between the distribution for credible and
deceptive news is not statistically significant for
the PolitiFact dataset, likely due to the small size
of the dataset.

The testimony label is represented more in decep-
tive news for both datasets. Figure 3 shows this for
the FakeNews-2018 dataset. This may be related
to the use of news as a medium for political adver-
tising (Nelson et al., 2021). Studies have shown
that testimonials positively impact consumer bias
and that consumers identify more strongly with
testimonials from individuals they consider peers
(Shimp et al., 2007; Appiah, 2007). It has also
been observed that partisan loyalty has an effect on
believability, as readers are more likely to report in-
formation from sources that share their political af-
filiation as factual (Morris et al., 2020; Landreville
and and, 2019). On the other hand, this could also
be due to deceptive news using fallacious strategies
such as appealing to authority (Yu et al., 2021).

The other label is represented the least in both
datasets and both types of news, but appears more
in credible news articles than in deceptive ones. It
is important to note that the other label contains the
statistics and ground-truth labels from the original
Webis-16 dataset (as noted in Section 4.1). This
suggests that credible news substantiates claims
more often than deceptive.

As mentioned previously in this section, Figure
3 shows the distributions for the labels assump-
tion and testimony in the FakeNews-2018 dataset.
The histograms comparing the distributions for all
the argumentation type labels can be found in Ap-

pendix E.

8 Conclusions

Factuality in news media is closely related to simi-
lar phenomena, such as partisan bias, propaganda,
and satire (Ruffo et al., 2023). The rapid spread
of deceptive news and misinformation has been
linked to instability in the global political climate,
as well as erosion of trust in news media (Lee,
2024). (Gelfert, 2018) and (Harrington et al., 2024)
argue that it is important to study these complex
phenomena in order to mitigate the risks and con-
sequences they engender.

In this paper we hypothesized that argumenta-
tion in credible and deceptive political news arti-
cles would differ as a reflection of their role as
informers or vectors for ideology. We proposed
an approach exploiting argumentation types of sen-
tences within an article to detect deceptive news.
On average, our approach outperformed three mod-
els from the existing literature, namely BERT, an
SVM with LIWC features, and FakeFlow. It also
shows a lower variance than the non-deterministic
baselines.

Some interesting patterns appear when analyz-
ing the distributions of argumentation types. We
found that deceptive articles tend to use more testi-
monies and, for one of the datasets, more anecdotes.
Although credible news tend to have more assump-
tions, they appear to support them with evidence
or by establishing shared knowledge. This matches
previous findings from the literature that point out
that deceptive news uses logical fallacies, such as
overusing anecdotes or by appealing to authority
(Yu et al., 2021).

It is important to note that the work we present
in this paper is not any sort of “truth detector”. Our
model was trained and tested to be used in news
articles and should only be used for that kind of
media. The datasets have binary truth annotations
and were curated with that purpose in mind. This
means that things living in the in-between of truth
and falsehood might potentially be misrepresented.
Moreover, there are different kinds of mis- and dis-
information (such as propaganda or hyper-partisan
news) that are not explicitly studied in the present
paper to better isolate features pertaining deceptive
news.

The results of this study show that stylistic fea-
tures, such as argumentation type, can improve
classification performance and enrich our under-
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standing of complex phenomena such as deceptive
news and misinformation. Not only that, but they
can also help develop systems that are both more
interpretable and perform as well as other classifi-
cation systems, if not better.

It is also important to note that we focus on the
style of the text rather than on its content. One of
our assumptions is that outlets publishing deceptive
content online do so knowingly. This ignores the
possibility that people who write deceptive news
articles legitimately believe what they are writing.
It also ignores propaganda in news media that is
often regarded as trustworthy, be it backed by the
State and/or by for-profit organizations.

Limitations

A possible limitation of our work could be the
scope of the data. To the best of our knowl-
edge, the Webis-16 dataset is one of the most thor-
oughly annotated news media datasets for argumen-
tation types. However, the editorials it contains
come from only three publishers. Despite this, we
achieve good results in our downstream applica-
tion. It is also important to note that Lindahl (2024)
argues that it can be complicated to annotate ar-
gumentation in text due to ambiguity or multiple
plausible interpretations.

Moreover, the annotations of this dataset do not
take veracity into account. This makes it so that
we can properly model argumentation on its own,
without introducing biases in the deceptive news
classification task. It is not possible to do joint
training for the whole pipeline for that reason.

In a similar vein, the data we use for the decep-
tive news detection task comes predominantly from
English outlets in the United States, Canada, and
the United Kingdom. Furthermore, previous stud-
ies show that features of deceptive news can vary
depending on news topic Francis (2024). There-
fore our results might not generalize well to other
languages, cultural contexts, or topics.

Regardless of these limitations, we consider our
results to be useful in showcasing how other areas
of NLP can give us a deeper insight into how de-
ceptive news works. We encourage people using
our methodology in different linguistic or cultural
contexts to verify that is is an appropriate approach
before doing any sort of implementation.

Ethical Considerations

The study of automatic detection of disinformation
can be a complicated task. There is always the risk
of the models being misused due to maliciousness,
lack of information, or misinterpreting the purpose
of the model.

An example of the first case could be a govern-
ment or company looking to censor news articles
that show them in an unfavourable light. Even
though some of the assumptions we made in this
paper might not hold true in this case, models that
classify news articles could potentially be repur-
posed for other tasks.

Another issue could be blindly trusting the out-
puts of the model. Given that our model statisti-
cally selects the class that an article is most likely
to belong to, there is always the risk of it being
wrong. Because of this, it is important to always
keep a human-in-the-loop approach when using
these kinds of models.

People may also mistakenly use these kinds of
models as a “truth detector” with other kinds of me-
dia. We have discussed this issue in the Limitations
Section.

On top of that, there are the issues of where we
get the data from and how it is annotated. Even
though the datasets we used obtain their anno-
tations from independent fact-checking organiza-
tions, there is always the risk of conflicts of interest
or unstated agendas.

Even though we take steps to mitigate these is-
sues, we are aware that some of them might still
linger, especially those regarding possible misuse
of the model.
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A Hyperparameters of the Models

In this appendix we present the hyperparameters
and other implementation details from our models.

A.1 Argumentation Type Classifier

The argumentation type classifier we used was im-
plemented using the HuggingFace'> package for
python'® using a PyTorch!” backend.

We used the model bert-base-uncased from
the Transformers package. For this, we used the
class AutoModelForSequenceClassification.

The hyperparameters used were the default ones
except for the following ones:

 Evaluation strategy: steps
 Evaluation steps: 100

* Evaluation delay: 1

* Number of training epochs: 3

* Load best model at the end: True
* Per device training batch size: 8

A.2 Deceptive News Classifier

The deceptive news classifier was implemented in
PyTorch using the Adam (Kingma and Ba, 2019)
optimizer. We used a single Bi-LSTM layer fol-
lowed by a linear layer. The last hidden states from
each direction were concatenated and then fed to
the linear layer for classification.

The hyperparameters we used were the follow-
ing:

* Learning rate: le-4

LSTM hidden dimension: 64
* Batch size: 32

* Dropout: 0.5

* Max number of epochs: 2000

* Early stopping at n steps: 15

15https://huggingface.co/
16https://www.python.org/
"https://pytorch.org/

B Number of Labels of the
Argumentation Dataset

During our preliminary exploration of the argumen-
tation type classifier that the least represented class
was getting misclassified in all of our experiments.
Thus we decided to explore the possibility of col-
lapsing some of the least represented labels into a
single one.

We took into account the macro and weighted
scores of the model, as well as the F1 score of
the least represented class. An important criterion
when selecting the number of labels was to keep as
many labels as possible. This is particularly impor-
tant as we want both our deceptive news classifier
to learn the most out of the argumentative structure
of the articles. Moreover, we want to be able to
look at the argumentation types in the articles to
get further insights.

As we can see from Figure 4, the less labels we
keep, the better the performance of the model. This
was to be expected given that the more labels there
are available, the less likely a model is to get a
correct result if it is choosing randomly.

When looking a the validation scores (see Fig-
ure 5) for the deceptive news classification task,
we realize that the models that kept just four la-
bels model does slightly better than the others in
average. However, it is important to note that the
boxplots for all groups overlap.

We decided to keep four labels as opposed to
two or three as we believe that it would help with
when qualitative analysis from Section 7, while
keeping more labels would mean that there is a risk
that neither the argumentation nor the deceptive
news classifiers would work as well as they would
otherwise.

C Analyzing the Length of News Articles

While looking through the datasets during our pre-
liminary exploration we noticed that the length of
the articles varied greatly between credible and de-
ceptive ones. The distributions of the lengths of
articles can be seen in Figure 6. This length is
seen in terms of tokens according to the sentence
tokenizer from NLTK.'®

We decided to only maintain articles up to a
certain length for two reasons. The first one is
that we want to focus on the argumentation types
within an article as a way of identifying whether

18https://www.nltk.org/api/nltk.tokenize.sent_
tokenize.html
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Figure 4: Performance on the validation split when comparing different numbers of labels for the argumentation
type dataset. Unexpectedly, the fewer labels we keep, the better the performance of the model, excluding outliers.

it is deceptive or not. One way to ensure this is
controlling for variables that are not relevant to our
hypothesis but that a model might pick up and learn
spurious correlations from, such as the length of
an article. The other reason is that the length of
an article impacts how its discourse units interlock
(van Dijk, 1989; Yarlott et al., 2018), meaning that
argumentation will differ from shorter to longer
texts.

We decided to maintain articles from 100 to 800
for the PolitiFact dataset those from 100 to 500
for the FakeNews-2018 dataset as this is where the
summary statistics for both distributions start to
converge.

D Detailed Results for the Classification
Tasks

This appendix contains tables presenting the nu-
merical results from our models. It is meant to
complement the plots and values reported in Sec-
tion 6, as well as the analyses contained within.

The results from the argumentation type classifi-
cation task are reported in Table 4. The results for
the deceptive news classification task are reported
in Tables 5 and 6 for the Politifact and FakeNews-
2018 datasets, respectively.

E Argumentation Types in Deceptive
News Articles

Here we present the histograms comparing the dis-
tributions of the ratio of argumentation type labels
of the articles between credible and deceptive news.
The analysis of how these distributions vary can be
found in Section 7.

There is a plot for each argumentation type label
and for each dataset. We have grouped them by
argumentation type in order to more easily allow
comparisons across datasets. Figure 7 contains the
histograms for the anecdote label, Figure 8 those
for assumption, Figure 9 those for testimony, and
Figure 10 those for other.
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Figure 5: Boxplot from the F1-score in the validation set of the PolitiFact dataset. While the boxes overlap across
all groups, we see that the one with four labels performs slightly better than the others.

F1 Macro F1 Weighted Accuracy Min F1 Score

Majority 021 0.605 0.722 0
Baseline

Random | ) 016 1 0.006 0.556+0.008 0.558 = 0.01  0.038 = 0.01
Baseline

BERT | 0.69 +0.003 0.842 + 0.001 0.844 + 0.002 0.465

Table 4: Results from our argumentation type classification task. We report the average accuracy and both the
macro and weighted F1 scores across 5 runs, as well as the standard deviation. We also report the F1 score for the
minimum class to ensure the model works reasonably well across all labels.
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Figure 6: Lengths of the articles in both datasets for the deceptive news detection task. As we can see, there is a
strong tendency for deceptive news to be shorter.
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F1 Macro F1 Weighted Accuracy
BERT 0.486 &= 0.054 0.537 &= 0.047 0.540 4= 0.046
SVM with
LIWC Features 0.747 0.772 0.773
FakeFlow 0.780 == 0.094 0.806 &= 0.075 0.814 4 0.056
Argumentation | oo | 027 0.880 + 0.024  0.881 + 0.024
Features (ours)

Table 5: Results from the deceptive news classification task on the PolitiFact dataset. We report the average accuracy,
both the average F1 macro and weighted scores across 25 runs, and the standard deviation. Our approach (in bold)
outperforms all the baselines we compared to. Of note is that the standard deviation of our model is also smaller
than that of the other probabilistic models we are comparing with.

F1 Macro F1 Weighted Accuracy
BERT 0496 4+ 0.007 0.557 & 0.006 0.570 + 0.014
SVM with
LIWC Fonttires 0.856 0.870 0.873
FakeFlow | 0.407 +0.021 0427 +0.030 0415 4 0.027
Argumentation | oo | 009 0.961 = 0.008 0.961 = 0.008
Features (ours)

Table 6: Results from the deceptive news classification task on the FakeNews-2018 dataset. We report the average
accuracy and both the average F1 macro and weighted scores across 25 runs, as well as the standard deviation. Our
approach (bold) outperforms all the baselines we compare it to. The standard deviation of our model is also smaller
than that of the other models we compare it with.

(=)}
o
|

Number of Articles
N N
o o

Class
Credible
Deceptve

0.0

0.2

0.4 0.6

0.8 1.0

Fraction of Setences Labeled Anecdote

(a) Distribution for anecdote in the PolitiFact dataset.

Class

@ 3000+ Credible
© Deceptive
£
<
45 2000
@
£
5 1000+
=

0-— T T T : :

0.0 0.2 0.4 0.6 0.8 1.0

Fraction of Sentences Labeled as Anecdote

(b) Distribution for anecdote in the FakeNews-2018

dataset.

Figure 7: Histograms showing the distribution of the ratio of sentences labelled anecdote for both credible and
deceptive news. Anecdotes are more represented on deceptive articles on the PolitiFact dataset, while they appear at
roughly the same rate the FakeNews-2018 dataset.
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Figure 8: Histograms showing the distribution of the ratio of sentences labelled assumption for both credible
and deceptive news. Assumptions appear less often on deceptive articles on the FakeNews-2018 dataset. There
difference for the distributions of the PolitiFact dataset is not statistically significant, meaning that we cannot rule

out random chance as the reason behind this.
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Figure 9: Histograms showing the distribution of the ratio of sentences labelled testimony for both credible and
deceptive news. Testimonies appear more often on deceptive articles, regardless of the dataset.
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Figure 10: Histograms showing the distribution of the ratio of sentences labelled other for both credible and
deceptive news. This label appears more often in credible articles, regardless of the dataset. This label includes the
labels statistics and common-ground from the Webis-16 dataset, as noted in Section 4.1.
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