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Abstract

Understanding how words shift in meaning is
crucial for analyzing societal attitudes. In this
study, we investigate the contextual variations
of the terms feminist, feminists along three axes:
time, language, and domain. To this aim, we
collect FEMME, a dataset comprising the oc-
currences of such target terms from 2014 to
2023 in English, Italian, and Swedish in two
domains. For the general domain we consider
Twitter and Reddit; for the hate domain we con-
sider the Incel community. We use frame analy-
sis, fine-tuning, and LLMs to find connotations
of target terms. We find that feminists has a
consistently more negative connotation than
Sfeminist. This finding indicates more hostility
towards feminists as a collective, which often
triggers greater societal pushback, reflecting
broader patterns of group-based hostility and
stigma. Across languages, we observe similar
stereotypes towards feminists that include body
shaming and accusations of hypocrisy and ir-
rational behavior. Across time, we identify
events that trigger a peak in terms of negative
or positive connotation. As expected, the Incel
spheres show predominantly negative connota-
tions, while the general domains show mixed
connotations.

Warning: this paper contains obfuscated examples
some readers may find upsetting and offensive.!

1 Introduction

While misogyny is understood as hatred or con-
tempt towards women (Srivastava et al., 2017;
Manne, 2017), anti-feminist hostility is frequently
dismissed as a mere neutral political or ideological
stance. The way anti-feminist rhetoric is framed
can influence how the discourse around feminism
evolves, ultimately shaping its connotations and
affecting public opinion and social movements.

"Examples have been obfuscated with a Python package
for obfuscating profanities: PrOf by Nozza and Hovy (2023).

Over time, feminism has been reclaimed as a
symbol of empowerment but also weaponized to
discredit gender equality efforts, often shifting be-
tween praise and stigma. Analyzing these changes
helps reveal resistance to feminist goals, the impact
of media framing, and the persistence of misogy-
nistic narratives. In media and popular culture, ref-
erences to feminist movements and their support-
ers have often been framed in negative or mock-
ing terms, reinforcing long-standing stereotypes
about feminist women (North, 2009), which were
assigned labels such as “femin*zis,” “man-haters,”
and “bra-burning crazies” (Swirsky and Angelone,
2014). The persistence of such stereotypes about
anyone identifying with the term may contribute
to the reluctance of many women to self-identify
as feminists (McCabe, 2005). On the other hand,
the complexity of feminist movements, both in
terms of their diverse schools of thought and their
evolution over time (the so-called waves), has re-
sulted in a wide and heterogeneous set of values
associated with the term. This complexity is re-
flected in the perception of the term, leading to the
different connotations it acquires in media usage
and online communication. Despite the fact that
fourth-wave feminists rely heavily on social media
as their primary channel for communication and
activism, online spaces continue to exhibit many of
the stereotypes that emerged fifty years ago. These
stereotypes, often renewed and adapted to the con-
temporary context, remain tied to the use of the
term. As Ahmadi (2024) pointed out, the term
feminist itself can be used as a pejorative epithet:
to call someone a feminist can be perceived as an
insult, or more generally, can carry negative con-
notations. From a computational perspective, Muti
et al. (2024b) show that the terms femminista, fem-
ministe are used pejoratively, as a slur, in Italian
tweets.

However, to the best of our knowledge, no prior
work in NLP has explored the extent of this phe-
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nomenon. This study is the first to systematically
investigate how frequently the terms feminist(s)
are used with negative connotations across dif-
ferent languages, time periods, and domains.
Specifically, we focus on the period from 2014
to 2023, considering three languages: Italian, En-
glish and Swedish. For the general domain, we
consider Twitter for the Italian and Reddit for the
English and Swedish languages, a choice based
on platform usage and available data. For the hate
domain, we consider Incel forums. Incels, short
for involuntary celibates, pertain to the so-called
manosphere (Nagle, 2017) and mainly comprise
men who struggle to find a sexual partner or signifi-
cant other, and blame this on women and feminists.
Some members of this community tend to engage
in the spread of various forms of hate speech, in
particular misogyny.
We address two research questions:

RQ1 What are the stereotypes associated with
Sfeminist(s) across time, languages and domains?

RQ2 Are there events that trigger a shift in the
connotation of the target terms feminist, feminists
across time, for each language and domain?

2 Related Work

2.1 On Online Perception of Feminists

Several studies have focused on the ways in which
feminists and feminist movements are represented
and targeted in online environments. Lewis et al.
(2019) examine online abuse targeting feminist
women through a survey and in-depth interviews,
finding clear parallels with offline gendered abuse.
Dafaure (2022) analyzes the persistence of misog-
ynistic and anti-feminist attitudes in anglophone
online spaces, contextualizing them historically
and showing how digital content, such as memes,
YouTube videos, and social media posts, often
constructs feminists as deficient in psychologi-
cal, physical, or ideological terms. This aligns
with the findings of Sudrez Estrada et al. (2022),
who examine how the affective political partici-
pation of women is monitored and disciplined in
polarized online discourse surrounding feminist
protests in Mexico. Their study reveals that femi-
nist protesters were subjected to hate speech and
toxicity, and that their affective agency was often si-
lenced and perceived as inappropriate relative to so-
cially sanctioned gendered norms, ultimately rein-
forcing the very stereotypes they seek to challenge.
Similarly, Dickel and Evolvi (2023) investigate

discussions of the #MeToo movement within two
misogynistic manosphere groups, identifying sev-
eral recurring themes. Among these is the portrayal
of #MeToo as ‘feminist propaganda’, which rein-
forces anti-feminist discourse centered on reclaim-
ing power through the reassertion of patriarchal
norms. Focusing specifically on the manosphere,
Aiston (2024) conducts a qualitative analysis of
an anti-feminist Reddit community, showing that
feminists are consistently depicted as a unified,
misandric group seeking dominance over men.

2.2 Misogyny in NLP

Misogynistic discourse varies across online com-
munities, often adopting specific vocabulary and
norms. The incel (involuntary celibate) subculture
exemplifies this, using unique jargon to express
extreme anti-women views. Research shows in-
cel forums generate significant gender-based hate,
much of it in coded, community-specific language
(Yoder et al., 2023). By applying large-scale frame
semantic analysis, Gemelli and Minnema (2024)
explore how the users of a popular Italian incel fo-
rum conceptualize the world and their experiences,
and especially the way they write about gender
issues, men and women. Guest et al. (2021) in-
clude a variety of manosphere-related subreddits
in their dataset. The EXIST 2021 challenge (sEX-
ism Identification in Social Networks) (Rodriguez-
Sanchez et al., 2021) and the EDOS 2023 (Explain-
able Detection of Online Sexism) task at SemEval-
2023 (Kirk et al., 2023) include anti-feminist posts
in their dataset. Muti et al. (2024a) include anti-
feminist data in their ImplicIT-Mis dataset contain-
ing implicit misogynistic Facebook comments in
Italian. To the best of our knowledge, no multi-
lingual dataset has been created for anti-feminist
language. To fill this gap, we introduce FEMME,
the first resource of its kind that includes general
and hate domain anti-feminist discourse.

3 The FEMME Dataset

We collect FEMME, FEminist across Multilin-
gual and Multidomain Eras, a multilingual dataset
comprising occurrences of the terms feminist and
Sfeminists extracted from different online spaces:
the hate domain includes posts from Incel commu-
nities, while the general domain comprises data
from Twitter and Reddit. Such dataset ensure tem-
poral coverage, allowing us to track the evolution
of the terms across different periods, from 2014 to
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Category
Insult

Description

Feminist(s) refers to a person and is charac-
terized by adjectives or expressions with
negative connotations, or it occurs with
slurs. Subframes: intellect, physical as-
pect, or sexuality.

Feminist(s) refers to an inanimate concept
and is used as an adjective to modify nouns
or concepts with negative connotations.
«I'am not a feminist, but...»: the users dis-
tance themselves from the movement or its
values and ideas.

List Feminist(s) is part of a list of elements per-
ceived as negative.

Feminist(s) is associated with the concept
of hypocrisy, often related to their behavior
with men.

Feminist(s) is associated with stereotypical
features, without direct insult. Subframes:
intellect, physical aspect, or sexuality.
The sentence conveys negativity through
irony or sarcastic phrasing, often mocking
feminism.

Feminist(s) are characterized as hating
men.

“Deny, Attack, Reverse Victim and Of-
fender”. Feminists are portrayed as evil,
violent, power-hungry, and destroying so-
ciety. The user is framing feminists as real
oppressors, flipping the narratives.

The negative connotation is directed at men
being feminists.

The authors express hate or violence
against feminists without expressing a con-
notation of them.

Feminism is associated with other hate
speech topics like racism, religion, homo-
phobia, or right-wing ideology.

Feminist causes or women'’s rights are dis-
missed as invalid, exaggerated, or non-
sense.

Inanimate

Distance

Double
Standard

Stereotype

Sarcasm

Misandry

DARVO

Men

Attitude

Intersect

Dismissal
of Femi-
nism

Table 1: Frame Annotation Categories

2023. For each language, we employ the following
keywords: femminista, femministe for Italian (IT),
feminist, feminists for English (EN), and feminist,
feminister for Swedish (SE).

3.1 Data Collection

For English general domain, we extract all Reddit
posts? and comments containing the term “femi-
nis*" in either the body or the title for the years
2014-2023. For the hate domain, we take data
from Gajo et al. (2023), a multilingual corpus for
the analysis and identification of hate speech in the
domain of inceldom built from incel Web forums
including English.

For Swedish, we collect data from the r/Sweden
forum on Reddit for the years 2014-2022 with the

*We use the Pushshift API dataset (Baumgartner et al.,
2020) as a source for the posts.

Domain IT EN SE

General 1,050 150 1000
Hate 950 150 300
Total 2,000 300 1,300

Table 2: Statistics for annotated data.

Pushshift API. The hate domain consists of data
from Flashback retrieved with Sprakbanken Text
(2024) for the years 2016 to 2023. Unfortunately,
the data for the Swedish hate domain is sporadic.
As shown by Stenavi and Bengston (2020), the
Incel community in Sweden is among the top traffic
to English Incel forums. As such, there has not
been a need for a Swedish language Incel forum
outside of Flashback.

For Italian, for the general domain we select
instances from TWITA (a collection of tweets iden-
tified as being written in the Italian langauge) for
the years 2014-2022 (Basile and Nissim, 2013)
and Pejorativity (Muti et al., 2024b) (a corpus of
misogynous tweets, containing the word femmin-
ista/e) for 2023. For the hate domain, we select
instances from the Forum dei Brutti (FdB) corpus
(Gemelli and Minnema, 2024), which includes all
threads from the largest section of Il Forum dei
Brutti, the most popular Italian incel forum, from
2010 to 2023. We only consider posts from 2014
to 2023 for consistency with other languages.

Table 4 in the Appendix shows the sources and
the statistics for all data collected.

3.2 Data Annotation

By adopting a prescriptive paradigm (Rottger et al.,
2022), we develop an annotation framework to cap-
ture the connotations of the terms feminist(s) and
how they are portrayed. In line with the paradigm
of Guzman-Monteza (2023), two Italian NLP re-
searchers who identify as feminists conducted a
pilot study on 300 Italian instances, initially using
two labels: negative and non-negative>. If the con-
notation is negative, the annotators specify the ap-
propriate frames and subframes (if applicable) that
best describe the type of negativity expressed (see
Table 1). Starting with moderate agreement (Co-
hen’s Kappa inter-annotator agreement of 0.7570
on the binary task and 0.52 Jaccard similarity on
the multi-label), the annotators refined and updated
the guidelines based on edge cases. These revised
guidelines were then shared with two additional

*In this paper, non-negative connotation refers to both
positive and neutral connotations.
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annotators for English and one for Swedish, for
which we were unable to identify a second ex-
pert native speaker. These annotators, who are
native speakers of the respective languages and ex-
perts in NLP and gender-related studies, followed
the same process: first annotating separately, then
resolving all disagreements collaboratively. The
inter-annotator agreement for the binary task in En-
glish is 0.8167 (Cohen’s Kappa) and 0.26 (Jaccard
similarity) in multi-label. A different number of
instances were annotated for each language (see Ta-
ble 2). Full guidelines and examples can be found
in the Github repository.*

4 Frame Analysis

We use frame analysis (Entman, 1993) to identify
how certain aspects in negative connotations of the
terms feminist(s) are emphasized and to character-
ize evolving societal attitudes. This study has been
performed on the annotated dataset. We follow a
multi-step approach.

1. Frame Identification We first identify the se-
mantic frames surrounding the target terms
through annotation. These frames serve as an
interpretive lens for understanding the social
positioning of the terms feminist(s).

2. Characterizing Words Extraction Within
each frame, we employ GPT-40 to extract
representative words used to describe
feminists. Characterizing words represent
frames associated with feminists. The list
of the characterizing words, specific to
each language, is available in the Github
repository.*

Figure 1 shows the frame frequencies by domain
and language calculated over negative comments.

Italian Comments in which the word femmin-
ista/e is used with a negative connotation represent
47.4% of the data in the Italian dataset. When ex-
amining the negative comments by domain, how-
ever, we found that in the hate domain the neg-
ative comments account for 71.7%, considerably
higher than the general corpus (25.5%). The most
frequently used frame in the hate domain is IN-
SULT, appearing in 35.1% of the negative com-
ments in the dataset, associated with body shaming
and politically-charged terms. This is followed by
STEREOTYPE (28.2%) and DOUBLE STANDARD

*https://github.com/arimuti/FEMME

(12.3%). The frame INANIMATE ranks fourth
(11.2%), indicating that the term femmminista/e is
often used as an adjective modifying non-human
entities or abstract concepts. This is evident in
the words associated with this frame, which in-
clude terms such as ideologia (ideology), str*nzate
(bullshit), and follia (madness) (see Table Charac-
terizing Words in the Github repository). In the
general dataset, 25.5% of the comments express a
negative attitude toward feminists. The three most
frequent frames are the same as those in the hate do-
main, with STEREOTYPE being the most prevalent
(23.1%), followed by INSULT (20.9%), and DOU-
BLE STANDARD (15.7%); notably, this last frame
appears more frequently compared to the hate do-
main. An interestingly prominent frame in the hate
domain is DARVO (Deny, Attack, Reverse Victim
and Offender). In comments annotated with this
frame, feminists are portrayed as individuals who
position themselves as victims while actually ex-
erting power. Alongside the DOUBLE STANDARD
frame, this reinforces the stereotype of women,
particularly feminists, as a homogeneous and un-
trustworthy group covertly intent on oppressing
men. The DARVO frame appears in 4.1% of the
negative comments in the general dataset, com-
pared to 10.3% in the hate dataset. Interestingly, in
the general domain the frame DISMISSAL OF FEM-
INISM appears more frequently (11.5%) than in the
hate dataset (8.2%). This may suggest that, outside
of more radicalized online spaces, anti-feminist
attitudes are expressed in a less overt manner, less
through direct insults and more through the dis-
crediting of feminist struggles.

English 60% of the comments in the English
dataset express negative views towards feminists.
When examining the domains separately, 38.7%
of the comments are negative in the general do-
main, compared to 82.7% in the hate domain. The
general corpus shows the frame STEREOTYPE in
53.4% of negative comments, making it the most
frequently annotated frame. This is significantly
higher than in the hate corpus, where it appears
in 34.7% of cases and ranks second after DARVO
(35.5%). The third most frequent frame in the hate
corpus is INSULT (25.8%). The second most fre-
quent frame in the general corpus is DISMISSAL
OF FEMINISM (32.7%), which in turn is attested
only in 8.9% of the negative comments in the hate
domain. This may suggest that, outside explic-
itly radicalized spaces, anti-feminist sentiments
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are more often conveyed through the delegitimiza-
tion of feminist causes rather than overt hostility.
Many of the typical words for this frame pertain
to the semantic domain of irrationality, such as de-
generate, primitive creatures, emotionally driven,
logically incapable, hysterical, inconsistent. This
indicates that the feminist causes are not only min-
imized, but also framed as the product of women’s
illogical thinking and imagination, thus dismiss-
ing their legitimacy and existence altogether. The
frame DOUBLE STANDARD is also relatively fre-
quent in the general corpus, appearing in 17.2%
of negative comments (14.5% in the hate corpus)
and representing feminists as hypocrites, unreli-
able, brainwashed and misandrist that only care
about their interests, disregarding men’s rights and
other causes more in general. Notably, the frame
MEN appears in 18.5% of negative comments in
the hate dataset, versus just 5.2% in the general do-
main. This indicates that the negative connotations
associated with the term feminist(s) in this commu-
nity also extend to male feminists, who, although
less frequently mentioned, are still consistently tar-
geted in Incel discourse. Finally, the frame LIST
appears in 16.9% of negative comments in the hate
dataset, compared to just 1.7% in the Reddit corpus.
Users of the Incel forum often include the term
feminist(s) in lists alongside negatively connoted
terms, thereby contributing to the construction of
its pejorative meaning.

Swedish In the Swedish dataset, comments that
express a negative stance towards feminists are
32.8% in total. The general dataset contains 27.4%
negative comments, while in the hate domain the
percentage rises to 51%. In the general domain,
two frames appear most frequently within the neg-
ative comments with almost identical frequency:
DARVO (24.8%) and INSULT (24.1%). These are
followed by MISANDRY (16.8%) and DISMISSAL
OF FEMINISM (15%) as the third and fourth most
prevalent frames. The DARVO frame appears to
be the most frequent one also in the hate domain,
present in 25.5% of the negative comments. In the
Swedish dataset, comments in the general and in
the hate domain seem to express negative connota-
tions through the same strategies in the majority of
the cases. However, in the hate dataset the second,
fourth, and fifth frames are respectively INANI-
MATE (18.3%), STEREOTYPE (15%), and INSULT
(14.3%). The frequencies of these two frames are
particularly interesting. While STEREOTYPE is
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Figure 1: Frame frequencies by domain and language
calculated over negative comments [%].

more present in the hate dataset than in the gen-
eral domain (5.5%), INSULT is significantly less
frequent. Finally, the frame MEN appears signifi-
cantly more often in the hate domain (13.7%) than
in the general domain (2.2%). This indicates that,
similar to findings in the English dataset, men who
identify as feminists face criticism and ostracism
within the Incel community, being relegated to the
out-group alongside feminists more broadly.

5 Societal Attitudes towards Feminists at
Scale

In this section, we interrogate contemporary atti-
tudes toward feminists by combining classification
tools with event-driven textual analysis. We struc-
ture the experiments and the analysis around two
core components: (i) connotation tracking of the

303



Model 1T EN SE

GPT-4o-mini  0.500 0.582 0.368
XLM-T 0.658 0920 0.581
Al-Sweden

RoBERTa - - 0700
AIBERTo 0.700 _ -

Table 3: Macro F1 on binary task.

terms through binary classification (negative and
non-negative) of entire posts5 and (i1) identification
of events that cause a shift in the discourse around
feminist(s).

5.1 Connotation prediction

Our aim is to investigate if, across years, languages,
and domains, the target terms feminist and femi-
nists undergo a connotative shift. In order to do
that, we employ encoder-based models and Large
Language Models (LLMs) to predict the binary
label associated with the connotations, i.e. nega-
tive and non-negative. For encoder-based models,
we use Twitter-XLM for English, (Barbieri et al.,
2022), Al-Sweden ROBERTa® for Swedish, and
AIBERTo for Italian (Polignano et al., 2019). All
models were trained on Twitter data, except for the
Swedish model, which was trained on a dataset that
also includes Reddit content. For LLMs, we use
GPT-40-mini in zero-shot and few-shot settings,
where one instance is reported for each category.
Appendix B.2 shows the prompt.

Due to the domain sensitivity of discourse
around feminism, especially in hate-prone spaces,
we experiment with domain-adaptive fine-tuning.
Specifically, we fine-tune models on datasets par-
titioned by domain. We compare this against a
unified training set mixing both domains. We train
all languages jointly, leveraging multilingual trans-
fer learning to mitigate the issue of data scarcity
in low-annotated languages (Rottger et al., 2022).
Table 3 shows the results for each model consid-
ering the whole data, while Table 6 in Appendix
D shows the results when considering domains
separately. XLM-T demonstrates strong multi-
lingual performance, particularly excelling in En-
glish (0.920, the highest). GPT-4o0-mini, while
competitive in English, underperforms notably in
Italian and especially Swedish, suggesting poten-
tial limitations in adapting to lower-resource or

SWe also experimented with frame prediction, but the
models’ performance proved inadequate.

6h'ctps://hugging‘r'ace. co/AI-Sweden-Models/
roberta-large-1160k

Figure 2: Comparison of the ratio of negative to total
mentions for feminist and feminists in Italian.

less-aligned languages. Language-specific models
outperform multilingual ones in their respective
domains: Al-Sweden-RoBERTa leads in Swedish
and AIBERTo in Italian. These results highlight the
value of tailored pretraining on specific linguistic
and cultural data. Results obtained by training and
testing on each domain separately yielded lower
average performance compared to using the com-
bined dataset. This is likely due to the benefits
of larger training data when domains are merged,
which helps mitigate the limitations of the limited
annotated set.

Following the results, we select the best model
for each language: XLM-T for English, AIBERTo
for Italian, and AI-Sweden-RoBERTa. These mod-
els are then used for prediction connotations on
the whole available dataset (see Table 4). With
the resulting automatically labeled large dataset,
we proceed by exploring the temporal trends in
how the terms feminist and feminists are perceived.
Specifically, we investigate which years exhibit
more negative connotations toward these terms. By
aligning prediction scores with temporal metadata,
we can identify periods of heightened backlash,
shifts in public discourse, or events that may have
influenced negative framing. This diachronic anal-
ysis allows us to situate societal attitudes within
broader historical and political contexts, offering
insight into how perceptions of feminists evolve
over time. For Italian, Fig. 2 shows that the ratio
for the plural femministe has a higher proportion
of negative usage compared to the singular fem-
minista in every observed year. While femminista
stays in the 20% negative range, femministe begins
near 45% negative in 2016, peaks around 59% by
2018-2019, and remains above 50% negative. This
underscores a consistent and more pronounced neg-
ative framing for the plural term fermministe. The
trend is consistent in English, as can be seen in Fig.
4a in Appendix C, while it fluctuates somewhat for
Swedish, as in Fig. 4b. In general, the singular
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Figure 3: Time series across domains for each language,
with values representing the average predicted conno-
tation over one month for the general and hate domain,
and events of interest highlighted with red points.

Jfeminist appears to be more negative than the plu-
ral feminister in the Swedish data. This is likely
due to mentions of Feminist Initiative (FI), one of
Sweden’s political parties. We can see that the plu-
ral form overtakes the singular for a brief period
before and after the election in September 2014.
Since then, support for the FI party in Sweden has
rapidly declined. This is reflected in the figure.

5.2 Event-Driven Analysis

This section explores how major socio-political
events and public discourse shaped the online per-
ception of feminists over time, across languages
and domains. Fig. 3 compares the rate of predicted
connotations towards feminists across domains.

Italian As expected, the general domain consis-
tently shows higher rates of non-negative connota-
tion than the hate domain. The hate domain main-
tains low levels of non-negative connotation, often

below 0.25, signaling predominantly negative senti-
ment toward feminists. The general domain shows
a gradual decline from around 0.7 (2014-2016) to
around 0.6 or slightly below (2021), but the trend is
relatively stable. The hate domain, in contrast, has
erratic fluctuations, with many sharp spikes and
drops. The general domain shows some dips, no-
tably around 2017-2018 and 2022-2023. In 2017
we observe both a positive and negative correla-
tion with the Donald Trump’s inauguration (Jan 20,
2017), which prompted massive backlash due to his
history of misogynistic remarks and policies per-
ceived as anti-women. However, On January 21st,
the day of the Women’s March following Don-
ald Trump’s inauguration, Italian online discourse
reflected a noticeable increase in non-negative sen-
timent toward feminists, driven by support and sol-
idarity. However, critics emerged, questioning the
selective outrage of feminists, with posts asking,
“Where were feminists when Bush, Obama, and
Clinton massacred women and children in Africa
and the Middle East?”. Others used dismissive or
hostile language, such as calling them “femministe
sinistronze radical-shit che non si indignano per la
violenza degli immigrati” (leftist radical-shit femi-
nists who don’t get outraged about violence from
immigrants), revealing the ideological fallacy of
whataboutism used to discredit feminists by accus-
ing them of a DOUBLE STANDARD, particularly in
relation to religion and migration-related issues, as
captured by the INTERSECTIONALITY frame.

Another key moment leading to a drop in senti-
ment occurred in August 2021, in response to the
crisis in Afghanistan following the Taliban’s return
to power. As reports of Afghan women losing basic
rights and freedoms spread, online discourse saw a
surge of criticism for Western feminists. A recur-
ring, sarcastic refrain—"“Where are the feminists
now???”—emerged, accusing feminists of being
selectively vocal and absent in moments of geopo-
litical crisis affecting non-Western women. These
comments often framed feminists as hypocritical.

In the hate domain, it was hard spotting trigger-
ing events. Throughout the negatively-connotated
posts, feminists are blamed for promoting moral
decay, often associated with sexual liberation.
Throughout the years, there is frequent portrayal
of feminists as manipulative or opportunistic, and
they consider feminism to be a lobby that aims
for the world supremacy. This resonate with the
DARVO frame, which is one of the most common
in the hate domain.
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English Data in the general domain indicates a
stable trend of low negativity remaining stable over
time. This patterns persists even during discus-
sions surrounding significant social and political
events, including Hillary Clinton’s nomination as
the first female presidential candidate for a major
party (July 28, 2016), Kamala Harris taking office
as vice president (January 21, 2021), and the over-
turning of Roe v. Wade by the U.S. Supreme Court,
resulting in abortion restrictions across numerous
states (June 2022). Compared to Italian, fluctua-
tions in the English general domain appear to be
less event-driven. This may be due to the nature of
the different platforms from which the data was col-
lected. Users who write on Twitter tend to post in
response to ongoing events. Reddit posts and com-
ments, in turn, are often longer and more discur-
sive; users propose topics of discussions rather than
commenting on happenings. However, we observe
that the highest level of negativity in this domain is
reached in late 2018. Upon examining the period
starting in September, this surge aligns with the
Brett Kavanaugh Supreme Court hearings’. This
highly publicized event catalyzed widespread dis-
course surrounding gender dynamics, particularly
among men expressing anxiety over the potential
for false accusations, with Reddit posts such as “I
won’t ever touch a woman anymore” blaming fem-
inists. Such narratives, rooted in perceived male
victimhood, contribute to the high frequency of the
DISMISSAL OF FEMINISM frame in this domain.
The English hate domain consist of comments from
2017 to 2022. The data shows consistently high lev-
els of negativity, with occasional peaks and drops.
This pattern likely reflects the nature of the forum
itself, which is marked by the expression of strong
opinions and highly polarized discourse. Notably,
a spike in anti-feminist comments occurs in April
2018, possibly linked to the Toronto van attack
carried out by Alek Minassian, a 25-year-old man
who described himself as an incel (April 23, 2018).
Various threads around this date refer to the at-
tack, discussing the act itself or the impact that
this may have on the perception of incels. In com-
ments like “correct. the blood is on the hands of
feminists and ‘women’ who created this culture.
this man is nothing but a product of his environ-

"Kavanaugh was nominated by Donald Trump as judge
for Associate Justice of the Supreme Court of the United
States in July 2018, but during the confirmation process he
was accused of sexual assault. The accusations were made
public by the Washington Post in September of the same year.

ment.”, or “i oppose violence but considering how
the normies are reacting i really wouldn’t be sur-
prised if there aren’t more attacks. [...] feminist
dishonesty about what women want and their in-
creasing hypergamy added to a pool of emotionally
damaged beta males [...]”, users justify the perpe-
trator’s action and blame women and feminists and
minimizing the perpetrator’s responsibility. This
type of content, which represents women as oppres-
sors, privileged, and deceiving, reflects the high
frequency of the DARVO frame individuated in the
hate domain annotated data.

Swedish It is challenging to determine specific
events which may have lead to increases in negative
predictions or clear patterns given the sparsity of
data for the hate domain in Swedish. Despite this,
we observe a few events that appear to have been
indirect catalysts for an increase in negative predic-
tions in the Incel forums. Dr. Stefan Krakowski,
a well-known scholar of Incel culture in Sweden,
presented a lecture in May, 2023. This event is
mentioned in one thread, after which we see an ex-
tremely low rate of predicted non-negative labels
for several months. We also see a steady decline
in non-negative predictions from mid 2020 to late
2021, roughly following a thread mentioning an
article published in March 2020 claiming Sweden
the most ‘incel’ country in the world.

For Reddit, we observe a dip in 2015 arround
the time of a debate broadcast on Sweden’s na-
tional television (SVT) featuring several members
of Sweden’s Feminist Initiative party. In 2017,
there are several drops in non-negative predictions
which correspond to specific events. The first of
these is from May to September 2017 around the
time of rumors for plans to hold a ‘man-free’ music
festival following the cancellation of the popular
music festival Bravalla due to several sexual assault
allegations. A smaller decrease is also observed
in late 2017 to early 2018, around the time of the
MeToo movement and the introduction of a bill to
amended Sweden’s laws on consent.

There is another drop in non-negative predic-
tions following a court decision to convict Cissi
Wallin, a controversial figure in the Swedish
MeToo movement, of defamation in late 2019. An-
other drop is observed in March 2020 at the time
of an ad campaign on Instagram for the Swedish
Armed Forces seemingly targeting women. These
two events appear to have had a more immediate
negative response.
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Overall, the average of predicted non-negative
labels appears to decline in the months leading up
to the 2014, 2018, and 2022 Swedish general elec-
tions. A lot of comments in these periods mention
Sweden’s Feminist Initiative (F!) party.

6 Conclusion

Using a combination of frame analysis and classi-
fication models, we examined large-scale online
discourse to detect the connotation of feminist(s)
across time, languages and domains. Our analysis
reveals that the connotation of feminists is consis-
tently more negative than its singular form over
the years, except for Swedish. The main driver for
this difference in Swedish is the Feminist Initia-
tive party, which has drawn ire online since 2014.
As expected, our data shows that the hate domain
exhibits considerably higher levels of negativity
toward feminists than the general domain in all
languages. Indeed, feminist(s) is frequently used
as a slur, often appearing in contexts associated
with the INSULT frame. This contrasts with the
general domain, where negative stances toward
feminists are less overtly expressed, in the form
of STEREOTYPES, DISMISSAL OF FEMINISM, and
MISANDRY. We also found that event-driven shifts
were more easily detectable in the general domain
and are linked to socio-political issues. Italian
displays greater linguistic inventiveness, often in-
corporating politically charged epithets such as
centrosocialina (squat girl), sinistroide (leftoid),
and zecca (tick/communist). In contrast, English
discourse tends to represent feminists as overpriv-
ileged and power-driven, framing them in terms
of their supposed higher socioeconomic status, us-
ing descriptors like white and rich. Discourse in
Swedish tends to describe feminists as political
manipulators, claiming that they destroy Sweden.
These findings highlight that feminists are framed
differently across the three languages. To further
enhance the coverage and representativeness of our
analysis, future work could benefit from a participa-
tory design approach that incorporates knowledge
contributed by those who are directly engaged in
gender advocacy and discourse.

Limitations

This research does not come without limitations.
The results obtained using GPT and XLM-T for

frame prediction were unsatisfactory, with macro

F1-scores consistently falling below 0.2. While

this reflects the inherent complexity of the task,
performance was too low to justify detailed report-
ing. Future work will explore strategies to improve
model effectiveness in frame prediction.

Another methodological limitation relates to our
use of a binary classification model to separate gen-
eral and hate domains, which achieved an macro
F1-score around 0.7. Although a more accurate
system would strengthen the analysis, we consider
this a reasonable starting point for an exploratory
study that nonetheless revealed meaningful linguis-
tic and event-driven patterns.

The dataset also presents several coverage-
related limitations. First, while our study focuses
on English, Italian, and Swedish, all three are West-
ern European languages. Expanding the analysis to
include non-Western languages would be essential
to develop a more globally representative under-
standing of feminist discourse online. Second, our
keyword-based collection method successfully re-
trieved a wide range of relevant discourse but nec-
essarily misses cases in which feminist identities or
perspectives are evoked without the use of explicit
keywords. Third, we acknowledge gaps in the tem-
poral coverage of the dataset. Although data collec-
tion spans approximately from 2016 to 2023, the
timeframes vary slightly across sub-corpora. This
variation reflects the availability of data and, while
not ideal, does not significantly affect the findings.
Additionally, in most languages the plural term
feminists is interpreted as gender-neutral; however,
in Italian we did not include the masculine plural
form femministi, which may have influenced ob-
served temporal or thematic patterns. The dataset
used for frame analysis is relatively small, partic-
ularly for English. This limits the generalizability
of our findings. Future work will aim to expand
the annotated data through additional annotators to
improve coverage and reliability.

A further consideration is that the connotation of
feminist can vary across regional and cultural con-
texts, especially in globally spoken languages like
English. Since our dataset lacks geolocation in-
formation, we were unable to account for regional
variation in meaning.

Finally, while we followed a structured annota-
tion procedure, it had limitations due to external
constraints such as budget and annotator availabil-
ity. Systematically analyzing annotation disagree-
ments in future work could help uncover ambigui-
ties in how negativity is expressed.
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A Data

Table 4 shows the data size across languages, do-
mains, years, and sources.

B Experimental Settings
B.1 Model Training

Fine-tuning of models is performed using the Hug-
ging Face API, with the default AdamW optimizer
(Loshchilov and Hutter, 2019) and linear learning
rate decay. Table 5 summarizes the training param-
eters used for each model. The EN and IT mod-
els has been trained on two NVIDIA RTX A5000
GPUs while the SE model has been trained on one
NVIDIA A100.

B.2 Prompt

You are a feminist annotator. Determine
whether the term “feminist” (or its plural
form “feminists") is used with a negative
connotation in the given text.

Each text will be annotated with a binary
label indicating the connotation of the
text:

- 1 (negative) if the term feminist (or fem-
inists) is used in a pejorative, derogatory,
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Lang

(Domain) Year # of posts Source
IT 2014 4912 TWITA
(General) 2016 982 TWITA
2017 7164 TWITA
2018 22028 TWITA
2019 39196 TWITA
2020 45264 TWITA
2021 38413 TWITA
2022 29958 TWITA
2023 2669 Pejorativity
IT 2014 215 FdB
(Hate) 2015 112 FdB
2016 146 FdB
2017 140 FdB
2018 571 FdB
2019 584 FdB
2020 579 FdB
2021 649 FdB
2022 336 FdB
2023 176 FdB
EN 2014 720,019 Reddit
(General) 2015 818,452 Reddit
2016 760,921 Reddit
2017 820,047 Reddit
2018 900,150 Reddit
2019 983,674 Reddit
2020 948,485 Reddit
2021 970,925 Reddit
2022  1.025.294 Reddit
2023 1,033,587 Reddit
EN 2017 240 Incel.is
(Hate) 2018 2104 Incel.is
2019 1813 Incel.is
2020 2012 Incel.is
2021 1320 Incel.is
2022 880 Incel.is
SE 2014 5764 Reddit
(General) 2015 6338 Reddit
2016 4292 Reddit
2017 3853 Reddit
2018 2820 Reddit
2019 925 Reddit
2020 910 Reddit
2021 1197 Reddit
2022 1074 Reddit
2023 - Reddit
SE 2016 23 Flashback
(Hate) 2019 113 Flashback
2020 2 Flashback
2021 34 Flashback
2022 10 Flashback
2023 222 Flashback

Table 4: Stats for FEMME. In TWITA, we suspect that
in 2015 our target words were not used as keywords to
retrieve tweets, therefore we do not have data for that
year. For 2023, the PejorativITy corpus considers only
the first two months.

or discrediting manner, or more gener-
ally carries negative connotation.

- 0 (neutral/positive/other) if the term

Model Lang Epochs LR Batch size
xlm-roberta EN 10 2-1075 16
alb3rt0 IT 8 10°° 16
roberta-large  SE 10 107° 16

Table 5: Training parameters for model fine-tuning.

(a) English.

/,,,,/\/‘\

A

(b) Swedish.

Figure 4: Comparison of the ratio of negative to to-
tal mentions for feminist and feminists in English and
Swedish.

is used neutrally, positively, or descrip-
tively without negative intent.

Text:

C Ratio of Negative Counts of Feminist(s)

Fig. 4 shows the negative ratio for feminist and
feminists in English and Swedish.

D Domain Adaptation

Table 6 shows the differences between domain-
separated results. Performance in the general do-
main consistently outperforms the hate domain,
indicating that detecting a negative connotation in
more hostile or extreme contexts remains more
challenging, likely due to higher lexical variation.
Interestingly, Swedish shows the inverse trend with
GPT-40-mini, i.e., slightly better performance in
hate (0.386) than general (0.294).
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Model Lang Domain Fl-score
SE all 0.368

hate 0.386

general 0.294

IT all 0.500

GPT-40-mini hate 0.414
general 0.539

EN all 0.920

hate 0.596

general 0.799

IT all 0.700

AIBERTo hate 0.675
general 0.657

EN all 0.920

XLM-T hate 0.866
general 0.951

ALSweden SE all 0.682
RoBERTa hate 0.564
general 0.730

Table 6: Macro F1-scores for GPT-40-mini and fine-
tuned models across different domains.
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