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Abstract

Multilingual hate speech detection presents
a challenging task, particularly in limited-
resource contexts when performance is
affected by cultural nuances and data scarcity.
Fine-tuned models are often unable to
generalize beyond their training, which limits
their efficiency, especially for low-resource
languages. In this paper, we introduce HS-
RAG, a retrieval-augmented generation (RAG)
system that directly leverages knowledge,
in English, French, and Arabic, from Hate
Speech Superset (publicly available dataset)
and Wikipedia to Large Language Models
(LLMs). To further enhance robustness, we in-
troduce HS-MemRAG, a memory-augmented
extension that integrates a semantic cache.
This model reduces redundant retrieval while
improving contextual relevance and hate
speech detection among the three languages.
Warning: This document contains some
examples of hateful content.

1 Introduction

Hate speech is one of the most common categories
of online abuse and harm. Its detection is a vital
task in natural language processing (NLP), in order
to ensure safe online communication. Nevertheless,
it remains challenging due to its coded language
and cultural nuance (Vidgen et al., 2019; Mnassri
et al., 2024). Therefore, detecting this content goes
beyond the need for accurate classification to re-
quires cultural and linguistic adaptability. On the
other hand, the multilingual aspect of online abuse
and harms has gained more awareness as online
platforms are progressively serving more global
audiences. As a result, recent studies about hate
speech have been focusing more on multilingual-
ism (Mnassri et al., 2024), with growing attention
to reducing the English bias in this field of study
(Tonneau et al., 2024).

Recently, Large Language Models (LLMs) have
revolutionized NLP tasks (Brown and Mann,
2020). More specifically, they have efficiently
contributed to hate speech detection, particularly
in multilingual and cross-cultural settings (Albladi
et al., 2025). However, LLMs still encounter signif-
icant challenges in terms of resource consumption
(Bai et al., 2024a), computational inefficiency (Bai
et al., 2024b), hallucination (Liu et al., 2022), and
misfollowing instructions (Ouyang et al., 2022).

An efficient alternative approach introduced by
(Lewis et al.,, 2020) is Retrieval-Augmented
Generation (RAG), which provides promising
solutions to these issues (Izacard et al., 2023). By
combining the strength of LLMs with knowledge
retrieval techniques, RAG enables models to
enhance their understanding by adding relevant
information from external data sources (Gao et al.,
2023), which helps to outperform fine-tuned LLMs
(Chen et al., 2024).

Nevertheless, RAG-based systems often encounter
some difficulties, such as high retrieval latency,
as they continually query large databases. This
redundant retrieval procedure not only slows down
inference, but can also

degrade the quality of generated outputs,
especially in real-time applications (Chan et al.,
2024). To address these challenges, different
caching mechanisms have been examined (Jin
et al.,, 2024). One of the caching techniques is
semantic caching, which enables knowledge reuse
based on embedding similarity. This approach is
relevant for multilingual NLP tasks, where the
same data sample can be represented differently
across languages. This explains the tendency to
use this caching mechanism in LLMs same as in
GPTCache (Bang, 2023).

In this paper, we present HS-RAG and HS-
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MemRAG, two novel architectures for multilingual
hate speech detection and moderation of online
abuse and harms. HS-RAG implements a mul-
tilingual RAG pipeline, incorporating Wikipedia
and hate speech datasets for context-aware detec-
tion. HS-MemRAG extends this with a semantic
cache memory, reducing redundant retrievals and
reusing contextual similarity. Our models offer ro-
bust performance across languages, providing an
explainable, lightweight, and adaptable solution
for multilingual content moderation especially in
low-resource languages.

2 Methodology

2.1 Data

Structured data - Hate Speech Superset (HS
dataset): Proposed by Tonneau et al. (Tonneau
et al., 2024), this dataset is an open access multi-
lingual corpus'. Due to computational constraints,
we focus on three languages: English (En), French
(Fr), and Arabic (Ar). These were selected based
on their linguistic diversity, and our own linguis-
tic expertise. In order to get a balance between
languages, we downsampled En and Ar datasets
into 18.000 random samples (to get the same size
as Fr dataset). After concatenation, we got a final
multilingual corpus we used for retrieving and fine-
tuning. As for testing, we randomly selected 1000
samples per language.

Non structured data - Wikipedia: We used
Wikipedia in our RAG-based models for better con-
textual understanding and generation. By setting a
maximum number of 100 documents per keyword,
with 1000 characters per document, we managed to
extract 1093 documents by automatically searching
for their titles based on specific keywords: ‘Hate
speech’, ‘Offensive languag’,‘Cyberbullying’ and
‘Hate crime’, for En, same translated expressions
are used to extract in Fr and Ar.

2.2 HS-Base - Zero-shot & Fine-tuning

As baselines, we build Hate Speech HS-Base, a
multilingual hate speech classifier using Meta-
LLaMA-3-8B model (Al@Meta, 2024). We
experiment with both zero-shot and fine-tuned
variants to assess the model’s ability to detect
hate speech. These baselines help us to evaluate
the intrinsic multilingual capabilities of the LLM,
and to understand the gains and limitations of

"https://huggingface.co/collections/manueltonneau/hate-
speech-supersets-664ef6d2bc40cce7a8b1092f

fine-tuning compared to retrieval-augmented
approaches.

To get a good performance while lowering resource
consumption, we employed parameter-efficient
fine-tuning (PEFT), more specifically LoRA (Low-
Rank Adaptation) (Hu et al., 2021), and 4-bit quan-
tization. In order to avoid any class imbalances,
class weights were also calculated.

We added sequence classification heads to shape

the HS-Base models as classifiers in order to only
output the required labels among the two categories
‘hateful’ and ‘non-hateful’.
We utilize both HS dataset and Wikipedia data in
order to mimic realistic settings, where the top-
k retrieved documents are usually expected to be
from different sources. This provides a real-world
scenario where prepared, labeled datasets are un-
available or scarce. Unlike fine-tuning, our RAG-
based models retrieve context without parameter
updates, enabling training-free, and multilingual
deployment with more flexibility and robustness.

2.3 HS-RAG

To ensure that responses are accurate, contextu-
ally aware, and less confronted to hallucinations,
we built HS-RAG, which makes use of a retrieval
mechanism to improve the generation process for
final multilingual hate speech detection.

The main elements of our models are generator
and retrieval. To predict the proper label for a
given data sample d in language L4, these com-
ponents smoothly incorporate retrieval-augmented
techniques with deep natural language understand-
ing. The overall structure of our model is presented
in Figure 1, which is composed of:

Multilingual Hate Speech Retrieval: The re-
trieval part searches relevant contextual informa-
tion from Langchain vector database, Chroma
vector store?, referenced as C. The retrieving pro-
cess is defined as ¢ = R(d, C'), where d indicates
the data sample, and R accepts the top K rele-
vant documents: ¢ = topKiec(hY, haoe), ranking
the similarity scores (cosine similarity) between
data samples embeddings th and document em-
beddings hgoc.

Multilingual Hate Speech Generation & Map-
ping: The relevant data, obtained after retriev-
ing context R(d, K), is passed to a pre-trained
LLM for generating predicted answer (where

Zhttps://python.langchain.com/docs/integrations
/vectorstores/chroma/
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we set max_new_tokens = 200): answer =
fromR(d, K). Then, answer is mapped to get
the final label: ‘hateful’ or ‘non-hateful’.
We expected that the LLM might not answer or gen-
erate unexpected outputs. Therefore, our mapping
function checks for empty or malformed responses
and assigns them with a fallback value (—1). Never-
theless, in practice, our models gave usable outputs
so we didn’t encounter any fallbacks during evalu-
ation.

For the generation process, we employ a prompt
template,

which instructs a multilingual hate speech expert
to detect hate speech of a given text in (En, Fr, or
Ar), based on the retrieved context.
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Figure 1: HS-RAG structure.

2.4 HS-MemRAG - Semantic Cache Memory

As displayed in Figure 2, we have integrated se-
mantic cache into the retrieval part of HS-RAG
model. This caching intercepts data samples be-
fore proceeding to the main vector database. More
specifically, if a data sample is semantically simi-
lar to previously processed one, the latter’s cached
response is directly returned. Thus, bypassing du-
plicative retrieval and computation.

The semantic cache performs by calculating seman-
tic similarity utilizing dense vector embeddings.
Using pre-trained embedding model, it develops
embeddings for every data sample and stores their
responses. To determine similarity, the system com-
pares embeddings using Cosine similarity. If a new
sample is close enough to an existing one (within
a predefined threshold), the corresponding stored
response is returned directly from the cache, thus,
avoiding retrieving from the vector database (Jin
et al., 2024). This approach helps reduce repetitive
retrievals, improving efficiency without compro-
mising retrieval quality.
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Figure 2: HS-MemRAG structure.

3 Experiments And Results

We present experimental details in Appendix A. In
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Appendix B, we describe the positioning of a data
sample among the data stored in our ChromaD B,
in order to better understand the retrieval process.

Table 1 illustrates the evaluation results of our mod-
els focusing on four key performance metrics: Ac-
curacy (Acc.), Precision (Pr.), Recall (Rc.), and
weighted F1-score (F1). We also highlight values
that indicate the highest performance results in bold
between HS-Base models, and between HS-RAG
and HS-MemRAG models.

Model Lang. Acc. Pr. Re. F1
HS-BASE English ~ 0.657 0.627 0.657 0.6398
. French  0.5815 0.6175 0.5815 0.5975
(Zero-shot)
Arabic  0.3265 0.9255 0.3265 0.4533
HS-BASE English ~ 0.7515 0.8079 0.7515  0.7653
(Fine-tuned) French ~ 0.7955 0.8301 0.7955 0.8056
Arabic  0.959 0.9206 0959  0.939%4
English  0.67 0.7735  0.67 0.692
HS-RAG French  0.759 0.7652  0.759 0.7619
Arabic  0.859 0.9345  0.859 0.8918
English  0.668 0.7715  0.668 0.6902
HS-MemRAG French ~ 0.702 0.7082  0.702 0.705
Arabic  0.888 0.9381 0.888  0.9099

Table 1: Performance across models and languages.

Results in Table 1 are based on a single run. In fact,
rerunning the models consistently gave similar re-
sults, illustrating that the outputs are stable, with
minimal variance expected.

Our results indicate that while fine-tuning gives the
highest overall performance, both HS-RAG and
HS-MemRAG propose effective alternatives, es-
pecially when considering multilingual generaliza-
tion. HS-RAG enhances over zero-shot HS-Base
baseline across all three languages, showing that



retrieval-augmented data enables bridging knowl-
edge gaps, particularly in Fr (+16 F1) and Ar (+44
F1). These improvements are mostly important
in limited-resource environments, where training
data is scarce and computational resources are con-
strained. They confirm the expected advantage of
retrieval based models in using external knowledge
to improve detection performance.

Moreover, HS-MemRAG demonstrates its most
significant effeciency in Ar, where it performs the
highest F1 score overall (0.91). While the improve-
ments over HS-RAG in En and Fr are modest, HS-
MemRAG presents clear efficiency usefulness by
reducing redundant retrieval on semantically simi-
lar inputs, thus enabling faster inference.
Although neither RAG nor MemRAG surpassed
the fine-tuned model in most cases, they did offer
strong zero-training performance, and easy deploy-
ment in multilingual settings. This makes them
attractive options for real-world scenarios where
compute, structured data, or time is constrained.
While fine-tuned HS-BASE model gave the highest
F1-score in Arabic (0.9394), its confusion matrix
indicates that it fails to detect hateful samples. It
achieves an F1-score of 0.0 for this label, and pre-
dicting almost all test samples as non-hate. This
result illustrates the impact of class imbalance in
inflating performance metrics. Nevertheless, both
HS-RAG and HS-MemRAG prove their ability to
detect hate speech, achieving F1-scores of 0.18 and
0.23 respectively for this minority class. This con-
firms that, unlike fine-tuning, our models do not
collapse into majority class predictions and demon-
strate stronger generalization in low-resource, im-
balanced settings.

Overall, we could understand why Arabic perfor-
mance may seem more robust than English in some
settings, since metrics can be skewed by model
behavior toward the majority class.

3.1 Retrieved Languages in HS-RAG

To further understand how our retrieval approach
is executed across languages, we examine the lan-
guages of the documents retrieved by HS-RAG
model during inference. In fact, for each data
sample of the test sets, we were tracking the lan-
guage metadata of the top-k retrieved documents
and visualizing their frequency distribution. Table
2 displays the distribution of retrieved document
languages for every test set.

As shown in Table 2, we demonstrate that HS-RAG
often retrieves documents from different languages,

Test Set Retrieved En Retrieved Fr Retrieved Ar
English 545 828 527
French 28 986 333
Arabic 12 398 959

Table 2: Languages of documents retrieved.

depending mainly on context similarity rather
than language similarity. In fact, for Arabic test
set, most retrieved documents were in Arabic and
French, with almost no English retrieving, suggest-
ing strong cross-lingual similarity between Arabic
and French in hate speech. As for French test
set, HS-RAG mostly retrieved French documents
with a noteworthy number from Arabic, showing
bidirectional overlap. On the other hand, English
inputs surprisingly retrieved more French than
English documents, implying that French hateful
data may provide more semantically aligned hate
speech content in certain English contexts.

For example, in an English test sample, HS-RAG
retrieved the top-7 documents, all in French
(Figure 3). We believe that this behavior is because
certain topics can be expressed more explicitly
in the French dataset we used, which results in
stronger semantic matches in the embedding space.
Overall, this ability to retrieve semantically rele-
vant context across different languages contributes
to HS-RAG detection performance, especially in
low-resource or ambiguous inputs.

In general, these results emphasize that cross-
lingual retrieval enables generalization in multilin-
gual hate speech. Therefore, the HS-RAG model
presents a key advantage for multilingual environ-
ments, leveraging shared hateful content across
languages. Moreover, although retrieving relevant
documents in a different language may introduce
noise, this issue is mitigated by employing multi-
lingual sentence embeddings A.2, which capture
deep semantic patterns across languages.

3.2 Retrieval source in HS-MemRAG: From
Vector Database or from Cache Memory

To understand the influence of semantic caching
in HS-MemRAG, we measure the frequency of
the retrieval source used for each test dataset: for
each data sample, we track whether the result came
from the cache memory or from the vector database
(DB). Results are displayed in Table 3.

For each language, we also report the detection
accuracy per source by measuring the percentage
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f
Starting retrieval for user_query% §

@ DEBUG: Retrieved 7 docs for query 22
Doc @ metadata: {'row': 18813, 'source': 'Twitter', 'start_index': @
Doc 1 metadata: {'source': 'Twitter', 'row': 22680, 'language': 'fr',
Doc 2 metadata: {'row': 26808, 'start_index': 8, 'source': 'Twitter',
Doc 3 metadata: {'start_index': @, 'row': 25283, 'source': 'Twitter',
Doc 4 metadata: {'start_index': @, 'row': 28565, 'source': 'Twitter',
Doc 5 metadata: {'source': 'Twitter', 'row': 23468, 'start_index': @,
Doc 6 metadata: {'source': 'Twitter', 'row': 28534, 'language': 'fr',

Processing queries: 2%

Query processed in @.57 seconds

'language': 'fr'}
"start_index': @}
'language': 'fr'}
'language': 'fr'}
'language': 'fr'}
'language': 'fr'}
'start_index': @}
| 23/1e00 [80:16<09:43, 1.67it/s]Setting "pad_token_id’ to "eos_token_id":128001 for open-end generation.

Figure 3: Example of retrieved documents for an English query - Dominance of French documents retrieved. The
query content is partially blurred in accordance with WOAH’s reporting policy on abusive language.

Language Cache Usage (%) Vector DB Usage (%)
English 1.0 99.0
French 28.1 71.9
Arabic 30.6 69.4

Table 3: Retrieval source usage per language.

of correct predictions when each source was used
alone. Results are presented in Table 4.

Language Cache Accuracy Vector DB Accuracy
English 0.70 0.33
French 0.48 0.23
Arabic 0.08 0.13

Table 4: Accuracy by retrieval source per language.

We observe that cache memory usage differs signif-
icantly across languages, it is scarcely used in En-
glish (1%) but widely utilized in French (28%) and
Arabic (31%). In addition, the cache memory pro-
vides higher accuracy than vector database retrieval
in English and French, enabling faster and more
stable prediction. Based on Table 4, the seman-
tic cache provides more accurate retrieval matches
in English and French. However, in Arabic, the
cache didn’t perform well than vector DB retrieval.
This can be related to the high linguistic variety in
Arabic hate speech expressions, especially that it
has several dialects. Therefore, vector DB retrieval
presents better adaptation.

4 Related Work

4.1 RAG for Multilingual Hate Speech
detection

Despite its significant exploration in several do-
mains like knowledge-intensive tasks and question-
answering (Lewis et al., 2020; Yu, 2022; Cai et al.,
2022), RAG’s use in classification, particularly
in hate speech detection, is still unexplored. We
found two studies proposing RAG-based models as
counter hate speech generators (Jiang et al., 2023;

Leekha et al., 2024). The use of RAG in multilin-
gual aspect is still also in its beginning (Gao et al.,
2022; Wang et al., 2023; Chirkova et al., 2024),
we found a study (Yao et al., 2024) investigating
cross-cultural moderation using RAG in Korean.

4.2 First Steps in Memory Caching for Hate
Speech Moderation

Starting with LLMs, GPTCache facilitates retrieval
using semantic similarity (Bang, 2023). Adding to
that, (Gill et al., 2024) presented cache based on
Federated Learning. Moreover, (Li et al., 2024) in-
troduced a cache with optimized storage strategies.
Also, (Mohandoss, 2024) proposed a context-based
semantic cache leveraging query context.

As for RAG-based approaches, (Jin et al., 2024)

addressed long sequences through caching. Be-
sides that, (Lu et al., 2024) presented a key-value
based cache.
Despite the increased interest in retrieval-
augmented and memory-based approaches, we
found no previous study using memory caching
for hate speech detection task. This indicates our
contribution to a novel step towards robust online
abuse and harms moderation systems.

5 Conclusion

We proposed HS-RAG and HS-MemRAG, two
training-free, multilingual hate speech detection
models that can manage moderation systems in a
range of online abuse and harms detection tasks.
They can be extended to other types of harms
(e.g., misinformation, radicalization). Our models
leverage retrieval augmentation and semantic cache
memory, providing robust performance across En-
glish, French, and Arabic. By incorporating se-
mantic cache, HS-MemRAG enables faster and
more stable predictions, offering a lightweight and
explainable solution for multilingual content mod-
eration, especially for under-resourced languages
(Arabic).
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6 Limitations

Due to computational constraints, our experiments
were limited to a subset of Hate Speech Superset
dataset (Tonneau et al., 2024). We were restricted
to only three languages, with 1000 test samples per
language. As a result, we couldn’t study our mod-
els’ generalization capacity across more languages
and bigger datasets. For more systematic multilin-
gual insights, we aim to extend our analyses to the
entire Hate Speech dataset in our future work, if
resources allow.

Additionally, we discovered that, compared to the
cache memory, the main vector database still pro-
vides the majority of the retrieval context in HS-
MemRAG. We believe this is related to the long
size of data samples and the difficulties with se-
mantic similarity. Therefore, we seek to investigate
more refined semantic caching strategies in future
research to improve retrieval efficiency.

Moreover, thanks to its compatibility with our com-
putational resources, we used LLaMA 3. However,
we aim to explore other open-source LLMs (e.g.,
Mistral, Zephyr, Gemma, GPT) in the future, to
better comprehend performance variability among
different architectures.
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A Experimental settings

Experiments were executed on Google Colab Pro+
using NVIDIA A100 GPU.
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A.1 HS-Base

Model HuggingFace
Meta-Llama-3-8B

Optimization| 4-bit  Quantization,
LoRA (Low-Rank
Adaptation)

Training De- | 1 Epoch, Cross-

tails Entropy Loss

Batch Size 32

Learning 2e-5

Rate

Table 5: HS-Base parameters.

We implement the LLM model, here, as a clas-
sifier rather than generator, so we didn’t use any
prompting to build HS-Base. We instead compare
against standard zero-shot (non trianed) and fine-
tuned (trained) classifiers.

A2 HS-RAG

1. Wikipedia Python library to collect
knowledge from Wikipedia.

2. Document class to store collected con-
tent and metadata (title, language, source).
3. Langchain C'SV Loader to load hate
speech structured data and tag obtained
documents with source information.

4. RecursiveCharacterTextSplitter to
split documents into chunks: 1500 charac-
ters and overlap of 300.

5. xlm — roberta — base (Conneau et al.,
2020) to tokenize chunks.

6. paraphrase — multilingual —
mpnet—base—v2 (Reimers and Gurevych,
2019) sentence transformer to embed-
chunks, and to store them in Chroma vec-
tor database.

7. Prompt to generate predicted answers
based on input text and retrieved context.
8. RAG pipeline configuration to leverage
stored embeddings for context retrieval and
integrate a 4-bit quantized LLM for answer
generation.

Table 6: HS-RAG Pipeline.

Tools: Wikipedia3, Langchain CS VLoader*,
Recursive Character Text Splitter’

Below is the prompt we used:

‘You are a multilingual hate speech detection expert
in English, French, and Arabic. Your task is to clas-
sify the following text as Hateful or Non-hateful
based on its content.

—Hateful: Clearly expresses hate, promotes vio-
lence, or dehumanizes people based on identity
(e.g., race, religion, gender, nationality).
—Non-hateful: May express strong opinions, of-
fense, or disagreement, but does not incite hate or
target identity groups.

Instruction: Be strict, classify as Hateful only when
there is a clear attack on an identity group. Re-
spond with one word: Hateful or Non-hateful.’

A.3 HS-MemRAG

For each data sample, the semantic cache system
first checks if a relevant response exists in the
cache memory, based on a specific threshold. If no
similarity is found, the data sample is forwarded
to the vector database for document retrieval, and
the cache is edited with the newly generated result.
More details about the parameters are presented
below.

Role

paraphrase — multilingual —
mpnet — base — v2 to gener-
ate multilingual sentence embed-
dings.

Setting
Embedder

Index Employs Annoy with angular
distance to approximate cosine
similarity during nearest-neighbor

search.

JSON File Stores input samples along with
their generated predictions for per-
sistent caching.

Similarity
Threshold

Set to 0.9. Cached responses are
reused when angular distance be-
tween embeddings falls below this
threshold.

Table 7: HS-MemRAG semantic cache settings.

3https://pypi.org/project/wikipedia/

*https://python.langchain.com/docs/integrations/
document_loaders/csv/

Shttps://python.langchain.com/docs/how_to
[recursive_textsplitter/
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Tools: Annoy®

We tested different threshold values and found that
0.9 gave the best overall performance, providing a
balance between avoiding redundant responses and
retrieval precision.

B Semantic Proximity visualization for
Cross-Domain Retrieval

Figures 4 display an example of data sample from
the English test dataset and its positioning between
the embeddings stored in our Chroma database .
The example we randomly select from the English
test set is: , no. We don’t need more N****%*g to
represent us. In the end they always work for their
people just as much as we need to work for our
people.’
Using PACMAP’, we managed to see the position
of this data sample among the data points of the two
data sources: Hate Speech Dataset and Wikipedia.
Figures 4 indicate that the two data sources pro-

2D PaCMAP Projection: Wikipedia vs Hate Speech Dataset - w

7/

(a) A French data point - In different language.

2D PaCMAP Projection: Wikipedia vs Hate Speech Dataset

(b) An English data point - In same language.

Figure 4: Example of data point positioning in the vector
database.

vide pertinent content for the data sample, but at
various levels. For this example, the embeddings
are placed significantly closer to samples from the
Hate Speech dataset than to Wikipedia documents

®https://pypi.org/project/annoy/
"https://github.com/YingfanWang/PaCMAP

in the vector space. This indicates that the data
example shares stronger contextual and linguistic
similarity with the Hate Speech dataset more than
with Wikipedia data.

Also, although the majority of the closest data
points were in the same language as the data ex-
ample (in English), some others were in different
languages but had the same context. Therefore,
we demonstrate that the retrieval method tends to
select semantic similarity and contextual relevance
over linguistic overlap. More specifically, we ob-
serve that a different language data point (in French
in Figure 4a) appears to be closer to the data sam-
ple than a same language one (in English in Figure
4b). This demonstrates that the retrieval method
concentrates more on contextual similarities rather
than linguistic similarities.
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