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and Milita Songailaitė and Eimantas Zaranka and Tomas Krilavičius
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Abstract

Online hate speech poses a significant chal-
lenge, as it can incite violence and contribute
to social polarisation. This study evaluates tra-
ditional machine learning, deep learning and
large language models (LLMs) for Lithuanian
hate speech detection, addressing class imbal-
ance issue via data augmentation and resam-
pling techniques. Our dataset included 27,358
user-generated comments, annotated into Neu-
tral language (56%), Offensive language (29%)
and Hate speech (15%). We trained BiLSTM,
LSTM, CNN, SVM, and Random Forest mod-
els and fine-tuned Multilingual BERT, LitLat
BERT, Electra, RWKV, ChatGPT, LT-Llama-
2, and Gemma-2 models. Additionally, we
pre-trained Electra for Lithuanian. Models
were evaluated using accuracy and weighted
F1-score. On the imbalanced dataset, LitLat
BERT (0.76 weighted F1-score) and Multi-
lingual BERT (0.73 weighted F1-score) per-
formed best. Over-sampling further boosted
weighted F1-scores, with Multilingual BERT
(0.85) and LitLat BERT (0.84) outperforming
other models. Over-sampling combined with
augmentation provided the best overall results.
Under-sampling led to performance declines
and was less effective. Finally, fine-tuning
LLMs improved their accuracy which high-
lighted the importance of fine-tuning for more
specialized NLP tasks.

1 Introduction

Online hate speech poses significant challenges
as social media platforms, forums other online
spaces often contain hateful content that can in-
cite violence (Garland et al., 2020; Schäfer et al.,
2024), reinforce discrimination (Noorian et al.,
2024; S, tefănit, ă and Buf, 2021) and contribute to
social polarisation (Stukal et al., 2022). Manu-
ally identifying and removing such content is time-
consuming, costly and often inconsistent due to
the high volume of online interactions (Hansen

et al., 2024). Also, context (Markov and Daele-
mans, 2022; Yu et al., 2022), intent, and linguistic
nuances (Lu et al., 2023) further complicate the
detection of hate speech, making it difficult to dis-
tinguish between harmful and non-harmful speech.

Machine learning and deep learning models can
analyze large volumes of text, identify patterns
associated with hate speech and improve via data-
driven learning (Malik et al., 2024). This study
evaluates traditional machine learning algorithms,
deep learning architectures and large language mod-
els (LLMs) for the detection of hate speech in
Lithuanian in a scenario, where data and compu-
tational resources were limited. We experimented
with different dataset configurations to assess how
these models handle class imbalance issue which
often occurs in many NLP tasks, including hate
speech detection (Casula and Tonelli, 2020; Reddy
and Rajalakshmi, 2020). Therefore, we analyzed
the impact of data augmentation and resampling
techniques on model performance to get insights
into how to improve the detection of hate speech
in Lithuanian, despite the issue of data imbalance.
Also, existing hate speech research and resources
focus on English or similar large languages and rep-
resent other languages much less (Tonneau et al.,
2024), which motivated our work as well.

Thus the rest of the paper is structured as follows:
Section 2 in brief describes related work, Section
3 presents our data, Section 4 introduces models
we used in our experiments, Section 3 specifies
experimental setup, Section 6 reports results and
Section 7 ends the paper with conclusions.

2 Related Work

Hate speech is characterized by language that tar-
gets individuals or groups based on attributes such
as gender, race, ethnicity, and disability (Sachdeva
et al., 2021). The spread of hate speech is of-
ten encouraged by societal biases and conflicts
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(Poletto et al., 2021). Despite extensive research,
defining hate speech remains challenging as it is
dynamic and includes a broad range of concepts,
such as incitement, impoliteness, stigmatization,
and cyberbullying (Tontodimamma et al., 2021;
Culpeper, 2021; Kansok-Dusche et al., 2023). The
interpretation of hate speech is further complicated
by cultural, political, and legal differences across
different regions, which makes it highly context-
dependent (Paz et al., 2020; Alkomah and Ma,
2022; Lee et al., 2024).

Popular hate speech detection approaches rely
on machine learning and NLP techniques (Mul-
lah and Zainon, 2021; Jahan and Oussalah, 2021).
While traditional methods like logistic regression
are still used (e.g., as in Rohith and Amanullah
(2024)), deep learning architectures, such as Long
Short-Term Memory (LSTM), have demonstrated
high accuracy (Mullah and Zainon, 2021; Fazil
et al., 2023). Hybrid models that integrate machine
learning and deep learning techniques have further
improved detection in successfully capturing lexi-
cal and contextual features of hate speech (Mullah
and Zainon, 2021; Rawat et al., 2024).

Graph Neural Networks (GNNs) have gained
attention due to their improved contextual under-
standing of hate speech (Rawat et al., 2024; Wasi,
2024). Also, it has been shown that additional
contextual information relevant to hate speech de-
tection can be obtained from related NLP tasks,
such as sentiment analysis and emotion classifica-
tion (Awal et al., 2021; del Arco et al., 2021; Jafari
et al., 2023). Moreover, optimizing self-supervised
and supervised learning techniques have been used
for improving model accuracy in dual contrastive
learning frameworks (Lu et al., 2023).

Automated hate speech detection is challenging
due to its dynamic nature (Halevy, 2023). There-
fore, an increasing number of studies focus on
multilingual hate speech detection, particularly in
low-resource settings (Awal et al., 2023; Gutha
et al., 2023; Saha et al., 2023). Cross-lingual
transfer learning has been employed to leverage
high-resource languages, such as English, for im-
proving detection in languages with limited an-
notated data (Bigoulaeva et al., 2021; Zia et al.,
2022; de Oliveira et al., 2023). Furthermore, zero-
shot transfer learning has shown promise in han-
dling linguistic variations without requiring labeled
data (Pamungkas et al., 2021; Zia et al., 2022;
Castillo-López et al., 2023). Additionally, meta-
learning frameworks such as HateMAML have

been proposed to enhance cross-lingual transfer
performance in low-resource settings (Mozafari
et al., 2022; Awal et al., 2023), to name just a few.

Beyond cross-lingual strategies, data-efficient
learning techniques have been explored to improve
detection, e.g., even minimal fine-tuning data in
the target language can significantly improve clas-
sification accuracy (Röttger et al., 2022). Also,
data augmentation (Venturott and Ciarelli, 2020;
Casula and Tonelli, 2024), oversampling (Sanya
and Suadaa, 2022; Mohamed et al., 2023) and re-
sampling (Reddy et al., 2023), ensemble learning
(Chen et al., 2021; Mohamed et al., 2023; Daouadi
et al., 2024), cost-sensitive learning (Sreelakshmi
et al., 2024), etc. strategies were applied for solving
class-imbalance problem.

Besides, the use of additional datasets has im-
proved model performance in bilingual hate speech
detection (Shahi and Majchrzak, 2024). Also,
privacy-preserving techniques, such as federated
learning, have been included in hate speech detec-
tion models to protect user data (Gala et al., 2023).
Given the prevalence of multimodal hate speech,
integrating visual and textual features is also rele-
vant for comprehensive moderation (Gandhi et al.,
2024). For example, multimodal approaches that
incorporated textual and visual elements have been
introduced for analyzing hate speech in memes
(Barceló et al., 2024).

As deep learning models often function as “black
boxes”, it raises concerns about their interpretabil-
ity and decision-making process. Therefore, efforts
to improve transparency and to increase trust in
automated moderation systems have been made, as
in MacAvaney et al. (2019) and Wasi (2024).

Research on Lithuanian hate speech detection is
still developing. It has a strong focus on linguistic
analysis, such as analyzing the features of abusive
and hateful comments in Lithuanian news (Ruzaitė,
2018, 2021) or discussing the definition of hate
based on its usage in texts (Župerka, 2021). Also,
first attempts in developing a corpus for hate speech
detection in Lithuanian has been reported in (Gvoz-
dovaitė et al., 2020). In addition, there is some
initial research on the application of deep learn-
ing models for automatic hate speech detection
in Lithuanian, which is reported in (Kankevičiūtė,
2023; Kankevičiūtė et al., 2023a,b).

Despite all advancements, challenges persist in
validation, such as bias in training datasets and
model overfitting. Therefore, frameworks such
as HateCheck have been introduced to improve
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evaluation across linguistic and contextual settings
(Röttger et al., 2021). Considering the continu-
ous changes in hate discourse, refining detection
methodologies, including scenarios and languages
with limited resources, retains its importance.

3 Data

To develop a hate speech detection solution for the
Lithuanian language, an initial dataset of approxi-
mately 60,000 comments was collected from var-
ious Lithuanian news portals, including 15min.lt,
alkas.lt, and delfi.lt. Additionally, the dataset was
supplemented with 226,776 comments from news
portal lrytas.lt1 and manually collected hate speech
comments from various social media pages and
news portals2. The sources were selected based
on their popularity, accessibility of user-generated
comments and differences in their audiences (e.g.,
alkas.lt tends to express nationalist perspectives.)

Recent comments were gathered according to the
specific topics (LGBT+, gender issues, immigrants,
etc.) that were the most prevalent in the hate speech
data. These themes were extracted on the basis of
an initial quantitative and qualitative analysis to
ensure that contemporary patterns of hate speech,
such as the latest vocabulary, were covered.

3.1 Annotation Process

A total of 27,358 comments were manually anno-
tated by four annotators3. Every comments was an-
notated by at least two annotators. Personally iden-
tifiable information (PII), when it occurred in the
user-generated comments, was anonymized. The
annotation scheme consisted of three classes:

• Neutral language – general user-generated
comments without offensive or hateful content
(56% 15 317 of all annotated comments);

• Offensive language – comments containing
strong or harmful expressions but lacking ex-
plicit hate speech (Chen et al., 2012) (28,6%
or 7821 of all annotated comments);

1These comments were provided to us by lrytas.lt by agree-
ment.

2In this stage, we applied targeted search and used the
Google search engine to search for user-generated comments
on Lithuanian news portals based on a set of keywords and key
phrases. This set of keywords and key phrases were identified
by exploring several random samples of our data quantitatively
and qualitatively.

3The user-generated comments were sampled randomly
and annotated in the period of two months.

• Hate speech – comments directed at individ-
uals or groups based on protected characteris-
tics such as gender, race, ethnicity, or religion
(Sachdeva et al., 2021) (15,4% or 4220 of all
annotated comments).

For annotation, guidelines were prepared with
definitions of hate speech, offensive and neutral
language as well as examples. Pre-annotation ex-
ercise was employed to guarantee that annotators
correctly understood their task. The exercise con-
sisted of small sample of user-generated comments
which were annotated by all the annotators together
with researchers, who prepared the guidelines, lead-
ing the activity.

At the first stage of annotation, every comment
was annotated by two annotators. If they disagreed
on the labels, the third annotator annotator was
assigned to review the disagreement cases. The
second stage included another review where dis-
agreement cases were discussed by all the anno-
tators until the agreement was reached. The user-
generated comments for which the agreement was
not reached even after second stage were not in-
cluded in the final dataset.

Some comments contained racist or hateful con-
tent without explicit slurs, making the annotation
process challenging as they needed additional dis-
cussions. Also, figurative and coded language re-
quired additional contextual knowledge for correct
annotation. Finally, comments that contained only
hyperlinks, names, symbols, or emojis were ex-
cluded from the final dataset.

Despite our efforts, our final dataset was imbal-
anced in terms of class distribution4. This imbal-
ance presented challenges for model training, as
the hate speech class had considerably fewer exam-
ples. To address this, multiple dataset balancing
techniques were explored (see Section 5).

3.2 Data Augmentation
To address the effects of data imbalance and en-
hance model robustness, we applied lexical-based
data augmentation (Jahan et al., 2024). This tech-
nique was applied to hate speech and offensive
speech categories to artificially increase their rep-
resentation:

• Keywords in hate speech and offensive com-
ments were replaced with synonyms or stylis-
tically similar terms while maintaining the
original meaning.

4The dataset will be available upon request.
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• Predefined lexicons5 of interchangeable
words were used to ensure context-aware mod-
ifications.

• Some offensive or hate-inducing words were
substituted with alternative expressions that
preserved negative connotations.

This approach helped to increase data diversity
while ensuring that models were not overly sensi-
tive to specific word choices. By introducing differ-
ent variations of hate speech and offensive content,
the models became more adaptable to subtle lexical
changes in real-world data.

4 Models

For hate speech detection in Lithuanian, we em-
ployed well-known deep learning models, includ-
ing Multilingual BERT, LitLat BERT, Electra,
RWKV, ChatGPT, LT-Llama-2, Gemma-2, BiL-
STM, LSTM, CNN, as well as traditional machine
learning models such as SVM, and Random For-
est. Lithuanian is considered a lesser-resourced
language, therefore still not many pre-trained mod-
els can adequately process Lithuanian texts. Of
these models, BiLSTM, LSTM, CNN, SVM, and
Random Forest were trained for hate speech detec-
tion in Lithuanian, while Multilingual BERT, Lit-
Lat BERT, Electra, RWKV, ChatGPT, LT-Llama-
2, Gemma-2 were further fine-tuned to classify
Lithuanian user-generated comments, identifying
those that may contain hate speech. Also, we pre-
trained Electra model for Lithuanian from scratch.

Multilingual BERT. This model6 uses the archi-
tecture of the BERT model and is trained on 104
languages, including Lithuanian (Pires et al., 2019).
Wikipedia7 texts were used to train this model.

LitLat BERT. It is a trilingual model8 that was
built using the XLM-RoBERTa-base (Zhao and Tao,
2021) and trained on Lithuanian, Latvian, and En-
glish language data.

Electra transformer. It is a transformer model9

that uses a pre-training method which trains two
5These lexicons were developed based on the findings of

initial quantitative and qualitative analysis of our corpus. They
will be made public in the future.

6https://huggingface.co/google-bert/
bert-base-multilingual-cased

7https://www.wikipedia.org/
8https://huggingface.co/EMBEDDIA/litlat-bert
9https://huggingface.co/docs/transformers/en/

model_doc/electra

neural network models: a generator and a discrim-
inator. This proposed training method is signif-
icantly more efficient than the masked training
method used in BERT models. This is why the
Electra model requires fewer data and computer
resources for training (Clark et al., 2020).

As there was no pre-trained Electra for Lithua-
nian, we pre-trained it ourselves.

RWKV. It is a language model that combines
transformers and recurrent neural networks (RNNs)
(Peng et al., 2023). RWKV can effectively use
past context while avoiding some common chal-
lenges of traditional RNNs, such as struggling to
handle long sequences. However, one of its main
weaknesses is its sensitivity to how information is
presented, i.e., reordering words in a prompt can
significantly impact its performance.

ChatGPT. In our experiments, we used ChatGPT
models via the OpenAI API. We applied a few-shot
learning approach (Parnami and Lee, 2022) to ex-
pose the models to multiple labeled examples to
improve classification consistency. We defined a
structured system prompt for the hate speech de-
tection task and provided representative samples to
ensure that the models differentiate between exam-
ples of hate, offensive and neutral speech.

LT-Llama-2. We fine-tuned LT-Llama-2-7B-
Instruct model (Nakvosas et al., 2024) using LoRA
(Low-Rank Adaptation) (Hu et al., 2022). Dur-
ing the fine-tuning process, our dataset was pre-
processed and formatted into instruction-based
prompts. Fine-tuning used gradient accumulation,
AdamW optimization, and early stopping.

Gemma-2. For hate speech detection, we fine-
tuned the Gemma-2B model (Team et al., 2024)
with LoRA and 4-bit quantization. The dataset was
pre-processed and formatted into instruction-based
prompts to ensure consistency during training. We
employed gradient accumulation and the AdamW
optimizer. Fine-tuning was monitored with early
stopping to prevent overfitting.

BiLSTM and LSTM. A BiLSTM model (Cui
et al., 2018) was trained using pre-trained Fast-
Text embeddings (Bojanowski et al., 2016). The
text data underwent tokenization, padding, and en-
coding, with the model comprising an embedding
layer, two BiLSTM layers (128 units each), and a
softmax classifier. Sparse categorical cross-entropy
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was used for training, with Adam optimizer and
early stopping to prevent overfitting.

Similarly, an LSTM-based model was imple-
mented with pre-trained FastText embeddings as
well. The architecture consists of an embedding
layer, two stacked LSTM layers (128 units each),
and a softmax classifier. Sparse categorical cross-
entropy and the Adam optimizer were applied, in-
corporating early stopping.

CNN. A model based on a convolutional neu-
ral network (CNN) (O’shea and Nash, 2015) was
developed, again, with pre-trained FastText em-
beddings. The architecture includes an embedding
layer, a 1D convolutional layer (128 filters, kernel
size 5), a global max pooling layer, and fully con-
nected layers with dropout for regularization. The
training was, again, performed with sparse categor-
ical cross-entropy and the Adam optimizer.

SVM. Using FastText sentence embeddings, we
also trained a Support Vector Machine (SVM)
(Cortes and Vapnik, 1995) classifier. The dataset
underwent preprocessing to handle missing values
and filter valid labels. Each text sample was trans-
formed into FastText embeddings before training
an SVM model with a linear kernel.

Random Forest. The Random Forest (Ho, 1995)
classifier was developed with, yet again, FastText
sentence embeddings. Preprocessing included text
transformation into FastText embeddings and label
encoding for classification. The model was trained
with 100 estimators.

4.1 Evaluation Methods

We evaluated our models using accuracy and
weighted F1-score. Accuracy measures the propor-
tion of correctly classified instances over the total
number of instances. However, it can be mislead-
ing in cases of class imbalance, where the majority
class dominates the predictions (Hort, 2023).

To provide a more balanced assessment, we used
the weighted F1-score. This metric calculates the
F1-score for each class independently and then av-
erages them, weighting each class by its number
of true instances (support). Unlike macro averag-
ing, which treats all classes equally, the weighted
F1-score ensures that classes with more samples
contribute proportionally, making it particularly
suitable for datasets with imbalanced class distri-
butions (Vina, 2024).

5 Experimental Setup

Experimental setup includes dataset configurations
model training and evaluation as well as a separate
LLMs testing procedure. The code used for these
experiments as well as model training parameters
are available at https://github.com/CARD-AI/
LT-hatespeech-models.

5.1 Dataset Configurations
Since our annotated corpus was not balanced across
classes, we needed a way to get the best possible re-
sults with the available data. To address this issue,
we explored different approaches to handling an im-
balanced dataset for classifying task user-generated
comments into neutral, offensive, or hate speech.
We conducted three experiments using our data in
different ways:

• Dataset balanced with under-sampling –
the classes were balanced by reducing the
number of offensive and neutral language
comments to match the class with the fewest
comments (hate speech)10;

• Dataset balanced with over-sampling – the
classes were balanced by increasing the num-
ber of hate speech and offensive language
comments11 to match the class with the high-
est number of comments (neutral language);

• Original imbalanced dataset – our original
annotated dataset without any modification.

After applying lexical data augmentation (Sec-
tion 3.2), we generated an additional augmented
dataset. The same balancing techniques (under-
sampling and over-sampling) were applied to the
augmented data, allowing us to analyze whether
augmentation improves classification performance.

5.2 Model Training and Evaluation
For each dataset configuration, we trained and eval-
uated the following models:

• Traditional deep learning models: BiLSTM,
LSTM, CNN.

10The examples to remove were selected randomly. After
the under-sampling was applied, the number of offensive and
neutral language comments each was equal to the number of
hate speech comments.

11For balancing dataset with oversampling, the number of
hate speech and offensive language comments was increased
by making copies of them. The comments were selected form
these classes randomly and the copies were made until the
number of comments for each of these two classes was equal
to the number of comments of the neutral language.
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• Machine learning classifiers: SVM, Ran-
dom Forest.

• LLMs: LT-Llama-2 (LT-Llama-2-7B &
LT-Llama-13b), Gemma-2 (Gemma-2-2b &
Gemma-2-9b), and OpenAI’s ChatGPT mod-
els (GPT-4o, GPT-4o-mini, GPT-4, GPT-3.5-
Turbo).

• Other transformer-based models: Multilin-
gual BERT, LitLat BERT, Electra, RWKV.

For experiments, 80 % of the dataset was used
for training, 10 % – for validation and 10 % – for
testing (the exceptions are LLMs; their testing pro-
cedure is described in 5.2.1.). Each model was
evaluated using accuracy and weighted F1-score.

5.2.1 LLMs Testing Procedure
To evaluate the impact of fine-tuning, we tested
both pre-trained and fine-tuned versions of LLMs
that we used in our experiments. The pre-
trained models included two versions of Gemma-2
(Gemma-2-2b & Gemma-2-9b), LT-Llama-2-13B,
and OpenAI’s ChatGPT models. Additionally, we
fine-tuned a smaller Gemma-2 model and an LT-
Llama-2-7B model on our dataset.

Pre-trained models were evaluated on the mini
testing dataset, which contains 50 comments per
class. We made this decision in order to miti-
gate computational cost, which was especially rele-
vant in terms of using OpenAI’s ChatGPT models.
Therefore, as the results for pre-trained and fine-
tuned LLMs were presented in separate subsection
as they were not directly comparable with the re-
sults of our other experiments. Fine-tuned models
were trained on the original dataset before evalua-
tion. To balance performance and computational
efficiency, we also applied appropriate model quan-
tization settings.

6 Results

This section presents the evaluation results of differ-
ent hate speech detection models trained and tested
on Lithuanian data. The models were assessed
across 3 dataset variants: the original imbalanced
dataset, a dataset balanced with over-sampling and
a dataset balanced with under-sampling. Addition-
ally, an augmented dataset was evaluated using
the same data balancing strategies to determine
whether it could improve model performance. We
used accuracy and weighted F1-score as the pri-
mary evaluation metrics.

6.1 Model Performance with the Imbalanced
Original Dataset

Table 1 presents model performance on the orig-
inal imbalanced dataset. The best-performing
models were LitLat BERT (0.76 accuracy, 0.76
weighted F1-score) and Multilingual BERT (0.73
accuracy, 0.73 weighted F1-score), demonstrating
that transformer-based architectures fine-tuned for
multilingual or Lithuanian texts excel in this task.

Traditional machine learning models like SVM
and Random Forest performed moderately (0.66
and 0.63 accuracy, respectively), showing that
while they capture useful text representations,
they struggle with nuanced language complexi-
ties. Deep learning architectures such as CNN,
LSTM, and BiLSTM exhibited slightly lower per-
formance, with BiLSTM achieving the best result
(0.68 accuracy, 0.65 weighted F1-score). RWKV
performed the worst (0.57 accuracy, 0.49 weighted
F1-score), suggesting its recurrent-based approach
is less suited for this task.

Model Accuracy Weighted
F1-score

CNN 0.67 0.62
LSTM 0.66 0.61
BiLSTM 0.68 0.65
RWKV 0.57 0.49
SVM 0.66 0.56
Random Forest 0.63 0.51
LitLat BERT 0.76 0.76
Electra 0.73 0.72
Multilingual
BERT

0.73 0.73

Table 1: Model Performance on Imbalanced Dataset
(Baseline Results)

To streamline the analysis and highlight the most
relevant findings, subsequent tables (Tables 2, 4,
and 6) include only a subset of models. Specifically,
we focus on transformer-based architectures (Lit-
Lat BERT, Electra, and Multilingual BERT) which
consistently demonstrated the highest performance
in the initial evaluation (Table 1). These models are
the most promising for practical applications due
to their robustness and multilingual capabilities.
RWKV is included as an experimental baseline due
to its novel recurrent-based architecture, which we
were interested in benchmarking against transform-
ers, despite its overall lower performance.

After applying augmentation techniques, the ac-
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curacy of all models improved (Table 2). Notably,
LitLat BERT’s accuracy increased to 0.83, and Mul-
tilingual BERT rose to 0.76 accuracy, indicating
that augmented datasets enhance feature represen-
tation. Electra and RWKV also improved (Electra:
0.72→0.73 accuracy; RWKV: 0.57→0.58), though
RWKV remained weaker than transformer-based
models.

Model Accuracy Weighted
F1-score

RWKV 0.58 0.54
LitLat BERT 0.83 0.83
Electra 0.72 0.69
Multilingual
BERT

0.76 0.76

Table 2: Impact of Data Augmentation on Model Per-
formance

6.2 Model Performance with the Dataset
Balanced via Over-Sampling

Balancing the dataset through over-sampling led to
minor improvements in accuracy for some models,
while others showed little change or slightly de-
creased performance (Table 3). Multilingual BERT
(0.85 accuracy, 0.85 weighted F1-score) and Lit-
Lat BERT (0.84 accuracy, 0.84 weighted F1-score)
outperformed all other models. CNN, LSTM, and
BiLSTM had modest improvements, while RWKV
improved slightly but remained behind transform-
ers.

Over-sampling mitigates class imbalance but
may introduce redundancy, leading to overfitting,
particularly for traditional models like Random For-
est (0.65 accuracy, 0.54 weighted F1-score) and
SVM (0.65 accuracy, 0.62 weighted F1-score).

Table 4 presents results for models trained on
the dataset augmented dataset, balanced via over-
sampling. Multilingual BERT emerged as the top
performer in this setup, reaching 0.85 in both accu-
racy and weighted F1-score. LitLat BERT followed
closely with 0.84 accuracy, demonstrating that it
also benefited from the balancing techniques. Elec-
tra saw moderate improvements, achieving 0.75
accuracy. Meanwhile, RWKV continued to lag be-
hind, indicating that its recurrent-based approach
struggled with this task. The findings suggest that
over-sampling effectively mitigates class imbal-
ance and, when combined with augmentation, leads
to significant performance gains, particularly for
transformer-based models.

Model Accuracy Weighted
F1-score

CNN 0.66 0.61
LSTM 0.61 0.55
BiLSTM 0.62 0.61
RWKV 0.56 0.56
SVM 0.65 0.62
Random Forest 0.65 0.54
LitLat BERT 0.76 0.77
Electra 0.73 0.72
Multilingual
BERT

0.72 0.72

Table 3: Model Performance with Dataset Balanced via
Over-Sampling

Model Accuracy Weighted
F1-score

RWKV 0.56 0.56
LitLat BERT 0.84 0.84
Electra 0.75 0.76
Multilingual
BERT

0.85 0.85

Table 4: Effect of Over-Sampling and Data Augmenta-
tion on Model Performance

6.3 Model Performance with the Dataset
Balanced via Under-Sampling

Reducing neutral and offensive language classes to
match the number of hate speech instances resulted
in decreased performance across models (Table 5).
LitLat BERT (0.74 accuracy, 0.74 weighted F1-
score) and Electra (0.69 accuracy, 0.69 weighted
F1-score) were the top performers, but overall ac-
curacy dropped compared to over-sampling.

Traditional classifiers, SVM and Random For-
est, dropped significantly (SVM: 0.64 accuracy,
Random Forest: 0.56 accuracy), highlighting their
dependency on larger training datasets. RWKV
struggled (0.40 accuracy, 0.41 weighted F1-score),
reaffirming its weaker performance in hate speech
detection.

Table 6 demonstrates the effect of under-
sampling alongside augmentation. LitLat BERT
and Multilingual BERT achieved identical accu-
racy scores of 0.76, showing that even with fewer
training examples, augmentation provided a perfor-
mance boost. Electra, however, saw a slight drop in
accuracy to 0.68, suggesting that it relies more on a
larger dataset to generalize well. RWKV improved
from 0.40 to 0.53 accuracy, though it still under-
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Model Accuracy Weighted
F1-score

CNN 0.60 0.58
LSTM 0.62 0.59
BiLSTM 0.62 0.61
RWKV 0.40 0.41
SVM 0.64 0.62
Random Forest 0.56 0.52
LitLat BERT 0.74 0.74
Electra 0.69 0.69
Multilingual
BERT

0.68 0.68

Table 5: Model Performance with Dataset Balanced via
Under-Sampling

performed compared to transformer-based models.
While under-sampling with augmentation was ben-
eficial, it proved less effective than over-sampling
approaches.

Model Accuracy Weighted
F1-score

RWKV 0.53 0.52
LitLat BERT 0.76 0.77
Electra 0.68 0.67
Multilingual
BERT

0.76 0.75

Table 6: Effect of Under-Sampling and Data Augmenta-
tion on Model Performance

6.4 Model Performance Comparison of
Pre-Trained and Fine-Tuned LLMs

This section presents a comparison between pre-
trained and fine-tuned LLMs using a common test
dataset in order to explore the effect of fine-tuning
for model performance. Table 7 summarizes the
accuracy and weighted F1-scores for each model.

The results indicate that fine-tuning improves
classification accuracy for LLMs in hate speech
detection (see Table 7). The LT-Llama-2-7B fine-
tuned model achieved the highest accuracy (0.74)
and weighted F1-score (0.75), demonstrating the
benefits of training on domain-specific data. Mean-
while, Chatgpt-gpt4o, second best result, reached
0.7 accuracy and weighted F1-score without fine-
tuning. However, it is significantly larger than LT-
Llama-2-7B (although OpenAI has not officially
disclosed the exact number of parameters, it has
been reported that Chatgpt-gpt4o may be over one
trillion parameters (Shahriar et al., 2024).).

Model Accuracy Weighted
F1-score

Gemma-2-2b-it-
Q8-0.gguf

0.47 0.46

Gemma-2-9b-it-
Q6-K-L.gguf

0.59 0.58

Chatgpt-gpt4o 0.70 0.70
Chatgpt-gpt4o-
mini

0.69 0.69

Chatgpt-gpt4 0.69 0.69
Chatgpt-gpt3.5-
turbo

0.55 0.51

LT-Llama-2-13b-
q8

0.16 0.13

Gemma-2-2b-it-
finetuned

0.56 0.55

LT-Llama-2-7B-
finetuned

0.74 0.75

Table 7: Performance Comparison of Pre-Trained and
Fine-Tuned Models)

A direct comparison of pre-trained and fine-
tuned versions of the Gemma-2-2B model shows
an increase in accuracy from 0.47 to 0.56, suggest-
ing that even relatively small-scale fine-tuning can
lead to performance gains. Similarly, LT-Llama-2-
13B-q8, which performed poorly (0.16 accuracy),
highlights the limitations of using a model without
fine-tuning for specialized classification tasks.

Meanwhile, GPT-3.5-turbo lagged behind other
tested OpenAI models with 0.55 accuracy and
0.51 weighted F-1 score, which suggests that
GPT-4’s improvements matter for classification.
Also, Gemma-2-9B-it-Q6-K-L.gguf (pre-trained)
outperformed GPT-3.5-turbo, indicating that cer-
tain smaller architectures can outperform larger
LLMs, while fine-tuning can boost performance
further.

These findings align with existing research, such
as in Sen et al. (2024) and Wullach et al. (2021),
which suggests that fine-tuned models outperform
generic pre-trained ones in domain-specific tasks
like hate speech detection.

7 Conclusions

This study evaluates traditional machine learning
algorithms, deep learning architectures and LLMs
in detecting hate speech in Lithuanian in a sce-
nario where data and computational resources were
limited. We experimented with different dataset
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configurations to assess how these models handle
class imbalance issue. Therefore, we analyzed the
impact of data augmentation via lexical substitution
and resampling techniques on model performance.

Transformer-based models, particularly LitLat
BERT and Electra, demonstrated the best perfor-
mance on the imbalanced original dataset, achiev-
ing 0.76 and 0.73 weighted F-1 scores, respectively.
Traditional machine learning models like SVM
and Random Forest performed moderately, while
RWKV struggled (0.49 weighted F-1 score). Data
augmentation improved all models, with LitLat
BERT reaching 0.83 weighted F-1 score.

With an over-sampling, accuracy improved fur-
ther. Multilingual BERT (0.85 weighted F-1 score)
and LitLat BERT (0.84 weighted F-1 score) out-
performed all other models. Electra improved to
0.76 weighted F-1 score, while RWKV remained
the weakest. Traditional models like SVM (0.62
weighted F-1 score) and Random Forest (0.54
weighted F-1 score) suffered from potential over-
fitting. Over-sampling combined with augmen-
tation provided the best results, particularly for
transformer-based models.

With an under-sampling, performance declined.
LitLat BERT (0.74 weighted F-1 score) and Electra
(0.69 weighted F-1 score) still performed well, but
SVM (0.62 weighted F-1 score) and Random For-
est (0.52 weighted F-1 score) dropped significantly.
RWKV struggled with 0.41 weighted F-1 score,
though augmentation slightly improved it. Under-
sampling was less effective than over-sampling for
performance gains.

GPT-4 models performed well enough without
fine-tuning but at higher computational and finan-
cial cost. Fine-tuning smaller LLMs significantly
boosted their accuracy. Fine-tuned LT-Llama-2-7B
achieved 0.75 weighted F-1 score, while Gemma-
2-2B-it improved from 0.46 to 0.55 weighted F-1
score. However, LT-Llama-2-13B-q8 (0.16 accu-
racy) showed that pre-trained models without fine-
tuning perform poorly on specialized tasks.

Our future plans include increasing our dataset
as well as exploring larger variety of models and
fine-tuning techniques. We also plan to examine
model biases and decision-making processes.

Limitations

The effectiveness of hate speech detection in our
experiments has been constrained by our dataset
limitations, as its scope may not adequately reflect

the diversity of online discourse. Also, sampling bi-
ases and performed anonymization might have ob-
scured contextual cues, which could have affected
model accuracy. Additionally, context-dependent
hate speech variations may be insufficiently repre-
sented, which reduces applicability of our results
to real-world scenarios.

Furthermore, annotation bias may have further
complicated hate speech detection, as subjective in-
terpretations by human annotators influence dataset
labels. Also, the dynamic nature of hate speech in-
troduces new expressions that static datasets do not
capture, thus needing constant updates.

Challenges arise from data balancing techniques
as well, which may introduce biases that impact
model robustness. In addition, deep learning mod-
els, LLMs included, lack proper explainability,
which limits their transparency in decision-making
processes.

Finally, automatic evaluation metrics are in-
sufficient for capturing the nuanced and context-
dependent nature of hate speech, therefore our ex-
periments would benefit from a more comprehen-
sive evaluation procedure, including comprehen-
sive error analysis which we plan to include in our
future research.
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Eglė Kankevičiūtė, Milita Songailaitė, Bohdan Zhyhun,
and Justina Mandravickaitė. 2023b. Lithuanian hate
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