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Abstract

Algorithmic hate speech detection is widely
used today. However, biases within these sys-
tems can lead to discrimination. This research
presents an overview of bias mitigation strate-
gies in the field of hate speech detection. The
identified principles are grouped into four cate-
gories, based on their operation principles. A
novel taxonomy of bias mitigation methods is
proposed. The mitigation strategies are char-
acterized based on their key concepts and an-
alyzed in terms of their application stage and
their need for knowledge of protected attributes.
Additionally, the paper discusses potential com-
binations of these strategies. This research
shifts the focus from identifying present biases
to examining the similarities and differences
between mitigation strategies, thereby facilitat-
ing the exchange, stacking, and ensembling of
these strategies in future research.

1 Introduction

Hate speech classification plays a crucial role in
moderating online discourse, yet existing machine
learning (ML) models often exhibit significant bias.
These biases can lead to performance degrada-
tion (Okpala et al., 2022; Ramponi and Tonelli,
2022), discrimination (Xia et al., 2020; Feldman
and Peake, 2021), erosion of trust in automated
systems (Geleta, 2023; Qureshi et al., 2023), and
even violations of laws and regulations (Wachter
et al., 2021; Kennedy et al., 2018). Despite the
advancements of hate speech detection methods
(Caselli et al., 2021), their uncritical application
can further exacerbate harm (Dixon et al., 2018;
Arango et al., 2019). Addressing these challenges
requires effective bias mitigation strategies.
Current research (e.g. (Garg et al., 2022)) typi-
cally classifies mitigation techniques based on spe-
cific bias types, making it difficult to identify meth-
ods that address multiple biases simultaneously.
Additionally, most studies treat bias mitigation as a
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single-step process (Garg et al., 2022), without con-
sidering the complexities involved in combining
multiple strategies within an ML pipeline. These
limitations complicate the selection and application
of effective bias mitigation techniques.

This study introduces a novel perspective by
shifting the focus from bias types to mitigation
strategies. Instead of asking which methods can
mitigate a given bias, the central question is: Which
types of bias can a specific method mitigate? This
research systematically evaluates mitigation strate-
gies to assess their effectiveness against multiple
bias types. This perspective is particularly relevant
for ML practitioners who encounter multiple biases
within a single pipeline and need holistic solutions.
By mapping these techniques to different stages
of an ML pipeline, this research provides a more
actionable and systematic approach.

This study conducts a structured literature review
to systematically analyze existing bias mitigation
strategies in hate speech classification. The analy-
sis identifies key characteristics of these strategies.

The key contributions are:

* Reframing bias mitigation by organizing
strategies based on the biases they can ad-
dress.

* Providing a structured taxonomy of mitigation
strategies, categorized by principle of opera-
tion, requirements of protected attributes, ML
pipeline stage, and targeted biases.

* Laying the foundation for analyzing compati-
bility, by identifying challenges in combining
multiple mitigation techniques.

Through adopting a method-centered approach
and systematically structuring bias mitigation
strategies, this research facilitates more effective
and informed bias mitigation in hate speech classi-
fication.
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2 Related Literature

Sources of Bias: There are different existing frame-
works, some with a more technical approach (van
der Wal et al., 2022) and some starting from a more
philosophical point of view (Baumann et al., 2023).
To bridge the two approaches, this research applies
the work of Suresh and Guttag (2021). Their model
depicts the entire machine learning life-cycle and
divides it into six-steps and a theoretical framework
involving data transformations. This process model
covers stages from data generation to the final
decision-making process supported by the model’s
classification, divided into two main sections: ‘data
generation’ and ‘model building and implementa-
tion’. Within these stages, five ‘sources of harm’
are identified, which correspond to three sources
of bias (See Appendix A). Garg et al. (2022) ex-
pand upon these ‘sources of bias’ by introducing
the concept of ‘targets of harm,” identifying seven
types of bias in total—three based on the sources of
bias and four on the targets. Mehrabi et al. (2022)
offer a comprehensive survey on bias and fairness
in machine learning, also building on the founda-
tions laid by Suresh and Guttag (2021). However,
they also incorporate an additional framework by
Olteanu et al. (2019), which emphasizes social and
ethical considerations. Mehrabi et al. (2022) cate-
gorize bias into three groups: ‘Data to Algorithm,’
‘Algorithm to User, and ‘User to Data,” which they
use to define more specific types of bias, presenting
a total of 19 distinct bias descriptions.

Taxonomy of Bias Mitigation: Garg et al.
(2022) offer an overview of various mitigation
strategies tailored to each of the bias types they
define. They identify general approaches for mit-
igating specific types of bias and present individ-
ual algorithms that fit within these broader strate-
gies. While their work compiles a comprehensive
range of methodologies, it does not include a tax-
onomy of these methods due to its focus on bias
types. Kamiran and Calders (2012) provide a gen-
eral overview of bias mitigation methods specifi-
cally applied before model training (preprocessing).
Their aim is to reduce the model’s reliance on pro-
tected attributes by transforming the underlying
dataset according to the principles of the prepro-
cessing method used. Further research has sur-
veyed and compared various fairness-aware classi-
fication algorithms. Mehrabi et al. (2022) review
definitions of fairness and fair machine learning
methods across a wide range of applications and

problem settings. They list algorithms previously
used in specific fairness-aware learning scenarios,
noting that these approaches can be categorized by
their application stage into ‘pre-processing, ‘in-
processing,’ or ‘post-processing,” but they do not
provide a formal taxonomy. In contrast, Jones et al.
(2020) compare 28 different model pipelines across
seven datasets, evaluating them based on both per-
formance and fairness metrics.

Combining Mitigation Methods: Park et al.
(2018) examine the impact of three bias mitiga-
tion methods on models that exhibit disparities in
handling different gender identity terms. Their
selection of mitigation algorithms allows them to
assess both the individual effectiveness of each
method and the combined effects when using mul-
tiple methods together. They discover that the most
significant improvements in fairness metrics occur
when all three mitigation methods are combined.
Similarly, Feldman and Peake (2021) propose an
‘end-to-end’ mitigation framework that integrates
three bias mitigation algorithms, each targeting a
different stage of the learning pipeline. This ‘fusion
model’ demonstrates strong performance across all
test metrics, generally outperforming models that
rely on a single debiasing method.

Research contribution: Previous research is fo-
cused on two tasks. Firstly, examining individual
types of bias. Secondly, which methods have been
applied to address bias in the hate speech detec-
tion domain. These approaches limit the ability to
generalize findings across different types of bias.
This research diverges from previous work by fo-
cusing on the bias mitigation methods themselves.
It provides a comprehensive overview of the ex-
isting methods and strategies for mitigating bias.
This research address the gaps in current research
by creating a taxonomy of bias mitigation methods
and further categorizing them based on underlying
concepts. This framework will support the devel-
opment of more effective individual methods or
even a combination of methods to combat one or
multiple types of bias.

3 Methodology

Through a structured literature research, key bias
mitigation concepts were identified as foundation
for the taxonomy and further research. This ap-
proach is similar to the works of Yin and Zubiaga
(2021) and Garg et al. (2022). First, a set of general
keywords related to the domain of hate speech and



toxic speech is collected (‘task names’). Given the
absence of a consistent, operationalized standard
and the scientific broadness and ambiguity of exist-
ing definitions, previous research may have been
categorized differently depending on the author’s
understanding. Thus a single all-encompassing def-
inition would have limited the scope of the study
and excluded relevant literature. Next, a set of
keywords related to the specific topic of investi-
gation is defined. For this study these keywords
were synonyms for ‘bias mitigation’ (‘mitigation
names’). These two sets were then combined into
several queries, with the goal of identifying exist-
ing studies of mitigation methods for the problem
of hate speech detection. Afterwards a second wave
of queries was created. Here the names of possi-
ble mitigation strategies (‘mitigation strategies’)
were combined with the ‘task names’ to consider
research that did not explicitly aim for bias mitiga-
tion. These ‘mitigation strategies’ keywords were
sourced from existing literature, with the goal to
extend the literature collection and review current
developments in the area. All prepared queries
were then handed to Google Scholar as the primary
search engine to discover relevant research. An
overview of the utilized keywords can be found in
Appendix B.

The literature research for bias mitigation stud-
ies ended in October 2023, but individual searches
for specific methods continued until February 2024.
Starting from these sources, citations, and cross-
references were utilized to extend the collection of
literature. The publications were evaluated accord-
ing to the journal they were published in, the year
of publication, the amount of citations and the rele-
vance of the abstract, introduction and conclusion.
If the research passed these initial hurdles, further
investigation was undertaken. After this process 83
publications were utilized in this research. The ex-
tracted mitigation strategies were combined into a
taxonomy of bias mitigation. Additionally both the
framework by Suresh and Guttag (2021) and the
extracted bias mitigation principles are combined
in the work.

4 Framework of Bias

To position the mitigation strategies an explicit,
shared understanding of bias needs to be defined.
Suresh and Guttag (2021) define seven poten-
tial sources of harm. Theoretically, each source is
aligned with a distinct kind of bias. However, in

practice these types may not necessarily be mutu-
ally exclusive. The bias types proposed by Suresh
and Guttag (2021) are: 1. Historical Bias, 2. Rep-
resentation Bias, 3. Measurement Bias, 4. Aggre-
gation Bias, 5. Learning Bias, 6. Evaluation Bias
and 7. Deployment Bias. A brief introduction to
each bias type can be found in Appendix C. The
relation between bias types and the theoretical rep-
resentation of the machine learning life cycle (Data
Collection, Data Preparation, Model Development,
Model Evaluation, Model Postprocessing, Model
Deployment) can be seen in Appendix A Figure 2.

S Strategies Principles of Bias Mitigation

To organize the bias mitigation strategies based on
the bias they address, this Section outlines all differ-
ent types of identified bias mitigation approaches.
It differentiates them from each other, based on
their conceptual approach, and delineates if the
model is model-agnostic (independent of the under-
lying machine learning model).

A complete overview of all identified mitiga-
tion methods, along with examples from applied
research, is provided in Appendix D.

5.1 Model Dependent Methods

Prediction Manipulation Prediction manipulation
focuses on adjusting the class labels assigned by a
model to reduce bias. Instead of directly outputting
labels, a classifier typically assigns a probability
vector to each sample. Instead of choosing the label
with the highest associated probability, different se-
lection algorithms can be used (Pleiss et al., 2017).
Depending on the chosen approach, both individual
and group fairness can be improved.

Change in Model Optimization Training an
ML model is an optimization process guided by a
loss function, such as cross-entropy, which penal-
izes incorrect predictions based on their confidence
level. This assumes equal costs for false positives
and negatives, which may not suited for all appli-
cations. In general, different loss functions and
optimizations approaches within the model can be
utilized for mitigating biases.

To address fairness, regularization terms can be
added to the loss function. Agarwal et al. (2018)
integrate fairness constraints, while Ravfogel et al.
(2020) reduce bias by targeting word embeddings.
Attention mechanisms can also be adjusted to en-
sure fairer treatment, as shown by Gaci et al. (2022)
and Attanasio et al. (2022). These methods enhance



fairness but require re-training when adjustments
are made.

Adpversarial Debiasing Adversarial Debiasing
is a technique used to reduce bias in machine learn-
ing models by altering the training process. It
combines two tasks: classifying text as toxic or
non-toxic and using an adversarial model to predict
protected attributes. The goal is to train the model
to accurately classify hate speech while prevent-
ing it from identifying protected attributes, thereby
minimizing bias (Xia et al., 2020; Han et al., 2021).

This method requires data with feature vectors,
hate speech labels, and protected attribute labels.
The model architecture typically includes a shared
encoder, an adversarial model, and a classifier. Dur-
ing training, the information collected by observing
the adversarial model can be applied to disrupt any
bias the classifier might learn (Xia et al., 2020; Han
et al., 2021; Zhang et al., 2018). Despite being
resource-intensive, adversarial debiasing is flexi-
ble, making it an effective tool for bias mitigation
in machine learning models.

Ensemble Models Ensemble Models, or mul-
tiple classifier systems (MCS) (Roli et al., 2001),
combine predictions from multiple classifiers to im-
prove accuracy and reduce errors. Typically, they
use the majority-vote rule, where the most common
label is chosen (Kamiran et al., 2018).

Ensemble models boost robustness and fairness
by leveraging various model architectures and ag-
gregation methods. Despite their higher resource
demands, their flexibility in incorporating different
models and strategies makes them effective for bias
mitigation and performance improvement (Kami-
ran et al., 2018; Nascimento et al., 2022).

Explainable AI (XAI) Understanding how ma-
chine learning models make decisions is seen as the
first step in the mitigation process, therefore XAl
is considered a part of the mitigation strategies and
included in this research. XAI methods provide
insights into decision-making processes, helping
in model evaluation, regulatory compliance, and
development of mitigation strategies, though they
may require additional computational resources
(Kuhl et al., 2023; Qureshi et al., 2023).

Attention mechanisms, such as those in mod-
els like GPT (Radford et al., 2019), offer insights
into decision processes by highlighting which parts
of the input are most influential (Lindsay, 2020).
Mathew et al. (2021) introduce HateXplain, a
dataset with human-annotated rationales for hate
speech detection, allowing evaluation of model at-

tention against human reasoning. Qureshi et al.
(2023) use feature importance methods to suggest
non-offensive alternatives.

5.2 Model Agnostic Methods

Word Manipulation A word significantly corre-
lated with a class label is defined as a ‘bias sensitive
word’ (BSW) (Badjatiya et al., 2019). A classifier
can learn unintended relations between the toxicity
label and benign words (Dixon et al., 2018). These
relations can be effectively combated by different
word manipulation strategies. Approaches range
from masking via tokens or k-nearest neighbors to
placing Named-entity tags (Badjatiya et al., 2019;
Ramponi and Tonelli, 2022). Allowing them to mit-
igate bias in an early step of the machine learning
pipeline.

Counterfactuals In contrast to word manipula-
tion, counterfactuals introduce new samples. By
either using template structures to insert BSW
into new (un-)problematic situations (Dixon et al.,
2018) or switching terms against their counterparts
(Zhao et al., 2018). One advantage is the ability
to create samples of protected groups that may be
underrepresented otherwise. However, counterfac-
tuals can also impact the semantics of a sample.
If a token is replaced without considering the con-
text, non-realistic samples can be generated. These
can be problematic as they may introduce new
sources of bias, counteracting the intended goal.
Although modern approaches such as the ‘Social
Group Counterfactuals’ developed by Davani et al.
(2020) can alleviate this issue.

Synthetic Data Generator models can be used
to create new artificial samples that contain both
toxic and benign statements about a wide range of
protected groups (Yang et al., 2020; Ng et al., 2020;
Fanton et al., 2021). Different approaches range
from human-in-the-loop to GPT-based Generative
Adversary Networks (GAN). The key differenti-
ation from Counterfactuals is that synthetic data
can be acquired without relying on, or sampling
from, the real data distribution. Therefore, it can
also include unseen phenomena not present in the
original dataset.

Sampling Based Sampling-based approaches
(under- and over-sampling) are used to reduce class
imbalance (Elrahman and Abraham, 2014). For
the problem of hate speech detection, a possible
usage might be equalizing the amount of toxic and
non-toxic data samples by either removing or du-
plicating data points. Different ways of selecting



these samples exist. One possibility are clustering
algorithms (Yong, 2012)). Often this class balanc-
ing is extended to the distribution of other labels
e.g., protected attributes.

Sample Reweighing Reweighing algorithms are
used to balance a dataset with regard to a given
metric or grouping. Their underlying principle
is similar to Sampling-based approaches. Sam-
ple Reweighing is based on the idea of converg-
ing the observed probability in the data set with
the expected probability distribution at applica-
tion time. However unlike sampling approaches,
reweighing does not need to explicitly duplicate
or remove any samples from the dataset. Instead,
each sample is concatenated with an assigned
weight. This weight determines the strength at
which (mis-)classifications for this sample are fac-
tored into the loss function (penalty) of the clas-
sifier. For example Zhao et al. (2023) propose
an adversarial reweighting method guided by the
Wasserstein distance.

Annotation Manipulation Hate speech detec-
tion often relies on supervised learning, where
datasets include feature vectors and annotated class
labels. The annotation process can introduce bi-
ases, but various strategies exist to mitigate them.
One approach, proposed by Li et al. (2023), is
Decoupled Confident Learning (DeCoLe), which
prunes samples with potentially inaccurate labels.
Another method involves relabeling, also known as
“massaging”’, which corrects erroneous labels rather
than removing them, as suggested by Kamiran and
Calders (2012). In addition, the general format of
the annotation can be changed. Garg et al. (2022)
argue that there is a need to incorporate disagree-
ment into the labeling process, e.g. via multiple
labels for the same sample. These techniques focus
on improving data quality, though altering labels
can influence which models are suitable for the
task.

Addition of External Information Datasets pro-
vide a snapshot of data at a specific time, which
can become outdated as language and platforms
evolve (Garg et al., 2022). This can affect hate
speech detection models, leading to performance
issues when applied in real-world contexts (Ram-
poni and Tonelli, 2022). To improve robustness,
integrating additional or diverse data is beneficial.
Antypas and Camacho-Collados (2023) found that
combining multiple datasets enhances model gener-
alization. Dixon et al. (2018) used Wikipedia data
for balancing the datasets, and Park et al. (2018)

employed transfer learning to reduce biases. Sheth
et al. (2023b) developed the PEACE framework,
using sentiment and aggression cues to enhance
model performance across platforms.

Overall, adding diverse data or meta-information
can improve hate speech detection, while managing
privacy and regulatory concerns through data sheets
and statements (Mehrabi et al., 2022; Ramponi and
Tonelli, 2022).

6 Taxonomy of Bias Mitigation

6.1 Proposed Taxonomy of Bias Mitigation
Methods

As the second research contribution and based on
current literature, all identified strategies for bias
mitigation displayed in Section 5, can be cate-
gorized by four general aspects: 1. The under-
lying principle of operation, 2. the application
stage, 3. the requirements of protected attributes
and 4. the bias type mitigated. This categoriza-
tion is visualized in Figure 1. The proposed tax-
onomy divides bias mitigation methods into four
conceptual groups of operation principles: text-
oriented, sample-oriented, model-oriented, and
meta information-oriented.

Each category plays a unique role in bias mitiga-
tion, offering a new ‘perspective’ due to a different
focus point. An overview containing all in litera-
ture identified methods for each group can be found
in Appendix E.

Text-oriented methods focus on modifying the
content of text samples in the dataset and are model-
agnostic. They include text manipulation, counter-
factuals, and synthetic data methods. Word manip-
ulation changes individual words, counterfactuals
replace identity terms with alternative tokens, and
synthetic data methods generate new samples to
enhance dataset diversity.

Sample-oriented methods abstract from text
content and focus on dataset attributes such as sam-
ple distribution. These include sampling-based
approaches, sample reweighing, and annotation
manipulation. Sampling-based methods adjust
the dataset by over- or under-sampling, sample
reweighing alters the impact of individual samples,
and annotation manipulation changes sample labels
to reduce bias.

Model-oriented methods target the classifier
itself, including changes in model optimization,
adversarial debiasing, ensemble models, and pre-
diction manipulation. These methods are model-
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Figure 1: Taxonomy of bias mitigation methods based on their principle of operation. Each symbol marks a class of
processing PR = Pre-processing, IN = In-Processing, PO = Post-Processing, Historical Bias = !, Representation
Bias = 2, Measurement Bias = 3, Aggregation Bias = 4, Learning Bias = ®, Evaluation Bias = %, Deployment Bias =

7, Requires knowledge about the protected attribute = *

specific and can affect both training and application
times, depending on the classifier’s architecture and
the nature of the adjustments.

Meta information-oriented methods are the
most abstract, focusing on information about the
ML pipeline and its development. This category
includes explainable Al (XAI) and the addition
of external information. XAI analyzes decision
influences, while additional information aims to
diversify datasets by incorporating external sources
or metadata.

6.2 Application Stages of Bias Mitigation

Bias mitigation strategies need to be applied at
a certain point in the machine learning lifecycle.
Suresh and Guttag (2021) utilize a six-stage model
to represent all details of this lifecycle. While use-
ful for a fine-grained analysis this model is not
well-suited for an intuitive understanding, espe-
cially from non-domain experts. Thus for this Sec-
tion the focus will be on the common three-stage
model categorizing approaches into either ‘pre-, in-
or post-processing’. In Appendix F a mapping of
the mitigation strategies onto the six-stage frame-
work by Suresh and Guttag (2021) can be found.
Figure 1 illustrates the distribution of mitiga-
tion methods across ‘pre-, in- or post-processing’.
Each stage has multiple methods associated with
it, indicating that all parts of the ML pipeline can
be useful to combat bias. Nonetheless debiasing
methods are not uniformly distributed across stages.

The least amount of mitigation strategies can be
viewed as post-processing, with only three belong-
ing into this category. Both pre-processing and
in-processing are more prevalent with seven and
five members respectively. Referencing this dis-
tribution with the conceptual groups of operation
principles, introduced in Section 6.1, a trend can
be seen. Each group has a majority category that
almost all members belong to. Both ‘Text-oriented’
and ‘Sample-oriented’ methods concentrate on pre-
processing. This aligns with their focus on the
dataset, either its content or the abstracted samples.
Sample reweighing is the only concept that devi-
ates from this trend, by belonging to both pre- and
in-processing.

The ‘Model-oriented’ group as the name sug-
gests focuses on the model. The main concepts
are either the training procedure or the underly-
ing model architecture. This places them into the
in-processing stage, as they either directly or in-
directly change the way how model training oc-
curs. An exemption in the ‘Model-oriented’ group
is prediction manipulation. As the idea is to re-
label the predictions after they were made by the
model, prediction manipulation is applied during
the post-processing stage. The last group consists
of ‘Meta information-oriented’ methods, which in-
cludes explainable Al and the addition of external
information. Both consist of applications that are
part of post-processing, however in addition they
also belong to another stage.



In total, it can be observed that, while unevenly
split, mitigation methods can be utilized at all
stages of the ML pipeline. Additionally, the con-
ceptual groups provided by the proposed taxon-
omy from Section 6.1 offers a good intuition at
which stage a method may intercept. This can
reduce the workload when designing multi-stage
bias mitigation interventions. As instead of ana-
lyzing the details of a mitigation strategy knowing
the rough focus of a method allows placing them
within the pipeline. ‘Text-oriented’ and ‘Sample-
oriented’ methods intervene during pre-processing.
‘Model-oriented’ methods mainly target model de-
velopment. ‘Meta information-oriented’ strategies
cover at least post-processing and one additional
stage, reflecting their need for broader interaction.

6.3 Requirements for Protected Attributes

Protected attributes are all attributes that should not
be utilized for the prediction of a sample (Morse
et al., 2022). They are considered potentially sen-
sitive, in the sense of personal identification, dis-
crimination and data protection. Examples for pro-
tected attributes are age, skin color, or religious
orientation (Morse et al., 2022). Not all datasets
include protected attributes, and recording them in
general raises privacy issues (Wachter et al., 2021).
There are also concerns about ‘reverse discrimina-
tion’ (Kamiran and Calders, 2012; Kamiran et al.,
2018) and legal challenges, as regulations may
hold classifiers accountable for using protected at-
tributes (Margot E. Kaminski, 2021; Wachter et al.,
2021). It has to be noted that all strategies work
with the protected attributes provided. But only
six strategies are applicable without information
about the protected attributes. The six strategies
are: Text Manipulation, Counterfactuals, Synthetic
Data, Sample Reweighing, Explainable Al and Ad-
dition of Information. The strategies that require
knowledge about the protected attribute are marked
with “*” in Figure 1. Overall, half of the mitiga-
tion principles require sensitive information during
training. Despite this, there are viable strategies to
address bias without such data.

6.4 Biases targeted by Mitigation Strategies

A comprehensive overview of the existing research
applications for each mitigation strategy and which
biases from Suresh and Guttag (2021) they have
addressed can be found in Table 1. They refer
to biases as distinct sources of harm in an ML
system. It can be seen that there is a difference

in the attention that different bias types have re-
ceived from researchers. While representation bias
has been the focus of seven existing hate speech
publications, both evaluation and deployment bias
have only been combated once in this research field.
These insights suggest that current research may
be narrow in focus.

7 On Combining Mitigation Methods

Bias mitigation is often treated as a single-step
intervention, where methods are applied in iso-
lation (Garg et al., 2022). While this simplifies
implementation, it limits effectiveness, as no sin-
gle method optimally balances fairness and perfor-
mance across all bias types. Research suggests that
combining strategies can improve fairness (Feld-
man and Peake, 2021; Park et al., 2018), yet there is
little systematic guidance on how to structure such
combinations. The challenge lies in understand-
ing interaction effects: some methods reinforce
each other, while others may act independently or
even neutralize each other. The order of application
plays a crucial role. For example, assume that coun-
terfactuals are first created by replacing words with
their opposite-gender counterparts. If additional
word manipulation methods are then applied to re-
place all gendered words with a token word, the
resulting dataset will contain duplicate sentences,
one from the original sample after tokenization and
another from its counterfactual version, which is
tokenized into the exact same output.

It is important to understand, how different bias
mitigation techniques interact, both within and
across ML pipeline stages, to identify effective
multi-stage interventions. Another challenge is
evaluating combined approaches: many fairness
metrics only assess individual methods rather than
their collective impact (Park et al., 2018; Feld-
man and Peake, 2021). Developing benchmarks
that quantify trade-offs between performance and
fairness in multi-method settings is a crucial step
forward. Additionally, practical concerns, such
as computational efficiency and deployment con-
straints, remain underexplored.

To address these challenges, the introduced con-
ceptual groups help organize bias mitigation by
clarifying their roles within the ML pipeline. This
structured approach enables more effective multi-
method interventions, reducing conflicts and im-
proving scalability.



Bias Type

Mitigation Method

Historical Bias

Text Manipulation (Badjatiya et al., 2019; Ramponi and Tonelli, 2022); Counter-
factual (Davani et al., 2020); Sampling Based (Ball-Burack et al., 2021); Model
Optimization (Park et al., 2018; Kennedy et al., 2020a; Gaci et al., 2022; Cai et al.,
2022); Ensemble Models (Nascimento et al., 2022); Explainable Al (Attanasio et al.,
2022; Mathew et al., 2021; Pereira-Kohatsu et al., 2019; Qureshi et al., 2023)

Representation Text Manipulation (Badjatiya et al., 2019); Counterfactual (Davani et al., 2020;

Bias Park et al., 2018; Dixon et al., 2018); Synthetic Data (Hartvigsen et al., 2022;
Ocampo et al., 2023); Sampling Based (Ball-Burack et al., 2021); Sample Reweigh-
ing (Mozafari et al., 2020); Model Optimization (Cai et al., 2022); Addition of
external Information (Dixon et al., 2018; Park et al., 2018)

Measurement Sample Reweighing (Mozafari et al., 2020); Annotation Manipulation (Li et al.,

Bias 2023);Adversarial debiasing (Okpala et al., 2022)

Aggregation Synthetic Data (Yang et al., 2020); Annotation Manipulation (Li et al., 2023); Adver-

Bias sarial debiasing (Okpala et al., 2022; Xia et al., 2020); Explainable Al (Attanasio

et al., 2022; Mathew et al., 2021; Pereira-Kohatsu et al., 2019; Qureshi et al., 2023;
Geleta, 2023)

Learning Bias

Model Optimization (Chen et al., 2023); Adversarial debiasing (Okpala et al., 2022)

Evaluation Bias

Counterfactual (Dixon et al., 2018)

Deployment
Bias

Explainable AI (Geleta, 2023; Qureshi et al., 2023; Attanasio et al., 2022; Pereira-
Kohatsu et al., 2019)

Table 1: Bias mitigation strategies categorized by targeted bias type in historical applications. This research mapped

the applied strategies from cited resources to specific bias types.

7.1 Example: Structuring Multi-Method
Mitigation with the Taxonomy.

As a concrete example, Park et al. (2018) employed
three different methods to successfully mitigate
gender bias in toxic comment classification: coun-
terfactual data augmentation, adversarial debiasing,
and a change in model optimization through fine-
tuning. While these methods proved effective, they
were selected heuristically—without the benefit of
structured guidance for expanding or systematically
organizing the mitigation pipeline.

Using the proposed taxonomy, additional strate-
gies could be integrated systematically. For ex-
ample, a sample-oriented method such as sample
reweighing could complement counterfactual data
without altering textual content. Similarly, a meta-
information-oriented technique like fairness-aware
methods could be added post-hoc to audit residual
bias, without modifying the model architecture or
training regime.

This illustrates how the taxonomy enables mod-
ular, non-disruptive extensions to bias mitigation
workflows by clarifying method roles and interac-
tions across the ML pipeline.

8 Discussion

This research categorized the identified bias mit-
igation methods based on their intended target
within the ML pipeline. It defined four princi-
ple groups: text-oriented, sample-oriented, model-
oriented, and meta information-oriented methods.
The classification is based on the operational sim-
ilarities of the methods within the ML workflow.
While it is possible that other classes of mitiga-
tion strategies cannot be represented within this
grouping, all identified strategies presented in the
research could be positioned here. It would be
possible to introduce different groupings based on
other aspects, but especially with the goal of mak-
ing the strategies exchangeable or stackable, this
grouping provides the best identified option.

This classification also highlights an uneven dis-
tribution of methods across ML pipeline stages,
with more methods focused on pre-processing
and in-processing, and fewer applied during post-
processing. This might be due to the field of re-
search being relatively new and pre-processing be-
ing the first step, as it is often a necessity to pre-
process the datasets before training an algorithm.
Therefore, pre-processing might also be the first
step to be scrutinized by research.



9 Conclusion and Future Work

This research investigates bias mitigation methods,
specifically for hate speech detection. All identified
mitigation strategies were presented and organized
based on their principles of operation into a newly
developed taxonomy for bias mitigation, categoriz-
ing them into four ‘conceptual groups’ of opera-
tion principles: ‘text-oriented,” ‘sample-oriented,’
‘model-oriented,” and ‘meta-information-oriented.’

This research shifts the focus away from the in-
dividual biases present in a system and onto the
available mitigation strategies, creating a compre-
hensive overview of existing strategies, introducing
a novel grouping and taxonomy, and highlighting
which biases and stages these strategies cover in
current research. It identifies methods that require
protected attributes to function and discusses fac-
tors influencing the combination of various miti-
gation methods. Therefore, making it easier for
future research to understand which methods exist,
function similarly and which could bear potential
for replacing, stacking, or combining.

In the next step, exploring how to best com-
bine these different methods is a promising avenue
for further research. Future research could also
consider adaptive bias mitigation frameworks that
dynamically adjust mitigation strategies based on
dataset properties. Additionally, integrating new
mitigation strategies from adjacent fields could
enhance the effectiveness of bias reduction tech-
niques.

10 Limitations

As keyword-based searches on Google Scholar
were utilized, publications not linked on the search
engine or publications with wrong keyword tags
were potentially excluded from the sources of in-
formation. Additionally, no complete list of all
possible bias mitigation methods and strategies can
exist. Especially, as research on bias mitigation is
steadily growing. Another limitation of any mod-
ern fairness-aware research is the missing existence
of definitions for fairness, hate speech and bias
types that are shared across fields and researchers.
While certain definitions have been utilized by mul-
tiple publications, no singular understanding ex-
ists. As a consequence, previous research may
have been misinterpreted in this research. Sim-
ilarly, no reproducibility experiments were done
as part of this research. Results and findings by
other researchers were assumed to be obtained in

scientifically sound and valid ways. In addition, the
findings proposed by this research were not experi-
mentally confirmed. Finally, the research presented
here is only applicable to the field of hate speech
detection, which is itself a subarea in the field of
natural language processing, which could contain
more mitigation approaches not covered here.

11 Ethical Considerations

The research centers on societal interests, with a
focus on the public good. The mitigation of bias
in algorithmic detection of hate speech is essential
to foster a harm-free environment, especially for
minority groups requiring protection. Mitigating
biases within datasets, labels, algorithms, trained
classifiers, and predictions will aid in achieving
this goal in the future. The research aims to con-
tribute to a more diverse understanding of what
constitutes mitigation of bias in hate speech detec-
tion. Potential limitations are outlined in Section
10. The research advocates for more bias mitigation
in the machine learning lifecycle of hate speech
classification in a real world setting. This will not
just protect the target of hate more efficiently, but
also minimize unjustified restrictions on freedom
of speech.
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A Framework of Bias

Figure 2 displays the framework of bias from
Suresh and Guttag (2021).

B Keywords

The ‘task names’ keywords were: {‘hate speech
detection’, ‘abusive language detection’, ‘offensive
language detection’, ‘toxic speech detection’}.

The keywords for ‘mitigation names’ were:
{‘bias mitigation’, ‘debiasing’, ‘combat bias’,
‘fair classification’, ‘fairness-aware classification’,
‘harm mitigation’, ‘removing bias’, ‘prevent bias’,
‘handling bias’}.

The keywords for ‘mitigation strategies’ were:
{‘Text Removal’, ‘Masking’,“Word Generaliza-
tion’,‘Filtering’,“Word ~ Replacements’, “Token
Generalization’, ‘Counterfactuals’, ‘“Template
Test Set’,’'Data  Augmentation’,’Data  Cre-
ation’,‘Artificial Data’, ‘Synthetic Data’,‘Synthetic
Samples’, ‘Preferential Sampling’, ‘Sampling’,
‘Sample Reweighing’, ‘Sample Pruning’, ‘Re-
labeling’, ‘Annotation Uncertainty Modeling’,
‘Label Uncertainty’, ‘Prediction Manipulation’,
‘Fair Training Metric’, ‘Debiasing Word Em-
beddings’,‘Attention Regularization’, ‘Model
Pruning’, ‘Transfer Learning’, ‘Model Pretraining’,
“Transformer-based Debiasing’, ‘Adversarial
Debiasing’, ‘Ensemble Models’, ‘Explainable
AT, ‘Understandable AI’, ‘Explainable Machine
Learning’, ‘Counterfactual Explanations’ }.

C Introduction to the different Bias Types

The bias types proposed by Suresh and Guttag
(2021) are:

Historical Bias: This bias arises from pre-
existing societal and historical inequalities that
shape data before collection begins. Even with
accurate measurements, marginalized groups may
face disadvantages due to systemic disparities.

Representation Bias: This occurs when the
sampled population fails to accurately reflect the
real-world application population. Underrepresen-
tation of certain groups can lead to reduced model
robustness and fairness.

Measurement Bias: This bias stems from in-
consistencies in feature and label definitions during
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Figure 2: Sources of Harms and their related Types of Bias. This diagram is copied from Suresh and Guttag (2021).

data collection. Variability in human judgment (e.g.
annotator bias), guidelines, or external factors can
lead to systematic errors affecting model general-
ization.

Aggregation Bias: This bias arises when a
model assumes that all data points follow the same
input-label relationship, disregarding different data
origins and subgroup-specific differences. Varia-
tions in language, context, or cultural background
can lead to systematic misrepresentations in the
model.

Learning Bias: Arising from choices made dur-
ing model training, this bias reflects disparities in
performance across different groups. The optimiza-
tion of one metric may unintentionally compromise
fairness, privacy, or other critical objectives.

Evaluation Bias: This occurs when the bench-
mark data or metrics used for assessing a model
fail to capture real-world variations. A model may
perform well in testing but struggle with new data.

Deployment Bias: This bias emerges when a
model is used in real-world environments in ways
that differ from its intended design. Human and
institutional interactions can distort its application,
leading to unintended consequences.
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D Sources for Mitigation Strategies

For each identified bias mitigation strategy the con-
crete methods with their sources in literature are
displayed.

Text Manipulation: Removal (Ramponi and
Tonelli, 2022)], Masking (Ramponi and Tonelli,
2022), Word Generalization (Badjatiya et al., 2019),
Filtering (Ramponi and Tonelli, 2022).

Counterfactuals: Word Replacements (Park
et al., 2018; Davani et al., 2020; Joshi et al., 2023),
Template Test Set (Dixon et al., 2018).

Synthetic Data: Data Augmentation (Ng et al.,
2020; Yang et al., 2020), Artificial Data Creation
(Hartvigsen et al., 2022; Ocampo et al., 2023; Fan-
ton et al., 2021).

Sampling Based: Preferential Sampling (Kami-
ran and Calders, 2012; Ball-Burack et al., 2021).

Sample Reweighing: Uniform Weights (Kami-
ran and Calders, 2012; Krasanakis et al., 2018),
Individual Weights(Zhao et al., 2023).

Annotation Manipulation: Pruning Inaccurate
Samples(Li et al., 2023), Relabeling(Kamiran and
Calders, 2012), Uncertainty Modeling(Garg et al.,
2022; Kennedy et al., 2020b; Sheth et al., 2023a).

Prediction Manipulation: Group Fairness



(Pleiss et al., 2017), Individual Fairness (Lohia
etal., 2019).

Change Model Optimization: Training Metric
(Agarwal et al., 2018; Garg et al., 2022; Kennedy
et al., 2020a), Word Embeddings (Ravfogel et al.,
2020; Park et al., 2018), Attention Regularization
(Gaci et al., 2022; Attanasio et al., 2022; Cai et al.,
2022), Movement Pruning (Joniak and Aizawa,
2022), Transfer Learning (Park et al., 2018).

Adversarial Debiasing: Internal (Xia et al.,
2020), External (Okpala et al., 2022), Multiple
(Han et al., 2021).

Ensemble Models: Reject Option Classifaction
(Kamiran et al., 2018), Various Experts (Nasci-
mento et al., 2022).

Explainable AI: Attention Highlighting (Attana-
sio et al., 2022; Mathew et al., 2021), Monitoring
(Pereira-Kohatsu et al., 2019), Counterfactual Ex-
planations (Qureshi et al., 2023; Kuhl et al., 2023).

Addition of External Information: Data
Augmentation (Dixon et al., 2018; Park et al.,
2018), Training Datasets (Antypas and Camacho-
Collados, 2023), Related Cues (Sheth et al.,
2023Db).

E Taxonomy with Approaches and
Sources

Figure 3 displays the taxonomy further enriched
with the approaches from the literature. An easier
accessible version can be found on GitHub!

F Mitigation Methods in the Six Stage
Bias Model

Table 2 displays the mitigation approaches and
their location within the six stage bias model from
(Suresh and Guttag, 2021).

"https://github.com/fillies/BiasMitigationTaxonomy
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Mitigation method Da.Col. Da.Proc. Mo.Dev. Mo.Eval. Mo.Post. Mao.Dep.
Text Manipulation X

Counterfactuals X X

Synthetic Data X X

Sampling based X

Sample Reweighing X X

Annotation Manipulation X X X

Prediction Manipulation X

Change Model Optimization X X

Adpversarial Debiasing X X

Ensemble Models X X
Explainable AI X X X
Addition of Information X X X X
Total: 3 7 5 5 3 2

Table 2: Bias Mitigation Principles categorized into the Six Stage Model by (Suresh and Guttag, 2021). Each
column represents a stage. Da.Col = Data Collection. Da.Proc. = Data Processing. Mo.Dev. = Model Development.
Mo.Eval. = Model Evaluation. Mo.Post. = Model Post-Processing. Mo.Dep. = Model Deployment. A horizontal
line delineates the four different conceptual groups introduced in this research.
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Figure 3: Classes broken down in concrete methods for bias mitigation with the corresponding citations. Miti. =
Mitigation, Mani. = Manipulation, Gen. = Generalization, Counter. = Counterfactuals, Repl. = Replacements,
Temp. = Template, Syn. = Synthetic, Aug. = Augmentation, Arti. = Artificial, Cr. = Creation, Samp. = Sampling,
Rewei. = Reweighing, Opti. = Optimization, Deb = Debiasing, Model. = Modeling, Expl. = Explainable, Regu. =
Regularization, Classi. = Classifaction
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